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Abstract

Security and Privacy in Cloud-Enabled Cyber-Physical Systems

Amir Mohammad Naseri

The advent of Cyber-Physical Systems (CPS)s is considered a revolution in the industry’s

modern history. CPSs are anticipated to have a rapid diffusion in safety-critical domains such as

intelligent transportation, energy distribution, and industry 4.0. Control systems are the core of

any CPS since they are in charge of deciding the control inputs given the measurements provided

by distributed sensors. Advanced control algorithms require a significant amount of computational

power that might not be available on-site. In these scenarios, cloud computing represents a possible

solution. Ensuring the cyber-security of cloud-enabled CPSs is an important concern, especially

when they are used in safety-critical applications. Indeed, a malicious cloud provider can misuse

the sensor measurements and/or control inputs or sabotage the control algorithm.

In this thesis, we investigate different security and privacy issues in cloud-based control systems

and provide different control-theoretical solutions to enhance their cyber security.

By assuming a cloud-based CPS, we show three different approaches to ensure the privacy of the

controller operations, sensor measurements, and control inputs. In particular, we propose solutions

based on (i) an outsourced transformed control problem, (ii) an encrypted control strategy, and

(iii) a trusted execution environment. While the first two approaches are effective against passive

attackers, the third one is effective also against active ones.

Then, we consider networked control systems where the controller operations are implemented

on encrypted data exploiting homomorphic cryptosystems. In this setup, we show that an active

attacker with access to the control logic in the cloud can exploit the small domain of the message

space and the randomization process required to make the utilized ciphers semantically secure to

break the secrecy of the cryptosystem and/or establish a covert channel between the cloud and an
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eavesdropper on the measurement channel.

Finally, we address the problem of establishing a secret key between the plant and a remote

controller without resorting to traditional cryptographic techniques. By considering, as case of

study, a remotely controlled mobile robot, we show that an observer-based protocol can be used to

securely agree on a secret key. The validity of the proposed solution has been tested on a laboratory

robot.
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Chapter 1

Introduction

The advent of CPSs is considered a revolution in the industry’s modern history. CPSs are antic-

ipated to have a rapid diffusion in safety-critical domains such as intelligent transportation, energy

distribution, and industry 4.0. Therefore, their security against cyber-attacks is a primary concern.

On the other hand, control engineering requirements are changing, and more computational power

has been required to keep up with the industry demands. Cloud services can provide high computa-

tional power for different control systems. The use of such services saves on the cost of setting up

and maintaining industrial control systems (ICSs), resolving issues of resource-constrained CPS, as

well as off-loading computationally expensive tasks. As discussed in [Givehchi et al., 2014, Darup

et al., 2021], the use of a cloud-based controller is expected to improve the economic efficiency

of industrial control systems. Moreover, when ICSs are geographically distributed, these cloud

services are highly available and accessible from different locations [Mahmoud and Xia, 2019].

Cloud-based intelligent transportation system is an example of such an application where the com-

putations on the cloud can be used for different purposes such as road safety, transport productivity,

travel reliability, informed travel choices, environment protection, and traffic resilience [Bitam and

Mellouk, 2012]. Despite all of these advantages and many others, utilizing Cloud-Enabled Net-

worked Control Systems (CE-NCS) increases the attack surface for the adversaries and puts the

privacy of the underlying CPS in danger. So, the concern of security and privacy of CPSs will be

raised.

A cloud provider should not always be considered as a fully-trusted party; it is essential to ensure the
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confidentiality of the information against honest-but-curious cloud providers, i.e., providers that do

not deviate from the defined protocol but attempt to learn all possible information from legitimately

received messages. Those cloud providers can eavesdrop on the provided information and misuse

them. Moreover, the privacy of the communications channels between the plant and the cloud server

is another concern that should be addressed.

1.1 Literature Review

Different approaches have been proposed to enhance the security and privacy of networked

CPSs where the controller is hosted in a cloud infrastructure. In what follows, by focusing mainly

on control-theoretical solutions, the state-of-art solutions are reviewed.

Differential privacy techniques were proposed for use in cloud-enabled networked control systems,

e.g., see [Cortés et al., 2016]. However, these solutions require the addition of noise on top of the

sensor measurements and control signals which affects the control system performance. As a result,

privacy is achieved at the cost of degradation in the performance of the system. Transformation-

based methods have been also utilized for privacy-preserving in cloud-enabled networked control

systems. In transformation-based methods [Wang et al., 2011, Weeraddana and Fischione, 2017],

the main idea is to send a transformed optimization problem to the cloud so that the solution of the

original problem can be recovered from the solution of the transformed problem computed on the

cloud. Xu et al. [Xu and Zhu, 2015] proposed a privacy-preserving solution for an MPC CE-NCS

based on problem transformation and game-theoretic approaches.

Zhou et al. [Zhou et al., 2013] proposed the use of conventional cryptographic algorithms to secure

plant-to-cloud communication for the first time. However, such a solution is required to decrypt

the data on the cloud before the control algorithm can be executed. Besides the delay caused by

these operations, the encryption key needs to be stored on the controller side. If the stored key

is leaked to the attacker by any means, the utilized cryptosystem will break. To address such an

issue, homomorphic encryption (HE) has been proposed by [Kogiso and Fujita, 2015]. Generally

speaking, homomorphic cryptosystems allow arithmetic operations on encrypted data. Therefore,

they enable the possibility of implementing the control logic directly on the encrypted data. Such

2



a solution has the advantage of eliminating the necessity of storing the decryption key in the cloud,

and it prevents the leakage of private information (e.g., sensor measurements and control input)

transmitted between the plant and the cloud. The above-described idea can be used in principle to

implement different control strategies in an encrypted fashion [Darup et al., 2021]. In the literature,

solutions have been proposed to implement static state-feedback controllers, dynamic output feed-

back regulators [Tran et al., 2020], and advanced optimal solutions such as Model Predictive Control

(MPC) [Darup et al., 2018]. Of particular interest for this paper are encrypted model MPC solutions

[Rawlings et al., 2017, Borrelli et al., 2017]. MPC is an advanced optimal control strategy that, in

its general optimal formulation, can take into account plant constraints and disturbances. For such

capabilities, this control paradigm has been successfully employed in different application domains

[Mayne, 2014]. Recently, different attempts have been made to develop an encrypted scheme of

MPC. The main challenge in adopting such a strategy is represented by the impossibility of solving

the MPC optimization problems using encrypted data and a single cloud [Darup et al., 2019]. There-

fore, existing approaches have tried to mitigate such an issue by performing part of the computations

on the actuator/sensor processing units or adopting a multi-cloud infrastructure. In [Darup et al.,

2017], an encrypted version of the explicit MPC strategy based on an offline-computed piece-wise

partition of the control law [Bemporad et al., 2002] is developed under the assumption that the sen-

sor has sufficient computational power to identify the partition to which the current state belongs.

In [Schlüter and Darup, 2020, Alexandru et al., 2018], the MPC optimization problem is encrypted

by means of a multi-party (multi-cloud) computational architecture. Although such solutions do not

need any computations on the plant’s side, they require an expensive infrastructure that might not be

affordable in many control system applications. In [Darup et al., 2018], the authors have proposed

an encrypted version of a standard online MPC scheme where the required optimization problem is

split into two parts. In the first part, on the cloud, one iteration of the Proximal Gradient Method

(PGM) [Darup et al., 2018] is implemented utilizing the used homomorphic cryptosystem. In the

second part, in plaintext and on the actuator, the solution computed on the cloud is projected into the

admissible constraint set. Given the limited computational resources typically available on the actu-

ator, such a solution has been developed assuming that the projection can be efficiently performed,

e.g., when the plant is subject to box-like input constraints. Another possible drawback of such

3



a solution is that the single iteration might cause unacceptable performance degradation. Along

similar lines is the solution proposed in [Darup, 2020] where the use of an alternating direction

method of multipliers is utilized with the aim to deal with both state and input constraints. Similar

to [Darup et al., 2018], the underlying assumption is that efficient projections can be performed on

the actuator. Moreover, such a solution suffers from the problem that the number of operations per-

formed on the actuator increases with the prediction horizon. Therefore, there exists an unavoidable

trade-off on the choice of the prediction horizon Np ≥ 1. On one side, Np must be sufficiently

large to ensure feasibility [Rawlings et al., 2017]. On the other hand, Np should be small to have an

acceptable computational load on the actuator. However, these homomorphic solutions suffer from

unavoidable limitations related to the arithmetic operations allowed by the homomorphic schemes,

ciphertext size explosion, and computation overhead. Solutions targeting only securing communi-

cation channels cannot protect controller logic and data against a malicious or compromised cloud

provider. Ensuring the confidentiality of processed data in the cloud via encrypted control systems

introduces computation and communication overheads with respect to traditional non-encrypted

networked control systems. However, the extra computational load is mainly related to the opera-

tions performed inside the cloud, which, in such architectures, is assumed to have high computation

capabilities. Therefore, in the presence of high-performance cloud and communication infrastruc-

tures, the resulting transmission and execution delays introduced by encrypted control systems can

be minimized in order to satisfy the delay constrains ts of the underlying control system [Teranishi

et al., 2019]. An interesting study about the efficiency of four different homomorphic encryption

schemes can be found in [Geng and Zhao, 2019]. Moreover, experimental engineering studies about

the feasibility of homomorphically encrypted control systems can be found in, e.g., [Ishikawa et al.,

2016, Tran et al., 2019] where the authors have proved the feasibility of such architecture to control

a DC motor [Ishikawa et al., 2016] and an inverse pendulum [Tran et al., 2019].

Although encrypted control systems can, in principle, solve the security and privacy problems of

NCSs, different deception attacks against these control architectures have been proposed in [Baba

et al., 2018, Kogiso, 2018, Teranishi and Kogiso, 2019, Lee et al., 2020]. In [Baba et al., 2018], by

exploiting the encrypted control system sensitivity to signal and parameter falsifications, an attack

detector based on a low-pass filter is proposed to detect falsified control signals and parameters. In

4



[Kogiso, 2018], stealthy replay attacks are investigated, and a switching private/public keys man-

agement system is proposed to prevent and detect such attacks. In [Teranishi and Kogiso, 2019],

first, the authors show that any encrypted control system based on homomorphic encryption can be

subject to attacks exploiting the inherent malleability of the encryption scheme (i.e., the attacker can

manipulate encrypted data without the need to decrypt them). In particular, if the adversary is aware

of the used homomorphic scheme, then it can change sensor measurements, control parameters, and

even re-assign the poles of the closed-loop system. Then, the authors propose a QR decomposition

technique to prevent malleability-based pole-assignment attacks. In [Lee et al., 2020], it is shown

that if the encrypted controller is implemented resorting to an additively homomorphic encryption

system, then it is possible to exploit the malleability property to launch undetectable zero-dynamics

attacks. However, all the above-described homomorphic solutions suffer from unavoidable limi-

tations related to the arithmetic operations allowed by the homomorphic schemes, ciphertext size

explosion, and computation overhead. Moreover, solutions only targeting the security of commu-

nication channels cannot protect the controller logic and transmitted data against a malicious or

compromised cloud provider. For data and execution security in the context of IoT and CPS ap-

plications, particularly interesting are the trusted computing environments (e.g., Trusted Platform

Module (TPM), Secure Elements (SE), Trusted Execution Environments (TEEs), and Encrypted

Execution Environments(E3)) discussed in the survey paper [Shepherd et al., 2016].

To guarantee any component of the Confidentiality, Integrity, and Availability (CIA) triad in CPSs,

or for the purpose of detection of intelligent classes of cyber attacks, most of the existing meth-

ods require to have a secret shared between the plant and the remote controller. For example,

the authors of [Noura et al., 2018] developed a physical-layer encryption algorithm for wireless

machine-to-machine devices, in which sharing secret seeds is required for the implementation of

the algorithm. On the other hand, the solution in [Noura et al., 2022] deals with data integrity and

source authentication problems, particularly for IoT devices. The proposed message authentication

algorithm requires a secret seed/key to initialize the algorithm. Similarly, it is well-understood in

the CPS community that to detect intelligent coordinated networked attacks such as covert attacks

[Smith, 2015], proactive detection actions must be coordinately taken in both sides of the commu-

nication channels [Ghaderi et al., 2020]. For example, moving-target [Griffioen et al., 2020] and
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sensor coding [Miao et al., 2016] based detection schemes implement such an idea to prevent the

existence of an undetectable attack, and both require, for coordination purposes, that a secret seed is

pre-shared between the plant and the controller. An anomaly detection scheme, specifically target-

ing differential-drive robots, is developed in [Cersullo et al., 2022], where intelligent setpoint attacks

are of interest. The proposed detector leverages two command governor modules and two pseudo-

random number generators (each placed on one of the two sides of the network). It has been proved

that such an architecture prevents the existence of undetectable setpoint attacks only if a shared seed

between the two sides of the communication channel can be established. From the above examples,

it is clear that the key-establishment problem in cyber-physical systems, including mobile robots,

is relevant for enhancing the security of such systems. Traditionally, the key agreement is achieved

through the use of symmetric or public key cryptographic protocols [Menezes et al., 2018]. For

example, using elliptic curve cryptography, in [Jain et al., 2021], the authors proposed a mutual

authentication and key agreement scheme between cloud-based robots (i.e., robots that access cloud

resources) and cloud servers. However, such solutions might not always be used for robotic sys-

tems. Public key protocols are computationally demanding and require a public key infrastructure

[Menezes et al., 2018] and the support of a key revocation mechanism (e.g., see [Shi et al., 2021]).

These requirements make public key protocol impractical for robots with limited computational

capabilities [Yaacoub et al., 2021]. On the other hand, symmetric key-based solutions assume the

existence of a pre-shared key. However, the compromise of such long-term keys usually leads to

compromising the security of the whole system. Alternative key-establishing solutions leverage the

seminal concept of wiretap channel introduced by Wyner in [Wyner, 1975]. Such schemes are not

based on traditional cryptographic mechanisms. Instead, they utilize the role of noise, which is a

natural characteristic in any communications system, to achieve secure communications. In particu-

lar, Wyner proved that if the communication channel between the sender and receiver is statistically

better than the one from the sender to the eavesdropper, then it is possible to design an encoding

mechanism to communicate with perfect secrecy. Over the years, such a concept has been lever-

aged to design different key-agreement protocols for CPSs, see, e.g., [Maurer, 1993, Ahlswede and

Csiszár, 1993, Lara-Nino et al., 2021, Sutrala et al., 2021, Zhang et al., 2017, Rawat et al., 2017]
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and references therein. In [Maurer, 1993, Ahlswede and Csiszár, 1993], a key-agreement proto-

col based on public discussion is proposed. In [Sutrala et al., 2021], by considering a 5G-enabled

industrial CPSs, a three-factor user-authenticated key agreement protocol is developed; in [Zhang

et al., 2017], by using ambient wireless signals, a cross-layer key establishment model for wireless

devices in CPSs is designed to allow devices to extract master keys at the physical layer. In [Rawat

et al., 2017], by exploiting an information-theoretic approach, the outage probability for secrecy

rate in multiple-input multiple-output (MIMO) systems for CPSs is investigated.

Remark 1 In this thesis, for the privacy of CPSs, we refer to the secrecy/confidentiality of sensor

measurements and control inputs [Darup et al., 2021].

1.2 Thesis Goals

In a nutshell, this thesis provides solutions to the following questions:

Question 1 How can we preserve the privacy of control inputs and sensor measurements against

passive attackers if the controller is on the cloud?

Question 2 If homomorphic encryption is used to preserve privacy, how secure would the solution

be against active attackers?

Question 3 How can we establish a secret key for security/privacy purposes by using a control-

theoretic approach without using traditional cryptography?

1.3 Thesis Overview and Contributions

This thesis is organized as follows:

• Chapter 2: All the utilized notations, required preliminary information, and definitions used

alongside the thesis are defined and presented.

7



• Chapter 3: In this chapter, we propose a novel transformation-based methodology capable

of preserving the privacy of the sensor measurements and control inputs when a Set-Theoretic

Model Predictive Control Strategy (ST-MPC) is implemented on an honest but curious cloud.

We mathematically prove that the transformed problem solved by the cloud server is equiv-

alent to the original control problem. Also, in our proposal, the actuator is able to verify the

admissibility of the received control input from the cloud server by taking advantage of the

properties of ST-MPC.

• Chapter 4: In this chapter, we develop a novel encrypted implementation of the ST-MPC

scheme, based on an additively homomorphic encryption scheme, which is capable of deal-

ing with polyhedral state and input constraints, and bounded disturbances. Under the as-

sumption that the cloud is honest but curious, the proposed solution guarantees the privacy of

the transmitted control inputs and sensor measurements. Moreover, by using zonotopic ap-

proximations of robust one-step controllable sets (required for the ST-MPC control strategy)

and by resorting to an efficient half-space projection algorithm, we can design the unavoid-

able plaintext computations on the actuator side to be real-time affordable for the available

hardware.

• Chapter 5: In this chapter, we explore the use of encryption and trusted execution environ-

ments to secure plant-to-cloud communication channels and protect data and controller logic

from cloud-hosted/edge-hosted CPS applications. To understand the performance implica-

tions of our approach, we also design and implement a simple prototype for a quadruple tank

system [Johansson, 2000], using Intel SGX as our TEE.

• Chapter 6: In this chapter, we show that by exploiting the small domain of the plaintext

data (e.g., sensor measurements) and the randomization process used by semantically secure

encryption schemes, malware located on the plant side of the NCS is able to covertly leak sen-

sitive information to an eavesdropper located on the measurement channel. Such information

can be plaintext sensor measurements, secret encryption keys, or any other confidential data,

illegitimately obtained by the malware about the operations of the control system. In simpler

words, we demonstrate that the attacker is able to establish an illegitimate communication
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channel, also known in the literature as a covert-channel [Lampson, 1973, Abdelwahab et al.,

2020]. Also, a countermeasure architecture is proposed to neutralize the introduced attacks.

• Chapter 7: In this chapter, we investigate the problem of sharing a secret key between a

nonlinear CPS and its remote controller using a control-theoretic approach. By considering a

remotely controlled wheeled mobile robot as the case of study, we extend the observer-based

key-establishment solution in [Lucia and Youssef, 2022] to deal with the non-linear dynamics

of mobile robots. Moreover, we experimentally validate it using a remotely maneuvered

Khepera IV robot1, the performance and the capacity of the proposed control theoretical

key-agreement scheme. A demo of the performed experiment can be found at the following

weblink https://youtu.be/9FJkQhj8sdY

• Chapter 8: The obtained results are summarized and future research directions are outlined.

1.4 Publications

• A. M. Naseri, W. Lucia, M. Mannan and A. Youssef, ”On Securing Cloud-Hosted Cyber-

Physical Systems Using Trusted Execution Environments,” 2021 IEEE International Confer-

ence on Autonomous Systems (ICAS), 2021, pp. 1-5, doi: 10.1109/ICAS49788.2021.9551155.

• A. M. Naseri, W. Lucia, and A. Youssef, ”Confidentiality Attacks Against Encrypted Control

Systems.” Cyber-Physical Systems (2022): 1-20, doi: 10.1080/23335777.2022.2051209.

• A. M. Naseri, W. Lucia and A. Youssef, ”Encrypted Cloud-Based Set-Theoretic Model Predic-

tive Control,” in IEEE Control Systems Letters, vol. 6, pp. 3032-3037, 2022, doi: 10.1109/LC-

SYS.2022.3182295.

• A. M. Naseri, W. Lucia and A. Youssef, ”Encrypted Cloud-Based Set-Theoretic Model Predic-

tive Control,” in IEEE Control Systems Letters, vol. 6, pp. 3032-3037, 2022, doi: 10.1109/LC-

SYS.2022.3182295.

1http://www.k-team.com/khepera-iv
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Chapter 2

Notations and Background Materials

In this chapter, notations and background materials required to understand the rest of this thesis

are presented. In particular, first, the utilized notation is described. Then, standard definitions and

background material about set-theoretic model predictive control and homomorphic encryption are

given.

2.1 Notation

We denote with IR, ZZ and ZZ+ the sets of real, integer, and non-negative integer numbers,

respectively. ZZn := {0, . . . , n − 1} defines the complete residue system modulo n ∈ ZZ+, while

ZZ×
n is the reduced system modulo n obtained from ZZn by removing all integers not relatively

prime to n. The set of real-valued nr × nc matrices is denoted by IRnr×nc , while the real-valued

nr × 1 column vector is denoted with IRnr . Moreover, given a matrix M ∈ IRnr×nc and a vector

v ∈ IRnr , Mij denotes the (i, j) entry of M , while vi denotes the i − th element of v. Given a

plaintext message m, Enc[m] defines the corresponding ciphertext (encrypted) message according

to a given encryption algorithm. Moreover, the decryption operator, namely Dec[·], is such that

Dec[Enc[m]] = m. The sets of all possible plaintext (m) and ciphertexts (Enc[m]) messages

are denoted with M and C, respectively. Given two positive integer numbers v1, v2 ∈ ZZ+, then

gcd(v1, v2) and lcm(v1, v2) and v1 mod v2 denote the largest common positive integer divisor, the

smallest positive integer common multiple and the remainder of the Euclidean division, respectively.
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Given an integer m ∈ ZZ+, the functions |m| denote the length of the binary string representing m.

Given a variable v, v(t) denotes the t−th, t ∈ ZZ+, sample of v obtained by sampling v with a

constant sampling time Ts > 0. Given a set S, |S| denotes the number of elements in S. Let

r ∈ ZZ+ be an integer number generated by a random number generator (RG), then the set of all

possible values of r is denoted withRrg ⊂ ZZ+ .

2.2 Preliminaries and Definitions

The following definitions, adopted from [Blanchini and Miani, 2008, Borrelli et al., 2017, Yang

and Ozay, 2021], are used throughout the paper:

Definition 1 A polyhedron P ⊂ IRn is defined by the intersection of a finite number fhs of half-

spaces in IRn, i.e.,

P := {x ∈ IRn |Hx ≤ g} (1)

where H ∈ IRfhs×n and g ∈ IRfhs . A polytope is a bounded polyhedron.

Definition 2 A zonotope Z ⊂ IRn is a convex polytope which is representable as a Minkowski sum

of finite line segments. Let G = {v1, v2, . . . , vp} be a set of p generator vectors vj ∈ IRn,∀ j, and

c ∈ IRn a center point, the generator-representation (G-rep) of Z is

Z(G, c) := {c+
p∑

i=1

θigi, θi ∈ [−1, 1], i = 1, . . . , p} (2)

Consider the following Linear-Time-Invariant (LTI) discrete-time system

x(k + 1) = Ax(k) +Bu(k) + d(k) (3)

where k ∈ ZZ+ = {0, 1, . . .}, x ∈ IRn and u ∈ IRm are the state and the input vectors, A ∈ IRn×n

and B ∈ IRn×m are the system matrices, with (A,B) controllable. Moreover, d(k) is a bounded

disturbance, i.e.

d(k) ∈ D := {d ∈ IRn : Hdd ≤ gd}, 0n ∈ D (4)
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with D a compact polyhedral set, where Hd ∈ IRfd×n, gd ∈ IRfd . The following input and state

constraints are prescribed

x(k) ∈ X := {x ∈ IRn : Hxx ≤ gx}, 0n ∈ X

u(k) ∈ U := {u ∈ IRm : Huu ≤ gu}, 0m ∈ U
(5)

where X ⊂ IRn and U ⊂ IRm are compact polyhedral sets, with Hx ∈ IRfx×n, gx ∈ IRfx , and

Hu ∈ IRfu×n, gu ∈ IRfu .

Definition 3 For the system (3)-(5), the set T0 ⊂ X is said to be Robust Control Invariant (RCI) if:

∀x ∈ T0 → ∃u ∈ U : x+ ∈ T0, ∀d ∈ D (6)

where x+ = Ax+Bu+ d.

Definition 4 Consider the system (3)-(5) and a set Ti ⊂ X . The set of states, namely Ti+1, that are

robust one-step controllable (ROSC) to Ti is defined as

Ti+1 = {x ∈ X : ∃u ∈ U s.t. x+ ∈ Ti,∀d ∈ D} (7)

2.3 El-Gamal and Paillier Homomorphic Cryptosystems

In this section, some definitions used to describe the properties of homomorphic encryption

schemes are given, and El-Gamal and Paillier cryptosystems are briefly reviewed.

Definition 5 An encryption scheme is said homomorphic if it allows some computations on the en-

crypted data without access to the secret encryption key (i.e., there exists a homomorphism between

the plaintextM and ciphertext C spaces) [Yi et al., 2014].

Definition 6 A cryptosystem is called multiplicatively homomorphic if ∀m1,m2 ∈M

m1m2 = Dec[Enc[m1]⊗ Enc[m2]] (8)
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where ⊗ denotes the multiplicative operator between two encrypted variables. □

Definition 7 A cryptosystem is called additively homomorphic if ∀m1,m2 ∈M

m1 +m2 = Dec[Enc[m1]⊕ Enc[m2]] (9)

where ⊕ denotes the addition operation between two encrypted variables. □

2.3.1 El-Gamal Cryptosystem

El-Gamal is an asymmetric-key multiplicative homomorphic encryption scheme based on the

difficulty of the discrete-logarithm problem [ElGamal, 1985]. The cryptosystem is characterized by

the following operations:

- Public (Kpu) and private (Kpr) keys generation:

Kpr = k, Kpu = {G, p, q, g, h} (10)

where q and p ∈ ZZ+ are two large randomly selected prime number satisfying ((p−1)mod q = 0),

k ∈ ZZq and g ∈ G, and h = gKpr . G ⊂ ZZ×
p is a cyclic group of the order q modulo p. -

Encryption: A message m ∈ M is encrypted into a pair (c1, c2) ∈ C using Kpu and a random

number r ∈ Rrg = {1, . . . , q − 1}, i.e.,

Enc[m] = (c1, c2)

c1 = gr mod p, c2 = (m× hr) mod p
(11)

- Decryption: An encrypted message (c1, c2) = Enc[m] is decrypted usingKpr andKpu as follows:

m = Dec[(c1, c2)] = (c
−Kpr

1 mod p)(c2mod p) (12)

2.3.2 Paillier Cryptosystem

Paillier is an asymmetric-key additive homomorphic encryption scheme based on the difficulty

of the integer factorization problem [Paillier, 1999]. It is characterized by the following operations:
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- Public (Kpu) and private (Kpr) keys generation:

Kpr = ((p− 1)(q − 1), η), Kpu = (n, g) (13)

where p ∈ ZZ+ and q ∈ ZZ+ are two large and randomly selected integer prime numbers, n = pq and

η = ((p− 1)(q − 1))−1 mod n2. A random integer number g should be selected, where g ∈ ZZ×
n2 .

In what follows, we assume that g = n+ 1 [Paillier, 1999].

- Encryption: A message m ∈ M is encrypted into c ∈ C using Kpu and a random generated

number r ∈ Rrg := ZZ×
n2 such that gcd(r, n) = 1, i.e.,

Enc[m] = c = gmrnmod n2 = (n+ 1)mrnmod n2 (14)

- Decryption: An encrypted message c = Enc[m] is decrypted using Kpr as follow:

m = Dec[c] =

(
(cKpr mod n2)− 1

n
η

)
mod n (15)

Although Paillier cryptosystem is only additively homomorphic, it is also possible, exploiting

the malleability of the cryptosystem, to compute multiplications between an encrypted message

Enc[m1], m1 ∈M and a plaintext message m2 ∈M, i.e.,

m1m2 = Dec[Enc[m1]
m2 mod n2] = Dec[Enc[m1]⊙m2] (16)

with ⊙ denoting the multiplicative operator between one encrypted variable and one plaintext vari-

able.

Remark 2 The encryption algorithms of both El-Gamal (11) and Paillier (14) require that the ran-

dom variable r ∈ Rrg to be freshly generated for every encryption operation by a cryptographically

secure pseudorandom number generator [Ripley, 1990]. Such a requirement is necessary to ensure

that these cryptosystems are semantically secure [Bellare et al., 2015]. This raises the challenge

of dealing with the lack of randomness needed by a real-time CPS process. For example, in mod-

ern Unix-variants and Linux, /dev/random interface blocks until the operating system generates
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more entropy. However, such a blocking option is not acceptable in CPS applications that require

real-time response. In our work, however, we focus on the case where the attacker can maliciously

tamper with the RG, i.e., scenarios where the encryption protocols is vulnerable to attacks known

as “random number generator attacks,” see, e.g., [Goldberg and Wagner, 1996]. □

2.4 Set-Theoretic MPC (ST-MPC)

The dual-mode ST-MPC strategy developed in [Bertsekas and Rhodes, 1971, Blanchini and Mi-

ani, 2008, Angeli et al., 2008] can be summarized as follows.

Offline: Given a set of admissible initial states x(0) ∈ X0 ⊂ X , a family of N > 0 ROSC

sets, namely {Ti}Ni=1, is computed starting from the smallest RCI region, namely T0, centered in

the origin. Such a family of ROSC sets can be computed as follows. First, a stabilizing control

law u(k) = −Kx(k) is designed for the disturbance-free plant model (3). Then, Algorithm 1 in

[Rakovic et al., 2005] is used to find the smallest RCI region T0 associated with the previously de-

termined control law. Finally, the terminal domain of attraction T0 is enlarged by means of a family

of ROSC set {Ti}Ni=1 built according to the following recursive definition:

Ti := {x ∈ X : ∃u ∈ U s.t. x+ ∈ Ti−1,∀d ∈ D}

= {x ∈ X : ∃u ∈ U s.t. Ax+Bu ∈ T̃i−1}, i ≥ 1
(17)

where T̃ = T ∼ D, and ∼ denotes the Minkowski set-difference operator [Borrelli et al., 2017].

Recursion (17) is ended when the set growth saturates (i.e., Ti−1 ̸⊂ Ti,) or the domain of interest is

covered (i.e,
⋃N

i=1 Ti ⊇ X0).

Online: Given the following polyhedral representation of the offline constructed family of ROSC

sets

Ti = {x ∈ IRn : Hτ
i x ≤ gτi }, Hτ

i ∈ IRfi×n, gτi ∈ IRfi (18)

and

T̃i = {x ∈ IRn : H τ̃
i x ≤ gτ̃i }, H τ̃

i ∈ IRf̃i×n, gτ̃i ∈ IRf̃i (19)

the control action u(k) is online computed (∀ k) as prescribed by Algorithm 1.
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Algorithm 1 ST-MPC - Control Action Computation
1: Find the smallest set i∗(k) containing x(k) :

i∗(k) = min
{i=1,...,N}

i : Hτ
i x(k) ≤ gτi (20)

2: if i∗(k) == 0 then
3: Apply the controller associated to T0
4: else
5: Compute u(k) solving the optimization problem

u(k) = argmin
u
∥Ax(k) +Bu∥22, s.t.

H τ̃
i∗(k)−1(Ax(k) +Bu) ≤ gτ̃i∗k−1, Huu ≤ gu

(21)

6: end if

Remark 3 The ST-MPC strategy enjoys the following properties. The smaller RCI region T0 is

reached at most in N steps regardless of any admissible disturbance realization, cost function, and

x(0) ∈
⋃N

i=0 Ti [Angeli et al., 2008]. Stability and recursive feasibility are ensured regardless of

the disturbance realization and cost function [Blanchini and Miani, 2008]. □
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Chapter 3

A Privacy-Preserving Solution for

Cloud-Enabled Set-Theoretic Model

Predictive Control

This chapter proposes a solution that allows the implementation of a set-theoretic model pre-

dictive controller on the cloud while preserving its privacy. This is achieved by exploiting the

offline computations of the robust one-step controllable sets used by the controller and two affine

transformations of the sensor measurements and control optimization problem. It is shown that the

transformed and original control problems are equivalent (i.e., the optimal control input can be re-

covered from the transformed one) and that privacy is preserved if the control algorithm is executed

on the cloud. Moreover, we show how the actuator can take advantage of the set-theoretic nature of

the controller to verify, through simple set-membership tests, if the control input received from the

cloud is admissible. The correctness of the proposed solution is verified by means of a simulation

experiment involving a dual-tank water system.

The solution presented in this chapter is published in the proceeding of the 2022 European Control

Conference (ECC), see [Naseri et al., 2022c].
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3.1 Threat Model and Problem Formulation

We consider a Networked Control System (NCS) where the controller is implemented by ex-

ploiting a third-party cloud service. We assume that the cloud has curios but honest behavior, i.e.,

the cloud is interested in eavesdropping on the received sensor measurements and computed control

inputs, but it is not interested in affecting the performance of the NCS. Moreover, we assume that

the cloud is aware of the plant model (3)-(5) and control algorithm, but it has no prior knowledge

about the initial state of the system or the desired equilibrium point.

Assumption 1 The initial state of the system and the desired equilibrium point are assumed to be

secret.

The objective of this work can be stated as follows. Design a networked control system architec-

ture where the ST-MPC controller can be implemented on the cloud while achieving the following

goals:

• Data confidentiality: the state vector and control inputs are kept secret from the cloud.

• Efficient computations: the computation demand on the plant side is modest.

• Minimize the communication overhead: the introduced communication overhead is minimal

or null w.r.t. standard NCSs.

• Verification: the admissibility of the received control input can be easily verified on the plant’s

side.

Note that the last goal is not strictly necessary for the considered passive thread model. Never-

theless, it is desirable in any networked CPSs to be able to detect the possibility that active attackers

(either on the cloud on in the communication channels) attempt to corrupt the control system oper-

ations [Dibaji et al., 2019].

3.2 Proposed Solution

To achieve the desired level of confidentiality, we propose implementing on the cloud a trans-

formed version of ST-MPC. To this end, two affine and random transformations [Shan et al., 2018]
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Figure 3.1: Proposed NCS architecture for the private computation of the ST-MPC on the Cloud.

of uk and xk, are considered:

ωk = Q−1
1 uk + r1 (22a)

zk = Q−1
2 xk + r2 (22b)

where Q1 ∈ IRm×m, Q2 ∈ IRn×n are random non-singular matrices, and r1 ∈ IRm, r2 ∈ IRn

random vectors.

Remark 4 In [Xu and Zhu, 2015], it has been shown that the control input transformation (22a)

might be sufficient to obtain a private implementation on the cloud of a standard MPC optimization

problem. In the proposed solution, two transformations are instead proposed for the following

reasons:

• Minimize the communication and computation overhead on the sensor’s side of the NCS.
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• Compute on the cloud the set-membership index i∗k in (20). □

In what follows, the proposed architecture (see Fig. 3.1) is designed assuming that zk is sent by the

sensor to the networked controller and ωk from the cloud to the actuator. Therefore, the transforma-

tion (22b) is applied to xk on the sensor’s side of the NCS, and the inverse transformation of (22a)

is used by the actuator to recover uk from ωk.

3.2.1 Set-membership computation on the cloud

Since only the transformed state measurement vector zk is available on the cloud, then the set-

membership identification (20) can be performed only if the family of robust one-step controllable

sets {Ti}Ni=0 has been offline transformed according to (22b) and stored in the cloud.

Proposition 1 Consider the family of robust one-step controllable sets {Ti}Ni=0 computed as in

(17). For any xk ∈
⋃N

j=1, then i∗k (computed solving (20)) is equal to the optimal solution j∗k of the

following transformed optimization problem

j∗k = min
j=1,...,N

η s.t., Γz
jzk ≤ γzj (23)

where the constraint Γz
jzk ≤ γzj denotes a polyhedral set Vj obtained applying to Tj the affine

transformation (22b), i.e.,

Tj
(Q2,r2)−−−−→ Vj= {z ∈ IRn : Hx

j Q2z ≤ gxj +Hx
j Q2r2} = {z ∈ IRn : Γz

jz ≤ γzj } (24)

where Γz
j = Hx

j Q2 and γzj = gxj +Hx
j Q2r2.

Proof 1 The proposition can be demonstrated by resorting to a proof by contradiction (Reductio

ad Absurdum). Assume that i∗k < j∗k . By resorting to simple manipulations and by recalling that

zk = Q−1
2 xk + r2, we can write the following equivalent relations

xk ∈ Ti∗k ⇒ Hx
i∗k
xk ≤ gxi∗k

⇒Hx
i∗k
Q2Q

−1
2 xk ≤ gxi∗k

,

⇒ Hx
i∗k
Q2Q

−1
2 xk +Hx

i∗k
Q2r2 ≤ gxi∗k

+Hx
i∗k
Q2r2 ⇒Hx

i∗k
Q2zk ≤ gxi∗k

+Hx
i∗k
Q2r2

⇒ Γz
i∗k
zk ≤ γzi∗k

(25)
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where the conclusive implication xk ∈ Ti∗k ⇒ Γz
i∗k
zk ≤ γzi∗k

represents an absurd stating that

zk ∈ Vi∗k and that j∗k is not the optimal solution of (23). Along the same lines, the assumption that

i∗k > j∗k defines another absurd where i∗k is not the optimal solution of (20). Therefore, we can

conclude that i∗k = j∗k .

3.2.2 Control action computation on the cloud

To preserve the privacy of the optimization (21), the control problem must be properly trans-

formed such that the input state vector is zk (instead of xk) and the output is ωk (instead of uk). To

this end, it is necessary to apply the affine transformations (22a)-(22b) to the family of disturbance-

free one-step controllable sets {T̃j}Ni=0 and input constraint set U :

T̃j
(Q2,r2)−−−−→ Ṽj = {z ∈ IRn : H̃x

j Q2z ≤ g̃xj + H̃x
j Q2r2} (26)

U (Q1,r1)−−−−→ Ω = {ω ∈ IRm : HuQ1ω ≤ gu +HuQ1r1}

= {ω ∈ IRm : Hωω ≤ gω}
(27)

where Hω = HuQ1 and gω = gu +HuQ1r1.

Proposition 2 Under the affine transformations (22a)-(22b), the optimization problem Φj in (21)

is recast into an optimization problem Ψj defined on zk and ωk:

Φj
(Q1,r1)−−−−→
(Q2,r2)

Ψj =


ω∗
k = argmin

ω
Jj(zk, ω) s.t.

H̃z
j−1ω ≤ g̃zj−1, Hωω ≤ gω

(28)

where

Jj(zk, ω) = ∥AQ2zk +BQ1ωk −AQ2r2 −BQ1r1∥22,

H̃z
j−1 = H̃x

j−1BQ1,

g̃zj−1 = g̃xj−1 − H̃x
j−1AQ2(zk + r2) + H̃x

j−1BQ1r1

(29)

Proof 2 The cost function Jj(zk, ω) can be simply obtained transformed the cost function ∥Axk +

Bu∥22 according to (22a)-(22b). Moreover, xk+1 ∈ T̃j−1 implies that H̃x
j−1Q2zk+1 ≤ g̃xj−1 +

H̃x
j−1Q2r2 (see (26)). Then, by noting that zk+1 = Q−1

2 AQ2zk + Q−1
2 BQ1ωk − Q−1

2 AQ2r2 −
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Q−1
2 BQ1r1 + r2, we can re-write the constraint H̃x

j−1Q2zk+1 ≤ g̃xj−1 + H̃x
j−1Q2r2 as

H̃x
j−1BQ1ωk ≤ g̃xj−1−H̃x

j−1AQ2(zk + r2) + H̃x
j−1BQ1r1 (30)

As a consequence, the transformation

H̃x
j−1(Axk +Bu) ≤ g̃xj−1

(Q1,r1)−−−−→
(Q2,r2)

H̃z
j−1ω ≤ g̃zj−1

holds true. Finally, given (27), the transformation

Huu ≤ gu
(Q1,r1)−−−−→
(Q2,r2)

Hωω ≤ gω

concludes the proof.

Proposition 3 Let ω∗
k be the optimal solution of the optimization problem Ψi. Then, uk = Q1(ω

∗
k−

r1) is the optimal solution of the optimization problem Φi.

Proof 3 First, uk = Q1(ω
∗
k − r1) is an admissible solution for Φi. Indeed, the set of admissible

solutions of Φi is given by

H̃x
j−1(Axk +Bu) ≤ g̃xj−1, Huu ≤ gu (31)

By replacing uk = Q1(ω
∗
k − r1), and by performing simple manipulations, both constraints in (31)

can be rewritten as follows:
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(i) H̃x
j−1(Axk +Buk) ≤ g̃xj−1, is equivalent to

H̃x
j−1BQ1(ω

∗
k − r1) ≤ g̃xj−1 − H̃x

j−1Axk

⇒ H̃x
j−1BQ1ω

∗
k ≤ g̃xj−1 − H̃x

j−1Q2Q
−1
2 Axk − H̃x

j−1AQ2r2 + H̃x
j−1AQ2r2 + H̃x

j−1BQ1r1

⇒ H̃x
j−1BQ1ω

∗
k ≤ g̃xj−1 − H̃x

j−1AQ2(Q
−1
2 xk + r2) + H̃x

j−1AQ2r2 + H̃x
j−1BQ1r1

⇒ H̃x
j−1BQ1ω

∗
k ≤ g̃xj−1 − H̃x

j−1AQ2zk + H̃x
j−1AQ2r2 + H̃x

j−1BQ1r1

⇒ H̃x
j−1BQ1ωk≤ g̃xj−1−H̃x

j−1AQ2(zk+r2)+H̃x
j−1BQ1r1

⇒ H̃z
j−1ω

∗
k ≤ g̃zj−1

(32)

(ii) Huu ≤ gu is equivalent to

HuQ1(ω
∗
k − r1) ≤ gu

⇒ HuQ1ω
∗
k ≤ gu −HuQ1r1

⇒ Hωω∗
k ≤ gω

(33)

As a consequence, (31) is equivalent to

H̃z
j−1ω

∗
k ≤ g̃zj−1, Hωω∗

k ≤ gω (34)

which is by hypothesis satisfied.

Then, we can resort to a proof by contradiction to show that uk = Q2(ω
∗
k − r2) is the optimal

solution of (21). Assume that µk ̸= Q2(ω
∗
k − r2) is the optimal solution of (21). Then, for the

optimality condition, we have that

∥Axk +Bµk∥22 ≤ ∥Axk +BQ2(ω
∗
k − r2)∥22

that resorting to similar manipulations to the ones used in (32) can be re-written as

∥AQ2zk +B1Q1(Q
−1
1 µk + r1)−AQ2r2 −BQ1r1∥22 ≤ ∥Azk +Bω∗

k −AQ2r2 −BQ1r1∥22

which defines an absurd in which the optimization (28) might obtain a better solution for ωk =
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Q−1
1 µk + r1 ̸= ω∗

k.

3.2.3 Information stored in the cloud

To compute in the cloud the control action ω∗
k the optimization problems (23) and (28) must

be implemented. One possibility is to entirely transmit, at each k, the two optimization problems,

see, e.g., [Xu and Zhu, 2015]. However, such a solution suffers from unavoidable and undesirable

communication and computation overhead on the measurement channel and the plant’s side of the

NCS. On the other hand, a more practical solution consists of offline uploading on the cloud part of

the optimization problem.

In particular, to implement (23), the family of transformed controllable sets {Vi}Ni=1 can be

offline stored in the cloud. On the other hand, to implement (28), the following set of information

must be uploaded

S :=


{AQ2, BQ1,−AQ2r2 −BQ1r1, H̃

x
i AQ2}

and

{H̃z
i , g̃

x
i − H̃x

i AQ2r2 + H̃x
i BQ1r1}Ni=0

Remark 5 Please note that the optimization problem (28) cannot be completely pre-loaded in the

cloud since g̃zi is a function of zk and, as a consequence, of xk. Nevertheless, given the stored

information set S and zk (sent by the sensor), the cloud can at each time instant k construct the

optimization (28) and solve it.

3.2.4 Control input verification

The actuator receives the transformed control input ω∗
k. Therefore, the actuator is in charge of

applying the transformation u∗k = Q1(ω
∗
k− r1) and applying u∗k to the plant. Besides, by exploiting

the fact that the robust one-step controllable sets are by construction nested [Blanchini and Miani,

2008], i.e. Ti ⊂ Ti+1,∀ i = 0, . . . , N − 1, the actuator can perform simple set-membership checks

to verify the admissibility of uk. In particular, by taking a worst-case approach, the set-membership
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index i∗0 can be assumed equal to N. Then, at each time instant, i∗k is upper bounded by īk =

max(1, N − k). As a consequence, the actuator can verify the admissibility of uk checking if

uk ∈ U and Axk +Bu∗k ∈ Tīk−1.

3.3 Performance and Security Analysis

3.3.1 Security analysis

In the proposed control architecture, the data exchange between the cloud and the plant includes

the variables zk = Q−1
2 xk + r2 (on the measurement channel) and ωk = Q−1

1 uk + r1 (on the

actuation channel). Since the matrices Q1, Q2 and the vectors r1, r2 are randomly selected and

unknown to the adversary, then zk and ωk do not provide meaningful information about the real state

evolution of the system and control inputs. One possibility for the attacker to recover Q1, r1, Q2, r2

is to leverage proper prior information about the expected evolution of the system to lunch a so-

called known-plaintext attack.Under the considered assumptions (see Section 3.1), the attacker is not

aware of the initial state condition and desired equilibrium point. As a consequence, such an attack is

not doable. Moreover, the attack proposed in [Laud and Pankova, 2013], against the transformation-

based linear programming outsourcing problem, does not apply to our control architecture. Two

main reasons can be stated. First, the attack, to be successful, requires the presence of specific

constraints in the form uk ≥ 0 acting on the decision variable. Second, it requires the shift vector r1

to be a positive (component-wise) vector in order to verify the admissibility of candidate uk values

(such a limitation is not imposed in (22a)-(22b)).

3.3.2 Computational Overhead

The sensor is only in charge of computing the transformation (22b) starting from the state mea-

surement vector xk. The complexity of this operation is O(n2) with n the number of system states.

On the other hand, the actuator is in charge of applying the inverse transformation of (22a) to the

received input ω∗
k. This operation has the complexity of O(m2) where m is the size of the control

input vector. Furthermore, the actuator is responsible for the verification step. The computational

complexity of this verification step is O(pi), where pi is the number of inequalities representing Ti.
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Figure 3.2: State trajectory and robust one-step controllable sets.

3.3.3 Communication Overhead

The proposed control architecture (Fig. 3.1) does not introduce any additional communication

overhead w.r.t. standard NCSs. This finds justifications in the fact that the transmitted variables zk

and ω∗
k have the same size of xk and u∗k.

3.4 Simulation Results

To verify the correctness and functionality of our proposed model, we implement the ST-MPC

controller with our proposed privacy-preserving mechanism on the Two-Tank water system testbed

model used in [Bemporad et al., 1997]. The states of the system are the level of water inside the

tanks i.e. x = [h1, h2]
T , while the control input vector is u = [up, ul, uu]

T , consisting of the input

voltage of the pump up, lower interconnect valve ul and upper interconnect valve uu. The nonlinear

continuous-time dynamics have been linearized around the equilibrium pair xeq = [0.5, 0.5]T and

ueq = [0.938, 1, 0.833]T and discretized with a sampling time of Ts = 1 sec. The fully observable
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linearized model (3) has the following system matrices.

A =

 0.993 0.003

0.007 0.982

 , B =

 0.008 −0.003 −0.003

0.000 0.003 0.003


The process disturbance set is D = {d ∈ IR2 : |dj | ≤ 0.001, j = 1, 2}, while the state and input

constraints are −0.5 ≤ up ≤ 1.5, −0.25 ≤ ul ≤ 1.75, −0.8 ≤ uu ≤ 1.2 and 0.02 ≤ h1, h2 ≤ 0.8.

To implement the ST-MPC controller we have built N = 20 robust one-step controllable sets Ti.

The optimization transformation pairs {Q1, r1} and {Q2, r2} have been randomly chosen ensuring

that Q1, Q2 are invertible matrices:

Q1 =


0.647 0.042 0.477

0.075 0.036 0.437

0.133 0.836 0.936

 , r1 =


2

−1

5



Q2 =

 1.123 −1.319

−2.201 0.901

 , r2 =

 0.15

0.3


(35)

The simulation results have been obtained considering an initial state x0 = [−0.2, 0.2]T and a time

frame of 50 seconds. Fig. 3.2 shows the system’s state trajectory, the family of robust controllable

sets {Ti}Ni=0 and its affine transformation {Vi}Ni=0 (offline uploaded on the cloud for set-membership

computation purposes). Moreover, it is possible to appreciate that given {Vi}Ni=0 and zk, the adver-

sary is not able to understand the state evolution of the system. Fig. 3.4 shows the set-membership

index computed by the cloud (i.e., j∗k). This index starts from j∗0 = 19 and presents a monotonically

decreasing behavior which testifies that the control algorithm is properly working according to the

prescriptions of the standard ST-MPC scheme [Angeli et al., 2008]. Finally, Fig. 3.3 shows that the

cloud-enabled ST-MPC preserves the prescribed input constraints.
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Figure 3.3: Control inputs.

3.5 Conclusions

We proposed a networked control architecture for cloud-enabled ST-MPC controllers, where the

confidentiality of the sensor measurements and control inputs is preserved. This has been achieved

by means of a proper random transformation of the operations performed by the controller. In com-

parison to [Alexandru et al., 2018, Darup et al., 2018, Schlüter and Darup, 2020], the proposed

solution imposes less computational overhead on the sensors and actuators. Differently from [Xu

and Zhu, 2015], the proposed approach is able to deal with plants subject to both input and state

constraints, and it does not require the transmission, at each time step, to the cloud of the trans-

formed control optimization problem. Furthermore, while in [Xu and Zhu, 2015] the computational

complexity of the control input verification step (at the actuator’s side of the NCS) increases with

the prediction horizon, in the proposed solution, such a test can be simply carried on resorting to

simple set-membership tests involving the robust one-step evolution of the system. Furthermore, the

proposed strategy does not require extra computations on the cloud to enable the control input veri-

fication on the actuator’s side. In the future it would be interesting to extend/enhance this scheme to

be secure for situations where the adversary might be able to launch known/chosen plaintext attacks.
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Figure 3.4: Set-membership index j∗k .
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Chapter 4

Encrypted Cloud-Based Set-Theoretic

Model Predictive Control

In this chapter, we propose an encrypted set-theoretic model predictive control (ST-MPC) strat-

egy for cloud-based networked control systems. In particular, we consider a scenario where the

plant is subject to state and input constraints, and a curious but honest cloud provider is available

to implement the control logic remotely. We address the inherent privacy issue by jointly using

an additive homomorphic cryptosystem and a modified version of the ST-MPC algorithm, which is

tailored to run on encrypted data. We show that, by leveraging a family of zonotopic inner approx-

imations of robust one-step controllable sets and a half-space projection algorithm, we can design

the unavoidable computational load on the smart actuator’s side to be real-time affordable by the

available hardware compared to other existing solutions. A simulation experiment, considering a

two-tank water system, is presented to verify the effectiveness of the proposed approach.

The solution proposed in this chapter is published in the IEEE Control Systems Letters (L-CSS)

journals and accepted for presentation at the 61st IEEE Conference on Decision and Control (CDC)

in December of 2022, see [Naseri et al., 2022b].
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4.1 Background and Problem Formulation

In this section, first, background material on Proximal Gradient Methods (PGM) is reviewed.

Then, the problem of interest is stated.

4.1.1 Proximal Gradient Method (PGM)

PGM is a technique to solve optimization problems in the following form [Parikh and Boyd,

2014]:

min
u

h(u, x), h(u, x) := f(u, x) + g(u, x) (36)

where f : IRm× IRn → IR and g : IRm× IRn → IR∪{+∞} are closed proper convex functions

and f is differentiable [Parikh and Boyd, 2014]. By defining the PGM operator as follows

proxα,g(v, x) := argmin
u

g(u, x) +
1

2α
∥ u− v ∥22 (37)

where α > 0 denotes the step size, then, the solution of (36) can be found by successive iterations

of the following PGM

uj
+

= uj − α∇uf(u
j , x)

uj+1 = proxα,g(u
j+ , x)

, j ≥ 0 (38)

where u0 denotes the initial guess.

For an appropriate choice of α (e.g., α ∈ (0, 1/L] if ∇f is Lipschitz continuous with constant

L [Sohrab, 2003, Theorem 4.6.3]), the above iterations are guaranteed to converge to the optimal

solution in a finite number of steps.

4.1.2 Problem Formulation

Consider a Networked Control System (NCS) where a HE system fulfilling (8)-(9) is used to

secure the communication channels between the plant and the cloud provider (see Fig. 4.1). We

assume that the control logic is implemented on an honest but curious cloud, i.e., the cloud provider

does not deviate from the expected protocol but attempts to learn from the received messages. Such

privacy leakage could form the foundation of more complex attacks. Moreover, we assume that the
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Figure 4.1: Cloud-based Networked Control System with HE.

actuator is capable of performing simple arithmetic operations.

The objectives of this chapter can be stated as follow:

Design an encrypted version of the ST-MPC controller, namely E-ST-MPC, such that the following

objectives are satisfied:

• (O1) The E-ST-MPC can be implemented on the cloud preserving the privacy of the state

measurement vector x(k) and control input u(k).

• (O2) The E-ST-MPC strategy enjoys the same properties of ST-MPC (see Remark 3).

• (O3) The number of arithmetic operations required on the actuator can be designed to be

real-time affordable by the available hardware.

4.2 Proposed Solution

The proposed solution takes advantage of the available HE cryptosystem to implement the op-

erations of ST-MPC on the encrypted measurement state vector and the cloud. To this end, by

referring to ST-MPC operations in Algorithm 1, the following issues must be properly addressed:

• The set membership evaluation (20) involves inequality checks that cannot be evaluated on

the encrypted data.

• As shown in different papers, see, e.g., [Darup et al., 2019], if only one cloud is available, it

is not possible to obtain the optimal solution of (21) on the encrypted data.
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• The number of half-spaces used to represent the ROSC sets (17) cannot be controlled and it

increases with the number of computed sets [Blanchini and Miani, 2008].

In what follows, first, we exploit set-theoretic arguments to define a computable worst-case

upper bound on the realization of set-membership signal i∗(k). Then, we jointly use one-iteration

of the PGM and a halfspace projection to compute admissible, although not optimal, control actions

that preserve the ST-MPC properties (see Remark 3). Finally, we develop an ad-hoc inner zonotopic

approximation of the ROSC sets to upper-bound and control the maximum number of operations

required on the actuator.

4.2.1 E-ST-MPC

Following [Darup et al., 2017], a simple way to compute the set membership index (20) would

prescribe its evaluation on the sensor (before encryption) and transmission (unencrypted) to the

cloud. Although effective, this solution requires further computations on the sensors’ side, which

is typically not possible. Moreover, such an approach discloses the set-membership information

to eavesdroppers on the measurement channel and the cloud. Therefore, we propose a different

privacy-preserving solution leveraging the fact that the computed family of ROSC sets {Ti} is, by

construction, nested, i.e., Ti ⊂ Ti+1, ∀ i [Blanchini and Miani, 2008]. In particular, such a property

allows for upper bound i∗(k) on the cloud with the following monotonically decreasing function

ī(k) = max(̄i(k − 1)− 1, 0), ī(0) = N (39)

The optimal solution of (21) can be obtained using different optimization strategies. Of interest here

is the PGM method [Parikh and Boyd, 2014] considered in [Darup et al., 2018]. In particular, the

optimization (21) is equivalent to (36) if

f(u, x) = ∥Ax(k) +Bu(k)∥22

g(u, x) = IUi(x(k))(u) :=


0 if u ∈ Ui(x(k))

∞ Otherwise

(40)
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where IUi(x(k)) is known as the indicator function of the set Ui(x(k)), with

Ui(x(k)) =
{
u ∈ IRm : HU(x(k))u ≤ gU(x(k))

}
(41)

where

H
U(x(k))
i =

 H τ̃
i∗(k)−1B

Hu

 ∈ IR(f̃i+fu)×m (42)

g
U(x(k))
i =

 gτ̃i∗(k)−1 −H τ̃
i∗(k)−1Ax(k)

gu

 ∈ IR(f̃i+fu) (43)

Moreover, since g(u, x) is an indicator function, then the PGM operator (37) is equivalent to the

following projection

ProjUi(x(k))
(uj

+
) := argmin

u∈Ui(x(k))
∥u− uj

+∥22 (44)

with uj
+
= uj − α∇uf(u

j , x(k)).

However, as discussed in, e.g., [Darup et al., 2018], the PGM algorithm cannot be entirely

executed on the encrypted data using a single cloud. Typically, only a single iteration of (38) can

be performed [Parys and Pipeleers, 2018], i.e. u0 → u0
+ → u1, with u(k) = u1 ∈ U as the

sub-optimal control input applied to the plant. In particular,

u0
+

= u0 − α∇uf(u
0, x(k))

= u0 − α((2BTB)u0 + (2BTA)x(k))

= (I − α(2BTB))u0 − α(2BTA)x(k)

(45)

can be computed on the cloud on the encrypted state measurement as follows:

Enc[u0
+
] = ((I − α(2BTB))⊙ Enc[u0])

⊕((−α2BTA)⊙ Enc[x(k)])
(46)
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where α ∈ (0, 2/λmax(2B
TB)). On the other hand,

u1 = ProjUi(x(k))
(u0

+
) := argmin

u∈Ui(x(k))
∥u− u0

+∥22 (47)

can be computed on the actuator after decryption. To numerically solve (47), we propose using

the halfspace projection method defined in [Bauschke, 1996]. By denoting with h(j) and g(j)

the j − th row of HU(x(k))
i and g

U(x(k))
i , respectively, the projection (47) is performed using the

following recursion

v0 = u0
+

vj+1 = vj − max(h(j)vj−g(j),0)
∥h(j)∥2 h(j)T , 0 ≤ j ≤ f̃i + fu

u1 = vf̃i+fu+1

(48)

According to the above procedure, the time complexity of computations required on the actuator

is O(f̃i + fu), where f̃i + fu is the number of inequalities used to describe the polyhedral set

Ui(x(k)). Note that while fu is constant, f̃i is not, and it changes for each Ti. Moreover, f̃i grows,

by construction, with the set index i [Blanchini and Miani, 2008]. Therefore, if an exact polyhedral

ROSC set Ti is used, it is not possible to control the maximum value of f̃i as well as the number of

operations that must be performed by the actuator.

In the next subsection, to limit the number of operations required on the actuator and keep it

constant, we propose using zonotopic inner approximations of the ROSC sets {T̃i}Ni=1.

4.2.2 Zonotopic approximation of the ROSC set family

In [Yang and Ozay, 2021], the authors proposed a methodology to construct a family of ROSC

sets described by zonotopes. Such a solution has been shown to be able to significantly reduce the

number of half-spaces f̃i required to represent T̃i. However, even adopting such a strategy, fi still

increases with the number of ROSC sets. To overcome such an undesired phenomenon, we propose

a procedure to build zonotopic ROSC sets with a constant number of half-spaces. In particular, by

exploiting the zonotopic inner approximation of polyhedral sets described in [Yang and Ozay, 2021,
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Sec. 4.A.2], the recursive definition of ROSC sets (17) can be modified as follows:

Ti := {x ∈ X : ∃u ∈ U s.t. Ax+Bu ∈ Ξ̃i−1}, i ≥ 1 (49)

where Ξ̃i−1 is an inner zonotopic approximation of T̃i−1. Given a template Zonotope Z(G, c) with

a fixed number p of generators, the set Ξ̃i−1 = Z(γ∗G, c∗) can be computed as follows [Yang and

Ozay, 2021]:

[γ∗, c∗] = argmax
γ,c

p∑
i=1

di log(γi), s.t.

H τ̃i
i c+ |H τ̃i

i G|γ ≤ gτ̃ii , 0 ≤ γ ≤ 1

(50)

where di ≥ 0 are weighting factors and |H τ̃i
i G| denotes a matrix obtained taking the element-wise

absolute value of H τ̃i
i G. Similar to (17), the recursion (49) is stopped when Ti−1 ̸⊂ Ti, or the

domain of interest is covered.

4.2.3 E-ST-MPC properties

In what follows, we assume that E-ST-MPC operations described in section 4.2.1 are per-

formed on a family of zonotopic ROSC sets {T̃i}Ni=1 computed as prescribed in section 4.2.2, i.e.,

{T̃i}Ni=1 ← {Ξ̃i}Ni=1.

Proposition 4 The E-ST-MPC scheme developed in sections 4.2.1 and 4.2.2 fulfills the objectives

(O1)-(O3).

Proof 4 The proof can be obtained by collecting all the above developments:

O1: The E-ST-MPC operations on the cloud are performed on the encrypted data without their

decryption. Therefore, the assumed honest but curious cloud provider is not able to eavesdrop on

the state measurements x(k) and the computed control inputs u(k).

O2: At each time step, E-ST-MPC determines the set-membership upper bound ī(k) as in (39). As

a consequence, the used one iteration of the PGM method, see (45)-(47), computes an admissible

control input u(k) that ensures that x(k+1) ∈ Tī(k)−1. As a consequence, in N steps, starting from

any admissible x(0) within the controller’s domain, x(N) is ensured to belong to T0. Consequently,

also stability and recursive feasibility properties are fulfilled.
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O3: Since the used family of ROSC set {T̃i} is computed according to (49), then the number of

half-spaces f̃i needed to describe each ROSC set is independent of i, and trivially upper bounded

by 2p, with p the number of generators. Moreover, if p > n, then f̃i ≤ 2
(

p
n−1

)
[Zaslavsky, 1975]. As

a consequence, given the maximum number of operations that the actuator can perform within the

given sampling time, the maximum number of generators p that the control architecture can afford

can be determined.

Remark 6 If the matrix A is stored in the cloud in plaintext and the communication channel from

the cloud to the controller has sufficient bandwidth to simultaneously support the transmission of

Enc[u0
+
] and an encrypted vector of dimension IRf̃i , then the computations required on the actu-

ator’s side can be further reduced. In particular, the sub-vector ε = gτ̃i∗(k)−1 −H τ̃
i∗(k)−1Ax(k) in

g
U(x(k))
i (see (43)) can be pre-computed encrypted on the cloud as follows:

Enc[ε] = gτ̃i∗(k)−1 ⊕
[
(−H τ̃

i∗(k)−1A)⊙ Enc[x(k)]
]

(51)

Remark 7 The possibility of controlling the number of operations performed on the actuator is

unique in the related literature. For instance, the schemes in [Darup, 2020, Darup et al., 2017]

limit the applicability of their solution to setup where the projection operator on the actuator can

be efficiently performed, i.e., when the plant is subject to box-like input or ellipsoidal constraints.

Therefore, in a more general context (where the plant is subject to arbitrary polyhedral state and

input constraints) and where the projection (48) must be used, the time complexity of the operations

on the actuator will beO(Np(fx+ fu)), where Np is the used prediction horizon that for feasibility

reasons must be sufficiently large [Rawlings et al., 2017]. Our solution allows moving most of the

required computations offline, leaving online the solution of an MPC problem with Np = 1 and

where the number of half-spaces representing the ROSC set can be imposed by design. □

For the sake of completeness and to pave the way to possible extensions of this work, it is im-

portant to mention the limitations of the proposed solution. First, the inner approximation of the

ROSC set might reduce the domain of attraction of the given controller. Therefore, the proposed

solution presents a trade-off between the size of the controller’s domain and the number of com-

putations required on the actuator’s side. Second, the use of the upper bound ī(k) instead of i∗(k)
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can increase, on average (with respect to a non-encrypted ST-MPC), the number of steps required

to reach T0.

4.3 Simulation Results

To verify the effectiveness of the proposed solution, we consider the benchmark example of a

two-tank water system. The encrypted controller operations have been simulated in Python where

the library eclib ( https://github.com/KaoruTeranishi/EncryptedControl) is used

to implement the Paillier cryptosystem with |p| = |q| = 1024 bits. The states of the two-tank

system are the level of water inside the two tanks, i.e. x = [h1, h2]
T , while the control input

vector u = [up, ul, uu]
T consists of the voltage of the pump up, and lower and upper valve sig-

nals ul. By linearizing the system dynamics around the equilibrium pair xeq = [0.5, 0.5]T , ueq =

[0.938, 1, 0.833]T and by considering a sampling time Ts = 1 sec, the discrete-time model is given

by x̃(k + 1) = Ax̃(k) +Bũ(k) + d(k), where x̃ = x− xeq, ũ = u− ueq, and

A =

0.993 0.003

0.007 0.982

 , B =

0.008 −0.003 −0.003

0.000 0.003 0.003


The following constraints and disturbance are prescribed: −0.7778 ≤ ũp ≤ 0.6111, −1.25 ≤ ũl ≤

0.75, −1.4765 ≤ ũu ≤ 0.5235 and −0.48 ≤ h̃1, h̃2 ≤ 0.3, D = {d ∈ IR2 : |dj | ≤ 0.001, j =

1, 2}.

Moreover, we assume that the actuator’s processor unit is capable of performing 12 iterations of

the halfspace projection (48) within the given sampling time. Consequently, since m = 3 and the

input constraints defines a box, i.e. fu = 2m = 6, the E-ST-MPC is doable (i.e., the actuator can

perform the required computations) as long as the number of generators used to builds the zonotpic

inner approximations of the ROSC sets Ti is less or equal than 3. Indeed, if 3 generators are used,

the number of required computations is upper bounded by 6 + 2
(
3
1

)
= 12 (see O3 in the proof

of Proposition 4). In the carried simulations, we have used as generators v1 = [−1.16, 1.058]T ,

v2 = [0, 0.226]T and v3 = [0.5, 0.2]T . We have built a family of N = 30 ROSC sets (see the

gray polyedra in Fig. 4.2), considered an initial state x̃0 = [−0.3, 0.29]T ∈ T29, and configured
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the PGM to use a step size of α = 0.4. The ST-MPC and E-ST-MPC strategies are contrasted in

Figs. 4.2-4.4. The obtained results show that despite the sub-optimality of the E-ST-MPC solution,

the initial state x(0) is driven in 30 steps to T0 (which is compatible with the theoretical upper

proved in Proposition 4) by means of a sequence of admissible control inputs (see Fig. 4.4). Fig. 4.3

depicts how the set-membership index ī(k) used by E-ST-MPC defines an upper bound of the actual

set-membership signal i(k) used by ST-MPC. The latter also explains why ST-MPC is able to drive

the state trajectory into T0 using a lower number of steps.

 ST- MPC

E-ST- MPC

Figure 4.2: Computed family of ROSC sets and state trajectory.
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Figure 4.3: Set membership index.
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Figure 4.4: Control input signals.

4.4 Conclusions

We proposed an encrypted set-theoretic model predictive controller for single-cloud networked

control systems. We also proved that all the properties of set-theoretic MPC control are preserved.

Notably, the number of steps required to reach the smallest robust control invariant region is in-

dependent from the optimality of the encrypted solution. Unlike other existing approaches, the

proposed control architecture does not present any computation trade-off between the prediction

horizon and the number of computations on the actuator. Finally, the proposed approach has the

unique feature of being able to control, at the design stage and independently from the prescribed

constraints, the maximum number of plaintext operations that must be performed on the actuator.

This has been obtained by taking advantage of zonotopic approximations of the used family of

robust one-step controllable sets. Future works can focus on further improving the control perfor-

mance in terms of the optimality of the solution and the conservativeness of the state set-membership

estimation.
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Chapter 5

On securing cloud-hosted cyber-physical

systems using trusted execution

environments

In this chapter, we propose a novel control architecture based on Trusted Execution Environ-

ments (TEE). We show that such an approach can potentially address major security and privacy

issues for cloud-hosted control systems. Finally, we present an implementation setup based on Intel

Software Guard Extensions (SGX), and validate its effectiveness on a testbed system.

The solution proposed in this chapter is published in the proceeding of the 2021 IEEE International

Conference on Autonomous Systems (ICAS), see [Naseri et al., 2021]

5.1 System Setup and Threat Model

Threat Model. In this chapter, the following attacks, that can affect the privacy/security of the

cloud-based CPS controllers, are considered.

Attacks against the communication channels - By adopting the conventional Dolev-Yao threat

model [Dolev and Yao, 1983], a malicious entity with access to the public communication channels

is assumed to be able to eavesdrop on the transmitted data and/or modify their content. Therefore,

potentially, the confidentiality and integrity of the control system could be compromised. Indeed,
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such attackers can exploit the eavesdropped data to gain further information about the controlled

system’s behavior and use their disruptive capabilities to launch sophisticated undetectable attacks

such as replay, covert, zero-dynamics attacks [Dibaji et al., 2019, Teixeira et al., 2015].

Attacks against the cloud service - If the cloud operator is malicious, or if the service is vulner-

able, then an unauthorized entity (e.g., malware authors) might be able to gain access to the data

transmitted between the plant and the controller, even if encrypted and authenticated communica-

tions are used. Indeed, such attackers could read the encryption key (key-management problem),

intercept the transmitted data after decryption, and change the control logic (with the consequence

of jeopardizing the whole control loop).

5.2 Existing Solutions

Different schemes have been proposed to secure networked control systems. A common solution

is to use encrypted authenticated communications between the plant and the controller [Patel et al.,

2009]; see Fig. 5.1a. Such a solution, at the cost of increased computational power to perform

encryption/decryption operations at both the plant and controller’s sides of the CPS, can mitigate

the privacy and security issues related to cyber-attacks against the communication infrastructure.

On the other hand, it does not address the security and privacy risks associated with the controller’s

deployment inside the cloud.

Plant SensorsActuators

EncryptionDecryption

DecryptionEncryption

Controller

Cloud Service

Key

Key

(a) Encrypted communications.

Plant SensorsActuators

Homomorphic Encryption

Controller

Cloud Service

KeyHomomorphic Decryption

(b) Homomorphic encryption.
Figure 5.1: Existing security solutions for cloud-based CPSs.

The use of homomorphic encryption has also been proposed to secure CPS solutions [Kogiso

and Fujita, 2015, Farokhi et al., 2016]; see Fig 5.1b. A distinctive capability of such a solution is that
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it allows the controller to implement the control logic (in terms of additions and multiplication op-

erations) directly on the received encrypted sensor measurements. Consequently, such an approach

has the advantage of securing communications while solving the privacy issues associated with

the cloud infrastructure. However, common drawbacks of homomorphic encryption include: the

mathematical operations performed on the encrypted data are typically limited and computationally

expensive, and the plaintext to ciphertext bit expansion factor is usually very high. Consequently,

homomorphic-based solutions might not be practical for securing industrial control systems with

fast sampling rates or narrow bandwidth.

There are three different types of homomorphic encryption schemes, namely partially homo-

morphic encryption (PHE), somewhat homomorphic encryption (SHE), and fully homomorphic

encryption (FHE). Each subclass is characterized by the set and number of encrypted operations al-

lowed. Therefore, according to the limitations imposed by the used scheme, it might be challenging

to recast any existing control algorithm into its encrypted counterpart. For example, FHE allows an

unlimited number of encrypted addition and multiplication operations. Therefore it is particularly

appealing to implement sophisticated control solutions such as dynamic feedback control or model

predictive control. However, such freedom comes with a computationally expensive bootstrapping

process that makes FHE impractical to most control systems. Kim et al. [Kim et al., 2016] pro-

pose FHE to implement a dynamic output feedback controller using multiple controllers to avoid

the bootstrapping delay. However, another inherent issue with FHE is that the ciphertext expansion

might be up to 10000 : 1 for an acceptable level of security of 100 bits [Chillotti et al., 2020].

Pailier’s homomorphic encryption (PHE, supporting only encrypted additions) has also been pro-

posed to implement a variety of controllers [Tran et al., 2020, Murguia et al., 2020]. However, due

to memory issues related to the state of the dynamic encrypted controller (i.e., the number of bits

required for its representation grows linearly with the number of iterations), the solution is usually

limited to the use of resetting dynamics control laws. On the other hand, if a proportional controller

is used, then, the control gain must satisfy some restrictive conditions imposed by the number of

available bits [Lin et al., 2018].

Overall, existing solutions pose several limitations in terms of security/privacy/deployability to

networked control systems. Moreover, no solutions have been proposed to protect CPSs against a
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malicious cloud operator, or malware that might be able to compromise the integrity of the control

algorithm running on the cloud server.

5.3 Our Proposal

The objectives of our proposal are: secure the cloud-based CPSs against all the cyber-threat

discussed in Section 5.1, and reduce the impact on the design and implementation of existing control

strategies. The proposed secure control architecture has two essential components (see Fig. 5.2): an

authenticated encryption scheme for securing the communication channels, and a TEE where the

control logic is executed and the secret cryptographic keys, used by the authenticated encryption

scheme, are stored.

Plant SensorsActuators

EncryptionDecryption

DecryptionEncryption

Controller

Cloud Service

Key

Key

Trusted Execution Environment (TEE)

Figure 5.2: Proposed TEE-based solution.

First, we resort to authenticated encryption schemes (cf. [Patel et al., 2009]) to ensure the in-

tegrity and confidentiality of the control signal and sensor measurements exchanged between the

plant and the controller. The used encryption scheme must be characterized by an inherent latency

much smaller than the control-loop sampling time. The latter requirement is essential to ensure that

the encryption scheme does not affect the control-loop system’s stability. Second, a trusted execu-

tion environment (TEE) is used to protect the controller’s operations in the cloud service. Generally

speaking, a TEE refers to a hardware-based solution capable of ensuring that no malicious cloud
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entities (e.g., malware or a malicious cloud operator) could interfere with the execution of the con-

trol algorithm or with the memory associated with it. Moreover, if encryption/decryption operations

are executed inside the TEE, where the keys are also protected by the TEE, then a malicious cloud

administrator also cannot access the keys. TEE may also provide some other advantages such as

measuring the integrity of the launched processes, measuring the origin of the TEE and the current

state of the TEE (attestability), and recovering the state of the TEE to a known good state after any

corruption (recoverability). The presence of a TEE on the plant side is not required for our threat

model. However, it is desirable in a scenario where the local computing platform (e.g., SCADA

system) could be subject to cyber-attacks. Several solutions have been proposed in the literature

(not in CPS) using different TEE implementations, e.g., Intel SGX [Costan and Devadas, 2016],

ARM TrustZone, AMD SEV [Kaplan et al., 2016], Hardware Security Module (HSM) [Varia et al.,

2014], and secure co-processors [Bajaj and Sion, 2013]. Although all these solutions provide strong

security mechanisms, not all can be used in our design (e.g., HSMs do not support remote attestation

as opposed to Intel SGX).
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Enrypted Sensor Measurment

Enrypted Sensor Measurment

Decrypted Sensor Measurment

Control Input

Encrypted Control Input
Encrypted Control Input

Decrypted Control Input

Actuators Command

AES-128 GCM Encryption

AES-128 GCM Decryption

Controller Computation

AES-128 GCM Encryption

AES-128 GCM Decryption

Send to Actuators

Attestation and Key Establishment

Data Transmission

Data Transmission

Figure 5.3: Data flow in the proposed solution.
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5.4 Implementation

We use Intel SGX as TEE for its capability of providing a cryptographic attestation to ensure

the integrity of the execution of the controller algorithm, even in the presence of a malicious cloud

admin or a compromised cloud operating system (e.g., by malware). To keep code and data secure,

SGX provides an isolated execution environment and encrypted memory. This secure container

is called an “enclave” and everything else outside the enclave is assumed to be insecure. Two

main functions are available to interact with the enclave, namely Enclave Call (E-CALL) and Out

Call (O-CALL). E-CALL is used to call, from outside the enclave, a function implemented inside

the enclave. On the other hand, O-CALL is used to call, from inside the enclave, a function im-

plemented outside the enclave. For the implementation of the authenticated encryption, AES-128

Galois/Counter Mode(GCM) is used. This algorithm is a good candidate for CPSs because of its

high throughput and low latency [Koteshwara et al., 2017, Arun et al., 2015]. First, we need to

create an enclave and allocate memory for the Enclave Page Cache (EPC). The process starts with

the attestation of both the enclave (validity of the CPU’s SGX support) and the code (validity of

the binary executed within the enclave as the controller logic). During the attestation, entities also

establish a secure session key. After these initialization operations, data transmission will be started

between the participating entities, encrypted under the session key. The data flow for a single con-

trol loop is shown in Fig. 5.3. In particular, the sensor measurements are encrypted on the plant

side. Then, these encrypted sensor measurements are sent to the cloud over the communication

channel. The authenticity of the received measurement is checked inside the enclave, where then

the controller logic is also applied to the decrypted measurements. The evaluated controller output

is then encrypted (inside the enclave) before it is sent to the actuator through the communication

channel. Finally, the encrypted control input is decrypted by the actuator and applied to the plant.

5.5 Security and Performance Evaluation

We now discuss the security properties of the proposed solution. (i) Confidentiality: Data sent

through the communication channels are encrypted with AES-128 GCM. Therefore, network eaves-

droppers are unable to decrypt the transmitted control signals and sensor measurements. Moreover,
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control operations and encryption/decryption operations are performed within the enclave, avoiding

the possibility that a malware or cloud administrator could intercept the plaintext signals or acquire

the keys. (ii) Integrity: By exploiting the message authentication code (MAC) tag in AES-128

GCM, it is possible to verify the integrity of the transmitted data (i.e., detect if an attacker has ma-

nipulated the transmitted data). Another aspect of integrity is to make sure that the controller logic

is not manipulated by the cloud provider before the code is executed within the enclave. For this

purpose, an attestation operation is performed to make sure that the code executed in the enclave

is exactly that is sent to the cloud service by the system admin. To improve code obfuscation (i.e.,

hiding the control logic from the cloud operator), the proposed solution in [Bauman et al., 2018]

can be used. Note that the controller’s runtime state remains always protected by SGX’s memory

encryption. Moreover, since the controller is executed inside SGX, the integrity of the control al-

gorithm is also ensured. (iii) Authentication: The remote attestation feature of Intel SGX is used

on the plant side to establish a secure and authenticated communication channel with the enclave in

the cloud and ensure that the remote enclave is trusted. The MAC tags also is used by both entities

(plant and controller) to make sure that the received messages are obtained by a trusted entity. (iv)

Freshness: The uniqueness of the AES-128 GCM IV is used to guarantee the freshness of each

message. Defending against side-channel attacks against Intel SGX [Brasser et al., 2017] is outside

the scope of this paper. In the case of the necessity of storing data by the controller (depending on

the controller logic), to mitigate rollback attacks on the sealed data, the Monotonic Counter (MC)

of Intel SGX can be used to guarantee that the sealed data is the latest copy.

System setup. As a testbed, we use the Quadruple Tank Process (QTP) system from Johansson [Jo-

hansson, 2000], which is often used as a benchmark for control systems applications. The system

consists of four water tanks where hi, i ∈ 1, 2, 3, 4 represents the level of water in each tank and

also represents the states x of the system, i.e., x = [h1, h2, h3, h4]
2 ∈ IR4. There are two sen-

sors that measure the level of water inside tanks 1 and 2, i.e., the output measurement vector is

y = [0.5h1, 0.5h2]
T ∈ IR2. Moreover, the system is equipped with two pumps, and the applied volt-

age v1, v2 are the inputs u of the system, i.e., u = [v1, v2]
T . We have linearized the system model

around the equilibrium pair (xeq = [12.4, 12.7 , 1.8, 1.4]T ueq = [3, 3]T ) and discretized it using

a sampling time Ts = 0.1 sec. The linearized model x(k + 1) = Ax(k) + Bu(k), y(k) = Cx(k)
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and its matrices A,B,C can be easily obtained following [Johansson, 2000]. The plant is regu-

lated by means of a dynamic output feedback controller consisting of a Luenberger Observer and

an optimal Linear Quadratic (LQ) controller. The state-estimator operations are described by the

discrete-time system x̂(k + 1) = Ax̂(k) + Bu(k) + L(y(k) − Cx̂(k)) where x̂(k) is the estima-

tion of the state x(k) and the correction gain is given by L =

0.78 0 0.32 0

0 0.78 0 0.32


T

. The

LQ controller logic is computed as u = K(x − xeq) + ueq where the stabilizing gain is given by

K =

27.547 −0.054 0.468 0.086

0.023 28.441 0.143 0.507

 .

The dynamic output feedback controller operations have been implemented by utilizing an Intel

SGX running on an Intel Core i7-6700 CPU, 3.40GHz, with 4 cores and 8 threads and 16 GB of

RAM, using 64-bit Windows 7.

Measurements. We have conducted a series of measurements to evaluate the computation times

required by different components of the proposed solution (see the data flow in Fig. 5.3). The

reported CPU measurements have been obtained using the approach proposed in [Gjerdrum et al.,

2017, Fig. 1], i.e., an O-CALL function is used as a stopwatch. As a result, the time measurements

in Table 5.1 include an extra time representing the CPU time required to return to the enclave

from an O-CALL and exit from it. We denote this time by ∆t. To mitigate the presence of ∆t

in the measurements, we repeated each operation inside the enclave 1000 times and then calculate

the average. ∆t is also measured separately. The numerical results show that the two dominant

factors are ∆t and the control algorithm CPU time. Indeed, the average total CPU time required

by both the secure and insecure implementations are around 905µs and 479µs, respectively. The

obtained results confirm that the computational overhead introduced by the use of Intel SGX does

not affect the feasibility of the control strategy. Moreover, given that the introduced overhead is in

the milliseconds’ range, the proposed SGX-based secure architecture is believed to be affordable

for a large class of cloud-based control systems applications.
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Operation Time (µs)
Enclave creation 8368.4
Dynamic output feedback controller 466.7
AES-128 GCM encryption 1.8
AES-128 GCM decryption 1.4
∆t 435.4

Table 5.1: Average time for different operations of the SGX-based solution

5.6 Conclusion

We proposed a solution to secure cloud-hosted/edge-hosted CPSs. In particular, by resorting

to authenticated encryption and a trusted execution environment, we showed that the proposed net-

worked control scheme is secure again different attacks against its security and privacy. We verified

the effectiveness of such a scheme by means of numerical simulations obtained considering Intel

SGX, where we performed different benchmarks to evaluate the computational burden associated

with the trusted control scheme implementation. The obtained results show good promise in terms

of real-time performance and simplicity of implementation in CPSs applications. The proposed

solution can also be implemented in a non-cloud setting to help mitigate supply chain breaches.
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Chapter 6

Confidentiality Attacks against

Encrypted Control Systems

This chapter shows that encrypted control systems based on homomorphic encryptions are vul-

nerable to attackers leveraging the inherently small domains of the plaintext data in control systems

and the randomization process required to make the utilized ciphers semantically secure. In partic-

ular, by considering the popular ElGamal and Paillier encryption schemes, we investigate different

attacks that enable malware, which compromises the random number generator used by the ran-

domized encryption schemes, to covertly leak the private decryption key and/or the measurements

to an eavesdropper who has access to the measurement channel. Finally, we present some counter-

measures to defend against these attacks.

The proposed attacks and countermeasures in this chapter are published in the journal of Cyber-

Physical Systems (CPS), see [Naseri et al., 2022a].

6.1 Preliminaries and Problem Formulation

6.1.1 Encrypted Sampled-Data Networked Control System

Consider the encrypted NCS architecture shown in Fig. 6.1. In such a scheme, the plant is regu-

lated by a networked controller implemented on a third-party platform (e.g., cloud), and accessible
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Figure 6.1: Encrypted control system using HE.

through a communication channel. To guarantee the confidentiality of the closed-loop control sys-

tem (e.g., sensor measurements y(t) ∈ IRnp , np ≥ 1, and control inputs u(t) ∈ IRnm , nm ≥ 1), the

control-loop operates as follows. The sensor measurements y(t) are encrypted into Enc[y(t)] and

then transmitted to the controller. The controller executes its logic directly on the received encrypted

measurements Enc[y(t)], producing in the output the encrypted control input vector Enc[u(t)] (see

the subsection 6.1.2 for more details) which is then sent to the actuators. A decryptor module, local

to the actuator, recovers the plaintext control vector u(t) = Dec[Enc[u(t)]], so allowing the ac-

tuator (by means of a digital-to-analog converter (DAC)) to apply u(t) to the plant. Note that the

“sensor” and “actuator” boxes in Fig. 6.1 are assumed to contain the operations performed by the

sensor and actuator as well as the operations needed to support the used cryptosystem. For instance,

since the encryption algorithms work on integer numbers, we assume that the sensor and actuator

processor units are able to implement the required mapping function from fixed-point numbers to

integers and vice-versa, see e.g., [Darup et al., 2021].

In what follows, for simplicity, we assume that the encryption operations of the i−th component

of y(t), namely Enc[yi(t)], are performed on an implicit integer representation of yi(k). The fact

that storing the encryption key on the controller side can endanger the privacy of the system (against

either internal cloud adversary or external adversaries who may compromise the cloud service)

implies that the encryption scheme used in Fig. 6.1 is not arbitrary, but it must belong to a class of

homomorphic encryption schemes supporting a suitable set and number of mathematical operations
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on the encrypted data [Brakerski et al., 2014, Gentry, 2010, Paillier, 1999] (e.g., to implement the

control logic). Hereafter, two popular schemes (used to implement encrypted control), namely

“ElGamal” and “Paillier”, will be considered. See Section 2.3 for a brief overview.

The control architecture in Fig. 6.1 defines a sampled-data control system where the signals

transmitted over the network are digital while the ones applied to the plant are analog. This aspect

is particularly relevant in an encrypted setup because it provides prior information on the maximum

number of bits used to present/transmit digital data over the network. Also, all homomorphic en-

cryption (HE) schemes proposed for use in cloud-based control systems work on integer message

space as required by the used modulo arithmetic. Hence, to encrypt the i − th component of the

sensor measurement yi(t) ∈ IRnp , yi(t) needs to be mapped onto the integer message spaceM. The

first step of the mapping is usually an element-wise approximation of the real-valued measurements

with fixed-point numbers from the set Qβ,γ,δ = {−βγ ,−βγ + β−δ, . . . , βγ − 2β−δ, βγ − β−δ},

where β ≥ 1 ∈ N is the basis and γ and δ ∈ N are known as the magnitude and the resolution of

the set, respectively. Such operations are described by the following mapping function:

g : IR→ Qβ,γ,δ

|g(yi(t))− yi(t)| ≤ β−δ ∀ yi(t) ∈ [−βγ , βγ ]

Typically, the analog signals produced by the sensors are sampled and quantized into fixed-point

numbers by the analog-to-digital converter (ADC) using, for each sensor measurement yi, i =

1, . . . , np of y(t), a finite small number of binary digits d. This procedure can be performed inside

the sensor, by its processing unit. Given the fixed-point approximation g(yi(t)) of yi(t), the next

step prescribes a suitable mapping from Qβ,γ,δ to the integer message space M. This operation

can be easily done by scaling Qβ,γ,δ with the factor of βδ in modulo φ where φ is a user-defined

parameters for the used cryptosystem [Darup et al., 2021], i.e.,

(βδQβ,γ,δ mod φ) ∈ M

The processing unit of the sensor typically performs the above operation.
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Remark 8 As described in [Park et al., 2003, Ch. 5, Sec. 5.2.5], d is typically between 12 and 16.

As a consequence, the size of the plaintext message’s spaceM, namely |M| = 2d is relatively small.

Besides, another limitation to the message space is imposed by the desire to compute the control

logic directly on the encrypted variables, particularly in dynamic controllers [Murguia et al., 2020].

As explained in, e.g., [Cheon et al., 2018, Lin et al., 2018], according to the kind and number of

mathematical operations required to compute the control action, the size of the plaintext variables

should be sufficiently small to avoid overflow with the used modulo space. □

6.1.2 Encrypted Controller

In this section, we recall how a simple static feedback controller in the form

u(t) = Ky(t), K ∈ IRnm×np (52)

can be implemented in an encrypted fashion using El-Gamal and Paillier cryptosystems, see the

survey paper [Darup et al., 2021] and references therein for a more detailed discussion. - Encrypted

control computation with El-Gamal: Since El-Gamal is multiplicative homomorphic, the control

law (52) can be computed in the encrypted domain if each sensor measurement yi(t) and each ele-

ment Kij of K are separately encrypted. Indeed, the controller can compute the following encrypted

matrix Γ(t),

Γ(t)=


Enc[K11]⊗Enc[y1] · · · Enc[K1np

]⊗Enc[ynp
]

...
. . .

...

Enc[Knm1]⊗Enc[y1] · · · Enc[Knmnp
]⊗Enc[ynp

]

 (53)

If Γ(t) is transmitted to the actuator, then it can compute each component ui(t) of u(t) as

ui(t) =

np∑
j=1

Dec[Γij(t)], i = 1, . . . , nm (54)

- Encrypted control computation with Paillier: Since the Paillier cryptosystem is additively ho-

momorphic, it is not possible to compute the matrix Γ(t) as in (53). However, Γ(t) can still be

computed if each entry Kij of K is in plaintext. Moreover, differently from El-Gamal, there is

no need to transmit the entire matrix Γ(t) to the actuator, because the summation required by (54)
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can be performed encrypted on the controller’s side. Therefore, each i−th component of u(t),

i = 1, . . . , nm, can be computed as:

Enc[ui(t)]=(Ki1 ⊙ Enc[y1(t)])⊕ · · · ⊕ (Kinp ⊙ Enc[ynp(t)]) (55)

6.1.3 Problem Formulation

Assumption 2 (Threat Model) - The adversary model consists of two coordinated entities: (i) a

malware capable of tampering with the RG module of the sensor’s processing unit and, in one

scenario, capable of accessing the private key stored in the actuator’s processing unit on the plant’s

side of the NCS (e.g., by means of a supply chain attack [Yang et al., 2016]) and (ii) a passive

eavesdrop capable of reading the encrypted sensor measurements Enc[y(t)],∀ t. It is important to

note that we assume that no dedicated communication channels exist between the malware and the

eavesdropper.

The problem considered in this chapter can be summarized as follows: Given the encrypted con-

trol architecture described in the Sections 6.1.1 - 6.1.2, show that under Assumption 2, an attacker

is able to compromise the confidentiality of encrypted control systems by covertly revealing pri-

vate information (e.g., secret encryption key or plaintext sensor measurements) to an eavesdropper

intercepting the encrypted measurement channel.

6.2 Proposed Attacks

In this section, under Assumption 2, three different attacks against the confidentiality of en-

crypted NCS are presented. In all these scenarios, the objective of the malware (the sender) is to

covertly tamper the encryption operations to encode sensitive private information in the transmitted

encrypted measurements Enc[y(t)]. On the other hand, the eavesdropper (the receiver), given the

prior knowledge of the sender operations, has the objective to extract the embedded information

from Enc[y(t)] and reconstruct private data such as the plaintext sensor measurements y(t) or the

secret key Kpr.

The considered attacks leverage two potential vulnerabilities of encrypted control systems,
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namely the small size of the plaintext message space M (see Remark 8) and the randomness of

the cryptosystems (see Remark 2).

Attack Scenarios. According to the privileges that the malware can obtain, the following scenarios

can be analyzed (see Fig. 6.1 for a better understating of the description below):

• SC1− The malware is able to read the private key stored in the actuator’s processing unit and

repeat the calls for the random number generator and encryption operation, without outputting

the ciphertext, until it satisfies a specific condition.

• SC2− The malware is able to compromise the initial seed of the RG module.

• SC3− The malware is able to map the output of the RG module into a restricted space (e.g.,

by setting some of the output bits of the RG module to zeroes or any pre-specified values).

In what follows, we explain the details of these attack scenarios.

Attack Scenario SC1

Proposition 5 Consider the encrypted NCS in Fig. 6.1. Under the scenario SC1, the malware can

covertly disclose the private keyKpr to the eavesdropper using the encrypted measurement channel.

Proof - Given the assumed capabilities of the malware, at each time t, it can encode the j − th

bit of Kpr, namely Kpr[j] into the parity bits of Enc[yi(t)], i ∈ [1, . . . , np]. More precisely, the

malware can re-compute the encrypted sensor measurement Enc[yi(t)] (with a different random

number r) until the encrypted binary vector Enc[yi(t)] has a parity bit equals to Kpr[j]. Such

encoding operations are summarized in Algorithm 1.

On the other hand, the eavesdropper on the measurement channel can recover the transmitted secret

key by simply sequentially storing the parity bit of the received encrypted sensor measurements. □

Remark 9 Using Algorithm 1, the attacker is able to transmit, at each sampling time t, np bits of

Kpr using a tampered but legitimate ciphertext that is indistinguishable from a normal ciphertext.

For example, consider a case where the plant has two sensor measurements, i.e., np = 2, the
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Algorithm 2 Encoding the binary secret
Kpr in the encrypted sensor measurements
Initialization: length of secret = |Kpr|, j = 0
— ∀ t : —
if j < length of secret then

for i = 1 : np do
while (parity bit of Enc[yi(t)] ̸= Kpr[j]) do

r ← generate a new random number ∈ Rrg

Enc[yi(t)]← compute the encrypted sensor measurement yi(t)
end while
j = j + 1;

end for
end if

sampling time is Ts = 1 ms and the secret keyKpr is 1024 bits. In this setup, the attacker can embed

2 bits ofKpr at each sampling time t in the parity bit of Enc[y1(t)] and Enc[y2(t)]. Therefore, after

512 ms, the entire key is transmitted.

Remark 10 Note that the disclosure attack described in Propostion 5 leverages the randomness

of the cryptosystem to launch the attack. As a consequence, this attack can be performed in both

Paillier and El-Gamal. Moreover, by exploiting the same idea, the attacker can transmit any other

sensitive information that the malware might have access to. For El-Gamal, it is implicitly assumed

that each bit of Kpr is encoded in either the parity bit of c1 or c2. □

Attack Scenario SC2

Proposition 6 Consider the encrypted NCS in Fig. 6.1. Under the scenario SC2, if the malware

and eavesdropped have offline shared a seed number ζ, then the malware can covertly enable the

eavesdropper to correctly decode Enc[y(t)].

Proof - In SC2, the malware can set the initial seed of the RG. As a consequence, the eaves-

dropper (who also knows ζ) can predict the entire sequence of random numbers r generated by RG.

According to the used cryptosystem, the eavesdropper operations to recover yi are as follows:

El-Gamal: According to (12), each scalar variable yi, i = 1, . . . , np must be decrypted from

E[yi(t)] as

yi(t) = (c
−Kpr

1 mod p)(c2mod p)
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However, since c1 = grmod p (see (11)) and h = gKpr (see (10)), we can re-write the above as

yi(t) =
(
h−r mod p

)
(c2mod p) (56)

Therefore, since all the variables on the right-hand side of (56) are known, i.e., r, p, h with p, h part

of the public key, to the eavesdropper, then Enc[yi(t)], i = 1, . . . , np can be successfully recovered.

Paillier: According to (14),

Enc[yi(t)] = (n+ 1)yi(t)rnmod n2

and, by exploiting the knowledge of r and of the public key n, we can multiply both sides by (r−n

mod n2), obtaining

Enc[yi(t)]r
−nmod n2 = (n+ 1)yi(t)mod n2 (57)

Then, by resorting to the binomial theorem and exploiting the mod operator (which makes zero all

the terms of the binomial multiple of n2), we can simplify the right-hand side of (57) and obtain

Enc[yi(t)]r
−n mod n2 = (1 + nyi(t)) mod n2

from which

yi(t) =
(Enc[yi(t)]r

−n − 1)

n
mod n2 (58)

concluding the proof. □

Note that in (58), the notation a
b does not denote the modular multiplication of a times multi-

plicative inverse of b.; it denotes the quotient of a divided by b.

Attack Scenario SC3

Proposition 7 Consider the encrypted NCS in Fig. 6.1. Under the scenario SC3, if the malware and

the eavesdropper agree on a restricted random space Rsmall ⊂ R, then the malware can covertly

enable the eavesdropper to correctly decode Enc[y(t)].
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Proof - Given the knowledge of Kpu, Enc[y(t)] andRsmall, the eavesdropper, can perform the

following actions:

El-Gamal: by taking advantage of the restricted random spaceRsmall imposed by the malware, the

eavesdropper can offline build a lookup table LT containing the following pairs:


r, gr mod p︸ ︷︷ ︸

=c1

 : r ∈ Rsmall


As a consequence, given Enc[yi(t)] = (c1, c2), it is possible to use c1 and LT to obtain r.

Paillier: by taking advantage of the restricted random space Rsmall, given Enc[yi(t)], the eaves-

dropper can compute the set of admissible plaintext messages:

Y(Rsmall) = {yi(t) ∈M : r ∈ Rsmall, gcd(r, n) = 1, yi(k) as in (58) } (59)

Since the message space is restricted toM, with |M| ≪ |n| (see Remark 8), then the probability ρ

of obtaining a random valid message yi ∈ M, given a randomly chosen r ∈ Rsmall, is negligible,

i.e., ρ = 1
2|n|−|M| ≈ 0. As a consequence, almost surely Y(Rsmall) = yi(t) (in a practical encrypted

control setup, using Paillier, ZZn = ZZ21024 andM = ZZ216 . Therefore, ρ = 1
21008

, and for restricted

random space, e.g., Rsmall = ZZ232 , the cumulative probability that Y(Rsmall) contains two or

more valid messages is practically zero). This concludes the proof.

From the above discussion, it follows that the time required by the attacker to recover yi from

its ciphertext in the case of El-Gamal is independent of |Rsmall| since the eavesdropper is using

a lookup table. However, for Paillier, this time grows exponentially with |Rsmall|. The important

point, however, is that the eavesdropper finds only one admissible value for yi(t) in both cryptosys-

tems, independent of |Rsmall|.

□

Remark 11 In Paillier, if the more general form of the cryptosystem is used, i.e., g ̸= (n+ 1), then

the attack in SC2 and SC3 can still be performed with some modifications:

- SC2: Since r is known and the message space is restricted, the eavesdropper can offline build a
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lookup table LT (M), containing the following pairs:

LT (M) := {(yi, gyirn mod n2︸ ︷︷ ︸
=Enc(yi)

) : yi ∈M}

Therefore, given Enc[yi(t)], the eavesdropper can obtain yi(t) from LT (M).

- SC3: By taking advantage of the restricted random and message spaces, the eavesdropper can

offline build a lookup table LT (M), containing the following pairs:

LT (M) :=
{(

yi, g
yi mod n2

)
: yi ∈M

}
Moreover, given Enc[yi(t)], the attacker can perform a search over the admissible random space

(r ∈ Rsmall, gcd(r, n) = 1) and compute gyi(t) mod n2 = Enc[yi(t)]r
−n mod n2 until a value

contained in LT (M) is found. □

Remark 12 In this section, we have developed the attacks in SC1− SC3, assuming that the pop-

ular El-Gamal or Paillier cryptosystems are used. However, the proposed attacks leverage the

inherently small domain of the message spaceM in control systems as well as the randomization

process used in HE schemes. Therefore, the proposed attacks are valid for a more general class of

encrypted control systems where the cryptosystem utilizes a randomization process for encryption.

□

6.3 Countermeasures

Since the considered attacks exploit intrinsic vulnerabilities related to the random generator

(RG) and small message space (M)), existing anomaly/attack detectors for encrypted control sys-

tems (see e.g., [Kogiso, 2018, Baba et al., 2018, Teranishi and Kogiso, 2019] and references therein)

are not effective. Moreover, this class of random generator attacks cannot be detected by analyz-

ing the ciphertext (e.g., see [Austrin et al., 2014]). Consequently, instead of proposing an attack

detection strategy, we hereafter introduce a solution that prevents their existence. Specifically, we
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Figure 6.2: Encrypted control system with Re-Randomizer.

propose adding a new trusted subsystem, hereafter called “Re-Randomizer (Re-R)”, between the

sensor’s subsystem and the communication channel (see Fig. 6.2), such that

(C1) : Re-R takes in input Enc[yi], ∀ i and performs a re-randomizing of the ciphertext. By denot-

ing with Ẽnc[yi] the re-randomized version of Enc[yi], then yi must be correctly decrypted

from Ẽnc[yi] by an entity possessing the private key Kpr;

(C2) : Ẽnc[yi] prevents the attack scenarios SC1-SC3;

(C3) : The Re-R’s processor unit is completely independent of the actuator and sensor’s units (i.e,

if malware has access to the plant, then it cannot compromise Re-R).

Remark 13 A possible way to ensure the independence and trustworthiness of Re-R is to implement

its actions within a trusted execution environment [Costan and Devadas, 2016].

The following proposition proposes possible re-randomization solutions for the El-Gamal and

Paillier cryptosystems.

Proposition 8 Consider a single encrypted message Enc[yi]. In El-Gamal (Enc[yi] = (c1, c2)),

the re-randomization

Ẽnc[yi] = (c1g
r̃, c2g

r̃), r̃ ∈ Rrg (60)
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and in Paillier, the re-randomization

Ẽnc[yi] = Enc[yi]× r̃n mod n2,

r̃ ∈ Rrg, s.t. gcd(r̃, n) = 1
(61)

fulfill the conditions (C1)-(C2).

Proof - The proof that (C1) and (C2) hold true is here split in two parts:

(C1) : In El-Gamal, by construction, the encrypted message (60) is equal to

Ẽnc[yi] = (gr+r̃ mod p, yih
r+r̃ mod p)

that, using (12) can be correctly decrypted into yi. In Paillier, the encrypted message (61) is equal

to

Ẽnc[yi] = (n+ 1)yi(rr̃)n mod n2

Moreover, since gcd(r, n) = 1 and gcd(r̃, n) = 1, then also gcd(rr̃, n) = 1. As a consequence,

using (15), Ẽnc[yi] can be correctly decrypted into yi.

(C2) : The re-randomization process randomly changes the parity bit of the encrypted variable

Ẽnc[yi]. The latter is sufficient to nullify the attacker attempt in SC1 to embed each bit of Kpr

in the parity bit of Enc[yi], i.e., the probability of successfully decoding each bit of the Kpr is

0.5; Since the re-randomization embeds into the encrypted message Ẽnc[yi] a new random number

r̄ ∈ Rrg (r̄ = r + r̃ in El-Gamal, r̄ = rr̃ in Paillier), then the attacker is not aware of the used

random number as well as it cannot restrict the random space. The latter is sufficient to conclude

that the attack scenarios SC2 and SC3 are prevented. □

Therefore, the operations performed by the Re-R module can be summarized as follows:

(1) At each time-step t, the Re-Randomizer unit generates a new full-range random number

r̃ ∈ Rrg. Moreover, if the Paillier cryptosystem is used, then r̃ must satisfy the condition

gcd(n, r̃) = 1.

(2) Given Enc[yi(t)] and generated new random number r̃, the Re-R entity computes the re-

randomized encrypted message Ẽnc[yi(t)] according to the used cryptosystem:
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• El-Gamal: Ẽnc[yi(t)] is computed as in (60).

• Paillier: Ẽnc[yi(t)] is computed as in (61).

(3) The re-randomized-encrypted messages Ẽnc[yi(t)] are transmitted instead of Enc[yi(t)] to

the controller.

6.4 Simulation Results

In this section, by considering a simple encrypted control system setup, we show the effec-

tiveness of the attack scenarios described in section 6.2. The effectiveness of the proposed re-

randomization technique is also verified. In the performed simulations, we considered a time-

invariant discrete-time plant dynamical model whose state-space description is x(t+1) = Ax(t)+

Bu(t), y(t) = Cx(t), and where

A =

1.01 −0.01

0.00 1.02

 , B =

0.00
0.01

 , C =

1 0

0 1

 ,

x(t) = y(t) ∈ IR2, u(t) ∈ IR . The plant is stabilized by a static feedback controller (52) where K =

[6.574, −6.201] and we assume that the ADC converter uses a sampling time period Ts = 0.001 s

and d = 16 bits for the analog-to-digital conversion (see Remark 8) for each sensor measurement

yi, i = 1, 2. As a consequence, the considered message space is |M| = 216. The El-Gamal and

Paillier cryptosystems have been implemented with p, q such that |p| = |q| = 1024, and the en-

crypted control inputs are computed as in (54) and (55), accordingly. The encrypted control system

operations have been simulated using the “eclib” python package1. By considering the attack sce-

nario SC1, Fig. 6.3, shows the number of key bits (of Kpr) correctly recovered by the eavesdropper

over time. The solid blue line depicts the result in the absence of the Re-R module, while the dashed

red line in the case Re-R is used. In the absence of Re-R, the plot shows a slope equal to 1, denoting

that all the bits are correctly decoded. On the other hand, the evolution of the red solid line shows

that the eavesdropper can correctly decode (as expected) approximately 50% of the received key
1https://github.com/KaoruTeranishi/EncryptedControl
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bits (see the proof of Proposition 8). Note that this does not provide the adversary with any useful

information Since the adversary cannot know the positions of the correctly decoded bits.

Figure 6.3: Number of recovered key bits in SC1, with and without the re-randomization (Re-R)
module.

By considering SC2, and the Paillier cryptosystem, Fig. 6.4 shows, over a time interval of 2

seconds, the difference between the actual analog sensor measurements yi(t), i = 1, 2 and the

decrypted value, namely yEi (t), obtained by the eavesdropper using (58). The results show that

the attacker can obtain yi(t) with an error that is limited only by the quantization error ( 1
216

) in the

considered ADC [Sokolov et al., 2019]. As a consequence, the attacker’s estimation is identical to

that obtained by the legitimate user using (15). Repeating the above experiment for SC3, produced

an identical result to the one shown in Fig. 6.4.

Finally, Figs. 6.5 and 6.6 show the capability of the eavesdropper to correctly recover the sensor

measurement data. In particular, for the time interval [0, 2] sec,, both figures depict the sensor

measurement data produced by the sensor and the values recovered by the eavesdropper in SC2

and SC3. It can be observed that the data recovered by the eavesdropper is equal to the quantized

sensor measurements, which are encrypted and sent over the channel.
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Figure 6.4: Difference between what the adversary can recover and the actual sensor measurements.

6.5 Conclusion

In this chapter, we have shown that different attacks can compromise the confidentially of en-

crypted control systems based on homomorphic cryptosystems. To the best of the authors’ knowl-

edge, no attacks against the confidentiality of encrypted control systems (e.g., sensor measurements,

control inputs, controller parameters) have been reported in the CPS-related literature. In particular,

we have shown that if an attacker is capable of deploying malware into the plant’s side of the net-

worked control system, then it can leverage intrinsic vulnerabilities (e.g., the limited message space

and the randomness required to achieve semantic security of the encryption algorithms) to establish

an illegitimate covert communication channel with an eavesdropper on the measurement channel.

Then, we have proved that if a trusted re-randomization unit is used, these disclosure attacks are

prevented.
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Figure 6.5: Attacker’s capability to recover y1(t) in SC2 and SC3.
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Figure 6.6: Attacker’s capability to recover y2(t) in SC2 and SC3.
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Chapter 7

An Observer-Based Key Agreement

Scheme for Cyber-Physical Systems:

The Differential-Drive Robot Case

Different control schemes that have been proposed to secure CPSs against sophisticated cyber-

attacks require the exchange of secret messages between the plant and its remote controller. Thus,

these schemes require pre-shared secret keys or an established Public Key Infrastructure (PKI) that

allows for key agreement. In this chapter, we consider a control theoretic approach for establishing

a secret key between the plant and the networked controller without resorting to traditional crypto-

graphic techniques. Since remotely controlled mobile robots are a representative class of nonlinear

Cyber-Physical Systems, the proposed protocol is developed considering the dynamics of a popu-

lar robot configuration known as a differential-drive robot. Our key agreement scheme leverages

a nonlinear unknown input observer and an error correction code mechanism to allow the robot

to securely agree on a secret key with its remote controller. To validate the proposed scheme, we

implement it using a Khepera-IV robot and evaluate its efficiency and the additional control cost ac-

quired by it. Our experimental results confirm the effectiveness of the proposed key establishment

scheme.
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The proposed key agreement in this chapter and the experimental results are submitted in the pro-

ceeding of the 22nd world congress of the International Federation of Automatic Control (IFAC)

in 2023 and it is under review. A demo of the performed experiment is available at the following

weblink https://youtu.be/9FJkQhj8sdY.

(a) Differential Drive. (b) Unicycle.
Figure 7.1: Differential-drive and unicycle models.

7.1 Preliminaries and Problem Formulation

Definition 8 Given three positive integers nc ∈ ZZ>0, kc ∈ ZZ>0, dc ∈ ZZ>0, a linear Error Cor-

recting Code (ECC) defines a linear transformation of a binary string s ∈ {0, 1}kc into a subspace

C ∈ {0, 1}nc of cardinality 2kc such that

• ∀(c1, c2) ∈ C, c1 ̸= c2, the Hamming distance dH(c1, c2) < dc.

• the maximum number of errors that can be corrected is dc−1
2 .

□

In what follows, we consider a scenario where a mobile robot is maneuvered by a networked con-

troller and the network infrastructure is vulnerable to eavesdropping attacks.
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7.1.1 Robot Model

Among different existing categories of mobile robots, wheeled-mobile robots are very common

for ground vehicles and they find application in different domains such as surveillance and ware-

house automation. Moreover, among the nonholonomic configurations, the differential-drive struc-

ture, characterized by two rear independently-driven wheels and one or more front castor wheels for

body support, is often adopted in the industry [Martins et al., 2017]. A schematic of a differential-

drive robot is shown in Fig. 7.1a.

The pose of a differential-drive robot is described by the planar coordinates (px, py) of its center

of mass and orientation θ (see Fig. 7.1a). By resorting to the forward Euler discretization method

and a sampling time T > 0, the discrete-time kinematic model of the differential-drive is given by

[De Luca et al., 2001]:

px(k + 1) = px(k)+ Tr
2 cos θ(k)(ωr(k) + ωl(k)) + ζp

x
(k)

py(k + 1) = py(k)+ Tr
2 sin θ(k)(ωr(k) + ωl(k)) + ζp

y
(k)

θ(k + 1) = θ(k)+ Tr
D (ωr(k)− ωl(k)) + ζθ(k)

(62)

where r > 0 is the radius of the wheels, D > 0 the rear axle length, and uD = [ωr, ωl]
T ∈ IR2 the

control input vector, which consists of the angular velocities of the right and left wheel, respectively.

ζ(k) = [ζp
x
(k), ζp

y
(k), ζθ(k)]T ∼ N (0,W) is the process noise with W ∈ IR3×3 . Let x(k) =

[px(k), py(k), θ(k)]T ∈ IR3 denote the robot’s state vector. It is assumed that x(k) can be estimated

leveraging the measurement vector y(k) ∈ IRnp , np > 0, obtained via odometric calculations and/or

exteroceptive (e.g., sonar, laser) sensors [D’Alfonso et al., 2015], i.e.,

y(k) = h(x(k)) + ξ(k) (63)

where h(x(k)) denotes the nonlinear output equation, and ξ(k) ∼ (0,V), V ∈ IRnp×np , the mea-

surement noise, uncorrelated with ζ(k).

By denoting with v(k) and ω(k) the linear and angular velocities of the center of mass of the
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robot, it is possible to apply to (62) the transformation

 v(k)

ω(k)

 = H

 ωr(k)

ωl(k)

 , H :=

 r
2

r
2

r
D

−r
D

 (64)

and describe the robot’s behavior by means of the following unicycle model (see Fig. 7.1b):

px(k + 1) = px(k) + Tv(k) cos θ(k) + ζp
x
(k)

py(k + 1) = py(k) + Tv(k) sin θ(k) + ζp
y
(k)

θ(k + 1) = θ(k) + Tω(k) + ζθ(k)

(65)

where uU (k) = [v(k), ω(k)]T ∈ IR2 is the control input vector of the unicycle.

7.1.2 Adversary Model

We assume a passive adversary capable of eavesdropping on the control input and sensor mea-

surements transmitted between the plant and the networked controller, see Eve in Fig. 7.2. We also

assume that the adversary is aware that the robot is a differential-drive robot but it might not have

exact knowledge of all the robot’s parameters (e.g., T, r,D,W) and robot’s measurement function

(e.g., h(·) and V). Therefore, we assume that the adversary has the following model:

pxa(k + 1) = px(k)+ Tara
2 cos θa(k)(ωr(k)+ωl(k))+ζp

x

a (k)

pya(k + 1) = py(k)+ Tara
2 sin θa(k)(ωr(k)+ωl(k))+ζp

y

a (k)

θa(k + 1) = θa(k)+
Tara
Da

(ωr(k)−ωl(k)) + ζθaa (k)

ya(k) = ha(xa(k))+ξa(k)

(66)

where ζa = [ζp
x

a (k), ζp
y

a (k), ζθa(k)]
T ∼ (0,Wa), ξ

x
a(k) ∼ (0,Va), and (Ta, ra, da, ha(·),Wa,Va)

are the adversary estimations for the robot’s model (62)-(63).

Assumption 3 Let M = {T, r,D,W, h(·),V} and Ma = {Ta, ra, Da,Wa, ha(·),Va} be the

robot’s model knowledge available to the controller’s designer and to the adversary, respectively.
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Then,

M ≠Ma (67)

Remark 14 The model discrepancy (67) might arise for different reasons. First, the adversary

might not be aware of the robot construction parameters r,D or the output function h(·). Instead,

the attacker might just be able to estimate them using identification techniques or by inspection (e.g.,

via cameras). Second, while the defender can estimateW,V by performing offline experiments, see,

e.g., [Antonelli and Chiaverini, 2007, D’Alfonso et al., 2015], the eavesdropper can only perform

online identification procedure relying on the online robot operations, which might be unsuitable

for system identification purposes.

7.1.3 Problem Formulation

The here considered key-agreement problem can be stated as follows.

Problem 1 Consider the robot and adversary models (62)-(67). Without resorting to traditional

cryptographic schemes, design a key agreement protocol between the robot and the networked

controller such that the keys of length n > 0 identified by the controller (Kc ∈ {0, 1}n), robot

(Kr ∈ {0, 1}n) and attacker (Ka ∈ {0, 1}n) are such that

P{Kc = Kr} ≈ 1 and P{Kc ̸= Ka} ≈ 1 (68)

7.2 Key Agreement Protocol

As proved in [Lucia and Youssef, 2020], the asymmetry (67) in the plant model knowledge is

sufficient to ensure the existence of a Wyner wiretap-like channel in networked cyber-physical sys-

tems. The latter is here leveraged to design an encoding mechanism for the considered key-exchange

problem. In particular, the proposed key agreement protocol is developed under the following as-

sumptions.

Assumption 4 The available sensor measurements are sufficiently rich to allow the existence of

an Unknown Input Observer (UIO) capable of simultaneously estimating x(k) and uD(k) from the
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Figure 7.2: Control architecture for the proposed key agreement protocol.

available measurement vector y(k). By denoting with x̂(k) and ûD(k) the estimated vectors, the

UIO is abstractly modeled as the following recursive function

[ûD(k − 1), x̂(k)] = UIO(uD(k), x̂(k − 1), y(k),M) (69)

where (ûD(k − 1), x̂(k)) and (ûD(k − 2), x̂(k − 1)) are the available estimations at time steps k

and k − 1, respectively. Moreover, the eavesdropper is able to run the same UIO as in (69) with

Ma instead ofM.

In the sequel, we assume that the robot is equipped with a tracking controller which provides

the control vector uU (k),∀ k, i.e.,

uU (k) =

 v(k)

ω(k)

 = fc(x(k), xr(k), ẋr(k), ẍr(k)) (70)

where fc(·, ·, ·) denotes a generic controller, xr(k) ∈ IR3, ẋr(k) ∈ IR3, ẍr(k) ∈ IR3 are the refer-

ence state, velocity, and acceleration vectors, respectively [De Luca et al., 2001].

By referring to the networked control system architecture illustrated in Fig. 7.2, the idea behind
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the proposed key-agreement protocol can be described in four points:

(P1) - The controller computes uU (k) as in (70). Then, it generates two perturbed control inputs,

namely uU0 (k) ∈ IR2 and uU1 (k) ∈ IR2, by adding and subtracting a small bias vector ∆ ∈ IR2 to

uU (k), i.e.,

uU0 (k) = uU (k) + ∆, uU1 (k) = uU (k)−∆ (71)

where ∆ = [∆v,∆ω]
T , ∆v ≥ 0, ∆ω ≥ 0 and such that ∆v + ∆ω > 0 (i.e., at least one between

∆v and ∆ω must be strictly greater than zero). Finally, the differential-drive control inputs are

computed as uD0 (k) = H−1uU0 (k) and uD1 (k) = H−1uU1 (k), see (71), and the pair (uD0 (k), u
D
1 (k))

is sent to the robot.

(P2) - Once the robot receives (uD0 (k), u
D
1 (k)), its CPU unit is in charge of deciding which one

of the two control inputs should be used. To this end, it generates a random bit b(k) ∈ {0, 1} and

send to the actuators uDb(k)(k). Note that the bit b(k) and, consequently, the control signal applied

to the robot (uDb(k)(k)) are unknown to the networked controller and to the eavesdropper. At each

iteration, the robot appends b(k) to the local key Kr.

(P3) - When the networked controller receives y(k), it can run the UIO (69) and obtain the

estimated pair (x̂(k), ûD(k − 1)). Moreover, since also the pair (uD0 (k − 1), uD1 (k − 1)) is known,

the controller can estimate the random bit b(k − 1) (used by the robot) as

b̂(k − 1) =


0 if d0 < d1

1 if d1 < d0

(72)

where d0 and d1 are the distances between the estimated control input ûD(k − 1) and (uD0 (k − 1), uD1 (k − 1)),

i.e.,

d0(k − 1) = ∥ûD(k − 1)− uD0 (k − 1)∥2,

d1(k − 1) = ∥ûD(k − 1)− uD1 (k − 1)∥2
(73)

At each iteration, the networked controller appends b̂(k) to the local key Kc.

(P4) - The adversary can run the UIO (69) withMa instead ofM and obtain a local estimation,

namely b̂a(k−1), of b(k−1), to append to its local key Ka. However, given the model discrepancy
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(67), the covariance of the unknown input estimation error for the attacker is expected to be larger

than the one obtained by the networked controller [Lucia and Youssef, 2022]. Consequently, for a

proper choice of ∆, it is expected that P{Kc = Kr} ≈ 1 and P{Kc ̸= Ka} ≈ 1.

Note that the above-described UIO-based decoding scheme might not be robust against possible

model mismatches and/or process and measurement noises. To make the protocol more robust,

we enhance its decoding operations by means of an Error Correcting Code (ECC) scheme and a

feedback acknowledgment signal, namely ack, which is sent by the controller along with the pair

of control inputs.

By assuming, for the sake of simplicity and clarity, a linear ECC, the ECC and ack feedback

signal are used as follows (refer to Definition 8 for the used notation and terminology):

• The robot splits a randomly generated local key K into a sequence of substring si. Each si is

encoded into a sequence of codewords ci. Each bit of ci, namely ci[j], is sequentially used to

decide b(k) in (P2), i.e., b(k) = ci[j].

• The robot estimates b̂(k) as in (P3) and collects them to obtain an estimation of the codewords

ci, namely ĉi. Then, the Hamming distance dĉi is evaluated

dĉi = argmin
c∈C

dH(c, ci) (74)

If dĉi is much smaller than the number of correctable errors, then the codeword is accepted,

and the binary string ŝi (associated to ĉi via ECC) is appended Kc, and a positive acki = 1 is

sent. Otherwise, the codeword is discarded and acki = 0 is sent.

• The robot, for every received acki = 1, append ci to Kr.

The complete key-agreement protocol is summarized in Algorithm 3.

Remark 15 The bias ∆ in (71) and the ECC parameters (nc, kc, dc) are design parameters that

can be tuned to achieve P{Kc = Kr} ≈ 1. Moreover, to ensure the correctness of the exchanged

key, the controller and the robot can always publicity verify its correctness by exchanging the hash

values associated with Kc and Kr. Moreover, to eliminate the partial key knowledge gained by the
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Algorithm 3 Proposed Key Agreement Protocol

−−−−−−−−−−−−−−−−−−ROBOT −−−−−−−−−−−−−−−−−−
Initialization: Generate K, and set Kr = ∅.
Split K into sub-strings si ∈ {0, 1}kc
Sequentially encode each si is into codewords ci∈{0, 1}nc ∈ C
loop At each time step k:

Sequentially use each bit ci[j] of ci to pick b(k) = ci[j] and apply to the robot uDb(k)(k)
When all nc bits of si are used, the robot receives ack ∈ {0, 1} from the controller
if ack == 1 then

si is appended to Kr

else
si is discarded

end if
end loop

−−−−−−−−−−−−−−−−−−CONTROLLER−−−−−−−−−−−−−−−−−−
Initialization: Set Kc = ∅.
loop At each time step k :

the pair (ûD(k − 1), x̂(k)) and b̂(k − 1) are estimated using (69) and (72), respectively.
b̂(k − 1) is appended to the estimated codeword ĉi
When nc bits of ĉi are estimated, the distance dĉi is computed using (74).
if dĉi ≪ dc−1

2 then
The codeword ĉi is considered valid
ŝi is decoded from ĉi and appended to Kc; send ack = 1

else
The codeword ĉi is considered invalid and discarded; send ack = 0

end if
Compute (uD0 (k), u

D
1 (k)) as in (71) and send it

end loop

adversary, the controller, and the robot can also enhance the security of the exchanged key by means

of standard privacy amplification procedures, see, e.g., [Van Assche, 2006, Bennett et al., 1995].

7.3 Experimental Results

In this section, the effectiveness of the proposed key agreement protocol is verified by means of

the experimental setup shown in Fig. 7.3. The setup consists of:

• A laptop where a tracking controller is implemented in Matlab.

• A Khepera IV differential-drive robot.
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Figure 7.3: Experimental setup.

• A Bluetooth 4.0 communication channel between the robot and the laptop for the two-way

exchange of data, i.e., control inputs and sensor measurements.

7.3.1 Khepera IV robot

The Khepera-IV robot, produced by K-Team, is a differential drive robot whose discrete-time

kinematic model is as in (62), where, r = 0.021 [m] and D = 0.1047 [m],W = 10−2I3, and the

maximum angular velocities of the wheels is of 38 [rad/ sec]. On the other hand, the used mea-

surement vector y(k) consists of the wheels encoder measurements that, via odometric calculations,

allow obtaining an estimation of the entire state of the robot [De Luca et al., 2001]. Consequently,

the output equation (63) is modeled as y(k) = x(k) + ξ(k) with ξ(k) a Gaussian noise with covari-

ance matrix V = 10−4I3.
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In the performed experiments, the robot’s processing unit is equipped with a server that receives

and sends, via Bluetooth, the control inputs and sensor measurements. The used sampling time is

Ts = 0.2 [sec].

7.3.2 UIO, tracking Controller, and reference trajectoy

UIO: The unicycle model (65) under the control law (71) can be re-written (for compactness)

as

x(k + 1) = f(x(k), uU (k) + ∆u) + ζ(k), (75)

with ∆u the unknown bias of value ±∆. Then, the extended Kalman filter with an unknown input

estimation algorithm proposed in [Guo, 2018] has been used to implement the UIO module (69).

For completeness, the UIO operations adapted to the considered setup, are reported in Algorithm 4,

where, P x
0 = 03×3, x̂0 = [0, 0, 0]T , and Ak, Bk, Gk are the matrices characterizing the linearization

x(k + 1) = Akx(k) +Bku
U (k) +Gk∆u(k) of (75) along the state and input trajectories, i.e.,

Ak ≜ ∂f
∂x

∣∣∣
(x̂k|k,uU (k))

, Bk ≜ ∂f
∂u

∣∣∣
(x̂k|k,uU (k))

,

Gk ≜ ∂f
∂∆u

∣∣∣
(x̂k|k,uD(k))

(76)

Consequently, ûD(k − 1) = H−1(uU (k) + ∆̂u(k − 1)).

Tracking controller: The robots is controlled using the nonlinear controller based on dynamic

feedback linearization described in [De Luca et al., 2001, Eq. 5.18]. By denoting the reference

trajectory and its first and second derivatives along the px and py axis as (pxr , p
y
r), (ṗxr , ṗ

y
r), (p̈xr , p̈

y
r),

the control law is

v(k) = p̈xr (k) + kxp (p
x
r (k)− px(k)) + kxd(ṗ

x
r (k)− ṗx(k))

ω(k) = p̈yr(k) + kyp(p
y
r(k)− py(k)) + kyd(ṗ

y
r(k)− ṗy(k))

(77)

In the performed experiments, the controller has been implemented in Matlab using kxp = kyp =

1.10, and kxd = kyd = 0.80.

Reference Trajectory: The reference signal is the square-shaped trajectory shown in Fig. 7.6.
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Algorithm 4 Non-Linear Unknown Input Observer

Inputs: u(k − 1), x̂k−1, y(k)
Outputs: x̂k,∆u(k − 1)
Initialization
−−−−−−−−−−−−−−−− Input Estimation−−−−−−−−−−−−−−−−
P̃k−1 = Ak−1P

x
k−1(Ak−1)

T +W
R̃∗

k = P̃k−1 + V
Ξk = (Gk−1)

T (R̃∗
k)

−1

Mk = (ΞkGk−1)
−1Ξk

∆̂u(k − 1) = Mk(y(k)− f(x̂k−1, u(k − 1)))
P a
k−1 = MkR̃

∗
k(Mk)

T

−−−−−−−−−−−−−−−− State Prediction−−−−−−−−−−−−−−−−
x̂k|k−1 = f(x̂k−1, u(k − 1) + ∆̂u(k − 1))
Φk = (I −Gk−1Mk)
Āk−1 = ΦkAk−1

Q̄k−1 = ΦkQk−1(Φk)
T +Gk−1MkRk(Mk)

T (Gk−1)
T

P x
k|k−1 = Āk−1P

x
k−1(Āk−1)

T + Q̄k−1

−−−−−−−−−−−−−−−− State Estimation−−−−−−−−−−−−−−−−
Γk = Gk−1Mk

R̃k = P x
k|k−1 +Rk + ΓkRk +Rk(Γk)

T

Lk = P x
k|k−1 +Rk(Mk)

T (Gk−1)
T )T R̃−1

k

x̂k = x̂k|k−1 + Lk(y(k)− h2(x̂k|k−1))
Ψk = I − Lk

P x
k = ΨkP

x
k|k−1Ψ

T
k + LkRk(Lk)

T −Ψk

Gk−1MkRk(Lk)
T − LkRk(Mk)

T (Gk−1)
T (Ψk)

T

The square’s vertices are {(0, 0), (1, 0), (1, 1), (0, 1)} and the timing laws for (pxr , p
y
r), (ṗxr , ṗ

y
r),

(p̈xr , p̈
y
r) have been obtained using the built-in Matlab function cubicpolytraj which has been config-

ured to travel each side of the square in 17 [sec]. In the performed experiments, the square trajectory

repeats three consecutive times.

7.3.3 Perturbed control inputs and ECC configuration

Perturbed control inputs: The pair (uU0 (k), u
U
0 (k)) has been obtained adding a small perturba-

tion only into the linear velocity command v(k) computed as in (77), i.e., ∆v > 0 and ∆ω = 0, see

(71).

ECC configuration: A simple repetition code has been used to implement the ECC. Therefore,
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the string si consists of a single bit of K (i.e., kc = 1), and the codewords ci are vectors repeating si

for nc times. In the performed experiments, we set nc = 3 and a codeword is accepted only if the

number of decoding errors dĉi = 0.

7.3.4 Results

The proposed key-agreement protocol (Algorithm 3) has been evaluated for 10 equally spaced

values of ∆v ∈ [0.02, 0.45]. For each ∆v, the experiment has been repeated 10 times and with

different randomly generated keysK of length 345 bits. The obtained results are shown in Figs. 7.4-

7.7 where the shown boxplots describe the median, minimum and maximum values of each point.

Fig. 7.4 shows the percentages of accepted codewords (i.e., % of successfully decoded bits ofK)

and correctly decoded/agreed bits. The number of accepted blocks (red boxplot) increases with ∆v,

which implies that the capacity of the key agreement protocol improves with the magnitude of the

state shift ∆v. Moreover, for ∆v ≥ 0.035 all the accepted bits (blue boxplot) are also correct. The

latter is justified by the fact that by increasing ∆v, the distance between uD0 and uD1 increases until a

point where estimation errors provoked by the process and measurement noises become negligible.

0.02 0.023 0.026 0.028 0.031 0.034 0.037 0.039 0.042 0.045
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100

 % Accepted Blocks

 % Bits Correctly Decoded

Figure 7.4: Percentage of bits accepted (red boxplot) and correctly decoded (blue boxplot) by the
controller for ∆v ∈ [0.02, 0.045]
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On the other hand, Fig. 7.5 shows the average tracking error

Jx =
1

Ns

Ns∑
k=1

∥[px(k), py(k)]T − [pxr (k), p
y
r(k)]

T ∥2

of the robot for different values of ∆v, where Ns is the number of discrete-time steps. As expected,

also the tracking error of the robot increase with ∆v. Consequently, the latter suggests that the small-

est value of ∆v ensuring zero decoding errors (i.e., ∆v = 0.035) should be used for key-agreement.

The square-shaped reference trajectory (one lap) and the robot trajectories (one lap, single exper-

iment) in the presence (for ∆v = 0.035) and in the absence (for ∆v = 0) of the proposed key-

agreement protocol are shown in Fig. 7.6. There, it is possible to appreciate how the proposed key

agreement does not have a significant impact on robot reference tracking capabilities. A demo per-

taining to Fig. 7.6 is available at the following weblink https://youtu.be/9FJkQhj8sdY.
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Figure 7.5: Performance index Jx for ∆v ∈ [0.02, 0.045].

Finally, to test the capability of the adversary to intercept and decode the transmitted key, we

have emulated an eavesdropper which has a non-perfect model knowledge Ma. In particular, we

have assumed that the attacker knows r, d,W,V with a percentage error not superior to α. Moreover,

for ∆v = 0.035, 10 equally spaced values of α ∈ ±[0, 10]% have been considered, and for each
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Figure 7.6: Square-shaped reference trajectory and robot’s trajectory with (for ∆v = 0.035) and
without the proposed key-agreement protocol.

value of α, 10 experiments have been conducted with α randomly selected in the interval [−α, α].

Fig. 7.7 reports the results of such an experiment where the y-axis shows the % bit difference

between the keys estimated by the controller (Kc) and the adversaryKa. As expected, the adversary

conceptual channel becomes worse as the model uncertainty, i.e. α, increases.

7.4 Conclusion

In this paper, we have developed a key-agreement protocol for remotely controlled mobile robots

without resorting to traditional cryptographic approaches. In particular, we have leveraged the

asymmetries between the controller’s and adversary’s knowledge about the robot model to develop

a key-exchange protocol based on a non-linear unknown input observer and an error-correcting

code mechanism. The proposed solution has been experimentally validated using a Khepera IV

differential-drive robot, and the obtained results confirmed the effectiveness of the proposed design.
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Chapter 8

Conclusion and Future Work

This thesis deal with the problem of security and privacy of cloud-based cyber-physical sys-

tems. We investigated the advantages and drawbacks of the existing solutions in the literature and

proposed different solutions to enhance the security and safety of cloud-based CPS.

• In Chapter 3, a transformation-based solution was proposed to preserve the confidentiality of

sensor measurements and control input. The computational overhead introduced by the pro-

posed solution is negligible in comparison to cryptographic methods. However, the proposed

architecture provides secrecy under the assumption that the cloud has no prior knowledge

about the initial state of the system and desired equilibrium points. In the future, the pro-

posed solution can be strengthened in the presence of a more knowledgeable eavesdropper.

It would be interesting to extend/enhance this scheme to be secure for situations where the

adversary might be able to launch known/chosen plaintext attacks.

• To overcome the drawback of the transformation-based proposed solution, a new encrypted

ST-MPC architecture was proposed in Chapter 4. In this solution, to mitigate the computa-

tional overhead introduced by the use of homomorphic encryption, we resorted to a zonotopic

approximation of the used polyhedral robust one-step controllable sets. Consequently, we

can reduce and control the number of operations that to be performed on the actuator. Future

works can investigate the possibility of finding an admissible solution to the MPC optimiza-

tion problem without using either plaintext operations on the actuator or multiple clouds.
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• In Chapter 5, a security solution was developed by leveraging a trusted execution environment

alongside an authenticated encryption. As the security mechanisms presented in Chapters 3

and 4, the proposed solution here guarantees the confidentiality of the data against passive

attackers. However, the unique feature of this solution relies on the possibility of ensuring the

integrity of the control logic against active attackers. Future works can show the effectiveness

of the proposed solution in a real testbed scenario.

• In Chapter 6, by exploiting the inherent properties of the control system, particularly the small

domain of the message space and the randomization utilized in homomorphic encryption

schemes, we introduced a new type of attack where a malware inside the controller is able

to covertly leak confidential information of the system, e.g., sensor measurement, control

input or the encryption key, to an eavesdropper on the communication channels. Also, some

countermeasures were proposed to nullify the introduced attacks. For future works, one may

investigate other attacks that do not require compromising the random number generator. For

example, Boneh et. al. [Boneh et al., 2000] showed that, under some conditions, when the

length of the message is small, RSA and El-Gamal cryptosystems can be insecure. However,

such attacks are probabilistic in nature and would only allow the recovery of a subset of the

plaintext (measurements). Hence, it would be interesting to explore the effectiveness of such

attacks in the context of encrypted control systems.

• In Chapter 7, by considering as a case study a wheeled mobile robot, a control-theoretic-

based key-agreement protocol was proposed without leveraging any traditional cryptogra-

phy method. The performance of the proposed protocol was evaluated through experimental

results obtained with a Khepera-IV differential-drive robot. The obtained results indicated

the utilized robot and the remote controller are able to agree on a random key without any

significant degradation in the control performance. Future studies will be devoted develop

alternative protocols capable of increasing the throughput of the key-exchange mechanism.
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