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Abstract
Metabolism of microbiomes in a changing Arctic Ocean

Thomas Grevesse, Ph. D.

Concordia University, 2023.

The world’s oceans are of utmost importance for us humans: they are a source of food

and half of the oxygen we breathe, they act as climate regulators, trade routes, tourism at-

tractions, and harbor an incredible diversity of life. The Arctic Ocean represents a particular

ocean, with acute variations of temperatures, ice and solar radiation regimes throughout the

year, and a strong terrestrial signature imparted by its immense watershed. But the oceans

are now under threat of a changing climate. The polar oceans are especially susceptible to

these changes with already dramatic visible consequences. The most visible consequence in

the Arctic Ocean is a continuous loss of sea ice with impact on albedo, solar radiation regimes

on the water surface, phytoplankton growth and primary productivity. The Arctic is also re-

ceiving increasing amounts of freshwater, leading to a freshening, disturbing the water column

stratification, and increasing the load of organic matter from terrestrial origin. All these per-

turbations profoundly modify the sources and dynamics of organic and inorganic matter in the

Arctic Ocean, perturbing the Arctic Ocean biogeochemical cycles. Given that microbial life is

at the base of cycling this organic and inorganic matter, microbes play pivotal roles by con-

trolling biogeochemical cycles and forming the base of the food web. Specifically, the diversity

of metabolic processes carried out by microbes determines how they interact with and shape

their environment. Despite the importance of understanding microbial metabolism in a rapidly

changing Arctic Ocean, our knowledge of the microbial processes that distinguish the Arctic

Ocean from the rest of the global oceans and how they are linked to the changing Arctic Ocean

biogeochemical cycles is still very fragmented.

In this thesis, I undertook to address the lack of knowledge about the metabolism of the

Arctic Ocean microbiomes by tackling two fundamental questions: (i) What are the specificities

and phylogenetic diversity of microbial metabolism in the Arctic Ocean compared to the other

world oceans? (ii) What are the relationships between the Arctic Ocean microbial metabolic

specificities and their biogeochemical environment?

I first discovered that metabolic pathways for the degradation of aromatic compounds were

enriched and expressed in the Canada Basin of the Arctic Ocean compared to the rest of the

global ocean, in particular in the subsurface waters where organic matter of terrestrial origin

accumulates. The capacity to degrade aromatic compound from terrestrial origin was phylo-

genetically concentrated in Rhodspirillales. These Rhodospirillales were enriched in aromatic

compound degradation genes compared to close relatives from other oceans and their geographic

distribution was restricted to the Arctic Ocean. These results suggest that the capacity to de-

grade aromatic compounds of terrestrial origin may be an adaptive trait of some Arctic Ocean

microbial taxa. Furthermore, the aromatic-metabolizing bacteria may become more prominent



as organic matter inputs from land to ocean continue to rise with climate change, potentially

impact the Arctic Ocean biogeochemical cycles.

In the second part of this thesis, I focused on the metabolism of neutral lipids, used to accu-

mulate energy and carbon reserves. Within the global ocean, I discovered that the metabolism

of neutral lipids was enriched in the microbial communities of the Arctic Ocean. In the photic

zone, eukaryotic phototrophs dominated the synthesis of neutral lipids. I also discovered a

large diversity of bacterial taxa able to degrade but not produce neutral lipids, suggesting that

photosynthetic-based production of neutral lipids in eukaryotes may serve as an important car-

bon source for the heterotrophic bacterial community. Bacteria were the main producers in the

aphotic zone and were equipped with a di↵erent set of enzymes targeting di↵erent compounds

depending on their location within the water column. This study shows that the storage of

neutral lipids may be a selective advantage for prokaryotes and picoeukaryotes in a context of

extreme variations in energy and nutrients sources such as in the Arctic Ocean. In addition,

I propose that, similarly to lipids from eukaryotic phototrophs sustaining the food web during

the summer months, neutral lipids from prokaryotic origin may play an important role in sus-

taining the food web during the dark winter months.

Finally, I undertook a global ocean study to unravel the metabolic genes and pathways

favored by the microbiomes of the Arctic Ocean. I confirmed the importance of aromatic

compound degradation and neutral lipid metabolism. But I also uncovered a myriad of other

metabolic processes favored by the microbiomes of the Arctic Ocean compared to other oceanic

zones. In particular, in the photic zone of the Arctic Ocean, I discovered the prevalence of genes

and pathways involved in the metabolism of glycans that might be involved in cold adaptation

mechanisms. Importantly, I highlighted correspondences between the genes and pathways fa-

vored by the Arctic Ocean microbiomes and the composition and transformations of dissolved

organic matter. Specifically, I found an enrichment in transformations involving sugars moi-

eties in the photic zone and a strong aromaticity signature in the dissolved organic matter

of the fluorescent dissolved organic matter maximum. These results show that the distinct

metabolism of the Arctic Ocean microbiomes imprint the composition of the dissolved organic

matter, uniquely influencing the Arctic Ocean biogeochemical cycles.

This thesis represents the first work to explore the metabolism of the Arctic Ocean micro-

biomes in such a comprehensive fashion. Not only does this thesis systematically uncover a

multitude of metabolic processes of importance for the Arctic Ocean microbiomes, but it also

brings new discoveries on their biogeography, ecological context, and phylogenetic diversity

across prokaryotes and picoeukaryotes. Moreover, this thesis highlights the importance of these

processes by linking them to the composition and transformation of dissolved organic matter,

and hence biogeochemical cycles. As such, this thesis will serve as a base to guide experimental

and field work that will quantify the role of microbiomes in the biogeochemical cycles of the

Arctic Ocean. This will have important implications to understand and quantify how climate

change perturbs Arctic Ocean ecosystems.
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Chapter 1
Introduction

1.1 The marine microbiome

The ocean biome contains 95% of all the water on Earth and covers 70% of its surface.

Microorganisms are ubiquitous and abundant in the ocean, with an estimated 5 x 105 cells/mL

in the top 200 m and 5 x 104 cells/mL below 200 m [1]. The microbiome, defined as “a char-

acteristic microbial community occupying a reasonable well-defined habitat which has distinct

physio-chemical properties”[2], comprises 98% of the ocean biomass. The number of prokaryotes

alone amounts to a total of 1.2 x 1029 cells in the world’s oceans [1]. Considering an average

of 20 fg of carbon per cell, the total carbon pool contained in the world’s marine prokaryotes

represents 2.2 x 1015 g [1]. In order to survive, grow or proliferate, all this biomass made up by

marine prokaryotes and other microbial life (eukaryotes) create through primary productivity,

use and transform organic and inorganic matter [3]. They therefore play essential roles in ocean

biogeochemical cycles such as carbon, nitrogen, and oxygen cycles [4].

Microorganisms in the ocean are extremely diverse and have adapted to colonize every last

corner of the ocean [5]. The diversification of their metabolic capacity and activity plays an

important role in their ability to thrive in a wide range of physical, chemical and biological

settings [6]. The diversity and interactions of metabolic processes in a microbiome will therefore

dictate how this microbiome responds to its environment but also how it shapes its biogeo-

chemical landscape [7]. The study of microbial metabolism is therefore key for understanding

the biogeography, as well as the dynamics of microbiomes under changing environments [8]. As

such the microbial metabolism is an important part of the big questions in marine microbiology:

What is the composition of microbiomes and how do they vary in space and time? What are the

factors driving these variations? Do we find endemic microbial populations to specific environ-

ments? What adaptations drove these specializations? What are the metabolic processes used by

microbiomes in specific environments and how do these metabolic processes spread through the

microbiome? How do the metabolic processes of microbiomes impact the ocean biogeochemical

cycles?

From a wider perspective, answering these questions allows a better understanding of the

influence that the microbiome and its environment have on each other. This is critical as global
1
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atmospheric temperatures increase, leading to profound perturbations in oceanic ecosystems [9].

Answers to these fundamental questions provide an understanding on the influence of a chang-

ing environmental landscape on the composition, dynamics and metabolism of microbiomes.

Consequentially, understanding the trajectories of microbiomes enables to predict how their

metabolism will shape the environment they inhabit, linking microbiome metabolism to bio-

geochemical cycles in a changing ocean.

1.1.1 How to study microbiomes and their metabolism

In this thesis, we are interested in the capacity of microbiomes to carry out particular

metabolic processes that have ecological importance in the Arctic Ocean. While studying

environmental microbiomes, three fundamental interrogations underly all specific questions a

microbiologist seeks to answer: who is there? (composition of the community), what is it do-

ing? (metabolic transformations of organic and inorganic matter, physicochemical interactions

with its environment, growth) and why is it there? (evolutionary history, adaptation).

Characteristics of macroorganisms used in traditional ecology to answer these questions,

such as morphology and behavior of species do not apply to the microbial world. Microbiologists

therefore have to use other ways to identify microbes and characterize their metabolic processes.

The isolation and cultivation of specific microbial strains, with the study of the metabolites

they transform was the original method to study environmental microbiomes. Isolation and

cultivation techniques have made great progress, allowing the study of many microbial species

and strains [10] and these techniques are still widely used today. The ability to study a microbial

species cultured in isolation in the lab presents several advantages: (i) the phenotype (colony

formation, physiology and biochemistry) of the strain can be characterized in detail (ii) e↵ect

of conditions (temperature, pH,etc.) on growth can be quantified as culture conditions can be

easily manipulated (iii), and we can obtain complete genomes sequences, enabling us to explore

the potential metabolism and evolution of the strain.

However, cultivation methods for marine microbiomes pose certain challenges. The biggest

challenge is that the majority of marine microbes remain elusive to cultivation [11]. In addi-

tion, even in co-culture, cultivation is limited to few taxa, failing to recapitulate the com-

plex metabolic interactions that are characteristic of environmental microbiomes. Finally, it

is currently not possible to design artificial media capturing the complex dissolved organic

matter (DOM) and trace elements composition of sea water [11]. Considering the limitations of

cultivation-dependent techniques, meta-omics methods such as metagenomics, metatranscrip-

tomics and metabolomics can help understand the complex metabolism of in situ environmental

microbiomes.

16S ribosomal RNA gene analysis

When asking the who is there? question, the fundamental requirement is being able to

2
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identify and di↵erentiate taxonomic units from one another. It is impossible to di↵erentiate

prokaryotes from environmental microbiomes based on their morphology. In addition, the sheer

number and complexity of chemical reactions carried on in environmental microbiomes prevent

the delineation of taxonomic unit based on their metabolic activity (phenotype). The sem-

inal work of Carl Woese using ribosomal RNA (rRNA) genes as a phylogenetic barcode for

prokaryotes [12] provided an elegant way to overcome this issue and marks the beginning of the

molecular methods era in the study of microbiomes. Using the sequencing of the 5S rRNA,

Woese added a new branch to the tree of life with the Archaea as distinct from Bacteria. The

16S rRNA gene is a better and ideal candidate for phylogenetic reconstruction of prokaryotic

communities as it is present in all prokaryotes, is not prone to lateral gene transfer and contains

both highly conserved and highly variable regions. The sequencing of 16S rRNA genes is nowa-

days a widespread standard approach for the census of taxonomic diversity in environmental

prokaryotic communities, and has been used in various environments, including the ocean [13].

However, the sequencing and analysis of whole microbiomes’ ribosomal genes is limited to the

identity and abundance of their taxa and does not allow access to the metabolic capacity of the

microbiome.

Metagenomics

To answer the question: what are microbes doing? we need to access the functions of micro-

biomes, and hence, the ensemble of metabolic processes they are able to carry out. The ensemble

of metabolic reactions a microbe can perform is encoded in its genes. The necessity to predict

the metabolic potential of microbiomes to understand their role in various ecosystems led to

the development of metagenomics. First coined by Jo Handelsman in 1998 [14], metagenomics

refers to the investigation of the collective genomes found within an environmental sample.

Metagenomics was first achieved in 1991, by cloning a library of total DNA obtained from sea

water in a � phage vector [15]. The same method of cloning DNA retrieved from environmen-

tal samples in plasmid vectors followed by Sanger sequencing became more widely used [16–18].

The development of next generation sequencing (NGS) technologies allowed a substantial leap

forward in studying microbiomes by enabling unparalleled sequencing in far shorter times and

the scaling-up of the generation of nucleotide sequences by orders of magnitude at low cost [19].

In a typical metagenomics workflow, the total DNA of a microbiome is extracted, fragmented

in small reads and sequenced. The reads are then assembled in longer sequences (sca↵olds).

The metagenomic assemblies obtained can be functionally annotated and provide a picture of

the whole gene (protein-coding as well as house-keeping genes) pool of the sampled microbiome.

The ensemble of genes obtained from a metagenomics workflow serves as the base to answer

fundamental questions in environmental microbiology related to the what are microbes doing?

question. Metagenomic-based gene-centric analyses aim at producing a comprehensive view of

the complete gene pool of a microbiome. Rather than representing a microbiome from the point

of view of its constituent organisms (genomes), gene-centric analyses consider microbiomes as

a collection of genes. This approach permits the evaluation of metabolic genes and pathways

that are relevant to an ecosystem, and also enables to compare and contrast the occurrence
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and frequencies of genes and pathways between di↵erent systems. The gene-centric approach

has therefore been widely used and is still an approach of choice to facilitate the discovery of

metabolic characteristic in various environments [20].

In addition, metagenome-assembled genomes (MAGs) can be reconstructed by grouping

sequences based on genomic characteristics such as GC content, tetranucleotide frequencies

and/or abundance in metagenomes (i.e. coverage) [21,22]. MAGs therefore enable us to uncover

the taxonomic origin of genes of interest, establish the taxonomic composition of the commu-

nity, reveal the biogeography of its members and also perform phylogenetic analysis of MAGs

and their genes. MAGs have therefore been instrumental in answering questions about the

evolutionary origin of taxa in specific environments and gene flow between these taxa [23,24].

Despite the great advances enabled by metagenomics, these methods can not di↵erentiate

active from inactive genes and genomes in a microbiome, but can only establish those that

are present in the microbiome. As a result, metagenomics cannot delineate which genes and

genomes are actively contributing to the ecosystem behavior (such as biogeochemical cycles)

from the pool of genes and genomes present in the microbiome.

Metatranscriptomics

Metatranscriptomics focuses on studying the in-situ expression of genes. Before being se-

quenced, the whole microbiome RNA goes through a few extra steps compared to DNA. After

the RNA fragmentation, the RNA fragments are used as a sca↵old for the synthesis of a comple-

mentary DNA (cDNA) by a reverse transcriptase [25]. A second strand of cDNA, complementary

to the first cDNA strand, is then synthesized by a DNA polymerase. This is the double-stranded

cDNA that goes through the sequencing workflow. The nature of RNA poses additional chal-

lenges for sequencing. Contrary to DNA, RNA is notoriously unstable, which can compromise

the integrity of the sample before sequencing. Extreme care is therefore necessary when pro-

cessing RNA samples. In addition, microbiome environmental RNA samples are dominated by

rRNA, which can significantly reduce the depth of coverage of messenger RNA (mRNA). mRNA

can be enriched in samples either by separation using 16S and 23S probes and hybridization,

or by degradation of rRNA with 5-exonucleases [25].

Metatranscriptomics provides a valuable complement to metagenomics by identifying which

of the genes sequenced and annotated in the metagenome are transcribed and to what extent,

enabling the study of gene expression of complex microbiomes at a given point in time and

under a specific set of environmental conditions. Moreover, for certain genes, the abundance

of transcripts show linear and proportional relationships with the activity level of the reaction

they catalyze [26]. As the average half-time of a mRNA is ⇠5 min, metatranscriptomics can

reveal fast changes in microbiomes functional activities [27]. In that regard, metatranscriptomics

provides a representation of the real-time functional activities of a microbiome and has better

power to associate the microbiome metabolic processes to biogeochemical processes of their

ecosystem.
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Metatranscriptomics is most powerful if used in conjunction with metagenomics [28,29]. In-

deed, metatranscriptomics alone cannot delineate if di↵erences in transcripts abundance be-

tween samples originate from di↵erences in organism abundances or from di↵erences in gene

expression. This is important information, specifically when studying metabolic changes in

microbial communities over environmental gradients. Changes in gene expression within the

studied gradient reflects the capacity of individual microbial taxa to withstand a change in en-

vironmental conditions through gene regulations mechanisms. In contrast, changes in microbial

taxa abundance reveal that modifications of environmental conditions cause a turnover in com-

munity structure rather than a physiological adaptation. In conjunction with metagenomics,

metatranscriptomics is a powerful method to provide information regarding what are the genes

and genomes most active at any given conditions and time points in environmental microbiomes.

Metaproteomics is a useful way to explore the active part of metagenomes. However, tran-

scripts need to be translated to proteins, and these proteins actively catalyzing enzymatic

reactions. The levels of transcripts may therefore not mirror exactly the actual metabolic ac-

tivity of a microbiome at any given condition and time point.

1.1.2 Composition and metabolism of the ocean microbiome

The global ocean biogeochemical cycles are modulated by microbiomes. Any changes in the

structure and function of the ocean microbiome can have consequences at a large scale. It is

therefore important to understand what mechanisms structure the composition and function

of the ocean microbiome. The advent of metagenomics and metatranscriptomics enabled a

great increase in knowledge of marine microbial systems. We have tremendously deepened our

understanding of the ecology, biogeographic patterns and temporality of marine microbiomes.

In addition, omics techniques revealed unsuspected metabolic capacities in marine microbes as

well as their taxonomic origin.

Microbiology in the sunlit ocean

Since microbial primary producers are at the base of the food web, their phylogenetic di-

versity, the quality and quantity of OM they produce and how their ecology is a↵ected by

environmental gradients are of utmost importance for the ocean carbon cycle. Marine pri-

mary producers are responsible for approximately half of the global CO2 fixation. Most of the

ocean primary productivity takes place in the sunlit ocean [30]. The sunlit ocean (or euphotic

zone, or epipelagic ocean) generally extends until light intensity is attenuated to 1% of the sur-

face irradiance. The ocean primary producers are for the most part microbial and float freely

in the water. These microbial phytoplankton are oxygenic photosynthetic organisms, include

Cyanobacteria and single-celled eukaryotes, and are responsible for the bulk of ocean primary

production [31]. Omics techniques have shown that the phototrophic oxygenic Cyanobacteria,

including Prochloroccocus and Synechoccocus, are the most abundant primary producers in the
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ocean and contribute to 25% of the ocean primary productivity [32]. Prochloroccocus, dominates

the oxygenic phototrophic microbes of the epipelagic ocean between 400N and 400S and up

to a depth of 150 m but its population size decreases beyond these latitudes [32]. Synechoc-

cocus is not found so deep, but has a wider geographic distribution and is even present in

polar regions [32]. Other strategies used by photoheterotrophs to harvest solar radiation [33] have

also been uncovered in the ocean. Aerobic anoxygenic photosynthetic bacteria (AAnBP) use

bacteriochlorophyll a to harvest energy from light and are found mostly in the Alpha- and

Gammaproteobacteria [34]. At first considered rare and living in particular environments, we

now know that they are widely distributed in the ocean [34], and can account for up to 24% of

the communities [35]. The last strategy generates ATP using a light-driven proton-pump, prote-

orhodopsin [36]. Proteorhodopsins have been characterized in numerous phyla and many forms

exist that can absorb di↵erent wavelengths [37].

Microbial heterotrophs strongly influence the carbon cycle of the ocean. Approximately half

of the carbon fixed by primary producers is directly processed by bacteria [38] and ultimately,

more than 70% of OM produced by phytoplankton is consumed by bacteria [39]. The ocean phy-

toplankton communities are characterized by local and transient increases of abundance, called

blooms, when both nutrients (nitrogen and phosphorus), carbon (CO2) and energy (light) are

plentiful. For microbial heterotrophs, the epipelagic ocean is therefore generally oligotrophic

with bursts of growth resources in the form of OM from phytoplankton exudates or dead phy-

toplankton. Some heterotrophs have adapted to e�ciently degrade labile, low-molecular weight

OM in nutrient-limited situations [40,41] and are cosmopolitan in the global ocean. For example,

SAR11 possesses a streamlined genome with a high level of enzyme multifunctionality (capable

or catalyzing multiple reactions) and a large number of transporters to maximize its substrates

uptake while minimizing its resource use [42]. SAR11 is the most successful and abundant het-

erotroph in the euphotic zone and is represented by many ecotypes adapted to specific niches [40].

Similarly, various bacterial and archaeal taxa, such as Rhodobacterales, Vibrio, Alteromonas,

SAR 86 and theMGII clade of Euryarcheaota are ubiquitous due to a range of ecotypes adapted

to particular niches [31]. Other bacterial taxa are adapted to grow rapidly by fastly consuming

OM during phytoplankton blooms [43]. Flavobacteria possess many membrane-attached and

extracellular hydrolytic enzymes to degrade high molecular weight compounds that cannot

pass through the membrane. In addition, they also produce adhesins to facilitate their adhe-

sion and gliding mobility on phytoplankton and proteases that may have algicidal properties [43].

Flavobacteria, with Roseobacters and members of Gammaprotobacteria are generally associated

with phytoplankton blooms [43] and their abundance correlates with the bloom progression [44].

Microbiology in the dark ocean

The dark ocean is found below 200 m and is composed of the mesopelagic (200-1000 m),

bathypelagic (1000-4000 m), abyssopelagic (4000-6000 m) and hadalpelagic (> 6000 m) zones.

In terms of volume, the dark ocean is the largest biome on Earth. As such, it harbors most of the

microbial biomass (75%) and half of the microbial production [45]. In terms of community com-

position, there is a strong shift from phototroph-dominated waters to heterotroph-dominated
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waters between the sunlit and dark ocean [31]. The most remarkable feature is the vertical de-

crease in the bacteria to archaea ratio [46]. The relative abundance of archaea increases sharply

in the mesopelagic waters and they dominate the communities throughout the mesopelagic

and bathypelagic ocean. Archaea, particularly the Crenarchaeota Group I/Thaumarchaeota

and the Euryarchaeota Group II, can make up to 50% of the community. Within the bacte-

ria, Alphaproteobacteria and Gammaproteobacteria dominate most of the deep waters. How-

ever, various other taxa increase with depth: Acidobacteria, Actinobacteria, Bacteroidetes,

Firmicutes, Gemmatimonadetes, Lentisphaera, Nitrospirae, Planctomycetes, Verrucomicrobia,

Deltaproteobacteria [47]. Generally, the major groups of taxa found in the deep ocean are similar

across di↵erent ocean basins [31].

The di↵erences in community composition between the sunlit and the dark ocean is reflected

in di↵erent metabolic processes [48]. The vertical increase in archaea relative abundance was re-

flected in inorganic carbon (DIC) fixation: it was reported that, in bathypelagic waters, 20%

of archaeal cells fix inorganic carbon, while bacteria accounted for less than 2% of the C-fixing

cells [49]. In addition, it was estimated that ⇠83% of C in mesopelagic archaea is derived from

DIC fixation [50]. The paradigm of the energy source for fuelling this DIC fixation in absence

of light has been solved with the discovery of a marine archaeon able to oxidize ammonia [51].

Sinking of particulate organic matter is the main source of OM for the dark ocean microbial

communities [52] and connects the epipelagic conditions to the dark ocean microbiomes [53]. The

concentration of OM in particles can be four orders of magnitude higher than the background

concentration [54]. Individual cells in the dark ocean therefore live in a resource desert inter-

spersed by resource oases. Free-living and particle-attached microorganisms have therefore two

di↵erent lifestyle reflected in functional di↵erences: ammonia and CO2 oxidation are enriched

in the free-living fraction while dissimilatory nitrate reduction and H2 oxidation are enriched in

the particle-attached fraction [55]. In addition, some members of the dark ocean’s microbiome,

such as SAR202 have the capacity to degrade recalcitrant organic matter, which makes up the

bulk of DOM in the dark ocean [56]. The absence of light to fuel autotrophic C fixation, the

predominance of recalcitrant DOM as well as the necessity to travel between OM-rich particles

explain the shifts of energy metabolism, cell attachment, motility and host-viral interactions

between the sunlit and the dark ocean [57].

Spatial and temporal patterns of the ocean microbiome

The ocean is a highly heterogeneous ecosystem and its physiochemistry is characterized

by space and time gradients of biotic and abiotic factors but also by a multitude of di↵erent

niches [58]. It is important to determine how these physicochemical gradients shape microbiome

structure and function over spatial and temporal scales to understand how microbiomes impact

their ecosystem, but also to predict the trajectories of microbiome structure and function with

current and future changes in conditions and perturbations.

The heterogeneity of conditions in the ocean translates into a strong biogeography of mi-

crobial community structure and function [48]. Microbial communities are generally composed
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of few abundant taxa and a wide diversity of rare (low abundant) taxa [59]. The most strik-

ing spatial pattern for microbial communities is the vertical segregation between the photic

(epipelagic zone) and the aphotic (deep) ocean [57,60]. However, the microbial consortia that

colonize phytoplankton-derived sinking particles in the epipelagic zone inoculate deep ocean

communities, promoting the connectivity of the epipelagic and deep communities [61,62]. The

composition of microbial communities also varies greatly within water masses across spatial

gradients. Communities are characterized by higher diversity towards the equator and mid-

latitudes [63,64], similarly to what has been observed for macroorganisms. Interestingly, despite

their spatial separation, the microbial communities from the polar zones were more similar to

each other than to communities from the equatorial and temperate oceans [65–67]. This latitudi-

nal e↵ect has been explained by temperature as the main predictor of the marine microbiome

structure and function [48]. In addition, phosphorus availability has been shown as a selective

pressure driving the divergence of some of the most abundant marine microbes in the epipelagic

ocean (Prochloroccocus, Pelagibacter) populations [68].

Microbial communities must withstand the temporal variations of environmental conditions

to survive and thrive in their ecosystem. It is essential to understand how microbial community

structure and function change over time to gather important information such as their diversity

patterns, what controls these patterns, their stability over changes in conditions, interactions

within microbial communities or the niche of single taxa [31]. Time-series over decades revealed

that the seasonal patterns of microbial community structure were stable and predictable both

for the abundant [69–71], but also the rare taxa [72]. In addition, rare taxa can occasionally bloom

and dominate the population if conditions are favorable [73,74]. The seasonal recurrence of micro-

bial communities suggests that physical and chemical processes control the succession dynam-

ics. However, biological interactions between bacteria, archaea, viruses and eukaryotes such as

molecule exchanges, viral lysis or grazing have been shown to also contribute to observed abun-

dance patterns [70,75]. The cohesion of clearly defined communities revealed by high resolution

time-series confirms the importance of biological interactions in shaping the temporal dynamics

of microbial communities [76].

We have acquired a lot of knowledge about the marine microbiome. From the biogeogra-

phy, ecology and important metabolic processes of dominant microbial taxa, to the structure of

microbiome in the global ocean or the temporal succession of microbial communities. However,

we are still looking at the tip of the iceberg. We do not have a full grasp of the many metabolic

processes used by microbial communities, nor of their ecology and phylogenetic diversity in a

wealth of marine environments, specifically remote and under-sampled regions. In addition, we

possess scarce information on the activity of important metabolic processes and how they are

linked to the transformation of inorganic and organic matter. There is therefore a tremendous

need to explore in detail the metabolic capacity and activity of microbial communities from

remote environments, as well as how they impact the geochemical cycles through the myriad

of biochemical transformations they carry out.
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1.2 Dissolved organic matter in the ocean

1.2.1 Nature and diversity of marine dissolved organic matter

On average, a liter of sea water contains less than 1 mg of dissolved organic matter (DOM),

but summed over the global ocean, the standing stock of DOM contains ⇠660 x 1015 g of

C [77]. The pool of marine DOM therefore roughly contains the same amount of C as terrestrial

biomass (⇠610 x 1015 g of C) or atmospheric CO2 (750 x 1015 g of C) and 200 times the C

inventory in marine biomass (⇠3 x 1015 g of C) [78]. DOM is also composed of large quantities

of nitrogen, phosphorus, iron and other elements essential to life [79]. DOM therefore represents

a central component in marine biogeochemical cycles [80]. As a consequence, microbes, through

the transformation of DOM, operate an important fraction of marine geochemical cycles [81].

The rates at which microbial communities process DOM is central to understand the role

of microbial processes in the budget of C and other essential elements. Microbes, through res-

piration, recycle up to 40 x 1015 g of primary produced C every year [82]. Most of the DOM

released by phytoplankton is turned over by micro heterotrophs within hours to days [83]. This

DOM therefore rapidly disappears from the water column and the bulk of detectable DOM

in the water column has an average age of 16,000 years [84]. This old DOM therefore resists

microbial degradation. E↵orts trying to explain the long-term persistence of DOM in the ocean

led to the classification of DOM based on its turnover time: labile (hours to days), semi-labile

(weeks to months), semi-refractory (decades), refractory (millennia) and ultra-refractory (tens

of millennia) [84]. The labile DOC (dissolved organic carbon) represents less than 1% of the

marine DOC standing stocks (<0.2 x 1015 g) and refractory DOC makes up by far the largest

fraction (630 ± 32 x 1015 g of C) while the rest of DOC is divided between semi-labile (6 ± 2

x 1015 g), semi-refractory (14 ± 2 x 1015 g) and ultra-refractory DOC (> 12 x 1015 g) [84].

Labile DOM supports most of heterotrophic microbial production in the euphotic zone and

has the largest flux of all the DOM fractions [80]. Most of labile DOM in the euphotic zone

is primary-produced, coming from phytoplankton exudates and lysates [85]. In the mesopelagic

and bathypelagic, labile DOM can also come from the release of molecules from heterotrophs

lysates [70], solubilization of sinking particles [86] or chemoautotrophy [87]. Labile DOM is therefore

mostly composed of molecules from known building blocks such as polysaccharides, proteins,

lipids and DNA or RNA [82]. Semi-labile DOM, due to its longer residence time, can accumulate

in the euphotic zone and therefore be transported horizontally with surface currents to further

support heterotrophic C demand but also vertically, being the most important source of C

export to deeper waters [88]. Refractory DOM is the dominant form of DOM in deep waters (<

1000 m), where the depth DOC concentration stays constant. It is composed of a wide diversity

of molecules at very low concentrations, among which carboxyl-rich alicyclic molecules are the

most recognizable component [89].

The long-term persistence of recalcitrant DOM in the ocean could play an important role in

long-term carbon storage by the ocean. However, the reasons behind the long-term residence

9



1.2 Dissolved organic matter in the ocean

time of recalcitrant DOM are still not understood. Two theories have been proposed. For

the intrinsic recalcitrance concept, a variety of compounds resist microbial degradation due to

their chemical nature [79]. In this concept, the production of refractory DOM is due to micro-

heterotrophs transforming labile molecules from primary producers into refractory molecules [90].

Other processes can also participate to the formation of recalcitrant DOM such as heat [91] or

light-induced transformation of labile fractions [92]. In the intrinsic recalcitrance concept, re-

fractory DOM cannot be removed by heterotrophs and its removal happens through abiotic

processes such as adsorption to sinking particles [93], photodegradation [94] or entrainement in

the hydrothermal circulation within Earth’s crust [95]. In the framework of the emergent recalci-

trance concept, all DOM molecules are continuously being transformed [79,96]. DOM constituents

form complex ecological networks with biota from all trophic levels (phytoplankton, bacteria,

viruses, grazers, etc.). The production, transformation and consumption of DOM constituents

take place in these networks. The recalcitrance therefore emerges as a property at an ecosystem

level. In the emergent recalcitrance framework, the lability of a single molecule is contingent

with many factors, such as its concentration and chemical nature, but also the presence and

concentration of other molecules, the composition of the microbial networks or the environ-

mental conditions (presence/absence of light, temperature, salinity, etc). All compounds are

therefore continuously produced and consumed and their concentration depends on the complex

dynamic equilibrium of the ecological networks they are in [97].

Marine DOM represents an extremely complex mixture of molecules. A quick calculation

estimated the diversity of marine DOM to be > 600,000 di↵erent compounds [79], but the di-

versity of DOM compounds could reach millions [98]. Since it is extremely hard to characterize

and quantify the huge diversity of marine DOM molecules, simple questions such as what are

the diversity and distributions of DOM molecules in various marine environment are questions

that remain largely unanswered. As such, the exact composition of marine DOM and its trans-

formations by microbes remain an active research topic [99].

1.2.2 Terrestrial organic matter in the ocean

If primary production (⇠50 x 1015 g of C/year) is the main source of DOM in the ocean

(3-20 x 1015 g of C/year) [80], terrestrial DOM (tDOM) also contributes significantly to the bud-

get of marine DOM (0.5 x 1015 g of C/year) [100] and therefore represents an important source

of nutrients and energy for marine microbiomes. The major pathway of tDOM input to the

ocean is through riverine delivery (0.40 x 1015 g of C/year) [101], but ground water (0.23 x 1015

g of C/year) [102,103] and coastal erosion [104] are important sources of tDOM too. Most of tDOM

comes from the decay of terrestrial plants [105]. As lignin, an aromatic polymer, can only be

synthesized by vascular plants, lignin and its aromatic degradation products have been used to

follow the fate of tDOM in the marine environment [106]. The ocean shelves and margins have

been considered hotspots of tDOM degradation as open ocean waters are characterized by low

or undetectable levels of traditional lignin markers such as lignin phenols [107]. However, results

from recent methods have demonstrated the presence of tDOM-derived compounds far into the
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open ocean [108].

The transformation of tDOM in the marine environment could contribute to long-term stor-

age of recalcitrant DOM in the ocean. This could be explained by estimation showing that 90%

of the reactive aromatic fraction of tDOM is photo-transformed into a more stable non-aromatic

fraction in the shelf [104]. In addition, it has been proposed that microbial alteration of less labile

fractions of tDOM by marine microheterotrophs may be facilitated by the consumption of labile

primary-produced DOM, a process called priming e↵ect [109]. In this scenario, the shelves, with

their high primary production rates and tDOM inputs are prime environments for the priming

e↵ect and transformation of tDOM to refractory DOM.

1.2.3 Colored organic matter in the ocean

It is extremely challenging to describe marine DOM at the molecular level. However, bulk

properties of DOM can be used to obtain valuable information on the origin and fates of DOM

in the marine environment. Between 20% and 70% of marine DOM interacts with the UV and

visible spectra and is coined colored DOM (CDOM) [110]. As the chemical nature of molecules

dictates their optical properties, optical measurements of DOM have been widely used in the

ocean to identify and follow di↵erent DOM fractions [111]. CDOM properties can be quanti-

fied by their capacity to absorb light in the UV-visible range [112]. CDOM in the ocean can

be produced by primary producers or heterotrophs as well as results from the biological or

photochemical alteration of other DOM [113]. CDOM presence and light absorption depends on

its sources and sinks. It has been shown that CDOM can be produced both in the surface [114]

by primary production and in deep ocean as a by-product of microbial degradation of sinking

particulate organic matter [115]. In the global ocean, CDOM distribution is characterized by

minima in the surface, in particular in the tropics, due to solar bleaching, but higher CDOM

absorption in mid to high latitudes in the northern hemisphere [111]. Local surface maxima can

also occur in regions of high primary production, upwelling, or major river inputs [116]. CDOM

absorption values generally increase with depth to reach maxima in the Indian and Pacific but

not the Atlantic oceans thermocline [112]. The global ocean relationships between DOC and

CDOM suggest that the observable marine CDOM is a refractory component of DOM in the

deep ocean [115].

A fraction of CDOM fluoresces and the capacity of excitation/emission spectra to discrim-

inate between di↵erent fluorescent DOM (FDOM) fractions provides a convenient way to elu-

cidate the patterns of sources and sinks of DOM [111]. FDOM is made up of two major types:

amino acid-like compounds (FDOMA) and humic-like compounds (FDOMH) [117]. FDOMA dis-

plays narrow emission peaks typically below 400 nm and its fluorescence spectra are almost

similar to those of pure tyrosine and tryptophan [118]. FDOMA is therefore thought to repre-

sent freshly produced proteins by phytoplankton and bacteria [118]. FDOMH is characterized by

broad emission peaks generally above 400 nm. The chemical composition of various FDOMH

fraction is more enigmatic but it has been linked to the oxidation and degradation of organic
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material from terrestrial and marine sources [119]. The FDOMA fractions are usually higher in

the surface (0-200 m), and decrease in the mesopelagic zone (200-1000 m) to reach constant low

level in deep waters (>1000 m) [118]. In contrast the levels of FDOMH are low in the surface and

increase with depth, a trend that has been attributed to high sensitivity to light but also the

microbial transformation of DOM in the mesopelagic and bathypelagic waters [120]. Fluorescence

emission/excitation matrices (EEM) of marine DOM, combined with statistical analysis (Par-

allel Factor Analysis, PARAFAC) enables the identification of di↵erent FDOM fractions [121,122].

As an example, the terrestrial origin of FDOM fractions in contrast to the marine origin could

be obtained using these methods [123]. EEM and PARAFAC enabled to discriminate di↵erent

fractions and elucidate general trends in the origin and transformations of marine DOM [124,125].

However, the key challenge now remains to better understand the diversity of chemical com-

pounds responsible for the optical properties of FDOM fractions.

1.2.4 How to elucidate the chemical composition of marine dissolved organic

matter

In this thesis, we are interested in the metabolic processes of microbiomes and how they

shape the geochemical cycles of the Arctic Ocean. Microbiomes control geochemical cycles

through the chemical transformations of organic and inorganic matter from their environment.

We therefore sought to characterize and quantify the molecular composition of organic matter

in the water column and link it to the microbiome metabolic capacity. Metabolite profiling of

microbial cultures’ media cultures originally attempted to measure the diversity of biochemical

compounds in microbes environment but quickly became used to di↵erentiate the phenotype

of closely related microbial strains or species as way for microbial identification [126,127]. These

studies used various analytical methods to detect and quantify various metabolites. However,

this is the pioneering work on mass-spectrometry based metabolomics for plants [128,129] that re-

ally allowed the non-targeted and systematic characterization of organic matter in microbiomes

environment to take o↵.

Nowadays, nuclear magnetic resonance (NMR) and mass spectrometry (MS) coupled with

separation techniques are widely used to study the chemical composition of organic matter in

microbiomes environments [130]. NMR is highly reproducible and can quantify the identified

chemical compounds. However, NMR has a poor sensitivity and separation capacity. Due to

high sensitivity, quantitative and accurate mass determination in a high-throughput fashion, MS

has become the method of choice for measuring and characterizing complex mixtures of organic

matter [131]. MS detects and discriminates compounds by measuring their mass-to-charge ratios

(m/z). MS techniques are usually separated into two stages: (i) the ionization of compounds,

and (ii) measurement of their mass. To analyze complex samples such as marine organic matter

samples, high throughput separation techniques (chromatograpy, capillary electrophoresis) are

connected in series with MS to reduce the complexity of a given mass spectra [130]. Especially,

liquid chromatography coupled to Fourier transform ion cyclotron resonance MS (FT ICR MS)

fostered unique insights in the transformation of marine organic matter (OM) by microbiomes.

12



1.2 Dissolved organic matter in the ocean

Mass spectrometry techniques, despite some ongoing developments, are very promising tech-

niques to elucidate the molecular composition of marine organic matter. Dues to the immense

complexity and diversity of compounds found in marine DOM, the grand challenge is to elu-

cidate the links between DOM molecular composition and the metabolic capacity and activity

of microbiomes.

1.2.5 Dissolved organic matter – microbe interactions

The diversity, quantities and molecular composition of marine DOM is important in shaping

the microbiome structure and function. It was shown that OM from di↵erent phytoplankton

species recruits and is degraded by di↵erent microbial consortia [132]. This could be explained

by the fact that the interactions between DOM and microbiomes take place at a very high

resolution, between species and individual molecules, but could not be detected at lower reso-

lution (e.g. genus level and group of compounds level), revealing intricate interaction networks

between DOM and microbiomes [133]. In addition, the progressive degradation of OM derived

from a single phytoplankton species is associated with a succession in the microbial community

composition, showing specific lineages involved in the transformation of specific compounds [134],

further supporting close associations between the structure of DOM molecular composition and

bacterial communities.

The microbial processing paths of OM dictates the fate of OM in the environment. The

OM processed by microbes can either (i) be mineralized through respiration, (ii) used to build

biomass that is grazed upon or (iii) released in the environment by viral lysis or other pro-

cesses to feed the microbial loop and (iv) be transformed to metabolites that escape further

processing and stays in the ocean for a long time, becoming refractory DOM [43]. Experimen-

tal work using metagenomics and molecular characterization of DOM demonstrated that only

⇠0.4% of phytoplankton-derived OM is funneled to a DOM fraction that resembles refractory

DOM from the deep ocean [135]. Despite its slow production rate, the long-term persistence

of refractory DOM in the ocean allows an accumulation over time. The modes of production

of RDOM is still an ongoing research area. Early studies demonstrated overall di↵erences in

OM composition between oceanic and estuarine waters or at di↵erent water depths [136,137], un-

derlying di↵erent sources and microbial degradation processes. But FT ICR MS also showed

that a large pool of marine DOM is indistinguishable in various and diverse samples [138]. This

points to various modes of degradation and metabolic pathways leading to the formation of

a universal marine DOM background, regardless of the OM source [136,138]. Studies proposed

that the diversification of bacterial exometabolomes from single carbon sources and the resem-

blance to marine DOM they observed could be at the source of refractory DOM in the ocean [139].

Overall, marine DOM and microbial communities influence each other, and it is crucial

to highlight these relationships to understand and predict the roles of marine microbiomes in

shaping current and future biogeochemical cycles.
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1.3 Microbiomes of the Arctic Ocean

1.3.1 Setting the stage: the Arctic Ocean under change

The role of the physicochemical environment is central in shaping microbiome composi-

tion and function. The ecological set-up of a microbiome is therefore of utmost importance

to contextualize findings about its composition and function. Consequently, it is necessary

to gain knowledge of factors shaping the physicochemical and ecological environment of the

microbiomes we study. As this thesis focuses on microbiomes of the Arctic Ocean and what

ecologically important metabolic processes di↵erentiate them from other oceans, we will briefly

introduce features that make the Arctic Ocean such a unique ocean.

Geography of the Arctic Ocean

Figure 1.1: Geography of the Arctic Ocean
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The Arctic Ocean is an enclosed ocean with small openings connecting to other oceans

(Figure 1.1): the Bering Strait connects to the Pacific Ocean while channels of the Canadian

archipelago and Fram Strait connect to the North Atlantic Ocean. The Arctic Ocean is con-

stituted of large continental shelves surrounding four basins: the Canada Basin, the Makarov

Basin, the Amundsen Basin and the Nansen basin. Together the continental shelves represent

half of the total Arctic Ocean surface area and amount to a quarter of the World Ocean shelves

while the Arctic Ocean only represents 1% of the total World Ocean volume [140]. In addition,

with 11% of the world’s river discharge, the Arctic Ocean collects the highest load of fresh water

and associated terrestrial organic matter of any other oceans on a per volume basis [141].

Oceanography of the Arctic Ocean and the Canada Basin

The Canada Basin is the largest of the Arctic basins and is bordered by broad and shallow

continental shelves (East Siberian and Chuckchi Sea shelves, Figure 1.1) to the west, narrow

continental shelf to the south (Beaufort Shelf) and by the Canadian archipelago to the east.

The Canada Basin is a highly stratified, oligotrophic ocean (Figure 1.2). The surface mixed

layer water (0-⇠50 m depth) is the freshest due to the influence of river runo↵ and ice melt

and thaw cycles [142]. The stratification arises from a strong halocline (gradient of salinity where

fresh water overlies more saline water, ⇠50-250 m). The Canada Basin halocline is formed by

an inflow of relatively fresh, nutrient-rich water from the Pacific through the Bering Strait that

sinks under the fresher surface mixed layer. The salinity allows us to distinguish water from

Pacific summer origin (32.3 PSU) and Pacific winter origin (33.1 PSU). Pacific waters mixing

with underlying Atlantic water forms the bottom of the halocline (34-34.4 PSU). Below the

halocline, we find the warmer and saline water of Atlantic origin, reaching the Canada Basin

via two pathways. Atlantic water transported through Fram Strait (first pathway) creates a

temperature maximum around 400 m and sits atop Atlantic water transported across and be-

ing modified in the Barents Sea shelf (second pathway) [143]. Saltier deep Arctic water extends

below the Atlantic water up until the bottom.
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Figure 1.2: Vertical startification of the Arctic Ocean. From MacDonald et al. [144].

Seasonality in the Arctic Ocean

The Arctic Ocean is characterized by an intense seasonal forcing. In winter (September-

March), it is cold and dark due to an ice cover blocking most of the very short period of daylight

Figure 1.3. During spring and summer (March-September), the daylight period extends to cover

most of the day. In parallel, the whole Arctic region warms up and a portion of the ocean ice

cap melts away. This seasonal cycle has a profound e↵ect on the life and carbon cycles in

the Arctic Ocean. In the Canada Basin, the very low availability of light in winter prevents

photosynthesis and hence primary production by phytoplankton [145]. During the winter period,

the nutrients of the surface mixed layer is replenished through mixing with the deeper water

masses [145]. However, the stronger stratification of the Canada Basin strongly limits this nutri-

ent resupply [146]. Ice melt in the spring coupled with light availability trigger big phytoplankton

blooms in the shelf areas [147]. In the Canada Basin, these blooms are very limited due to the

scarcity of nutrients. The phytoplankton primary productivity in the Canada Basin is therefore

more restricted to the subsurface water layer (subsurface chlorophyll maximum), where an op-

timum of light and nutrients is found [148]. The long winter period devoid of primary-produced

organic matter imposes a big strain on the survival of microbiomes. However, the e↵ect of the

Arctic seasonality on the Arctic Ocean microbiomes is still poorly understood.
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Figure 1.3: Seasonal changes of environmental conditions in the Arctic Ocean. From Brown et al. [149].

The seasonal cycle also dictates the timing of terrestrial organic matter input to the Arctic

Ocean. As the drainage basin of the Arctic Ocean is twice its area, the spring freshet delivers

substantial amount of terrestrial organic matter and nutrients to the surface waters of the conti-

nental shelves [150]. The labile fractions of this organic matter are modified in the surface during

the spring and summer, leaving more recalcitrant fractions. In the fall, brine derived from ice

formation, sinks and carry with it the recalcitrant fractions of terrestrial organic matter. Brine

flows o↵ the shelf, also carrying sinking primary produced particulate matter and exchanging

organic matter with the shelf sediments and ends up in the halocline of the Arctic basins [151].

The halocline is therefore enriched with nutrients and more recalcitrant fractions of terrestri-

ally, sediment and primary-produced organic matter [150,151]. Some studies have highlighted the

capacity to use tDOM in taxa from the Arctic Halocline [23]. However, we still do notunderstand

the extent of this capacity in the Arctic Ocean microbiomes, and how it compares with other

regions with a weaker tDOM signature.

The Arctic Ocean under change

The Arctic is the region with the most prominent anthropogenic-fueled warming in the

world [152]. In the Arctic Ocean, the most visible consequence is the loss of sea ice extent and

thickness. During the last half century, the September sea ice extent has decreased by 0.8
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million square kilometer per decade [153], with the largest sea ice minimum recorded in 2012.

The loss of sea ice is the tip of the iceberg, as warming in the Arctic region has more profound

consequences. Globally, the extended light period associated with the decline of sea ice extent

has favored longer growth period for phytoplankton resulting in an increase of 30% in the pri-

mary productivity between 1998 and 2012 [154]. However, the change in primary productivity

is highly heterogeneous throughout the Arctic due to large di↵erences in the local availability

of nutrients. The highest increases were observed in the interior shelves (70-112% increase)

as nutrients are replenished by deep water upwelling [154] and increasing freshwater inputs. In

contrast, the Canada Basin has seen a 79% and 29% decrease in nitrates and phosphates re-

spectively in the last three decades [146]. The increasing fresh water addition from sea-ice melt

and riverine input, resulting in increased stratification, has led to the oligotrophication of the

Canada Basin by preventing nutrient resupply from deep waters. As stratification is expected to

increase in the Canada Basin [155], but not in other regions of the Arctic Ocean [156], the Canada

Basin may be the only region of the Arctic Ocean showing a decreasing primary productivity

with the ongoing climate change. Warming of the Arctic region also has a profound impact on

the input of terrestrial organic matter to the Arctic Ocean. As temperatures rise, the volume of

freshwater input to the Arctic Ocean is increasing, carrying larger amounts of terrestrial organic

matter [150]. The thawing of permafrost further enhances the mobilization of long-stored organic

matter that ends-up in the Arctic Ocean [141]. The yearly discharge of organic matter from

terrestrial sources is therefore expected to increase significantly as the Arctic Ocean continues

to warm up [141]. It is important to understand how these changes may a↵ect the microbiomes

structure and function to predict the evolution of their impact on Arctic geochemical cycles.

Dissolved organic matter in the Arctic Ocean

The transformation of tDOM to refractory DOM could be strongly enhanced in the Arc-

tic Ocean due to its unique situation: the Arctic receives 11% of the total tDOM input but

represents only 1% of the total world ocean volume. In addition, half of the Arctic Ocean

is constituted of continental shelves [157]. The concentrations of lignin phenols were estimated

to be 10 times higher in the surface waters of the Arctic Ocean (360 ng/L) compared to the

Atlantic (36 ng/L) and Pacific oceans (25 ng/L) but similar in deep waters (60 ng/L in the

Arctic and Atlantic, 28 ng/L in the Pacific) [158], suggesting an important transformation of

lignin phenols in the Arctic Ocean. In addition, it has recently been shown that nutrients from

riverine input and erosion sustain a third of the Arctic primary productivity [159]. The resulting

synchronizing of tDOM input and primary productivity may therefore enhance the priming

e↵ect to transform tDOM into refractory DOM in the Arctic Ocean. In the Canada Basin,

the use of EEM and PARAFAC demonstrated a disproportionately large FDOM maximum in

the halocline compared to other oceans, associated with organic matter from terrestrial ori-

gin [122,160]. In addition, the importance of terrestrial FDOM fractions increased from 2007 to

2017, concurrently with sea-ice loss in the Canada Basin [125]. However, the details of tDOM

transformation by microbes in the Arctic Ocean remain vastly unexplored. It would be valuable

to determine if the Arctic Ocean microbiomes remineralize tDOM or transform it into refrac-

tory DOM.
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Figure 1.4: Schematics of the sources and sinks of carbon in the Arctic Ocean. From Anderson et al. [150].

1.3.2 The Arctic Ocean microbiome

Microbial communities seem to be adapted to Arctic conditions and show significant dif-

ferences in assemblage compared to lower latitudes oceans. Several studies have highlighted

marked di↵erences in the composition of microbial communities between the Arctic Ocean and

other oceanic zones [66,67]. Pedrós-Alió et al. [161] explored the International Census of Marine

Microbes (ICoMM). On average, in temperate waters, for the most abundant groups they

found 50% of Alphaproteobacteria, 30% of Gammapreotebacteria, 10% of Bacteroidetes and

4% of Cyanobacteria. In the Arctic Ocean, Alphaproteobacteria were considerably less present

with 20%, on average, the same percentage as Gammaproteobacteria. These proportions were

however highly variable depending on the sampling site. This could be attributed to the fact

that Alphaproteobacteria are in general better adapted to the open ocean with more stable

conditions throughout the year while Gammaproteobacteria do better in seasonally ice-covered

ocean with strong variation in conditions. Betaproteobacteria were significantly more abundant

in the Arctic Ocean, reaching 8% for the inshore communities [162]. Betaproteobacteria are one

of the most prevalent group in freshwater system. The high amount of fresh water input to

the Arctic and the persistence of a surface layer with low salinity are probably responsible for

the persistence of Betaproteobacteria in the Arctic Ocean [162]. This is supported by the disap-
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pearance of Betaproteobacteria with salinity increase from deltas to open ocean in temperate

systems [163]. Bacteroidetes are also more prevalent in the Arctic Ocean (12 to 50%) compared

with global average in temperate waters (4%). Higher percentage of Bacteroidetes in Southern

oceans (Antarctica) suggests this observation stems from adaptation to cold conditions but the

driving force behind it is still unknown.

Adaptations to conditions of the Arctic have also been shown in individual taxa. A study

identified taxa found only in the Arctic Ocean [66]. Our lab showed the existence of SAR11

ecotypes whose global distribution was restricted to the Arctic Ocean [164]. Another study at-

tributed the adaptation of some Chloroflexi taxa restricted to the Arctic Ocean to their capacity

to degrade terrestrial OM thanks to their unusually large number of aromatic compound degra-

dation genes [165]. The relatively fresh surface waters of the Arctic Ocean also explained the

presence of a previously undescribed Methylophilaceae clade that has undergone a freshwater

to marine transition [24]. Rapid adaptation mechanisms to stressor in the microbiomes of the

Arctic Ocean may also be di↵erent than in other oceans. Using metagenomes and metatran-

scriptomes, one study of the global ocean microbiome showed that the relative contribution

of gene expression changes to the metatranscriptome di↵erences along environmental gradients

was lower in polar water than non-polar waters [29]. This suggests that in polar zones, changes

in the community activity will be driven mainly by changes in community composition rather

than by gene regulation mechanisms. However, experiments also showed that Arctic Ocean

microbiomes prioritize functional restructuring over taxonomy following a rapid perturbations

in the composition of OM simulating a phytoplankton bloom [166].

1.3.3 Seasonality of the Arctic Ocean microbiome

Despite strong seasonal changes, microbial communities must somehow maintain their com-

position and function over the years to maintain the biogeochemical cycles in the Arctic. It is

therefore important to understand how microbial communities change through the seasons in

the Arctic. Practically, the complexity of sampling the Arctic Ocean water in winter (harsh con-

ditions, ice-covered water, etc.) has prevented extended investigations. However, a few studies

have attempted to highlight seasonal changes in the Arctic Ocean microbiomes structure and

function. Kirchman et al. [167] surprisingly did not notice significant di↵erences of community

structure between the sites sampled in winter and those in summer (Beaufort sea, Chucki sea

and Franklin bay) using 16S rRNA sequencing. On the phylum levels, winter and summer com-

munities were highly similar, with the exception of higher abundance of non-Flavobacteria Bac-

teroidetes in winter. At lower phylogenetic levels, they observed some di↵erences between sum-

mer and winter. Such as for the SAR11 clade for which only 25% of the ribotypes were common

to winter and summer samples, but ribotypes unique to each season were not abundant. Using

fluorescence in situ hybridization (FISH), Alonso-Sáez et al. [168] showed significant di↵erences in

composition during summer and winter. Archaea, in particularly Crenarchaea, were more abun-

dant in winter (up to 12% compared to 1-2% in high summer), while bacteria overly dominated

the communities in summer with all major phyla (Alphaproteobacteria, Gammaproteobacteria,
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Bacteroidetes) increasing in abundance. Similarly, autonomous sampling throughout the year

revealed a marked annual cycle in the microbial communities composition [169]. Interestingly

a single ribotype of Betaproteobacteria (Janthinobacterium) was reported to bloom in winter

to reach 20% of the total community in the Admunsen gulf [74]. This is even more surprising

considering the fact that Betaproteobacteria usually show low abundances in Arctic waters.

Han et al. [170] elucidated microbial community composition (using 16S tag sequencing) during

the ice melt in the Western Arctic. This allowed them to collect the surface water communities

along a gradient of ice coverage (or the equivalent of di↵erent stages of ice melting), and con-

sequently a gradient of salinity. They showed that Alphaproteobacteria abundances correlated

negatively while Flavobacteria correlated positively with salinity. They associated the change

of salinity with ice melt (salinity decreasing with decreasing ice cover/increasing ice melt), and

therefore ice melt as the driver of community composition change. Similarly, the presence of sea

ice dictates the composition of phytoplankton communities as well as free-living and particle-

attached microbial communities [171]. The unique community composition of the Arctic Ocean

microbiomes suggests di↵erences in the repertoire of functional genes and metabolic processes

of the Arctic Ocean microbiome compared to temperate oceans. However, despite the impor-

tance of the microbiome metabolism in Arctic geochemical cycles, we only possess very scarce

information on the metabolism of the Arctic Ocean microbiome, its phylogenetic diversity and

how it compares to the rest of the global ocean.

1.4 Objectives and structure of the thesis

This thesis work revolves around understanding the suite of metabolic processes that dis-

tinguish the Arctic Ocean microbiome from the microbiomes of the rest of the global ocean

and how they are linked to the composition of organic matter and the unique biogeochemical

situation of the Arctic Ocean. The few studies touching on the metabolism of the Arctic Ocean

microbiome have so far been limited to very particular processes and the eco-evolutionary his-

tory of the few taxa carrying them on. There is a lack of knowledge regarding the variety and

importance of the Arctic Ocean microbial metabolic processes. In addition, we poorly under-

stand how the metabolism of the Arctic Ocean microbiome distinguishes itself from the global

ocean and the potential consequences on the transformation and composition of the organic

matter in biogeochemical cycles.

This thesis aims at filling this knowledge gap by systematically exploring the metabolism

of the Arctic Ocean microbiomes and contrasting it with the global ocean to highlight what

distinguishes the Arctic Ocean within the global ocean. This work also seeks to link the dis-

tinguishable metabolic features of the Arctic Ocean microbiomes to the transformation and

composition of the dissolved organic matter. Finally, this thesis aims to uncover the ecologi-

cal importance of the microbial actors undertaking the metabolic processes distinguishing the

Arctic Ocean within the global ocean.
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In chapter 2, we demonstrated that metabolic pathways involved in the degradation of aro-

matic compounds are enriched in a subsurface layer characterized by the maximum of fluorescent

dissolved organic matter (FDOMmax). This FDOMmax corresponds to the accumulation of

terrestrial organic matter that has washed o↵ to the Arctic Ocean. We confirmed that the ca-

pacity to degrade aromatic compounds in the Arctic Ocean microbiomes reveals their capacity

to process terrestrial organic matter by showing that the most abundant aromatic compound

degradation pathways targeted a variety of aromatic compounds typical of the local riverine

discharge. Finally, by reconstructing a set of 664 metagenome-assembled genomes (MAGs), we

discovered that the capacity to process aromatic compounds and terrestrial organic matter was

phylogenetically concentrated in Rhodospirillales, an Alphaproteobacteria group. We showed

that the distribution of most of these MAGs was restricted to the Arctic Ocean, and that they

were enriched in aromatic compound degradation genes compared to their most closely related

sisters from other oceans. These findings suggest a role for aromatic compound degradation for

the adaptation of Rhodospirillales in the Arctic Ocean.

In chapter 3, we investigated the metabolism of neutral lipids (NLs) in the Arctic Ocean

microbiomes. The accumulation of NLs is a ubiquitous way to store carbon in living organisms.

We demonstrated that the Arctic Ocean microbiomes invest a higher fraction of their gene pool

in the synthesis of NLs compared to other oceans. We highlighted the important contribution

of eukaryotic phytoplankton in the synthesis of NLs within the photic zone, but also uncov-

ered an unexpected diversity of bacterial taxa with the genomic capacity to synthesize NLs

throughout the water column. Within these taxa, the capacity to synthesize di↵erent NLs was

phylogenetically segregated and co-occurred with the metabolism of di↵erent carbon sources.

In addition, we showed that a significant part of the microbiomes can use NLs as a growth

substrate. These findings highlighted the importance of NLs in the Arctic Ocean and led us

to postulate that NLs of bacterial origin may support the food web during the winter polar night.

In chapter 4, we extended our study to the global ocean to systematically highlight all

the metabolic processes that distinguished the Arctic from other oceans. We confirmed and

strengthened findings of chapter 2 and 3. However, the chief discovery was the prevalence of

a suite of metabolic processes involved in cold adaptations mechanisms in the polar oceans’

photic zone, among which the biosynthesis of glycans (polysaccharides) was dominant. Eluci-

dation of the chemical composition of organic matter in the Arctic Ocean revealed a signature

of sugars and their transformations in the photic zone, as well as aromatic compounds in the

FDOMmax. Altogether, these results highlight the importance of terrestrial organic matter as

a growth resource for the microbiomes and geochemical cycles of the Arctic Ocean, and reveal

an unsuspected importance of glycans for the cold adaption of Arctic microbiomes.
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[119] T.S. Catalá, I. Reche, A. Fuentes-Lema, et al. Turnover time of fluorescent dissolved organic matter

in the dark global ocean. Nat. Commun., 6:5986, 2015.

[120] L. Jorgensen, C.A. Stedmon, T. Kragh, et al. Global trends in the fluorescence characteristics and

distribution of marine dissolved organic matter. Mar. Chem., 126:139–48, 2011.

28



Bibliography

[121] K.R. Murphy, C.A. Stedmon, T.D. Waite, and G.M. Ruiz. Distinguishing between terrestrial and

autochthonous organic matter sources in marine environments using fluorescence spectroscopy. Mar.

Chem., 108:40–58, 2008.
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Chapter 2
Degradation pathways for aromatic compounds of terrestrial

origin are widespread and expressed in Arctic Ocean

microbiomes

2.1 Abstract

Background : The Arctic Ocean receives massive freshwater input and a correspondingly

large amount of humic-rich organic matter of terrestrial origin. Global warming, permafrost

melt, and a changing hydrological cycle will contribute to an intensification of terrestrial or-

ganic matter release to the Arctic Ocean. Although considered recalcitrant to degradation due

to complex aromatic structures, humic substances can serve as substrate for microbial growth in

terrestrial environments. However, the capacity of marine microbiomes to process aromatic-rich

humic substances, and how this processing may contribute to carbon and nutrient cycling in a

changing Arctic Ocean, is relatively unexplored. Here, we used a combination of metagenomics

and metatranscriptomics to assess the prevalence and diversity of metabolic pathways and bac-

terial taxa involved in aromatic compound degradation in the salinity-stratified summer waters

of the Canada Basin in the western Arctic Ocean.

Results : Community-scale meta-omics profiling revealed that 22 complete pathways for

processing aromatic compounds were present and expressed in the Canada Basin, including

those for aromatic ring fission and upstream funnelling pathways to access diverse aromatic

compounds of terrestrial origin. A phylogenetically diverse set of functional marker genes and

transcripts were associated with fluorescent dissolved organic matter, a component of which is

of terrestrial origin. Pathways were common throughout global ocean microbiomes, but were

more abundant in the Canada Basin. Genome-resolved analyses identified 12 clades of Al-

phaproteobacteria, including Rhodospirillales, as central contributors to aromatic compound

processing. These genomes were mostly restricted in their biogeographical distribution to the

Arctic Ocean, and were enriched in aromatic compound processing genes compared to their

closest relatives from other oceans.

Conclusion: Overall, the detection of a phylogenetically diverse set of genes and transcripts

implicated in aromatic compound processing supports the view that Arctic Ocean microbiomes
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2.2 Introduction

have the capacity to metabolize humic substances of terrestrial origin. In addition, the demon-

stration that bacterial genomes replete with aromatic compound degradation genes exhibit a

limited distribution outside of the Arctic Ocean suggests that processing humic substances is

an adaptive trait of the Arctic Ocean microbiome. Future increases in terrestrial organic mat-

ter input to the Arctic Ocean may increase the prominence of aromatic compound processing

bacteria and their contribution to Arctic carbon and nutrient cycles.

2.2 Introduction

Humic substances (HS) are a heterogeneous mixture of organic compounds resulting from

biochemical transformations of dead plants and microbes. HS are ubiquitous in both terrestrial

and aquatic systems and constitute the largest fraction of organic matter (OM) in terrestrial

ecosystems [1,2], reaching 60-80% in soils [3] and 50-80% in freshwaters [4]. The fraction of HS is

relatively high (20-60%) in shelves, coastal zones and estuaries [5] due to the input of terres-

trial OM (tOM) with freshwater runo↵ and exchange with sediments. HS constitute a smaller

fraction of dissolved OM (DOM) in the open ocean (0.7-2.4%) [6]. The lesser amount of HS in

the DOM of open oceans indicates that HS is removed by ocean microbiomes and additional

non-biological processes [7,8].

The Arctic Ocean receives a disproportionately high input of freshwater (10% of total global

freshwater input for 1.3% of total ocean volume), and a correspondingly high tOM input (10%

of ocean total tOM input) [9]. Rivers annually discharge 25-36 Tg of dissolved organic carbon

and 12 Tg of particulate organic carbon to the Arctic Ocean [10,11]. Climate change is strongly

influencing the Arctic region, which in turn is influencing Arctic hydrology and organic mat-

ter dynamics [12,13]. More specifically, permafrost thawing [14], combined with intensifying river

runo↵ [15], coastal erosion [16] and groundwater input [17], is driving an increase in the amount of

humic-rich DOM input into the Arctic Ocean. The humic-rich DOM consequently contributes

significantly to the carbon pool of the Arctic Ocean DOM compared to other oceans [18], and

potentially represents a significant and increasing growth resource for the Arctic Ocean micro-

biome.

The origins and distributions of tOM in the Canada Basin in the western Arctic Ocean

has been extensively studied, making it a useful system for investigating interactions between

tOM and ocean microbiomes. In spring and summer, humic-rich OM is transported by riverine

inputs to the surface mixed layer of the Arctic Ocean shelves [19,20]. In shelf waters, tOM is

partially photodegraded [21], while some flocculates upon mixing with salt water and sinks to

the sediments along with particulate OM [15]. In fall and winter, the tOM remaining in the

surface layer sinks with the dense brine expelled during ice-formation. This brine flows along

Chukchi Sea and Beaufort Sea shelves, exchanging organic matter with bottom sediments, ul-

timately accumulating in the deeper and more saline water of Pacific Ocean origin [16,22]. The

interactions with shelf sediments and pore waters constitute a substantial source of tOM which
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may have been reprocessed by sediment microbiomes [23]. It has been estimated that 11-44% of

Arctic Ocean sediment OM is of terrestrial origin [24]. As a consequence of the OM dynamics,

the Canada Basin is characterized by a strong and distinctive signal of humic-rich DOM that

extends from the subsurface water to a depth of 300 m [25,26].

HS are heterogeneous supramolecular assemblies formed by microbial and physico-chemical

transformations [27] of organic matter. In terrestrial systems, HS originate from vascular plant

residues (lignin and other biopolymers) and other organic detritus [28], giving rise to HS rich in

aromatic moieties. In contrast, HS produced in marine environments have a strong aliphatic

and branched structure [29]. In the Arctic Ocean however, HS are aromatic-rich due to their

terrestrial and sediment origin [30]. HS usually show a high degree of recalcitrance that is de-

pendent on their physicochemical interactions with the environment [31]. In soils, sorption of

HS to mineral particles drives a physical separation of HS from microbes and their enzymes,

preventing fast degradation of HS [32,33]. Numerous studies have therefore demonstrated that

HS freed from their soil environment can be used to support microbial growth [7,34,35].

The capacity of microbiomes to couple HS transformation to growth relies on the ability

to degrade aromatic compounds from HS. The degradation of aromatic compounds follows

two main steps. Funneling pathways transform (e.g. via oxidation, decarboxylation, and/or

demethylation) larger and more substituted aromatic compounds to a small set of key aromatic

compounds (e.g. gentisate, catechol, protocatechuate), which then undergo an aromatic ring-

fission step followed by further processing to generate central carbon metabolism intermediates.

In humic-rich environments such as soils, microbiomes use a wide variety of funneling pathways

to access the diverse set of lignin-derived aromatic compounds (e.g. vanillate, syringate, ben-

zoate and their derivatives) that have been incorporated in HS [36].

In soils, fungi degrade most of the humic substances [37]. In the ocean, bacteria are considered

the main actors in OM degradation [38], even if recent studies have highlighted an important role

for fungi [39,40], for example in processing OM in marine snow [41] or by parasitizing phytoplank-

ton [42]. Certain bacteria inhabiting humic-rich environments can grow on HS as sole carbon

and energy sources, and are therefore are able to access aromatic compounds within HS [5,8,34].

Transcriptomic analysis from the humic acid-degrading bacterium Pseudomonas sp. isolated

from sub-arctic tundra soils showed that genes involved in the funneling and ring-opening steps

of aromatic compound degradation pathways were up-regulated when fed with humic acids

compared to glucose [43]. Recently it was shown that Chloroflexi genomes from the Canada

Basin encoded a diverse set of genes associated with aromatic compound degradation [44]. The

Chloroflexi populations appeared to be endemic to the Arctic Ocean and were associated with

the humic-rich fluorescence DOM maximum (FDOMmax). These observations suggest the

disproportionately high fraction and diversity of aromatic-rich HS in the Arctic Ocean DOM

compared to other oceans may select for a diverse HS-degrading microbiome.

The genomic diversity and metabolic pathways in the Arctic Ocean microbiomes can pro-

vide important insights regarding the fate of HS and its impact on Arctic Ocean biogeochemical
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cycles. However, outside of perhaps the Chloroflexi, we know very little about how phyloge-

netically widespread HS degradation is in the Arctic Ocean microbiomes, nor the diversity of

metabolic pathways employed by the Arctic Ocean microbiomes to process HS. We hypothesized

that the capacity for aromatic compound degradation was linked to the distribution of humic-

rich tOM and enhanced in the Arctic Ocean compared to other oceans with a lesser amount

of HS. Finally, we hypothesized that the vast amount of HS in the Arctic Ocean may have

played a role as an ecological pressure for the adaptive evolution of the taxa most implicated

in aromatic compound degradation.

2.3 Results

2.3.1 Environmental context

We surveyed the microbiomes along a latitudinal transect (73-810N) of salinity-stratified

waters of the Canada Basin using a combination of metagenomics and metatranscriptomics

(Figure 2.1a-b). The sampling design targeted distinct water column features, including the

relatively fresh surface mixed layer (surface; 5 m and 20 m), the subsurface chlorophyll max-

imum (SCM; 55-95 m), the FDOMmax associated with colder Pacific-origin water (32.3 and

33.1 PSU; 90-250 m), the warmer Atlantic-origin water (Tmax and AW; 360-1000 m depth),

and Arctic bottom water (⇠3800 m). The warmer Atlantic-origin water and Arctic bottom

water are herein collectively referred to as deep waters.

We sought to determine the distribution and composition of OM in the Canada Basin,

with a focus on the distribution of tOM. Optical properties of the OM, such as fluorescence,

have previously been used to assess the composition of OM in the ocean, and di↵erentiate

between terrestrial and marine OM sources [45,46]. We used excitation emission matrix (EEC)

fluorescence spectroscopy combined with parallel factor analysis (PARAFAC) to determine the

distribution of fluorescent DOM components. In the Canada Basin, seven components (C1-C7)

were identified, as previously defined in DeFrancesco et al. [25]. These components corresponded

to terrestrially derived humic-like DOM (C1 and C4), amino acid or protein material (C3 and

C6), or microbially-derived humic-like DOM (C2, C5 and C7) (Figure 2.1c). The aromatic-

rich C1 was the most abundant component within the FDOMmax samples (25-27 %), but also

in the whole water column below the surface (20-22% in the SCM and 21-23% in the deep),

verifying that a significant fraction of OM is of terrestrial origin. Of the terrestrial components,

C4 was the dominant component in the surface (19-30 %). The reduced contribution of C1 in

the surface is because C1 is more red-shifted than C4 indicating a stronger aromatic character

and thus enhanced photosensitivity. Overall, these results indicate a strong contribution of a

photostable fraction from terrestrial origin in the FDOM of the surface and an aromatic-rich

fraction from terrestrial origin in the FDOM of the whole water column below the surface.
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Figure 2.1: Spatial biogeochemistry of the Canada Basin. a) Map of the 8 stations sampled in this study.
b) depth profile of Salinity (PSU), temperature (0C), fluorescent dissolved organic matter (FDOM, mg/m3),
and chlorophyll fluorescence (mg/m3) at the 8 stations sampled in this study. c) Percentage of the 7 FDOM
fractions identified using excitation emission matrix fluorescence spectroscopy combined with parallel factor
analysis. Samples are grouped in 4 samples water features: Surface, subsurface chlorophyll maximum (SCM)
fluorescent dissolved organic matter maximum (FDOMmax) and deep waters.

2.3.2 Vertical-partitioning of metabolic features in metagenomes and meta-

transcriptomes

We investigated the abundance and distribution of aromatic compound degradation path-

ways in the Canada Basin microbiomes in relation to tOM availability. To investigate how the

metabolic system of microbiomes was distributed across the Canada Basin, we first performed

nonmetric multidimensional scaling (NMDS) analysis on the abundance of enzyme-encoding

genes (genes assigned to enzyme commission (EC) numbers) annotated from metagenome or

metatranscriptome assemblies. NMDS ordination showed that metagenomes (stress=0.11) were

partitioned into four clusters consisting of samples collected from either the surface, the SCM,

FDOMmax, or deep water (Figure 2.2a). A similar pattern was observed in the NMDS ordi-

nation of metatranscriptomes (stress=0.0503), although the variation between samples from

within the same water column feature was higher than observed in metagenomes (Figure

2.2b). In addition, there was less separation between the samples from the FDOMmax and

from deeper Atlantic-origin waters in the ordination based on metatranscriptomes compared to

metagenomes.
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We next determined which enzymatic reactions di↵erentiated the metagenomes across the

stratified water column using non-negative matrix factorization (NMF), which is a tool for ex-

tracting meaningful features from high dimensional data [47]. In our analyses, NMF decomposes

the matrix of EC number abundances into two matrices. Matrix 1 presents a reduced num-

ber of elements that describe the overall similarities of the metagenomes based on EC number

composition, while matrix 2 presents the weighted contribution of individual EC numbers on

each of the elements in matrix 1. We determined that a decomposition with four elements best

represented the overall enzyme composition of metagenomes (Figure 2.3). The four elements,

herein referred to as sub-metagenomes (Figure 2.4), represented the same patterns as observed

in the NMDS ordination, corresponding to the surface, SCM, FDOMmax, and deep waters

(Figure 2.2a).
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Figure 2.3: Estimation of the rank for the NMF analysis of the EC abundance matrices annotated from
metagenomes (top panels) and metatranscriptomes (bottom panels). Left panels: evolution of various parameters
as a function of the rank used in the NMF analysis. Cophenetic correlation represents the correlation between
the sample distances from the consensus matrix and the cophenetic distance between these samples when they are
clustered. The rss is the residual sum of squares between the original EC abundance matrix and its estimate using
the NMF algorithm. The dispersion is defined as 1-rss/⌃i,j(Vi,j)2 (Vi,j are the entries of the EC abundance
matrix) and estimates the fraction of variance of the EC abundance matrix explained by the NMF results.
Residuals is the sum of residuals between the original EC abundance matrix and the matrix estimated using the
NMF. Right panels: consensus matrices based on clustering the coe�cient matrices at each of the 100 runs of
the NMF analysis. The heatmap represents the fraction of times 2 samples fall in the same clusters out of 100
runs.

We then assessed which EC numbers were strongly associated with each of the four sub-

metagenomes by calculating an EC index value. This EC index value quantifies the tendency

of an EC number to be specific to a single sub-metagenome (EC index values range between

-1 and 1). The distribution of EC indices was plotted for each of the four sub-metagenomes.

Overall, the means of the EC indices associated with aromatic compound degradation and

other metabolic pathways in the four water column features were significantly di↵erent (PER-

MANOVA, F=89.8, p<0.0001). Each sub-metagenome has a collection of EC numbers with

relatively high indices (>0.5) (Figure 2.2c). However, the most striking observation was that EC

numbers involved in aromatic compound degradation were predominantly associated with the

FDOMmax sub-metagenome, as demonstrated by the higher index values for EC numbers from

aromatic compound degradation pathways than from other metabolic pathways in the FDOM-
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max (Student t-test, t=13.26, p<0.0001). The EC indices for aromatic compound degradation

genes were smaller than the EC indices associated with other metabolic processes in the surface

(Student t-test, t=8.89, p<0.0001) and not significantly di↵erent for the SCM (Student t-test,

t=0.369, p=0.414) and the deep (Student t-test, t=0.56, p=0.545) sub-metagenomes.
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Figure 2.4: Heatmaps of the basis matrix (left) and coe�cient matrix (right) obtained
after running an NMF analysis on the EC abundance matrix annotated from metagenomes
and using a rank value of 4.

We performed a similar NMF analysis on EC numbers in the metatranscriptomes (Figure

2.3). Similar with the NMF analysis of metagenomes, decomposition resulted in four elements,

herein referred to as sub-metatranscriptomes (Figure 2.3), corresponding to the surface, SCM,

FDOMmax, and deep waters (Figure 2.5). For the sub-metatranscriptomes, the means of the

EC indices from aromatic compound degradation and from other metabolic pathways in the

four water column features were significantly di↵erent (PERMANOVA, F=121, p<0.0001).

For the sub-metatranscriptomes, however, we observed higher indices for the EC numbers

from aromatic compound degradation than for EC numbers from other metabolic processes

in the SCM (Student t-test, t=0.0218, p<0.0001), the FDOMmax (Student t-test, t=0.0444,

p<0.0001) and the deep waters (Student t-test, t=0.0611, p<0.0001) (Figure 2.2d).
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Figure 2.5: Heatmaps of the basis matrix (left) and coe�cient matrix (right) obtained
after running an NMF analysis on the EC abundance matrix annotated from metatran-
scriptomes and using a rank value of 4.

2.3.3 Aromatic compound degradation genes in global ocean metagenomes

As the humic-rich OM input to the Arctic Ocean is disproportionately high compared to

other oceans, we investigated if genes associated with aromatic compound degradation were

more abundant in the Canada Basin metagenomes compared to other oceanic metagenomes.

As terrestrial OM is a significant contributor of HS to the Arctic Ocean, we restricted our

analysis to genes involved in processing aromatic compounds of terrestrial origin. We focused

the analysis on a set of 46 pathways previously implicated in degrading aromatic compounds

from lignin (Figure 2.6a). We compared the relative abundance of aromatic compound degra-

dation genes between metagenomes of the Canada Basin water features (surface, SCM, FDOM-

max, deep) and metagenomes from both the surface and subsurface waters (SCM, mesopelagic,

bathypelagic ) of the Atlantic, Pacific, Indian and Southern Oceans as well as the Mediter-

ranean Sea and Red Sea (Figure 2.6b). The Canada Basin FDOMmax metagenomes contained

the highest fraction of aromatic compound degradation genes (3.4%). Aromatic compound

degradation genes were identified in other oceanic metagenomes (1.5-2.5 % of total protein-

coding genes) and the relative abundance of aromatic compound degradation genes increased

with water depth. Overall, the mean percentage of aromatic compound degradation genes

in the water column features of the Canada Basin were significantly di↵erent than in other

oceans (PERMANOVA, F=27.8, p<0.0001). Specifically, the relative abundance was consis-

tently higher (1.3-1.7 fold) in the microbiomes of the Canada Basin upper water column features

compared to microbiomes from other oceanic zones (Student t-test: surface/surface, t=0.58,
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p=0.0013; SCM/SCM, t=0.92, p=0.0001; FDOMmax/mesopelagic, t=0.81, p=0.0001) (Figure

2.6c). However, we did not observe significant di↵erences between the percentage of aromatic

compound degradation genes of Arctic deep-water microbiomes and the microbiomes of other

oceans deep waters (Student t-test, t=0.20, p=0.490) (Figure 2.6c).
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Figure 2.6: a) Diagram of the 46 funneling and ring-opening pathways involved in the degradation of lignin-
derived aromatic compounds. b) Map of the metagenomic samples used to compare the capacity to degrade
aromatic compounds in the Arctic Ocean (blue) compared to other seas and oceans (orange). c) Fraction of
metabolic genes involved in the degradation of aromatic compounds in the Arctic Ocean (blue) and other seas
and oceans (orange). The line in the box represents the median. The left and right hinges of the box represent
the 25th and 75th percentiles. Whiskers extend to the smallest and largest values (no further than 1.5 the
inter-quartile range).

2.3.4 Distribution of aromatic compound degradation genes and pathways

in metagenomes and metatranscriptomes

To elucidate the diversity of aromatic compounds that the Arctic Ocean microbiomes can ac-

cess as growth substrates, we assessed the diversity and the completeness of aromatic compound

degradation pathways in Canada Basin metagenomes. We found evidence for the presence of

44 of the 46 aromatic compound degradation pathways in the metagenomes (Figure 2.7). A
41



2.3 Results

complete set of genes were identified for over half of these pathways in the metagenomes, ir-

respective of the water column feature (Figure 2.7). Evidence for the 44 pathways was also

identified in the metatranscriptomes, including expression of the full complement of genes for

22 pathways (Figure 2.7).
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Figure 2.7: Lignin-derived aromatic compound degradation pathways completeness in the 4 water features
(surface, SCM, FDOMmax, deep) for metagenomes (left) and metatranscriptomes (right).

To measure the distribution of the aromatic compound degradation pathways through

the water column, we used a selection of 39 unique marker genes for the 46 aromatic com-

pound degradation pathways. To provide a measure of pathway abundance and expression, we

summed the depth of coverage of each marker gene or transcript and corrected for di↵erences

in metagenome sequencing e↵ort (Figure 2.8). Out of the 39 unique marker genes, 32 were

detected in the Canada Basin metagenomes (Figure 2.8a, Figure 2.9). Generally, the most

abundant genes were also most abundant in the metatranscriptomes (Figure 2.8a-b, Figure 2.9,

Figure 2.10). Most of the marker genes were most abundant in the FDOMmax, yet were most

highly expressed in deep waters. (Figure 2.8a-b).

Vanillate monooxygenase (K03862) was the most abundant marker gene within all wa-

ter column features (20 copies/106 reads in the FDOMmax) for pathways degrading aro-

matic compounds from terrestrial sources, while 3-O-methylgallate 3,4-dioxygenase (K15065)

showed a lower abundance (8 copies/106 reads in the FDOMmax). While vanillate monooxy-

genase was more abundant in the metatranscriptomes of the FDOMmax, 3-O-methylgallate
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Figure 2.8: Distribution and taxonomy of marker genes involved in the degradation of aromatic compounds in
the Arctic Ocean. a) normalized abundance of genes annotated with KEGG orthology numbers (KOs) marker
of aromatic degradation pathways in the 4 di↵erent water features. b) normalized abundance of transcripts
annotated with KEGG orthology numbers marker of aromatic degradation pathways in the 4 di↵erent water
features. c) estimated fraction of the microbiomes harboring genes annotated with KOs marker of aromatic
degradation pathways in the 4 di↵erent water features. The line in boxes represents the medians. The bottom
and upper hinges of the box represent the 25th and 75th percentiles. Whiskers extend to the smallest and largest
values (no further than 1.5 x the inter-quartile range). d) taxonomy of genes annotated with KOs marker of
aromatic degradation pathways in the 4 di↵erent water features. Numbers within pie charts represent the number
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3,4-dioxygenase was more abundant in the metatranscriptomes of the deep layers. Both ring

fission protocatechuate dioxygenases (K00449 and K04101) were abundant in metagenomes (8

and 6 copies/106 reads in the FDOMmax) and metatranscriptomes (2.5 and 7.5 copies/106

reads in the FDOMmax). Overall, these results show that the Canada Basin microbiomes can

fully transform aromatic compounds from terrestrial sources into central carbon metabolism

intermediates, with an enhanced capacity in the FDOMmax.

0

10

20

Ben
zo

yl-
CoA

 II 
- K

04
11

2

Diph
en

yl e
the

rs 
- K

08
68

9

Ph.a
ce

tat
e I

I - 
K18

36
1

Biph
en

yl -
 K00

46
2

Phe
no

l I 
- K

03
38

0

Salic
yla

te 
I - 

K00
48

0

Galla
te 

I - 
K04

09
9

Syn
rig

ate
 - K

15
06

4

Salic
yla

te 
II -

 K18
24

2

4-M
eth

ylp
he

no
l - 

K05
79

7

Deh
yd

rod
ico

nif
ery

l a
lco

ho
l - 

K14
58

1

Deh
yd

rod
iva

nill
ate

 - K
15

06
1

m-C
res

ol 
- K

19
06

5

Prot
oc

ate
ch

ua
te 

I - 
K04

10
1

Van
illin

/va
nill

ate
 I -

 K15
06

6

3-h
yd

rox
yci

nn
am

ate
 - K

05
71

2

4-h
Ph.a

ce
tat

e -
 K00

45
5

Cinn
am

ate
 - K

05
70

8

Dihy
dro

xyb
en

zo
ate

 - K
10

62
1

Ph.a
ce

tat
e I

 - K
02

60
9

Res
orc

ino
l &

 y-
Res

orc
yla

te 
- K

04
09

8

KO
 a

bu
nd

an
ce

 ( 
co

pi
es

10
6  re

ad
s 

)

NMFGroup
Surface

SCM

FDOMmax

Deep

Figure 2.9: Normalized abundance per water column feature of KO numbers markers
of aromatic compounds degradation pathways annotated from metagenomes and b) meta-
transcriptomes. c) Estimated fraction of the microbiome harboring genes annotated with
KO marker of aromatic compounds degradation patwhays.
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Figure 2.10: Normalized abundance per water column feature of KO numbers markers
of aromatic compounds degradation pathways annotated from metatranscriptomes.

A number of aromatic compounds (e.g. salicylate, 3-hydroxycinnamate or benzoate) can

originate from lignin as well as other sources such as marine phytoplankton. Within the path-

ways involved in the degradation of aromatic compounds from possible marine or terrestrial ori-

gin, benzoate CoA-ligase (K04110), salicylate monooxygenase (K00480) and 3-hydroxycinnamate

hydroxylase (K05712) were the most abundant in metagenomes (20, 24 and 17 copies/106

reads respectively) but not in metatranscriptomes (7.5, 5 and 2 copies/106 reads). The most
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common funneling pathway for benzoate was through benzoyl-CoA as evidenced by the lower

abundance of genes (5 copies/106 reads) and transcripts (2 copies/106 reads) encoding ben-

zoate 1,2-dioxygenase (K05549) compared to benzoate CoA-ligase. Accordingly, the ring-

fission benzoyl-CoA 2,3-epoxidase (K15512) was significantly more abundant (22 copies/106

reads) than the ring-fission marker genes catechol 1,2-dioxygenase (K03381) and catechol 2,3-

dioxygenase (K00446) (3 and 7 copies/106 reads in the deep and SCM respectively). However,

both benzoyl-CoA 2,3-epoxidase and catechol 2,3-dioxygenase were among the most abundant

genes in the metatranscriptomes (20 copies/106 reads), but with maximum abundance in the

SCM and the deep, respectively (Figure 2.8b). Of the ring-fission pathway marker genes, gen-

tisate 1,2-dioxygenase (K00450) was one of the most abundant in metagenomes (15 copies/106

reads in the FDOMmax) and metatranscriptomes (20 copies/106 reads in the deep).

2.3.5 Taxonomic identity of aromatic compound degradation genes and their

distribution across the microbiomes

We estimated the fraction of bacterial genomes harboring each marker gene by comparing

the total number of gene variants for select aromatic compound degradation pathway markers to

the number of the single copy universally-distributed recA genes (Figure 2.8c, Figure 2.11). The

estimated fraction of bacterial genomes with aromatic compound degradation genes increased

with depth, reaching a maximum in the FDOMmax (8-75%, Figure 2.8c) and then decreased

in the deep water (5-25%). The genes present in the highest fraction of bacterial genomes were

involved in the degradation of benzoate through benzoyl-CoA (50% for K04110 and 45% for

K15521 in the FDOMmax), gentisate (65% for K00450 in the FDOMmax), vanillate (75% for

K03862 in the FDOMmax), salicylate and 3-hydroxycinnamate (45% for K00480 and 40% for

K05712 in the SCM) (Figure 2.11). These numbers may be overestimated as they assume only

a single gene copy per genome, whereas multiple paralogs may be present in a single genome.
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Figure 2.11: Estimated fraction of the microbiome harboring genes annotated with KO
marker of aromatic compounds.

Taxonomic analysis of aromatic compound degradation marker genes revealed that the num-

ber of gene clusters generally increased continuously with depth (Figure 2.8d). Surface gene
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clusters were predominantly a�liated with Rhodobacterales (more than 50% of the gene clus-

ters for K03381, K00446, K00481 and K03862) and unclassified Alphaproteobacteria (up to

50% for K15065 gene clusters), with a significant contribution from Gammaproteobacteria for

K05549 (40%) and K15065 (25%) (Figure 2.8d). In the SCM and FDOMmax, unclassified Al-

phaproteobacteria dominated the taxonomic a�liations of aromatic compound degradation gene

clusters (10-55%) and Rhodospirillales contributed significantly to all gene clusters (10-30%),

except for genes involved in the degradation of methylgallate (K15065), which was primarily

encoded by Chloroflexi (30% in the FDOMmax) (Figure 2.8d). We generally observed more

gene clusters in the deep than in the FDOMmax (Figure 2.8d), while these genes were present

in a smaller fraction of the deep communities than the FDOMmax communities (Figure 2.8c),

suggesting a broader phylogenetic diversity of aromatic compound degradation genes in the

deep than in the FDOMmax. This is supported by the large contribution of other taxa (taxa

contributing individually to <5%) in the deep microbiomes. The contribution of taxa such

as Rhodospirillales and Rhodobacterales may be underestimated due to the large fraction of

Alphaproteobacteria genes that could only be assigned at the class level.

2.3.6 Aromatic compound degradation pathways captured in metagenome

assembled genomes

We reconstructed metagenome-assembled genomes (MAGs) from our metagenomic data.

We performed metagenomic binning of each of the 22 metagenome assemblies individually to

reconstruct a total of 1,772 MAGs. After filtering for genomes with greater than 30% com-

pleteness and less than 10% contamination, 823 genomes remained (Figure 2.12). Thirty-one

of the 32 marker genes involved in aromatic compound degradation pathways were identified

(only dihydroxyphenylacetate 2,3-dioxygenase – K00455 was not detected) across 59% (482 of

823) of the MAGs (Figure 2.13 and 2.14). The highest percentage of MAGs harboring aromatic

compound degradation genes was in the FDOMmax (64%) and SCM (67%), and the lowest

percentage in the surface (47%) and deep waters (54%). In general, the taxonomic diversity

of MAGs increased with depth. Marker genes were identified in a broad taxonomic diversity

of MAGs, including Alphaproteobacteria, Gammaproteobacteria, and Dehalococcoidiia, among

others (Figure 2.13). Alphaproteobacteria were common in the SCM and FDOMmax, while

Gammaproteobacteria were common in the surface.

To investigate the ecology of bacterial taxa most implicated in the degradation of aromatic

compounds, we further examined MAGs with complete or near-complete aromatic compound

degradation pathways. We selected 46 MAGs most enriched in near-complete aromatic com-

pound degradation pathways (see methods, Figure 2.14). Of the 46 MAGs, 24 were recovered

from metagenomes originating from the FDOMmax and 16 from the SCM layers. 38 of the

MAGs were assigned to Alphaproteobacteria (Figure 2.15), 3 MAGs belonged to the Dehalococ-

coida, 4 MAGs to the Gammaproteobacteria and one MAG to the class Binatia.

Given the large representation of Alphaproteobacteria in the MAGs most implicated in aro-

matic compound degradation, we investigated the evolutionary origins and phylogenetic rela-
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Selected MAGs
Other MAGs

Figure 2.12: Completeness and contamination of the set of 1772
MAGs reconstructed from 22 individual metagenomes. The vertical
and horizontal dotter lines represent 10% contamination and 30%
completeness respectively. Selected MAGs are the 46 MAGs that
have been selected as most implicated in lignin-derived aromatic
compound degradation based on the number and completeness of
their aromatic compound degradation pathway.

tionships between our 38 Alphaproteobacteria MAGs and reference genomes available from the

Genome Taxonomy Database (GTDB) [48]. Based on an average nucleotide identity threshold

of 95%, our 38 Alphaproteobacteria MAGs belonged to 16 genomospecies, that were phyloge-

netically associated with 12 clades (Figure 2.17a, Figure 2.16). The clades were within the

Rhodobacterales, Thallassobaculales, Rhodospirillales, Defluviicoccales and five GTDB orders

of uncultured Alphaproteobacteria (UBA8366, UBA6615, GCA2731375, UBA2966, UBA828).

Each clade was comprised of Canada Basin MAGs as well as a basal branch consisting of

genomes of marine origin. These results demonstrate that the Alphaproteobacteria MAGs were

phylogenetically distinct but shared recent common ancestry with genomes from other oceanic

zones.

To investigate the distribution of the 12 clades represented by the Alphaproteobacteria MAGs

across the Arctic water column features, we performed fragment recruitment of both the metage-

nomic and metatranscriptomic reads against the MAGs representing the 16 genomospecies (Fig-

ure 2.17b). Overall, the distribution in metagenomes and metatranscriptomes was similar and

all the MAGs were most abundant and active either in the FDOMmax or the SCM (Figure

2.17b). We identified four general patterns of distribution across water column features consist-

ing of 1) restriction to the FDOMmax (Defluvii-CB9 331, UBA2966), 2) common to the SCM
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Figure 2.13: Taxonomic identity of the MAGs harboring genes annotated with KO marker of aromatic com-
pounds degradation pathways. The taxonomy is displayed at the class level.

and FDOMmax (UBA8366, UBA6615 clade, Thalassobaculales clade, Defluviiccocales genomes

CB21 SCM.1 and CB4 SCM.1), 3) common in the FDOMmax and deeper waters (UBA828

clade genomes, GCA 2732375 genomes and Rhodospirillales genomes) and 4) restricted to the

SCM (Rhodosp-CB4 SCM and Rhodobact-CB21 SCM). These results show that MAGs with

near-complete aromatic compound degradation pathways are strongly associated with and ac-

tive in HS-rich regions of the water column.
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Pathway completeness (%)

Selected MAGs: several (near)complete pathways

Figure 2.14: Phylogenetic tree reconstructed from the concatenation of 120 conserved genes for the bacterial
genomes of the MAGs dataset. The heatmap represents the completeness of the lignin-derived aromatic com-
pounds degradation funneling pathways. Red stars correspond to the MAGs selected based on the amount and
completeness of pathways they harbor.
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Figure 2.15: Taxonomic identity of the MAGs most implicated in the degradation of lignin-derived aromatic
compounds. Taxonomy is displayed at the order level and based on the tree placement of the MAGs, using the
GTDB.
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ANI > 95%

ANI < 95%

Figure 2.16: Heatmap of the average nucleotide identity for the 46
MAGs most implicated in the degradation of lignin-derived aromatic
compounds.
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Figure 2.17: a) Phylogenetic tree of the Alphaproteobacteria MAGs identified as most implicated in the degrada-
tion of aromatic compounds in the Arctic Ocean. Blue: MAGs reconstructed in this study; orange: genomes from
other studies identified as the closest relatives to the MAGs reconstructed in this study; black: other genomes.
b) geographic distribution of the Alphaproteobacteria MAGs identified as most implicated in the degradation of
aromatic compounds within the Canada basin. Top panel: mapping of the metagenomes on the MAGs. Bottom
panel: mapping of the metatranscriptomes on the MAGs.

2.3.7 Global ocean distribution of Alphaproteobacteria MAGs from Canada

Basin

We sought to determine if the MAGs most implicated in aromatic compound degrada-

tion were more broadly distributed beyond the Arctic Ocean. We therefore investigated the

distribution of the Alphaproteobacteria MAGs by fragment recruitment against a set of 151

metagenomes broadly representative of the global ocean microbiome (Figure 2.18). Of the 16

representative MAGs, two were commonly detected outside of the Arctic Ocean. Rhodosp-
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CB9 331.2 was identified in the mesopelagic metagenomes from all oceanic regions, but not the

Mediterranean Sea or Red Sea. The Rhodobacterales MAG (Rhodobact-CB21 SCM) was also

identified in surface water metagenomes, most notably from the Southern Ocean. Although

several other MAGs were detected at low frequency in the Southern Ocean (e.g. Rhodosp-

CB6 bottom and Defluvii-CB9 331) the majority (12 MAGs, 75% of the MAGs) were not

detected outside of the Arctic Ocean. Likewise, the vast majority of the most closely related

marine reference genomes were not detected in Canada Basin metagenomes. The exceptions

were Planktomarinamarina (Rhodobacterales) and the reference genome within UBA828.
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Figure 2.18: Fragment recruitment of global oceans metagenomes on the Alphaproteobacteria MAGs identified
as most implicated in the degradation of aromatic compounds. Blue: MAGs identified in this study and repre-
sentative of the 16 genomospecies; orange: genomes from other studies identified as the closest relatives to the
MAGs reconstructed in this study. AO: Arctic Ocean; IO: Indian Ocean; MS: Mediterranean Sea; NAO: North
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SPO: Southern Pacific Ocean.
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2.3.8 Enhanced aromatic compound degradation capacity in Alphaproteobac-

teria MAGs restricted to Canada Basin

We hypothesized that an enhanced capability for aromatic compound degradation may

be implicated in the evolutionary adaptation of the Arctic Ocean populations. We therefore

compared the abundance and diversity of aromatic compound degradation genes between the

Arctic MAGs and the set of their closest relatives.

Generally, the Arctic Ocean genomes possessed a similar diversity (4-18 gene families per

genome), but more copies of marker genes (4-66 copies per genome) for the degradation of aro-

matic compounds compared to their closest relatives from other oceans (0-16 genes per genome)

(Figure 2.19). Between 1.5% and 4% of the genes with an EC annotation was annotated with

an EC from lignin-derived aromatic compound degradation pathways for both the Arctic MAGs

and genomes from other oceans (Figure 2.19). However, out of the 16 Arctic Ocean MAGs,

10 possessed a higher diversity of marker genes and 14 possessed a higher number of marker

gene copies than their sister taxa from other oceans (Figure 2.19). This is despite the di↵erence

in genome completeness estimated for the reference MAGs (64-98%) compared to the Arctic

Ocean MAGs (range of 42-95% completeness). Some marker genes were found exclusively in

our Arctic Alphaproteobacteria MAGs, including those for the degradation of catechol to 3-

oxoadipate, phenol I, dehydrodivanillate, protocatechuate I, cinnamate and resorcinol (Figure

2.19). Other marker genes were found exclusively in the reference MAGs, such as genes for the

degradation of benzoyl-CoA II, gallate I and III, m-cresol and gamma-resorcylate.

53



2.4 Discussion

0 0 0 0
NA NA NA NA

0 0 1 1 1
NA NA NA NA NA

0 0 1
NA NA NA

0 0 0
NA NA NA

1 0 0 0 0 1 0 0
NA NA NA NA NA NA NA NA

0 0 0 0 0 0
NA NA NA NA NA NA

2 2 0 0
0 1 0 0

0 0 0 0 0
0 0 0 0 0

0 0 0
0 0 0

1 0 0
1 0 0

0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0

0 0 0 1 0 0
0 0 1 1 0 2

4 1 0 0
4 1 0 1
3 1 3 4

0 0 0 0 0
1 0 1 0 3
0 0 2 0 0

0 0 1
0 0 5
0 1 1

7 0 0
13 0 0
6 0 0

3 1 2 2 1 0 0 4
1 1 2 1 1 0 1 10
1 0 0 1 0 0 0 0

0 0 1 1 1 0
4 0 1 2 0 0
0 0 1 2 0 0

2 1 0 1
0 1 0 0

0 0 1 0 1
0 0 1 0 1

0 0 0
0 0 0

2 0 0
2 1 0

0 1 0 2 0 2 0 3
0 0 0 1 0 1 0 3

7 0 0 1 0 0
3 0 0 2 0 0

0 0 0 0
NA NA NA NA

1 0 0 0 0
NA NA NA NA NA

0 0 0
NA NA NA

2 0 0
NA NA NA

0 0 0 0 1 0 0 0
NA NA NA NA NA NA NA NA

1 0 0 0 0 0
NA NA NA NA NA NA

1 2 0 2
1 1 0 0

5 0 2 0 3
3 0 0 0 1

0 0 3
1 1 0

5 0 0
2 1 1

2 0 0 2 5 0 0 28
1 0 0 1 0 0 0 16

4 0 1 1 0 0
5 0 2 1 0 4

3 1 0 0
4 0 0 0
1 1 0 0

0 0 1 0 3
1 0 2 0 1
0 0 1 0 1

0 0 0
0 0 2
0 2 0

4 0 1
12 0 1
0 1 1

0 0 0 1 0 0 0 6
0 0 0 0 4 1 0 8
0 0 0 0 0 0 0 4

2 0 0 0 0 0
3 2 0 1 0 0
2 0 2 0 0 1

2 1 0 0
1 1 1 2

1 1 0 0 5
0 0 2 0 2

0 0 0
0 0 0

2 0 0
1 0 0

0 1 0 1 0 1 0 1
0 0 0 1 0 0 0 0

1 0 0 0 0 0
1 0 0 0 0 0

0 0 0 0
1 1 0 0
1 1 0 0

0 0 0 0 1
0 0 0 0 1
0 0 1 0 0

0 0 0
0 0 0
0 0 0

0 0 0
3 0 0
0 1 0

0 0 0 0 0 1 0 7
0 1 0 0 2 0 0 4
0 0 0 0 0 2 0 5

0 0 0 0 1 0
2 0 1 0 0 0
1 0 0 0 0 0

0 1 0 0
0 2 0 0
0 1 0 0

1 0 1 0 0
0 0 2 0 0
0 0 1 0 0

0 0 0
0 0 0
0 0 0

1 0 0
1 0 0
1 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0

0 0 0 0 0 0
0 2 0 0 0 0
0 0 0 0 0 0

1 1 0 0
1 1 0 0

1 0 0 0 3
0 0 1 0 0

0 0 0
0 0 0

1 0 0
0 0 0

1 1 0 1 0 2 0 1
1 0 0 0 0 2 0 1

3 0 0 1 0 0
3 0 0 0 0 0

0 1 0 0
0 1 0 0

0 0 1 1 1
0 0 2 0 1

0 0 0
0 0 0

1 0 0
0 0 0

0 0 0 0 1 0 0 0
1 0 0 1 0 1 1 0

1 0 0 1 0 0
0 0 0 1 0 0

UBA8366-CBN3_SCM
SP102, marine pelagic (UBA8366)

UBA6615-CBN3_323
MarineAlpha12_Bin1, marine pelagic (UBA6615)

Rhodosp-CB6_Bottom
Rhodosp-CB9_331.1

ARS31, marine pelagic (Rhodospirillales)

Rhodosp-CB9_331.2
MarineAlpha3_Bin7, marine pelagic (Rhodospirillales)

Rhodosp-CB4_SCM
Rhodospirillales bacterium, marine pelagic (Rhodospirillales)

Defluvii-CB21_SCM.1
UBA7314, marine pelagic (Defluviicoccales)

Defluvii-CB4_SCM.1
Defluvii-CB9_331

UBA2964, marine pelagic (Defluviicoccales)

GCA 2732375-CB11b_AW
NP113, marine pelagic (GCA-2731375)

UBA2966-CB21_323
UBA2966-CBN3_323

UBA2966, marine pelagic (UBA2966)

UBA828-CB11b_Tmax
UBA828-CB21_323

MarineAlpha10_Bin2, marine pelagic (UBA828)

Thalasso-CBN3_331
SAT2755 - marine pelagic (Thalassobaculales)

Rhodobact-CB21_SCM
Planktomarinarina, marine pelagic (Rhodobacterales)

Be
nz

oa
te

II
-K

04
11

0
Be

nz
oy

l-C
oA

I-
K1

55
12

Be
nz

oy
l-C

oA
II

-K
04

11
2

Ph
.a

ce
ta

te
II

-K
18

36
1

Be
nz

oa
te

I-
K0

55
49

Ca
te

ch
ol

to
3-

O
xo

ad
ip

at
e

-K
03

38
1

Ca
te

ch
ol

to
hp

-D
ie

ne
oa

te
I-

K0
04

46
Ph

en
ol

I-
K0

33
80

Sa
lic

yla
te

I-
K0

04
80

G
al

la
te

I-
K0

40
99

G
al

la
te

III
-K

22
95

8
M

et
hy

lg
al

la
te

-K
15

06
5

G
en

tis
at

e
I-

K0
04

50
m

-C
re

so
l-

K2
22

70
Sa

lic
yla

te
II

-K
18

24
2

4-
Co

um
ar

at
e

I-
K0

04
81

De
hy

dr
od

ico
ni

fe
ry

la
lco

ho
l-

K1
45

81
De

hy
dr

od
iva

ni
lla

te
-K

15
06

1
Fe

ru
la

te
-K

12
50

8
Pr

ot
oc

at
ec

hu
at

e
I-

K0
41

01
Pr

ot
oc

at
ec

hu
at

e
II

-K
00

44
9

Va
ni

llin
/v

an
illa

te
I-

K1
50

66
Va

ni
llin

/v
an

illa
te

II
-K

03
86

2

3-
hy

dr
ox

yc
in

na
m

at
e

-K
05

71
2

Ci
nn

am
at

e
-K

05
70

8
Di

hy
dr

ox
yb

en
zo

at
e

-K
10

62
1

Ph
.a

ce
ta

te
I-

K0
26

09
Re

so
rc

in
ol

&
y-

Re
so

rc
yla

te
-K

04
09

8
y-

Re
so

rc
yla

te
I-

K2
09

42

6
0

6
0

5
6

7
7

13
18
12

29
53
26

12
10

24
16

4
0

5
0

15
16

66
42

9
13
11

22
42
17

11
9

17
12

4
9
7

10
16
12

4
6
3

4
9
3

12
7

17
10

8
8

8
9

0 0 0
0 0 0

0 1 1 1
0 0 0 0

1
0

0 0
0 0

1 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0

0 0 0 0 0
0 0 0 0 0

2 0 0
0 0 0

0 0 0 0
0 0 0 0

0
0

1 0
0 0

0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0

0 0 0 1 0
0 0 0 0 0

1 0 0
4 1 1
0 0 0

0 0 0 0
1 1 0 3
0 0 0 0

0
4
0

3 0
13 0
0 0

0 1 1 0 0 0 0 2
1 1 2 1 1 0 1 10
0 0 0 0 0 0 0 0

0 0 1 0 1
4 0 1 2 0
0 0 0 0 0

2 1 1
0 0 0

0 1 0 0
0 0 0 0

0
0

2 0
0 0

0 1 0 2 0 2 0 3
0 0 0 0 0 0 0 0

2 0 0 1 0
0 0 0 0 0

0 0 0
0 0 0

1 0 0 0
0 0 0 0

0
0

2 0
0 0

0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0

0 0 0 0 0
0 0 0 0 0

1 2 1
0 0 0

5 2 0 3
0 0 0 0

3
0

5 0
0 0

2 0 0 2 4 0 0 25
0 0 0 0 0 0 0 0

4 0 1 1 0
0 0 0 0 0

3 1 0
3 0 0
0 0 0

0 1 0 3
1 2 0 1
0 0 0 0

0
1
0

3 1
11 1
0 0

0 0 0 1 0 0 0 5
0 0 0 0 2 1 0 7
0 0 0 0 0 0 0 0

2 0 0 0 0
3 2 0 1 0
0 0 0 0 0

2 1 0
0 0 0

1 0 0 5
0 0 0 0

0
0

1 0
0 0

0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 0

1 0 0 0 0
0 0 0 0 0

0 0 0
1 0 0
0 0 0

0 0 0 1
0 0 0 1
0 0 0 0

0
0
0

0 0
2 0
0 0

0 0 0 0 0 1 0 7
0 1 0 0 1 0 0 4
0 0 0 0 0 0 0 0

0 0 0 0 1
2 0 1 0 0
0 0 0 0 0

0 1 0
0 1 0
0 0 0

1 1 0 0
0 2 0 0
0 0 0 0

0
0
0

1 0
1 0
1 0

0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0

0 0 0 0 0
0 1 0 0 0
0 0 0 0 0

1 1 0
0 0 0

1 0 0 3
0 0 0 0

0
0

1 0
0 0

1 1 0 1 0 2 0 1
0 0 0 0 0 0 0 0

3 0 0 1 0
0 0 0 0 0

0 1 0
0 0 0

0 0 1 1
0 0 0 0

0
0

1 0
0 0

0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0

1 0 0 1 0
0 0 0 0 0

Be
nz

oa
te

II
-K

04
11

0
Be

nz
oy

l-C
oA

I-
K1

55
12

Ph
.a

ce
ta

te
II

-K
18

36
1

Be
nz

oa
te

I-
K0

55
49

Ca
te

ch
ol

to
hp

-D
ie

ne
oa

te
I-

K0
04

46
Ph

en
ol

I-
K0

33
80

Sa
lic

yla
te

I-
K0

04
80

M
et

hy
lg

al
la

te
-K

15
06

5

G
en

tis
at

e
I-

K0
04

50
Sa

lic
yla

te
II

-K
18

24
2

4-
Co

um
ar

at
e

I-
K0

04
81

De
hy

dr
od

ico
ni

fe
ry

la
lco

ho
l-

K1
45

81
De

hy
dr

od
iva

ni
lla

te
-K

15
06

1
Fe

ru
la

te
-K

12
50

8
Pr

ot
oc

at
ec

hu
at

e
I-

K0
41

01
Pr

ot
oc

at
ec

hu
at

e
II

-K
00

44
9

Va
ni

llin
/v

an
illa

te
I-

K1
50

66
Va

ni
llin

/v
an

illa
te

II
-K

03
86

2

3-
hy

dr
ox

yc
in

na
m

at
e

-K
05

71
2

Ci
nn

am
at

e
-K

05
70

8
Di

hy
dr

ox
yb

en
zo

at
e

-K
10

62
1

Ph
.a

ce
ta

te
I-

K0
26

09
Re

so
rc

in
ol

&
y-

Re
so

rc
yla

te
-K

04
09

8
10

00
00

0
20

00
00

0
30

00
00

0
40

00
00

0

Gen
om

e siz
e

40 60 80 10
0

Gen
om

e Cplt

0 2 4

Fra
ctio

n lign
in

AC
ge

ne
s

n g
ene

s
n c
opi

es

Figure 2.19: Comparative genomics of the the Arctic Ocean Alphaproteobacteria MAGs identified as most
implicated in the degradation of aromatic compounds (blue) and their closest relative genomes (orange) from
other studies. Left panel: graphical table of the presence (blue cells) and absence (white cells) of genes annotated
with Kos marker of aromatic compound degradation pathways. Number in the cells represent the number of genes
annotated with a KO. Right panel: graphical table of the mean expression (green cells) and absence of expression
(white cells) of genes annotated with KOs marker of aromatic compound degradation pathways. Number in the
cells represent the number of genes expressed.

Every single Arctic MAG contained at least one and up to seven marker genes that were

not found in its closest related genome from other oceans (Figure 2.19). These included genti-

sate 1,2-dioxygenase (K00450) in Rhodosp-CB4 SCM, Defluvii-CB9 331, UBA2966-CBN3 323,

Thalasso-CBN3 331 and Rhodobact-CB21 SCM, as well as vanillate O-demethylase (K03862)

in Rhodosp-CB6 Bottom and Rhodosp-CB9 331.1 or benzoate CoA-ligase (K04110) in UBA6615-

CBN3 323 and Rhodosp-CB9 331.2. These genes were the most abundant in the metagenomes

and metatranscriptomes and most common throughout the Arctic Ocean microbiomes (Fig-

ure 4a-c). The three MAGs with the highest number of aromatic compound degradation gene

copies (Defluvii-CB21 SCM.1, Rhodosp-CB9 331.1 and Defluvii-CB9 331) all possessed more

copies of the vanillate O-demethylase (K03862) gene than their sister genomes. In addition, all

of their sister genomes lacked the protocatechuate ring-opening genes (K04101 or K00449). A

vast majority of the marker genes were also expressed in our Arctic Ocean MAGs (Figure 7,

right panel), and we found only gentisate 1,2-dioxygenase (K00450) slightly expressed in the

MarineAlpha10 Bin2 of the reference genomes.

2.4 Discussion

Aromatic compound degradation capacity of the Arctic Ocean microbiomes re-

flects the ability to degrade humic-rich DOM from terrestrial and sediment origin
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The degradation of aromatic compounds emerged as a central metabolism of the Canada

Basin microbiomes, which is consistent with a capacity to degrade the humic-rich DOM in

the Arctic Ocean. We found that the aromatic compound degradation genes contributed more

to the total metabolic system of the Arctic Ocean microbiomes than in other oceans, paral-

leling the higher concentrations of HS in the Arctic Ocean [18]. This enhanced aromatic com-

pound degradation capacity was associated with the humic-rich tOM layer of the Canada Basin

(FDOMmax). Individually, most of the aromatic compound degradation genes were more abun-

dant in the FDOMmax (Figure 3a), where humic-rich DOM concentrations are maximal, as

evidenced by the distribution of the FDOM C1 fraction (Figure 2.1c). The lower abundance

of aromatic compound degradation genes in the surface (Figure 2.6a) may be explained by a

preference of the surface microbiomes to process the non-aromatic tOM fraction as sunlit wa-

ters are generally poor in aromatic compounds. This is supported by the higher contribution

of the non-photoreactive (non-aromatic) FDOM C4 fraction and very low contribution of the

aromatic C1 fraction in the surface (Figure 2.1c).

We found that the distribution and diversity of aromatic compound degradation genes in the

Canada Basin matched the diversity of aromatic compounds expected from the Arctic Ocean

watershed organic matter. Lignin is a polymer of three aromatic monolignols, which form the

H, G and S unit (defined by 0, 1 and 2 methoxy group on the aromatic ring, respectively) when

cross-linked. Coniferous trees dominate the boreal forest of the Arctic Ocean watershed, and

are characterized by a high G/S ratio in their lignin polymer [49]. Vanillin (G-unit) is therefore

expected in the tOM of the riverine input to the Arctic Ocean. This has been shown in the

Mackenzie River, the major river draining to the Canada Basin: the OM of suspended sedi-

ments in the Mackenzie was dominated by 1-methoxy aromatic compounds (G), among which

vanillin and vanillate contributed the most [50]. The Mackenzie River also contained a significant

contribution of benzoate derivatives (H) and smaller amounts of syringate derivatives (S). Our

results showed that the genes involved in the degradation of vanillate, benzoate and methyl-

gallate (syringate derivatives) were among the most abundant and expressed genes (Figure

2.6a-b) in the Canada Basin microbiomes, paralleling the aromatic compound composition of

the McKenzie River DOM input.

Sediments also contribute to the humic-rich OM reaching the Canada Basin, by exchanging

OM with brine sinking along the shelf [16]. The OM on the Mackenzie shelf, bordering the

Canada Basin, contained higher levels of vanillyl, syringyl and cinnamyl phenols than any

other North American Arctic shelf [51]. The high abundance and expression of genes involved in

the degradation of vanillate, syringate and 3-hydroxycinnamate (Figure 2.6a-b) suggests that

the Canada Basin microbiomes access the variety of aromatic compounds from shelf sediments

sources. This demonstrates that the Canada Basin microbiomes can access humic-rich DOM

from terrestrial and sediment origin as growth substrates.

Rhodospirillales are implicated as aromatic compound degraders in the Arctic

Ocean

We showed that a few clades of Alphaproteobacteria were strongly implicated in aromatic
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compounds degradation (Figure 2.8, 2.12-2.13). Previous work in the Arctic Ocean showed

that Gammaproteobacteria are associated with humic-rich DOM degradation. For example,

in an experiment adding humic-rich OM derived from a thermokarst to coastal Arctic wa-

ter (Chukchi sea) microbiomes, Gammaproteobacteria taxa Colwelliaceae (order Alteromon-

adales) rapidly dominated the microbial communities [52]. Similarily, Alteromonadales (genera

Glaciecola, SAR92 clade) were associated with humic-rich riverine-derived OM consumption in

an Arctic fjord [53]. These studies may seem incongruent with our results. However, these studies

focused on the microbiomes of the surface waters only. In our study, we observed a significant

Gammaproteobacteria signal in the taxonomy of aromatic compound degradation genes within

the surface samples (Figure 2.6, 2.11), which supports earlier studies. In addition, the tOM

used in previous experiments contained many other compounds than aromatic compounds, in-

cluding more labile protein-like compounds. The Gammaproteobacteria in the surface could

then be adapted to a fast consumption of pulses of labile OM, while the Rhodospirillales taxa

of our study were more adapted to a slow degradation of more refractory and steadier amount

of aromatic compound-rich humic substances in the FDOMmax. This would be in line with

the high variability in seasonal conditions and DOM concentrations in the surface waters of the

Arctic Ocean compared to more stable DOM concentrations and conditions in the FDOMmax

throughout the year [54,55].

All but one of the MAGs most implicated in aromatic compound degradation belonged to

closely related Alphaproteobacteria clades, based on the GTDB. Based on NCBI taxonomy, all

but one of these MAGs belonged to the Rhodosprillales order. Here we used the NCBI taxon-

omy to be able to relate our findings to previous reports in the literature. We concluded that

the capacity to degrade aromatic compounds is phylogenetically concentrated in Rhodosprillales

within the Arctic Ocean. In the global ocean, a few studies previously identified Rhodospirillales

taxa in aromatic compound- and HS-degrading consortia. A Rhodospirillales strain (Thalas-

sospira profundimaris) was one of six taxa isolated from the East China Sea surface microbiomes

enriched with vanillic acid [56]. This strain was able to grow on benzoic acid, 4-hydroxybenzoic

acid, and to a lesser extent on syringate and ferulate. However, this Rhodospirillales strain is

a member of a di↵erent clade (also including Magnetospira and Magnetovibrio) than the Rho-

dospirillales genomes we report in our study (Figure 2.8a). Rhodospirillales were also identified

in flow-through experiments in which marine microbiomes were exposed to riverine HS as a

sole carbon source [8]. Rhodospirillales represented 6% of the taxa identified and were only re-

ported in the low salinity experiment (14 PSU). Taxa were found in the Thalassospira (4 taxa)

and Thalassobaculales (1 taxa) clades. We also reported Thalassobaculales genomes within the

taxa implicated in aromatic compound degradation. However, the genomes we reported were

located in the water column at salinities > 30 PSU. The studies reporting Rhodospirillales

focused only on the surface water microbiomes, while we investigated the whole water column.

The focus on surface waters in other studies is usually based on the assumption that aromatic

compounds and HS have a terrestrial origin and are transported to the ocean with freshwater

input, therefore concentrated in the surface layers. The focus on surface waters microbiomes

may therefore explain why Rhodospirillales have not yet been reported as most implicated in

aromatic compounds and HS degradation within the ocean. Based on the distribution of HS
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in the Arctic Ocean, we investigated the whole water column and specifically the FDOMmax,

which allowed us to identify Rhodospirillales as strongly implicated in aromatic compound

degradation. Further work within other oceans, as well as experimental work using HS as sole

carbon sources in the microbiomes of the FDOMmax will be necessary to fully elucidate the

role of Rhodospirillales in the degradation of HS in the Arctic Ocean, and the global ocean.

Evolutionary adaptation of Rhodospirillales in the Arctic Ocean

The phylogenetic divergence of our Rhodospirillales MAGs from relatives in other oceanic

regions and their restricted distribution to the Arctic Ocean suggests the Arctic populations

are evolutionarily adapted to life in the Arctic Ocean. The high number of aromatic com-

pound degradation gene copies in the MAGs compared to their closest relatives in other oceans

suggest that the capacity to use aromatic compounds as a growth substrate played a role in

their evolutionary adaptation. The disproportionately high amount of HS in the FDOMmax

may then act as a selective pressure on these MAGs. Previous studies have demonstrated

evolutionary adaptation of microbial MAGs restricted to the Canada Basin: a new Methylophi-

laceae clade [57] as well as SAR11 [58] and Chloroflexi ecotypes [44]. The Methylophilaceae clade

evolved via a freshwater to marine transition, highlighting the importance of the terrestrial-

marine interface in shaping the Canada Basin microbiomes. However, HS does not appear as

the main selective pressure for Methylophilaceae as their distribution is restricted to the sur-

face. The Arctic SAR11 and Chloroflexi clades were restricted to the SCM and FDOMmax,

where humic-rich DOM is enriched within the Canada Basin. The Chloroflexi Arctic ecotype

was replete with aromatic compound degradation genes, some of these acquired by lateral gene

transfer from terrestrial taxa. This Chloroflexi ecotype was found within the water masses rich

in HS (FDOMmax), similarly to the Rhodospirillales MAGs of our study. The preference for

humic-rich water masses coupled to an enhanced capacity to degrade aromatic compounds in

Chloroflexi and Rhodospirillales suggest that the ability to use aromatic compounds as growth

substrate provides an evolutionary advantage in the humic-rich environment of the Canada

Basin FDOMmax.

2.5 Conclusion

The dissolved organic matter of the Arctic Ocean is characterized by a disproportionately

high contribution of HS compared to other oceans. With the increasing terrestrial input of

humic-rich OM to the Arctic Ocean as a result of escalating permafrost thawing and river

runo↵, it is predicted that the contribution of HS to the Arctic Ocean OM will increase [25]. The

fate of this carbon is important to consider with respect to changing biogeochemical cycles of the

Arctic Ocean. In this study, we showed that the metabolic pathways involved in the degradation

of HS were widespread, abundant and expressed in the microbiomes of the Canada Basin. The

capacity to degrade humic-rich OM in the Arctic Ocean microbiomes was enhanced compared to

the microbiomes of the global ocean in the upper water column. The diversity and distribution

of the aromatic compound degradation machinery revealed that the Arctic Ocean microbiomes

were equipped to use OM from terrestrial sources as growth substrates. We identified that the
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aromatic compound degradation capacity was concentrated phylogenetically in Rhodospirillales.

The phylogeny, comparative genomics and biogeographic distribution of these Rhodospirillales

suggest an evolutionary adaptation driven by the disproportionately high amount of HS in the

Arctic Ocean. Overall, this study demonstrates that the Arctic Ocean microbiomes are capable

of processing OM of terrestrial origin. Our study predicts that OM of terrestrial origin can

be remineralized in the Arctic Ocean and that Rhodospirillales will gain importance as tOM

inputs continue to increase in the Arctic Ocean.

2.6 Methods

Sampling, DNA and RNA extraction

Samples were collected in September 2017 during the Joint Ocean Ice Study cruise to the

Canada Basin. We analyzed 22 metagenomes and 25 metatranscriptomes generated from sam-

ples collected across the water column of the Canada Basin. Eight specific water masses were

sampled: the surface mixed layer (surface: 5 m and 20 m depth) characterized by fresher water

due to riverine input and ice melt, the subsurface chlorophyll maximum (SCM), in the halocline

(FDOMmax at salinity of 32.3 and 33.1 PSU, referred as 32.3 and 33.1), and deeper water from

Atlantic origin at the temperature maximum (referred as Tmax), 1000 m depth (Atlantic water,

further referred as AW) and 10 or 100 m above the bottom (further referred as bottom).

We filtered 14L of seawater for DNA samples and 7L of seawater for RNA samples sequen-

tially through a 3 µm pore size polycarbonate track etch membrane filter (AMD manufacturing,

ON, Canada) and a 0.22 µm pore size Sterivex filter (Millipore, MA, USA). Filters were stored

in RNALater (ThermoFischer, MA, USA), and kept frozen at -800C until processing in the

lab. DNA was extracted following the method described in Colatriano et al. [59]. Briefly, the

preservation solution was expelled and replaced by a SDS solution (0.1 M Tris-HCl pH 7.5, 5%

glycerol, 10 mM EDTA, 1% sodium dodecyl sulfate) and incubated at room temperature for 10

min and then at 950C for 15 min. The cell lysate was then centrifuged at 3,270 x g. Proteins

were removed by precipitation with MCP solution (Lucigen, WI, USA) and the supernatant

was collected after centrifugation at 17,000 x g for 10 min at 40C. DNA was precipitated with

0.95 volume of isopropanol and rinsed twice with 750 µL ethanol before being air dried. The

DNA was resuspended in 25 µL of low TE bu↵er, pH 8 (10 mM Tris-HCl, 0.1mM EDTA) and

stored at -800C.

The RNA extraction procedure was adapted from the mirVana RNA extraction kit (Ther-

moFisher, MA, USA). RNAlater was expelled from the Sterivex and replaced by 1.5 mL of Lysis

bu↵er and Sterivex was vortexed. 150 µL of miRNA homogenate were added, the Sterivex vor-

texed and incubated on ice for 10 min. The cell lysate was expelled from the Sterivex, 0.9x the

volume of acid-phenol-chloroform was added and the solution was vortexed for 30-60 sec. The

mix was centrifuged at 10,000 x g for 5 min, and the top aqueous phase gently removed and

transferred to a fresh tube. 1.25 volume of 100% ethanol was added to the aqueous phase and

vortexed to mix. The mix was filtered through mirVana Filter Cartridges by centrifugating at
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10,000 x g for 10 s, and the flow through discarded. The RNA was rinsed with 700 µL of Wash

Solution 1 and then with 500 µL Wash solution 2/3 by centrifugating at 10,000 x g for 10 sec.

RNA was then eluted with 50 µL of Elution solution (0.1 M EDTA) warmed at 950C. 700 µL

of RTL bu↵er and 500 µL 100% ethanol were added to the RNA suspension and the suspension

was centrifuged for 15 sec at 10,000 x g on a RNeasy MinElute column. RNA was washed first

with RPE bu↵er by centrifuging 500 µL for 15 sec at 10,000 x g and then 80% ethanol for 2

min at 10,000 x g. The empty column was then centrifuged at 12,000 x g for 5 min to discard

the excess liquid. The RNA was finally eluted by centrifugation of 28 µL and then 10 µL of

RNase free water for 1 min at 12,000 x g and stored at -800C.

Dissolved organic matter samples collection, analysis of fluorescence measure-

ments

DOM samples were collected in Niskin bottles mounted on a conductivity-temperature-

depth rosette profiler and immediately filtered using pre-combusted 0.3 µm glass fiber filters

(GF75, Advantec) into pre-combusted amber glass vials. Fluorescence spectra were measured

using a Fluoromax 4 Jobin Yvon fluorometer [25]. Parallel factor analysis was applied to de-

compose the fluorescence signal into their main components following the procedures outlined

in Murphy et al. [60]. The PARAFAC model validated 7 components including 5 humic-like

(C1-C2, C4-C5, and C7) and 2 protein-like components (C3 and C6) in 4,483 samples collected

from surface to 10 m above bottom sediment in the Canada Basin between 2007 and 2017 [25].

Metagenomic sequencing, assembly and annotation

Sequencing, assembly and annotation were performed by the Joint Genome Institute (CA,

USA). Each individual metagenome and metatranscriptome were sequenced on the Illumina

NovaSeq platform, generating paired-end reads of 2x150 bp for all libraries. Single assemblies

were created for each individual sample using SPAdes [61] with kmer sizes of 33,55,77,99,127

bp. Gene prediction and annotation was performed using the DOE Joint Genome Institute

Integrated Microbial Genomes Annotation Pipeline v.4.16.5 [62].

Building of EC and KO abundance matrices

The number of copies of genes annotated to each Enzyme Commission (EC) number or

KEGG Orthology (KO) number in a metagenome or metatranscriptome was calculated by

summing the depth of coverage of all genes or transcripts annotated with this EC or KO. To

obtain the final EC and KO abundances (number of gene or transcript copies/106 reads for

this EC or KO) the total number of copies were then normalized by the library size (number

of reads) with the TMM method [63], using the calcNormFactors function of the edgeR package

in R [64]. Genes were assigned to a total of 3,102 EC numbers and 12,018 KO identifiers for

the metagenomes and 2,830 EC numbers and 10,556 KO identifiers for the metatranscriptomes.

Before multivariate analysis, EC and KO abundances were transformed with a Hellinger trans-

formation (decostand function from the R vegan package [65]).

Multivariate analysis

Non-metric multidimensional scaling (NMDS) was performed on the EC number abun-
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dance matrices with the metaMDS function from the R vegan package, using two dimensions

and the Bray-Curtis dissimilarity metric. Non-negative matrix factorization (NMF) was per-

formed with the nmf function from the NMF package in R [66]. NMF decomposes the abun-

dance matrix into two matrices: a coe�cient matrix that describes the overall structure of

the abundance matrix with a limited number of descriptors (called sub-metagenomes and sub-

metatranscriptomes in this study, their number being the rank), and a basis matrix the provides

the weights of each original descriptors (EC number) on the new descriptors (sub-metagenomes,

sub-metatranscriptomes). The advantage of NMF is to directly link the overall structure of the

abundance matrix to the individual elements (EC number) driving this structure. We first

performed the NMF analysis with rank values ranging from 3 to 7, 100 runs, and various algo-

rithms (”nsnmf ”, “Brunet”, ”KL”). We obtained the optimal results for the nsNMF algorithm,

random seed of the factorized matrices, and a rank value of 4. We performed the final analysis

with 200 runs, rank of 4, random seed and nsNMF algorithm.

Calculation of gene and pathway indices

The indices were calculated for EC number annotated from metagenomes and metatran-

scriptomes by combining two methods described in Jiang et al. [67] and Kim textitet al. [68]. We

first used the EC number abundance matrices (annotated from metagenomes and metatran-

scriptomes) and the coe�cient matrices (SMG/SMT x samples) to calculate both the spearman

correlation coe�cient and the multidimensional projection between all pairs of EC number an-

notated from metagenomes (ECMG) and SMG as well as all pairs of EC number annotated

from metatranscriptomes (ECMT) and SMT. The spearman correlation coe�cient between an

ECMG/ECMT (i) and a SMG/SMT (k) ⇢i,k was calculated using the abundance profile of a

ECMG/ECMT and a SMG/SMT along all the samples. The multidimensional projection be-

tween an ECMG/ECMT and a SMG/SMT was calculated as the cosine of the angle between

the vectors represented by an ECMG/ECMT abundance in the samples space and the vector

represented by SMG/SMT in the samples space. The abundance profiles of ECMG/ECMT and

SMG/SMT were first normalized, and the multidimensional projection was calculated as:

Cos⇥i,k =
nX

j=1

ai,j ⇥ sk,j (2.1)

Where Cos⇥i,k is the multidimensional projection between the ECMG/ECMT i and the SMG/SMT

k, n is the number of samples, ai,j is the normalized abundance of the ECMG/ECMT i in the

sample j, and sk,j is the normalized abundance of the SMG/SMT k in the sample j. We then

used the basis matrix to calculate the score of each ECMG/ECMT:

Score(i) = 1 +
1

log2(q)

qX

k=1

p(i, k)⇥ log2(p(i, k)) (2.2)

Where i is the ECMG/ECMT, q is the number of SMG/SMT (4 in our study), k is the

SMG/SMT, p(i,k) is the probability of finding the ECMG/ECMT i in the SMG/SMT k We

calculated the final EC index (annotated from metagenome and metratranscriptome) on each
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SMG/SMT by multiplying the spearman correlation coe�cient, cos theta and the EC score:

Ii,k = ⇢i,k ⇥ Cos⇥i,k ⇥ Score(i) (2.3)

This allowed us to calculate an index for each pair of ECMG/ECMT and SMG/SMT.

Aromatic compound degradation gene and pathway selection

To select the metabolic pathways and enzymes involved in the degradation of lignin-derived

aromatic compounds, we first surveyed the literature for the various lignin breakdown com-

pounds reported to be degraded by bacteria [36,69,70]. We then retrieved the MetaCyc (https://metacyc.org)

pathways that were involved in the degradation of these compounds, as well as the EC numbers

involved in these pathways. For analysis of marker genes for each pathways, we first selected

one key reaction in each pathway. We then retrieved genes annotated with KO numbers cor-

responding to the EC numbers associated with the key reactions. We first chose reactions

involved in aromatic ring-opening, aromatic ring-oxidation, and aromatic ring-reduction steps.

If the EC numbers of these reactions were not specific to a pathway, we chose reactions involved

in the addition of CoA to the aromatic ring or reactions involved in oxidoreduction steps of

the side chains of the aromatic ring. If 2 aromatic compound degradation pathways possessed

the same EC number associated with the selected key reaction, and if this EC number was

not found on any other Metacyc pathways, we used the EC as marker for only one of the two

pathways. We could not retrieve any marker EC number for several pathways.

Calculation of the fraction of genes involved in the degradation of aromatic com-

pounds within the pool of metabolic genes

To calculate the percentage of the gene pool associated with the degradation of aromatic

compounds in each sample, we summed the total number of genes copies annotated with EC

number within our selection of aromatic compounds degradation pathways. We then divided

this number by the total number of gene copies annotated with EC numbers.

Statistical analyses

To compare the means of EC indices distribution as well as the percentage of aromatic

compound degradation genes in metagenomes, we first performed a permutational ANOVA

(PERMANOVA) using the perm.anova function of the RVAideMemoire package in R. When

the p-value of the PERMANOVA test was less than 0.05, we performed pairwise comparison

between groups with Student t-test, using the PERMANOVA residuals variance as the variance

for the Student t-tests. Two groups were considered di↵erent if their p-value was less than 0.05.

Calculation of aromatic compound degradation pathways completeness

Pathway completeness in a sample was calculated by dividing the number of EC numbers

belonging to this specific pathway and present in a sample by the total number of EC num-

ber of this specific pathway. The marker genes abundance was obtained using the normalized

abundance of a specific KO as calculated to obtain the KO abundance matrices (see above).
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Estimation of the fraction of taxa harboring aromatic compound degradation

genes

The estimated percentage of genomes harboring marker genes in a sample was calculated

by dividing the total number of gene variants annotated with the KO of interest by the total

number of gene variants annotated with the KO corresponding to the recA gene (K03553).

Taxonomic assignment of aromatic compound degradation genes

Genes annotated with KO identified as marker for selected lignin-derived aromatic com-

pounds degradation pathways were grouped by water column feature and dereplicated with

CD-hit (v.4.6) [71] at 95% identity. The dereplicated set of genes were searched against the

NCBI nr protein database (downloaded 21/08/27) using DIAMOND (v.0.9.30.131) [72]. To as-

sign a taxonomic identity to these genes, the DIAMOND (v.0.9.30.131) output was imported

in MEGAN [72] using the January 2021 mapping file (“megan-map-Jan2021.db”). The lowest

common ancestor parameters were set at minimum e-value of 1x10�20 and at top percent of

1%. The file containing taxonomic identity of the genes was then exported from MEGAN and

processed with a custom-made R script.

Metagenome binning

Metagenomic binning was performed on each individual assembly with Metabat2 (v.2.12.1) [73]

using sca↵old longer than 2500 bp. Contamination and completeness of the metagenome-

assembled genomes (MAGs) were estimated with CheckM (v.1.0.7) [74]. MAGs greater than

30% completeness and less than 10% contamination were selected for further analysis. Phy-

logenetic placement of MAGs was performed based on the concatenation of 120 conserved

genes for bacteria and 122 conserved gene for archaea using the Genome Database Taxonomy

Database toolkit (GTDB-Tk – v.1.3.0) [48,75].

Metabolic reconstruction and MAG selection based on the capacity to degrade

aromatic compounds

To select MAGs enriched in aromatic compound degradation capacity, we selected all the

genes annotated with EC numbers belonging to pathways involved in the degradation of aro-

matic compounds within the MAGs. As ring-fission pathways can be involved in the degra-

dation of non-lignin aromatic compounds, we used only the funneling pathways to select for

MAGs enriched in the degradation of lignin aromatic compounds. For each MAG, we calculated

the completeness of all funneling aromatic compounds degradation pathways. We considered a

pathway complete if a MAG contained genes annotated with all the EC number of this pathway.

The pathway completeness percentage was obtained by dividing the number of EC numbers

involved in a pathway within a MAG by the number of reactions of this pathway. This number

was normalized by the MAG completeness. For each MAG, we then calculated the median

of all pathway completeness. Based on the distribution of the medians of all MAGs, we se-

lected 4% as the median threshold above which a MAG was selected as having a high capacity

to degrade aromatic compounds. We obtained a total of 46 MAGs. We calculated the aver-

age nucleotide identity (ANI) between these 46 MAGs using fastANI (v.1.3) [76] and grouped

the MAGs with an ANI>95% as the same genomospecies, obtaining a total of 22 genomospecies.
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Phylogenetic analyses of MAGs

To reconstruct the phylogeny of the 38 Alphaproteobacteria MAGs (16 genomospecies), we

first manually investigated their phylogenetic placement within the GTDB. For each of our se-

lected MAGs, we picked the most closely related genomes from the GTDB, as well as genomes

representative of distinct families. We then reconstructed a phylogeny with our selected MAGs

and the selected genomes from GTDB using concatenation of 120 conserved genes and Fast-

Tree [48]

Metagenome and metatranscriptome fragment recruitment

In order to evaluate the abundance and overall expression of our selected MAGs across the

samples, we mapped the reads of the metagenomes and metatranscriptomes to our selected

MAGs using bbmap (v.35) and a minimum sequence identity of 98%. We then calculated final

RPKG values (reads per MAG kilo base pairs per metagenome giga base pairs), by dividing

the total number of reads mapped to each MAG, by the size of the MAG (kbp) and the size of

the metagenome/metatranscriptome (Gbp).

In order to evaluate the distribution of selected Alphaprotebacteria MAGs and their most

closely related reference genomes across oceans, we performed fragment recruitment as in Krae-

mer et al. [58]. The 16 MAGs representative of the genomospecies enriched with the capacity to

degrade aromatic lignin moieties, as well as 12 closely related reference genomes were searched

against the metagenomic dataset using blastall (v.2.2.25) (e-value=0.00001). The recruited

reads were extracted from the metagenomes and searched against a database consisting of

the concatenation of all 28 genomes (16 Arctic Alphaproteobacteria MAGs and 12 reference

genomes) using blastall (v.2.2.25). We selected the best hit, filtered for a minimum of 100 bp

alignment and 98% sequence identity. We then calculated the RPKG values by normalizing the

number of reads recruited by kilobase of genome and gigabase of metagenome.

Annotation of publicly available genomes

Gene sequences were retrieved from publicly available genomes at NCBI (Table S4) and

translated to proteins. Ribosomal RNA genes were predicted in Infernal v. 1.1.2 [77] against

Rfam v. 14.2 [78]. Gene functions were annotated in KofamScan using default settings and a

bitscore-to-threshold ratio of 0.7 [79].
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Chapter 3
Is the Arctic Ocean fat? Meta-omics reveal a new possible

important role for neutral lipid metabolism in the Arctic Ocean

microbiomes

3.1 Abstract

Background : The ability to store neutral lipids is common across the tree of life, enabling

the accumulation of carbon reserves for periods of resource scarcity. Microbial lipids, of which

neutral lipids may constitute a significant fraction, are of major importance to sustain Arctic

Ocean higher trophic levels. The seasonality of the Arctic Ocean represents an extreme case

of alternating periods of abundance and scarcity of energy and nutrients. During the spring

and summer, long days of light coupled with increased riverine input bring abundant resources

for the growth of phytoplankton primary producers and microbial heterotrophs. In contrast,

during winter, primary productivity is at its lowest due to thick ice cover blocking the already

limited amount of light from short days, subsequently depriving the microbial heterotrophs

from their main resource. The microbes of the Arctic Ocean may therefore use the storage of

neutral lipids as a strategy to survive winter conditions. However, the capacity of the Arctic

Ocean microbiomes to synthesize and use neutral lipids, and how the neutral lipid metabolism

may a↵ect the carbon cycle in a changing Arctic Ocean is relatively unknown. In this study, we

used a combination of metagenomics and metatranscriptomics to determine the prevalence, bio-

geography and phylogenetic diversity of neutral lipids metabolic pathways in the microbiomes

of the Canada Basin in the Arctic Ocean.

Results : A metagenomic and metatranscriptomic community-scale analysis revealed that the

biosynthesis of the neutral lipids triacylglycerols (TAGs) and polyhydroxyalkanoates (PHAs)

were both common across the global ocean prokaryotes and picoeukaryotes, but the TAG biosyn-

thetic pathway was more abundant in the Canada Basin. Taxonomic assignment of marker genes

attributed most of the TAG biosynthesis capacity to picoeukaryotic phytoplankton while PHA

biosynthesis capacity was restricted to prokaryotes. Genome-resolved analyses showed that

PHA and TAG biosynthesis capacity was phylogenetically separated among bacterial taxa,

unraveling an unexpected phylogenetic diversity of TAG biosynthetic marine bacterial taxa.

Taxonomic assignment of marker genes, coupled to genome reconstruction showed that the
71



3.2 Introduction

genomic capacity to degrade TAGs was more prevalent than the TAG biosynthesis capacity

in bacterial populations. We further showed that the TAG and PHA biosynthesis capacity

co-occurred with the potential capacity to process di↵erent carbon sources: carbohydrates and

aromatic compounds respectively.

Conclusion: Overall, this study highlights a potential important role for the metabolism

of neutral lipids in the microbiomes and carbon cycling of the Arctic Ocean. The greater

picoeukaryotic-based genomic capacity to synthesize NLs in the Arctic Ocean combined with

the prevalence of NL degradation pathways in the prokaryotic community supports the hy-

pothesis that eukaryotic NL are used as an important growth resource by the heterotrophic

prokaryotic community. The discovery of an unexpected phylogenetic diversity of NL produc-

ers in the bacterial communities lead us to postulate that NLs from bacterial origin may play

an important role to support the Arctic Ocean food web during the polar night.

3.2 Introduction

Storage is the accumulation of chemical resources by an organism for future use and is an

important process in the life strategy of organisms subjected to variable conditions and nu-

trient supplies [1]. Among the classes of compounds used to store organic carbon (C), lipids

have the highest energy density (up to 9.3 kcal/g) compared to proteins and carbohydrates (4.1

kcal/g) [2]. Lipid storage is therefore a common trait across the domains of life [3–5].

Neutral lipids (NLs) are the common storage form of lipids, and can be di↵erentiated from

the charged lipids that comprise cellular membranes [6]. There are three NLs produced by

eukaryotes: triacylglycerols (TAGs), steryl esters (SEs), and wax esters (WEs). All are syn-

thesized through the esterification of a fatty acid (FA) with a second moiety. Diacylglycerol

is used to form TAGs, a sterol to form SEs, or a second FA to form WEs [4]. In the ocean,

TAG biosynthesis is widespread and well-studied in eukaryotic phytoplankton [7] while SE and

WE biosynthesis are restricted to fewer eukaryotic phytoplankton species [8]. TAGs, SEs and

WEs can all accumulate in lipid droplets within the cell and act as storage for FAs. These

FAs can later be used as component for the cell membrane or to generate acetyl-CoA through

beta-oxidation [4].

Although TAG biosynthesis, and to a lesser extent WE and SE [5,9,10] biosynthesis, has been

observed in bacteria, polyhdroxyalkanaoates (PHAs) are a more widespread bacterial energy

storage compound [5]. Short chain PHA such as polyhydroxybutanoate (PHB) are produced

from the condensation of two acetyl-CoA molecules followed by their polymerization [11]. Longer

chain PHA are polymerized from modified FAs diverted from beta-oxidation. In the ocean,

PHA-producing bacteria have been described and isolated from oil-degrading communities [12].

Although studies have expanded the diversity of known marine bacteria able to store PHA [13],

the phylogenetic extent and distribution of the PHA-synthesizing bacterial taxa in the ocean
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is still unknown.

Conceptually, carbon storage can be distinguished into two di↵erent modes termed sur-

plus storage and reserve storage [3]. Surplus storage is supply-dependent where the cell stores

resources that are in excess of the current metabolic requirement for cell growth [3]. Surplus

storage is therefore not in competition for resources with other metabolic processes. As the

synthesis of FAs incorporated in NLs requires energy input, the abundance of an energy source

(in the form of light or labile C) is required for NL surplus storage [14]. In addition, the C pool

must be in excess of what is needed for other metabolic processes. This condition is optimal for

microorganisms when other nutrients (such as nitrogen - N - and phosphate - P) are limited as

funneling of C to protein synthesis to sustain growth is favoured over NL storage when both C

and N are abundant [14]. The accumulation of TAGs and PHAs in microorganisms is therefore

favored under labile C excess and nutrient (N, P) limitation [14–16]. However, microbial cells

can considerably reduce the energy demand for NL storage by using exogenous FAs that are

incorporated in NLs [15] instead of FA synthesis. In addition, TAGs can accumulate in microbial

cells when both C and N sources are su�cient for cell growth [17]. In contrast to surplus storage,

reserve storage occurs under conditions when carbon resources are limited, diverting resources

from other metabolic processes [18]. Reserve storage may prove advantageous, when using the re-

source in the future provides more value than using it immediately. For example using reserve

storage when resources are declining may provide resistance against imminent starvation [19].

Evidence of NL reserve storage includes Pseudomonas putida accumulating PHA up to 26% of

dry cell mass [20] and Rhodococcus opacus accumulating TAG up to 21% of its dry cell mass [21]

both in C-limited conditions.

Given the important role of carbon storage in dynamic energy environments, the cycling

of NLs may be important in sustaining Arctic Ocean microbial communities, which are faced

with intense seasonal changes in energy and nutrient availability. In winter, the Arctic Ocean

receives little light due to short days and a thick ice-layer. From spring to fall, a large part of

the ocean is ice-free and exposed to long light days. The nutrients released by ice melt and river

discharge during spring, combined with longer light days, trigger phytoplankton growth at the

surface mixed layer [22]. Phytoplankton deplete the water of nutrients during the late spring and

summer [23]. For phytoplankton, spring is a period of inorganic carbon (CO2), energy (light)

and nutrient (N, P) abundance. In summer and fall, C and energy are still abundant, but

nutrients are limited, while in winter, both energy and nutrients are limited. Accumulation of

energy reserves may therefore be used to survive the Arctic winter, as it has been shown for

some Arctic phytoplankton taxa [24].

In addition, the Arctic Ocean phytoplankton communities are dominated by eukaryotic

algae, with a general absence of Cyanobacteria [25]. Under nutrient limitation, eukaryotic phy-

toplankton store energy in the form of neutral lipids and carbohydrates [7]. The low nutrients

and dominance of eukaryotic phytoplankton may favour a higher fraction of the primary pro-

ductivity allocated to lipids rather than other macromolecules in some regions of the Arctic

Ocean compared to other oceans [26,27]. Considering that phytoplankton lipids contribute signif-
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icantly to the transfer of energy to the Arctic Ocean food web [28] and that NLs can account for

up to 80% of the lipid pool of the Arctic Ocean phytoplankton [17,29], phytoplankton NLs are of

major importance for the Arctic Ocean food web. However, the extent, biogeography and phy-

logenetic distribution of microorganisms involved in NL biosynthesis is still poorly understood

in the Arctic Ocean.

Similar to phytoplankton, the strong Arctic seasonality may favor the accumulation of NLs

in heterotrophic prokaryotes. The spring phytoplankton blooms, combined with riverine dis-

charge, constitute a pulse of organic matter for Arctic Ocean heterotrophs. These prokary-

otic heterotrophs must then live on diminishing primary produced OM as summer and fall

progress [30] and finally on the recycling of the leftover stock of primary-produced OM and

decaying living matter during the polar night [31]. The metabolic activity of ocean microbial

communities during the Arctic polar night shows that prokaryotes use energy [32]. It has been

shown that storage of energy reserve helps prokaryotes to survive winter in other systems such

as soils [33]. However, the knowledge on NL storage in ocean prokaryotes is mostly limited to

oil-degrading consortia [34], raising important questions, such as (i) what is the global biogeogra-

phy of NL metabolism pathways in the global ocean microbiomes and how does the Arctic Ocean

microbiomes compare to the rest of world oceans? (ii) what is the abundance, distribution and

phylogenetic diversity of microbial taxa capable of synthesizing and degrading NLs in the Arctic

Ocean? (iii) What sources of carbon may feed the NL synthesis in the Arctic Ocean micro-

biomes?

In this work, we generate coupled metagenomic/metatranscriptomic profiles across the

highly stratified waters of the Canada Basin, Arctic Ocean including the sunlit surface wa-

ter, subsurface layer (constituted by the chlorphyll-a maximum and maximum of fluorescent

dissolved organic matter) and deep ocean. We show that the metabolic pathways involved

in NL biosynthesis and degradation are more common in the Arctic Ocean microbiomes com-

pared to the rest of the world ocean microbiomes. The biosynthesis of TAGs is dominated by

phototrophic picoeukaryotes, while PHA biosynthesis is restricted to prokaryotes. Our results

demonstrate that a component of the prokaryotic community is able to use exogenous TAGs

as growth substrates. In addition, the reconstruction of genomes from metagenomes unraveled

an unexpected diversity of bacterial taxa found mostly in deep waters able to synthesize TAGs.

The taxonomy of TAG synthesis taxa contrasted with the taxonomy of bacterial taxa able to

synthesize PHAs, which were predominantly found in the subsurface layer. The higher number

of genes encoding CAzymes in genomes from the deep water suggests that these genomes use

recycled OM to feed NL biosynthesis. In contrast, the higher number of aromatic compound

degradation genes in genomes found in the subsurface layers lead us to propose that these

genomes used OM of terrestrial origin to feed their NL synthesis. Our findings shed a new light

on the importance of NL cycle in the Arctic Ocean microbiomes.
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3.3 Results

3.3.1 Physicochemical structure of the Canada Basin water column

The study focused on the microbiomes of the Canada Basin sampled along a latitudinal

transect from 730N to 810N. We collected samples during the summer and fall (September)

through the water column of the salinity-stratified Canada Basin, targeting four distinct water

column features (Figure 1). The surface (5 m and 20 m depth) and subsurface chlorophyll

maximum (SCM; 55-95 m) features within the photic zone. The surface samples were charac-

terized by lower salinity (25-29 PSU), and high phytoplankton cell abundance while the SCM

had high level of fluorescent dissolved organic matter (FDOM) and the highest bacterial cell

abundance (Figure 3.1, 3.2). Below the photic zone, we retrieved samples from Pacific-origin

water, at salinities of 32.3 and 33.1 PSU. These waters were characterized by the highest levels

of fluorescent dissolved organic matter (FDOM), representing the FDOMmax feature (Figure

3.1, 3.2). The water below 400 m depth is of Atlantic-origin. In this water, referred as deep

water in this study, we collected samples at the temperature maximum (Tmax), at 1000 m

depth and at the bottom.

CB27
CB21

CB6CB4CB9
CB11b

CBN3

a b

Figure 3.1: Selection of the water column features sampled in the Canada Basin of the Arctic Ocean. a) Map
of the station sampled in the Canada Basin. b) Principal component analysis of the samples based on their
physicochemical parameters that show the di↵erences among the four water column features: the surface (red
circle), the SCM (yellow circle), the FDOMmax (blue circle) and the deep samples (black circles).
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Figure 3.2: Depth profiles of environmental variables for the 7 stations sampled in the Canada Basin for this
study. Points on the profiles represent the location of the metagenomes sampled.

3.3.2 Biosynthesis of neutral lipids

We investigated if the Canada Basin metagenomes and metatranscriptomes encoded NL

biosynthetic pathways (Figure 3.3a). Pathways for the biosynthesis of TAGs and WEs were

complete in the surface, SCM and FDOMmax metagenomes (Figure 3.4). In addition, com-

plete pathways were identified in metatranscriptomes from the surface and the SCM, but not

the FDOMmax (Figure 3.5). In contrast, for the deep metagenomes, we did not find the full
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set of enzymes for TAG and WE biosynthesis, but we found evidence for the complete WE

biosynthesis pathway in deep metatranscriptomes. The pathways for both polyhydroxyalka-

noates (PHAs) polyhydroxybutanoate (PHB) and medium chain length polyhydroxyalkanoates

(mclPHAs) biosynthesis were complete in metagenomes and metatranscriptomes. We did not

find any evidence for the presence of the genes involved in the SE biosynthesis pathway in

metagenomes or metatranscriptomes.

To explore how NL biosynthesis was distributed within the Canada Basin, we measured the

abundance of genes coding for enzymes that catalyze key steps of NL biosynthesis (Figure 3.3a)

and compared their abundance with other ocean metagenomes (Figure 3.6). We also measured

the expression of these genes. The key step of TAG biosynthesis is the esterification of diacyl-

glycerol (DAG) with a FA. This step can be achieved in two ways: by the acyl-CoA independent

transfer of a FA to DAG catalyzed by the PDAT (phospholipid:diacylglycerol acyltransferase,

EC:2.3.1.158) or by the esterification of an acyl-CoA with DAG catalyzed by DGAT (DAG

O-acyltransferase, EC:2.3.1.20). The PDAT was encoded by one gene family (K00679) charac-

terized only in eukaryotes [35]. We found 4 gene families (K00635, K11155, K11160, K18851) in

our data, characterized in prokaryotes [36] or eukaryotes [37], predicted to encode enzymes with

DGAT activity (Figure 3.3a). The key step of WE biosynthesis, the esterification of an acyl-

CoA and a fatty alcohol (EC:2.3.1.75), is catalyzed by the enzymes encoded by three of these

gene families (K00635, K11155, K11160). The surface was characterized by the highest abun-

dance of PDAT in the metagenomes (0.05 copies/cell) while the expression was the highest in

the SCM (up to 3 transcripts/gene copy) (Figure 3.3b). In contrast PDAT genes were barely

detected in other oceans (Figure 3.3c). To a smaller extent, the DGAT gene abundance peaked

in the SCM metagenomes (0.01 copies/cell) (Figure 3.3b) but was only expressed in the surface

(up to 2 transcripts/gene copy). This contrasted with other ocean metagenomes, where DGAT

genes were more abundant and mostly found in deep waters (0.08 copies/cell) (Figure 2c).
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Figure 3.3: Biosynthesis of neutral lipids in the Canada Basin and the global ocean microbiomes.
a) Schematics of biosynthetic pathways used to produce the neutral lipids triacylglycerols, wax es-
ters, steryl esters and polyhydroxyalkanoates. b) Abundance of genes coding for protein families that
catalyze key steps of the neutral lipid biosynthetic pathways within metagenomes and metatranscrip-
tomes. c) Fraction of the gene pool allocated to genes coding for protein families that catalyze key
steps of the neutral lipid biosynthetic pathways comparing the water column of the Canada Basin
(red, yellow, blue and black) and water column of the global ocean (shades of grey).
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Figure 3.4: Completeness of the neutral lipid biosynthesis and degradation pathways in each water
feature in the metagenomes.

The key step for PHA biosynthesis is the polymerization of an hydroxyalkanoate through

esterification (EC:2.3.1.304). The PHA synthase that catalyzes the reaction is encoded by the

phbC gene involved in PHB biosynthesis or by phaC gene involved in mclPHA biosynthesis.

Both phaC and phbC genes belong to the same protein family (K03821). Within the Arctic

Ocean, the PHA synthase genes were the most abundant of all NL biosynthesis marker genes,

peaking in the aphotic zone metagenomes (0.21 copies/cell in the FDOMmax and the deep)

similar to other oceans (Figure 3.3b,c). Interestingly, the abundance of the PHA synthase genes

was higher in surface and SCM of the Arctic than other oceans and its expression was maximum

in the surface (2.4 transcripts/gene copy). Altogether, within the global ocean microbiomes,

these results show a greater allocation of the gene pool to TAG and WE biosynthesis particular

to the microbiomes of the Arctic Ocean photic zone. They also show a genomic potential for

PHA biosynthesis in the aphotic zone, similarly to the rest of the world oceans.
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Figure 3.5: Completeness of the neutral lipid biosynthesis and degradation pathways in each water
feature in the metatranscriptomes.

3.3.3 Degradation of neutral lipids

We sought to determine if the Arctic Ocean microbiomes possessed the suite of genes en-

coding NL degradation pathways (Figure 3.7a). The TAG degradation pathway was complete

only in the surface samples (Figure 3.4) while we found genes for the PHA degradation path-

way in all water column features for metagenomes and metatranscriptomes (Figure 3.4, 3.5).

The PHA degradation pathway consisted of the depolymerization step to free a hydroxyalka-

noate from the PHA. We found the phaZ genes (K05973) encoding the enzyme catalyzing the

depolymerization of PHB (EC:3.1.1.75) but not phaZ genes (K22249, K22250) encoding the

enzyme catalyzing the depolymerization for mclPHAs (EC:3.1.1.76) for both metagenomes and

metatranscriptomes. Both WE and SE degradation pathways consisted of the hydrolysis of the

ester bond to free a FA. We found genes coding for the SE esterase, catalyzing SE degradation
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Figure 3.6: Map of the Arctic and Global ocean metagenomes used in this study.

(EC:3.1.1.13) in both metagenomes and metatranscriptomes (Figure 3.4, 3.5). However, we did

not find genes coding for the WE hydrolase.

To explore if the genomic capacity to degrade NLs was di↵erentially abundant in Arctic

Ocean metagenomes compared to metagenomes from other regions of the global ocean, we de-

termined the global biogeography of key genes for NL degradation pathways. The key step

in TAG degradation is the hydrolysis of a FA from TAGs (EC:3.1.1.3) (Figure 3.7a). A few

gene families (K01046, K14675, K14674) encode the TAG acylhydrolase enzyme catalyzing this

reaction. The abundance of TAG acylhydrolase was slightly more elevated in the SCM and

FDOMmax (0.2 copies/cell) within the Arctic Ocean (Figure 3.7b) and in the bathypelagic

waters (0.3 copies/cell) within other regions of the global ocean (Figure 3.7c). The phaZ genes

were most abundant in the surface of the Arctic Ocean (0.05 copies/cell) and the deep waters of

other regions from the global ocean (0.08 copies/cell). One gene coding for the TAG hydrolase

(K14674) also had the capacity to hydrolyze SEs (EC:3.1.1.13). In addition, we found two other

gene families (K12298, K01052) coding for SE hydrolase. SE hydrolase genes were significantly

more abundant in the microbiomes of the Arctic Ocean surface (up to 0.01 copies/cell) than in

the microbiomes of any other water column features of other world oceans (<0.0025 copies/cell).

These results show that marker genes involved in NL degradation are more abundant in the

surface water than those for NL synthesis. In addition, we demonstrate that the capacity to

use TAGs and SEs as C sources is represented in a higher fraction of the metabolic genes pool

in the Arctic Ocean microbiomes than in other oceans.
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a

b c

Figure 3.7: Degradation of neutral lipids in the Canada Basin and the global ocean microbiomes. a)
Schematics of pathways involved in the degradation of neutral lipids triacylglycerols, wax esters, steryl
esters and polyhydroxyalkanoates. b) Abundance of genes coding for protein families that catalyze key
steps of the neutral lipids degradation pathways within metagenomes and metatranscriptomes of the
Canada Basin. c) Fraction of the gene pool allocated to genes coding for protein families that catalyze
key steps of the neutral lipids degradation pathways comparing the water column of the Canada Basin
(red, yellow, blue and black) and water column of the global ocean (shades of grey).
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3.3.4 Fatty acid import in Arctic Ocean microbiomes

Since our results showed that the Arctic Ocean microbiomes were enriched in NL degrada-

tion genes in comparison to NL biosynthesis genes, we went on to investigate if NLs released by

producers could be imported and utilized by another fraction of the microbiome. A necessary

step for the use of exogenous NLs is FA import. The transmembrane import system most

specific to FAs and most studied is the fadL/fadD/fadR system (Figure 3.8a). The role of the

FA import system is to direct exogenous FAs to the �-oxidation pathway. Import of long chain

FAs is coded by the fadL gene (K06076). Import of FAs by the fadL transporter is coupled

to its activation with CoA by the long chain FA acyl-CoA synthase (fadD, K01897) [38,39]. The

fadR gene is then activated and represses FA synthesis while activating �-oxidation. Small and

medium chain FAs can passively di↵use through the membrane and are activated with CoA by

the FA acyl-CoA synthetase (fadK, K12507). In the Arctic Ocean, the fadL, fadD and fadK

genes were generally more abundant in SCM and FDOMmax while the fadR gene was more

abundant in the FDOMmax and deep (Figure 3.8b). We found similar abundances for the fadD

gene in the Arctic FDOMmax (2.5 copies/cell) and the bathypelagic waters of other regions of

the global ocean (2 copies/cell). The FA transporter gene fadL was significantly more abun-

dant in the bathypelagic waters outside of the Arctic Ocean (0.5 copies/cell) than in any other

waters of the global region. Although the abundance of the fadL gene was low in the Arctic

(0.05 copies/cell in the surface and SCM), this gene was highly expressed in the Arctic Ocean

photic zone (20 transcripts/gene copy in the surface and 35 transcripts/gene copy in the SCM).

As an alternative to �-oxidation, exogenous FAs can be incorporated into membrane phos-

pholipids (PLs) (Figure 3.8a). The membrane-bound acyl-phospholipid O-acyltransferase gene

(aas, K05939) participates to the incorporation of exogenous FAs to PLs in Escherichia coli [40].

Exogenous FAs can also be incorporated into PLs through phosphorylation by FA kinase

(fakA/K07030, fakB/K25232). Within the global ocean, the abundance of the aas genes was

enriched in the Arctic SCM (0.45 copies/cell) while fakA abundance was enriched in the Arctic

FDOMmax (0.28 copies/gene) (Figure 4b,c).

Other membrane proteins, less specific to FAs, have been shown to facilitate the exogenous

FA import such as the mce1 complex (K02066), an ABC FA transporter (K24820) and a porin

(ompF, K09476) [38] (Figure 3.8a). We only detected the presence of the mce1 complex that

was enriched in the bathypelagic zone outside of the Arctic Ocean (0.4 copies/gene) (Figure

3.8c). Overall, these results show that genes involved in the import of exogenous FAs are more

abundant in the Arctic Ocean than the other world oceans.
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Figure 3.8: Import of exogenous fatty acids (FAs) in the Canada Basin and the global ocean
microbiomes. a) Schematics of various transporters that have been reported to selectively import FAs
or facilitate the import of FA non-selectively. b) Abundance of genes coding for protein families
involved in exogenous FA import within metagenomes and metatranscriptomes of the Canada Basin.
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3.3.5 Taxonomic distribution of marker genes for NL synthesis and degra-

dation pathways

The capacity of the ocean microbiomes to synthesize and degrade NLs has mostly been

studied using isolation and cultures of specific bacterial strains [12,41,42]. Consequently, we only

possess scarce information regarding the extent and phylogenetic breadth of NL biosynthesis

and degradation in the ocean microbiomes. This lack of knowledge prompted us to determine

the taxonomic a�liation of NL biosynthesis and degradation genes. Genes were clustered at

95% identity to reduce redundancy and searched against the NCBI nr database. The PDAT

genes (EC:2.3.1.158) as well as the SE hydrolase genes (EC:3.1.1.13), were exclusively assigned

to eukaryotes, while the phaC and phbC genes (EC:2.3.1.304) were assigned to bacteria and

archaea (Figure 3.9). In the photic zone (surface and SCM), phototrophic eukaryotes in the

order Mamiellophyceae dominated the taxonomic a�liation of the PDAT genes (EC:2.3.1.158).

Di↵erent eukaryotic taxa (with no order assigned, as well as Eumetazoa, Prymnesiophyceae and

Ciliophora) were a�liated with DGAT genes (EC:2.3.1.20). DGAT genes were also assigned

to bacteria in the surface (mostly Gammaproteobacteria) and SCM (orders Acidimicrobia and

Actinobacteria as well as Deltaproteobacteria) (Figure 3.9). In the photic zone, we found more

TAG acylhydrolase gene clusters (EC:3.1.1.3, 128 in the surface and 199 in the SCM) and fadL

gene clusters (K06076, 89 in the surface and 73 in the SCM) than DGAT gene clusters (41 in

the surface and 52 in the SCM) assigned to bacterial taxa. Bacterial TAG acylhydrolase gene

clusters in the photic zone were assigned to Rhizobiales, and various Gammaproteobacteria or-

ders. In addition, no fadL genes were assigned to eukaryotic taxa. This suggests that a subset of

the bacterial community uses NLs as a growth substrate without the ability to synthesize them.

In the deep, synthesis and degradation of NLs was dominated by PHAs and almost entirely

assigned to bacteria (Figure 3.9). The number of phaC gene clusters (K03821) and phaZ gene

clusters (EC:3.1.1.75) increased with depth (55-366 and 42-49 respectively) and were charac-

terized by similar taxonomic distribution, falling overwhelmingly in Alphaproteobacteria orders

(Figure 3.9). Rhodobacterales and unclassified Alphaproteobacteria were most represented in the

surface while unclassified Alphaproteobacteria, Rhodospirillales and unclassified Proteobacteria

were most represented in the rest of the water column (SCM, FDOMmax and deep waters). The

number of bacterial DGAT gene clusters involved were lower in the FDOMmax (16) and deep

waters (38) than in the photic zone (41 in the surface and 52 in the SCM). The TAG acylhy-

drolase gene clusters were also more numerous than the DGAT gene clusters in the FDOMmax

(301) and deep waters (425).
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Figure 3.9: Taxonomic a�liation of genes coding for protein families that catalyze key step of
neutral lipid biosynthetic and degradation pathways. The taxonomy is separated by domain and
water column features of the Canada Basin. The numbers at the top of each bar represent the total
number of gene clusters (clustered at 95% identity) obtained for a protein family (KO number) in a
water column feature.

3.3.6 Identification of storage compounds metabolic genes in metagenome-

assembled genomes

We observed a discrepancy between the abundance and taxonomic identity of NL biosynthe-

sis and degradation marker genes. The taxonomic a�liation of DGAT genes with phototrophic

eukaryotes in the ocean was expected. However, the taxonomic a�liation of DGAT genes to

bacteria as well as the high number of genes clusters for TAG acylhydrolase a�liated with

bacteria was more surprising. We therefore asked if a subset of the bacterial population could

use NLs as a growth substrate as opposed to another subset using biosynthesis and degradation
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of NLs as a survival strategy. To explore the co-occurrence of NL biosynthesis and degradation

genes in the bacterial genomes of the Canada Basin, we reconstructed metagenome-assembled

genomes (MAGs) from our metagenomic data. After filtering for genomes greater than 50%

completeness and less than 10% contamination and strain heterogeneity, 664 genomes remained.
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Figure 3.10: Venn diagrams of the number of metagenomes assembled genomes (MAGs) that
contain gene coding for protein families catalyzing key steps of NL biosynthesis (Synthesis), NL
degradation (Degradation) or that don’t contain either genes (Other).

Seven percent of MAGs (46 MAGs) showed evidence for TAG biosynthesis (DGAT gene,

EC:2.3.1.20, Figure 3.10) while 22% of MAGs (149 MAGs) showed evidence for TAG degra-

dation (TAG acylhydrolase gene, EC:3.1.1.3). MAGs with TAG biosynthesis capacity were

classified mostly into Acidimicrobiia (7 Acidimicrobiales MAGs), Planctomycetes (9 Pirerul-

lales MAGs), and various orders of uncultivated bacteria and archaea (UBA), UBA9160 being

the most represented (8 MAGs) (Figure 3.12, 3.11). The taxonomic identity of MAGs with

TAG degradation capacity was di↵erent, belonging to Gammaproteobacteria (among which 10

Pseudomonadales MAG), Verrucomicrobiae (12 MAGs), Planctomycetes (27 MAGs) and vari-

ous UBA orders (Figure 3.12, 3.11).

The taxonomy of MAGs with PHA biosynthesis capacity (phaC and phbC genes, EC:2.3.1.304)

was significantly di↵erent than MAGs with TAG biosynthesis capacity (Figure 3.12, 3.11).
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Figure 3.11: Taxonomic identity of metagenomes assembled genomes that harbour genes coding for
protein families catalyzing key steps of NL biosynthesis (Biosynthesis) or NL degradation (Degrada-
tion).

While DGAT genes were found mostly in Myxococcota, Planctomycetota and Actinobacteria,

the phaC and phbC genes were found in Alpha- and Gammaproteobacteria. PHA biosynthesis

MAGs were dominated by Alphaproteobacteria mostly within the orders Rhodospirillales (7

MAGs) and UBA828 (7 MAGs) as well as by Gammaproteobacteria, mostly within the orders

Ga0077536 (5 MAGs) and UBA4486 (3 MAGs). A smaller subset of the MAGs (10 MAGs,

2%), all within Alphaproteobacteria, had the capacity to degrade PHAs (phaZ gene, Figure

3.12, 3.11). We found 3 MAGs with the SE degradation capacity gene (SE hydrolase gene,

EC:3.1.1.13). These results show that di↵erent subsets of the Canada Basin microbiomes can

store TAGs/SEs and PHAs and that a large fraction of the community may use exogenous

TAGs as a growth substrate.

3.3.7 Co-incidence of exogenous FA transport and NL metabolism genes in

metagenome-assembled genomes

Our results demonstrated an enhanced capacity to synthesize and degrade NLs in the Arctic

Ocean prokaryotes and picoeukaryotes compared to other oceans. These NLs can be used by

their producers as a survival strategy but can also be used by others as a growth resource.

The ability to import exogenous FAs is necessary for bacteria to generate acetyl-CoA from an

exogenous source of NLs. Alternatively, bacteria can use exogenous FAs to integrate into NLs
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Figure 3.12: Phylogenetic tree of bacterial metagenome assembled genomes (MAGs) displaying
neutral lipid metabolism and exogenous FA import genes. The presence of gene coding for protein
families catalyzing key steps of NL biosynthesis and degradation in a MAG is represented by a green
cell. The number of genes involved in the import of FA and funneled to �-oxidation (dark yellow) or
to membrane lipids (blue) in each MAG is represented by a vertical bar..

or PLs to circumvent the energy expense of de novo FA synthesis. To further examine how

exogenous FA could contribute to be used as a growth substrate or incorporated in NLs and

PLs, we explored how FA transport genes were distributed through MAGs with NL biosynthesis

and degradation capacity.

MAGs with di↵erent NL metabolic capacity all had very close mean genome completeness

(Figure 3.13). The fadL long-chain FA transporter co-occurred with both TAG degradation and

TAG biosynthesis gene in MAGs but not with PHA metabolism genes (Figure 3.12, 3.14). How-

ever, the long-chain FA-acylating gene fadD only co-occurred with TAG degradation, while the

short-chain FA acylating gene fadK co-occurred with both TAG and PHA biosynthesis (Figure

3.12, 3.14). The mce1 gene that imports exogenous FAs co-occurred with TAG metabolism and

PHA biosynthesis genes. The aas gene, incorporating acylated FAs to PLs only co-occurred

with TAG degradation and PHA biosynthesis. Oppositely, the fakA gene, that directly phos-

phorylates exogenous FA to incorporate into PLs was incongruent with both TAG degradation

and PHA biosynthesis. All the genes involved in the import and acetylation of exogenous FAs

were incongruent with MAGs that were not involved in NL metabolism. Only the fakA gene

co-occurred with these MAGs. Altogether, these results show that MAGs with NL metabolism
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Figure 3.13: Completeness of metagenomes assembled genomes that harbor genes coding for pro-
tein families catalyzing key steps of NL biosynthesis (PHA biosynthesis, TAG biosynthesis) or NL
degradation (SE degradation, PHA degradation, TAG degradation) and MAGs that don’t harbor any
NL biosynthesis or degradation genes (no NL metabolism).

generally possess the genes to funnel exogenous FAs either to NL or �-oxidation, while MAGs

that are not involved in NL metabolism possess genes to funnel exogenous FAs to PLs.
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statistically significant co-occurrence of genes in MAGs. Red stars indicate a significant absence of
one gene if the second gene is present (incongruence of genes).

3.3.8 Organic carbon sources for TAG and PHA biosynthesis in Canada

Basin microbiomes

Our results showed that PHAs were the most common NLs employed by bacteria in the

Canada Basin (K03821, Figure 3.3, 3.9), but also revealed their potential to store TAGs and

WEs (EC:2.3.1.20, Figure 3.3,3.9). Our results also highlighted that MAGs with the capacity to

store PHAs and TAGs could import exogenous FAs and possibly use them to incorporate into

NLs (Figure 3.8-3.12, 3.14). We investigated the diversity of organic compounds that bacteria

with the capacity to store NLs use for heterotrophic growth and NL storage. Studies investigat-

ing the storage of NLs in model species of prokaryotes have shown that they can use sugars [43]

or aromatic compounds (AC) [44] as both a C and energy source to feed NL accumulation.

Our results show that on average, MAGs harbouring the DGAT gene possessed more genes

coding for CAZymes and less aromatic compound degradation genes than MAGs harbouring

the phaC and phbC genes (Figure 3.15, 3.16). While the MAGs able to synthesize PHAs are

found mostly in the SCM and FDOMmax, the MAGs capable of synthesizing TAGs are most

abundant in the deep waters, at the exception of Actinobacteria that were preferentially abun-

dant in the SCM (Figure 3.15). MAGs found in the FDOMmax and SCM contained a higher

number of aromatic compound degradation genes, while MAGs found in the deep had more

CAZyme-coding genes. MAGs with more CAZyme-coding genes also possessed higher numbers
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Figure 3.15: Phylogenetic tree of bacterial metagenome assembled genomes (MAGs) displaying
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carbohydrates (CH), amino acids/proteins (AA/proteins) and lipid transporters (dark red).

of carbohydrate transporters. The number of genes coding for proteins and lipid transporters

did not match any pattern of NL synthesis in the MAGs. Gammaproteobacteria and Plancto-

mycetota were the taxonomic group most enriched in aromatic compound degradation genes

and CAZymes coding genes, respectively. Altogether, these results show that the capacity to

store di↵erent NLs is segregated among di↵erent phyla living in di↵erent depth of the water

column and co-occur with gene involved in the use of di↵erent sources of C and energy.
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3.4 Discussion

The importance of phototrophic eukaryotes for neutral lipid storage in the Arctic

Ocean

In this study, we highlighted the importance of NL metabolism in the microbiomes of the

Canada Basin. The dominance of picoeukaryotic primary producers in the Arctic Ocean photic

zone may explain the higher abundance of NL biosynthesis genes that we observed in the Arctic

Ocean microbiomes compared to microbiomes from other oceans. The storage of TAGs is com-

mon in eukaryotes, but restricted to a few taxa in prokaryotes [5]. In the ocean, phototrophic

eukaryotes are the most e�cient photosynthetic TAG storers, as Cyanobacteria favour glycogen

and PHAs [45] and TAG storage in ocean heterotrophic prokaryotes is limited by the primary

produced C supply [46]. The hypothesis of picoeukaryotes dominating the storage of NLs is sup-
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ported by our results showing that the most abundant and expressed NL biosynthesis genes

in the photic zone were the PDAT genes (EC:2.3.1.158). These genes were exclusively from a

eukaryotic origin, overwhelmingly from phototrophic eukaryotesMamiellophyceae (Micromonas

and Bathycoccus) in the surface and Ochrophyta (Pelagophytes) in the SCM. The storage of

NLs in the eukaryotic phototrophs of the Arctic Ocean basins (such as the Canada Basin) photic

zone may be further enhanced due the strong stratification. The photic zone is N depleted [22]

after the phytoplankton blooms triggered by ice retreat in the spring. The stratification of the

Canada Basin impedes a resupply of N from deeper waters in summer [47]. The low N prevents

phytoplankton growth, but coupled to long periods of intense light in the Arctic summer, con-

stitute optimal conditions for the accumulation of C reserve in the form of NLs [48].

The NLs stored during the Arctic summer may be key to eukaryotic phytoplankton survival

during winter. The use of accumulated NLs coupled with reduced metabolism is indeed a strat-

egy for some Arctic phytoplankton to overwinter during the dark polar night [24]. Bathycoccus

populations have been shown to dominate the winter prasinophyte taxa [49]. Our data show-

ing the prevalence of Bathyccocus in the TAG-biosynthetic taxa suggest that they use TAG

storage to maintain some metabolic activity through winter. Some eukaryotic algae can sense

decreasing light levels and trigger lipid storage biosynthesis, as demonstrated in Antarctic sea

ice diatoms [50]. In the Arctic Ocean, this could be used as a strategy for phytoplankton to stock

up reserves for winter and may explain the dominance of eukaryotes in the primary producer

populations of the Arctic Ocean.

Environmental changes occurring in the Arctic Ocean due to a warming climate may en-

hance the storage of NLs by eukaryotic phytoplankton. Our results showed that Micromonas

was one of the dominant TAG biosynthesizing taxa in the surface waters of the Arctic Ocean.

Micromonas is a dominant, pan-Arctic phototrophic taxon [51]. The biosynthesis of TAGs in

Micromonas taxa could therefore be highly important in sustaining the food web through-

out the Arctic Ocean. Interestingly, it has been shown that the populations of Micromonas

increased as the Arctic ocean water warmed over a 5 year period [51], and that Micromonas

polaris has the potential to evolutionary adapt to warming waters [52]. The storage of NLs may

therefore become more and more prevalent as the Arctic Ocean warms due to climate change.

In addition, climate change observations and current scenarios indicate a longer period of pho-

totrophic activity in the Arctic Ocean due to higher light intensity in the photic zone with

sea ice loss [23]. Observations have also shown that the stratification of the Arctic basins has

strengthened, decreasing the resupply of nutrients from deep to surface waters [47]. The increas-

ing light availability coupled to the decreasing nutrients supply are susceptible to considerably

promote the storage of NLs in the Arctic Ocean phytoplankton in the future, increasing the

transfer of energy from phytoplankton lipids to the rest of the food chain.

TAGs serve as a carbon source for a “lipotrophic” subset of Arctic Ocean micro-

biomes

We suspect that the higher fraction of lipids in the primary productivity C pool of the Arctic

Ocean compared to other oceans may be used as an important C source for the heterotrophic
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microbial populations. Lipids produced by phytoplankton can be released in the water col-

umn through various mechanisms such as exudation [53], viral lysis [54,55], autolysis [7] or algicidal

bacteria [56,57]. The number of prokaryotic gene clusters annotated with the TAG acylhydrolase

genes (EC:3.1.1.3) was higher that the number of prokaryotic gene clusters annotated with the

DGAT (EC:2.3.1.20). This supports the existence of a “lipotrophic” fraction of the microbiome

not able to store NLs but able to use exogenous TAGs as C and energy source in the Arctic

Ocean. Results showing the existence of a fraction (22%) of our MAG dataset that harbor TAG

hydrolase genes (EC:3.1.1.3) but not the DGAT enzyme (EC:2.3.1.20) further reinforces this

hypothesis. In addition, a higher fraction of these “lipotrophic”MAGs contained genes involved

in the import and use of exogenous FAs compared to MAGs with no NL metabolism genes. As

the TAG acylhydrolase is secreted extracellularly [58], the co-occurrence of the TAG hydrolase

and genes involved in exogenous FA import in the “lipotrophic”MAGs points to their capacity

to use exogenous TAGs as growth substrate. The ability of ocean microbiomes to metabolize

exogenous TAGs has so far only been documented in the Antarctic Ocean [59], suggesting that

the “lipotrophic” microbiomes may be prevalent in cold oceanic zones.

Unlike TAGs, PHAs seem to be exclusively consumed by its prokaryotic producers. Within

a water mass, the number of phaC and phbC gene clusters (K03821) was consistently higher

that the number of phaZ gene clusters (EC:3.1.1.75). Further supporting the consumption

of PHAs only by its producers is the observation of only a small number of MAGs (10) that

only contained the phaZ gene, although this may result from gene absence in incomplete MAGs.

Expanded taxonomic diversity of prokaryotic TAG and PHA storer in the ocean

We expected that the capacity to store PHAs would be common in Arctic bacterial taxa as

it is commonly reported that the ability to store PHAs is widespread across prokaryotes [5]. Our

results show a large diversity of taxa with the ability to polymerize PHAs as evidenced by the

large number of genes clusters involved in PHA biosynthesis (annotated with K03821). The

phylogenetic restriction of PHA biosynthesis within Alpha- and Gammaproteobacteria that we

observe in our data is consistent with what was has been reported in other world oceans [60].

However, taxa from marine environment reported to store PHAs were restricted to those that

could be cultivated [60]. To our knowledge, no studies attempted to systematically assess the

capacity of ocean microbiomes to synthesize PHAs. Our work is therefore the first report to

systematically survey the capacity of ocean microbiomes to synthesize PHAs. Only one study

reported the global taxonomic distribution of PHA degradation taxa by surveying the taxo-

nomic a�liation of the phaZ gene in various environments [61]. This study showed that phaZ

gene in marine environment was overwhelmingly assigned to Gamma- and Alphaproteobacteria.

Our results showed that most taxa with phaZ gene also possessed the phaC or phbC gene.

In addition, we showed that the abundance of both phaC/phbC and phaZ genes represented

similar fraction of the total gene pool in the Arctic and other oceans. This led us to think that

PHA storage is widely distributed in the global ocean and phylogenetically concentrated in

Gamma- and Alphaproteobacteria. Our study can therefore serve as a basis to further explore

PHA storage capacities in the global ocean microbiome.
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Our study considerably expands the known diversity of bacterial taxa potentially storing

TAGs in the ocean. Most of the bacterial taxa with this ability were previously identified in

C-rich environment such as municipal and agro-industrial waste waters [7,62], or in environments

with long periods of C scarcity such as desert soils [2,43]. These taxa are largely within the

Actinobacteria (e.g. Rhodococcus opacus, Rhdocococcus jostii, Mycobacterium bovis, Strepto-

myces avermitilis) and Gammaproteobacteria groups (e.g. Acinetobacter baylyi, Alcanivorax

borkumensis) [6,63,64] but genes coding for the DGAT were also found in members of Alpha-,

Beta- and Deltaproteobacteria as well as in Bacteroidetes [65]. In the ocean, TAG biosynthesis

has frequently been reported for bacterial species of the Gammaproteobacteria genera Alcanivo-

rax [66] and Marinobacter [67] in oil spills [34,41,68]. The diversity of taxa able to store TAGs that

we report in this study was therefore unexpected. In addition to the expected Actinobacteria

(10 MAGs), we also report genomes in the group Myxoccocota (15 MAGs), Planctomycetota

(11 MAGs), Verrucomicrobia (3 MAGs), Acidobacteria (2 MAGs), Desulfobacterota (2 MAGs),

Chloroflexota (1 MAG) and Latescibacteria (1 MAG). A Myxoccocota species has been shown

to produce TAGs [69] and TAG biosynthesis was identified in a phagocytic Planctomycete [70].

However, to our knowledge, our study considerably expands the diversity of bacterial taxa

known to synthesize TAGs/WEs in the ocean. Further experimental work such as microscopy

will be needed to confirm the accumulation of TAGs in these groups within the Arctic Ocean.

The ecology of NL storage for the Arctic microbiomes

The storage of NLs may be used by a subset of the Arctic Ocean bacterial populations as a

life strategy to survive the highly variable seasonal conditions of the Arctic Ocean. The storage

of NLs allows cells to decouple their metabolic activity from the supply of carbon sources [3].

This could prove an adaptive strategy in the highly fluctuating Arctic Ocean. The spring and

summer are characterized by an intense phytoplanktonic primary productivity, while in the

dark winter, photosynthesis is not active [22]. Bacterial taxa with the ability to store NLs may

use primary-produced carbon to constitute reserves in spring, summer and early winter and

consume these reserves to maintain a metabolic activity during the unproductive Arctic winter.

The storage of compounds in summer and its mobilization in winter is a strategy that has been

observed in soil bacteria to survive through winter [33]. In addition, NLs may help bacterial cell

to resist other stressors. As highly reduced compounds, PHAs help maintain the redox state

of the cell under oxidative stress [11,71]. PHAs could therefore participate to protect the Arctic

Ocean bacteria from cold-induced oxidative stress, similarly to what has been shown in the

Antarctic bacterium Pseudomonas sp. 14-3. [72,73].

In the Arctic Ocean, bacteria most probably accumulate NLs slowly under a reserve stor-

age scenario. In the Arctic Ocean, the optimal conditions for NL storage with an excess of C

and energy and N limitation is achieved during phytoplankton blooms. During these blooms,

eukaryotic phytoplankton leak excess C in the water column, and outcompete bacteria for in-

organic N sources [74]. These blooms are limited in the central Arctic [22], such as the Canada

Basin, and not likely to provide enough C to enable the surplus storage of NLs in bacteria.

Our results showing very low abundance of MAGs able to store TAGs or PHAs in the surface

samples, where phytoplankton blooms occur, support this hypothesis. Rather, bacteria in the
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Arctic Ocean may store NLs with limited resources, hence under a reserve storage scenario.

Under that scenario, the accumulation of NLs competes with other metabolic processes and

would be slow. The storage of NLs would therefore be favored by strategies limiting the energy

demand of NLs biosynthesis. Using exogenous FAs instead of synthesizing FAs to incorporate

FAs into NLs greatly reduces the energy cost of NL storage. Our results show that a higher

percentage of MAGs able to store TAGs and PHAs contained genes involved in exogenous FA

import and use than MAGs with no NL metabolism genes. Exogenous FAs can be incorpo-

rated directly to TAGs. FAs can also be incorporated into PHAs either by being diverted from

�-oxidation (to form mclPHA) or by going through �-oxidation and producing acetyl-CoA that

can be used to synthesize PHB (short-chain PHA). The absence of the medium-chain PHA

hydrolase gene in our data suggests that the second option is preferred.

In addition to using exogenous FAs, bacteria may use di↵erent substrate to feed the pool

of acetyl-CoA that can be used for either TAG of PHB synthesis. As C and energy sources are

limited in the Arctic Ocean, the pool of acetyl-CoA “set aside” from other metabolic processes

for NL synthesis must be limited, hence NL accumulation is slow. However, even a limited

but lasting C and energy source may be su�cient for slow NL accumulation. This limited but

lasting C source may come from terrestrial organic matter in the Arctic Ocean. Spring and

summer freshwater input carry a disproportionately high amount of terrestrial organic matter

to the Arctic Ocean compared to other oceans [75]. This terrestrial carbon accumulates and

peaks in the FDOMmax by sinking with brine in winter [76], and is also abundant in the SCM.

Studies from our group showed that the potential ability to use aromatic compounds reflects

the capacity to use this terrestrial organic matter as a growth substrate [77]. MAGs with the

ability to store TAGs and PHAs that were abundant in the SCM and FDOMmax harboured

more aromatic compound degradation genes than those more abundant in deep waters. This

suggests that these MAGs may use terrestrially-derived aromatic compounds to feed the pool of

acetyl-CoA necessary for PHB and de novo FA synthesis for TAGs. As an example, the degra-

dation of vanillin, an aromatic compound found in the Canada Basin FDOMmax, generates 1

NADPH, 1 NADH, 4 H+ and 2 pyruvates. The production of one molecule of acetyl-CoA from

one pyruvate generates a NADPH. The formation and polymerization of one hydroxybutanoate

monomer into PHB requires two acetyl-CoA molecules and one NADPH and one H+. The use

of one vanillin molecules to add one monomer to PHB therefore generates a positive budget of

1 NADH, 2 NADPH and 3 H+. In contrast, MAGs with the capacity to synthesize TAGs and

abundant in deep samples possessed more CAZymes genes. This may reflect the capacity to re-

cycle carbohydrates from dying bacteria or phytoplankton-derived marine snow [78]. The carbon

and nutrients concentration of marine snow and dying bacteria are up to 4 orders of magnitude

more elevated than the background water concentrations [79]. The encounter of a marine snow

particle or a dying bacterium may therefore represent a surplus storage scenario for the taxa

able to store TAGs. They may use the TAGs accumulated during these encounters to survive

until the next encounter. Interestingly, studies showed that storage of TAGs is favoured over

PHAs in cyclic feast/fast conditions when there is an overlap in time between the supply of

C and N during the feast stage [15]. As marine snow and dying bacteria also contain nitrogen,

this may explain why we only find TAG and not PHA biosynthesis genes in MAGs that are
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abundant in deep samples.

A possible role for prokaryotic NL storage to sustain the winter Arctic Ocean

ecosystem

We hypothesize that NL storage in the upper water column of the Arctic Ocean shifts from

phototrophic eukaryotic based production in spring through fall towards heterotrophic prokary-

otic based production during the winter polar night (Figure 3.17). There is evidence that the

Arctic Ocean is not an unproductive desert during the polar night but still retains significant

levels of biological activity [31,32]. It implies some light independent levels of metabolic activity

at the base of the food web, hence in the microbiomes [80]. The storage of PHAs and TAGs by

the bacterial taxa during the spring, summer, fall and throughout winter may provide the car-

bon pool to maintain this level of metabolic activity through the polar night. The C stored in

PHAs and TAGs accumulating bacteria could then go up and support the food chain through

bacterivory. Bacterivory is a common strategy for phototrophic eukaryotes to overwinter in

polar seas [81]. Reports have shown that, in the winter, phototrophic Micromonas pusilla, one

of the most abundant phototrophs in the Arctic Ocean, can survive by grazing on bacteria [82,83]

and that winter prokaryotic populations are controlled by grazing [84]. This suggests a new and

important role for the NL storage metabolism in the Arctic prokaryotic communities in sus-

taining the ecosystem during the polar night. To confirm this hypothesis would require winter

sampling to identify storage of NLs in winter bacterial populations, and isotopes experiments

to track NLs from prokaryotes to macro-organisms.
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3.5 Conclusion

The Arctic Ocean is characterized by an intense seasonality that drives strong changes in

conditions, nutrients, and energy availability for the microbiomes. In this context, the accu-

mulation of NLs as energy and carbon reserve may play an important role as a strategy to

survive through yearly period of resource scarcity during winter. Given that lipids from mi-

crobial origin are an important growth resource for the Arctic Ocean food chain, and that

NLs may constitute a significant fraction of microbial lipids, it is crucial to understand the

metabolism of neutral lipids in the Arctic Ocean microbiome. In this study, we show that the

pathways to synthesize and degrade various NLs were complete and expressed in the Arctic

Ocean microbiome. PHA biosynthetic pathways were homogeneously distributed across the

Arctic and global ocean microbiomes. The enhanced capacity to synthesize the TAGs in the

microbiomes of the Arctic Ocean photic zone compared to the microbiomes of the global ocean

was attributed to the prevalence of eukaryotic phytoplankton in the Arctic Ocean. The higher

abundance and taxonomic distribution of TAG degradation compared with TAG biosynthesis

genes, coupled to an enhanced capacity to degrade TAGs and import exogenous FAs in the

bacterial populations of the Arctic Ocean compared to the global ocean suggested that a sub-

set of the bacterial populations uses eukaryotic primary-produced NLs as a growth substrate.

The identified diversity of bacterial genomes encoding the capacity to synthesize PHAs as well

as the unexpected diversity of bacterial genomes able to synthesize TAGs in the photic zone

prompted us to propose that NLs from bacterial origin may sustain the food web during the

unproductive winter polar night. Overall, this study unravels an important role for microbial

NLs and unveils their importance as a survival strategy in the Arctic Ocean.

3.6 Methods

Sampling, DNA and RNA extraction

Samples were collected in September 2017 during the Joint Ocean Ice Study cruise to the

Canada Basin. We analyzed 22 metagenomes and 25 metatranscriptomes generated from sam-

ples collected across the water column of the Canada Basin. Throughout the water column, 8

depths corresponding to specific water masses were sampled: the surface mixed layer (surface:

5 m and 20 m depth) characterized by fresher water due to riverine input and ice melt, the

subsurface chlorophyll maximum (SCM), 2 samples in the fluorescent dissolved organic matter

maximum, in the halocline (FDOMmax: at salinity of 32.3 and 33.1 PSU, referred as 32.3 and

33.1), and deeper water from Atlantic origin at the temperature maximum (referred as Tmax),

1000 m depth (Atlantic water, further referred as AW) and 10 or 100 m above the bottom

(further referred as bottom).

We filtered 14L of seawater for DNA samples and 7L of seawater for RNA samples sequen-

tially through a 3 µm pore size polycarbonate track etch membrane filter (AMD manufacturing,

ON, Canada) and a 0.22 µm pore size Sterivex filter (Millipore, MA, USA). Filters were stored
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in RNALater (ThermoFischer, MA, USA), and kept frozen at -800C until processing in the

lab. DNA was extracted following the method described in Colatriano et al. [85]. Briefly, the

preservation solution was expelled and replaced by a SDS solution (0.1 M Tris-HCl pH 7.5, 5%

glycerol, 10 mM EDTA, 1% Sodium Dodecyl Sulfate) and incubated at room temperature for

10 min and then at 950C for 15 min. The cell lysate was then ultracentrifuged at 3,270 x g.

Proteins were precipitated with the protein precipitation solution MCP (Lucigen, WI, USA),

and supernatant was collected after centrifugation at 17,000 x g for 10 min at 400C. DNA was

then precipitated with 0.95 volume of isopropanol and rinsed twice with 750 µL ethanol before

being air dried. The DNA was resuspended in 25 µL of low TE bu↵er, pH8 (10 mM Tris-HCl,

0.1mM EDTA) and stored at -800C.

The RNA extraction procedure was adapted from the mirVana RNA extraction kit (Ther-

moFisher, MA, USA). RNAlater was expelled from the Sterivex and replaced by 1.5 mL of Lysis

bu↵er and Sterivex was vortexed. 150 µL of miRNA homogenate were added, the Sterivex vor-

texed and incubated on ice for 10 min. The cell lysate was expelled from the Sterivex, 0.9x the

volume of Acid-phenol-Chloroform was added and the solution and vortexed for 30-60 sec. The

mix was then centrifuged at 10,000 x g for 5 min, and the top aqueous phase gently removed

and transferred to a fresh tube. 1.25 volume of ethanol 100% were added to the aqueous phase

and vortexed to mix. The mix was then filtered through mirVana Filter Cartridges by centrifu-

gating at 10,000 x g for 10 s, and the flow through discarded. The RNA was rinsed with 700

µL of Wash Solution 1 and then with 500 µL Wash solution 2/3 by centrifugating at 10,000 x

g for 10 sec. RNA was then eluted with 50 µL of Elution solution (0.1 M EDTA) warmed at

950C. 700 µL of RTL bu↵er and 500 µL 100% ethanol were added to the RNA suspension and

the suspension was centrifuged for 15 sec at 10,000 x g on a RNeasy MinElute column. RNA

was washed first with RPE bu↵er by centrifuging 500 µL for 15 sec at 10,000 x g and then 80%

ethanol for 2 min at 10,000 x g. The empty column was then centrifuged at 12,000 x g for 5

min to discard the excess liquid. The RNA was finally eluted by centrifugating first 28 µL and

then 10 µL of RNase free water for 1 min at 12,000 x g and stored at -800C.

Metagenomic sequencing, assembly and annotation

Sequencing, assembly, and annotation were performed by the Joint Genome Institute (CA,

USA). Metagenomes and metatranscriptomes were sequenced on the Illumina NovaSeq plat-

form, generating paired-end reads of 2x150 bp for all libraries. Single assemblies were created

by JGI for each individual sample using SPAdes [86] with kmer sizes of 33, 55, 77, 99, 127 bp.

Gene prediction and annotation was performed using the DOE Joint Genome Institute Inte-

grated Microbial Genomes Annotation Pipeline v.4.16.5 [87].

Computation of gene abundance, expression, and transcripts abundance profiles

Metagenomics and metatranscriptomics data files containing genes IDs, gene annotations,

gene depth of coverage and other gene information were retrieved from the DOE Joint Genome

Institute Integrated Microbial Genomes (JGI/IMG, https://img.jgi.doe.gov) repository. Metagenomes

and metatranscriptomes from the Canada Basin originate from samples collected by our lab.

Metagenomes from other world oceans originate from samples collected by others and an-
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notated by JGI/IMG. The abundance of a KEGG ortholog number (KO, gene family) in a

metagenome or a metatransciptome was calculated by summing the depth of coverage of all

genes annotated with this KO. KO abundance matrices therefore represent the metagenomic or

metatranscriptomic profiles across the samples. As samples vary in terms of depth of sequenc-

ing (or library size), we normalized the metagenomic and metatranscriptomic profiles to the

relative cell number to get a per-cell number of copies using the approach detailed in Milanese et

al. [88]. Specifically, the KO abundances were divided by the median abundance of 10 universal

single-copy phylogenetic marker genes (K06942, K01889, K01887, K01875, K01883, K01869,

K01873, K01409, K03106, and K03110) for both the metagenomes and metatranscriptomes.

These normalized KO abundances can therefore be interpreted as the per-cell number of gene

copies for a given protein family (KO). Previous studies [88,89] showed that the metagenomic and

metatranscriptomic abundances of the universal single-copy phylogenetic marker genes corre-

late. In addition, these genes are expressed over many di↵erent conditions and are therefore

suitable to normalize the metatranscriptomic profiles. Similarly, the normalized KO abundance

in metatranscriptomes can be interpreted as a per-cell number of transcripts for this KO. The

gene expression, expressed as the relative number of transcripts per gene copy, was calculated

for each KO by calculating the ratio between normalized KO abundance from metatranscrip-

tome and metagenome.

Selection of NL storage and degradation pathways and marker genes

Metabolic pathways for the biosynthesis of TAGs, WEs, SEs and PHAs as well as metabolic

pathways for the degradation of TAGs, SEs and PHAs were retrieved fromMetaCyc (https://metacyc.org).

To evaluate the abundance of various pathways, we used the abundance (see above for abun-

dance calculation) of genes coding for various protein families (KO) that catalyze key reac-

tions (EC) in the NL biosynthesis and degradation pathways. The key reactions for TAGs

(EC:2.3.1.20 – diacylglycerol O-acyltransferase/wax synthase and EC:2.3.1.158 – phospho-

lipid:diacylglycerol acyltransferase), WEs (EC:2.3.1.75 – wax synthase) and SEs (EC:2.3.1.26

– sterol O-acyltransferase) biosynthesis were selected as the esterification reaction between a

FA and diacylglycerol, a fatty alcohol and sterol respectively. The marker enzyme for the

degradation of TAGs (EC:3.1.1.3 – TAG acylhydrolase) and SEs (EC:3.1.1.13 – SE esterase)

was responsible for the cleavage of the ester bond to free a FA from TAGs and SEs respec-

tively. The key reaction chosen for the synthesis of PHAs (EC:2.3.1.304 – PHA synthase) was

the esterification involved in the elongation of polyhydroxyalkanoate while the de-esterification

(EC:3.1.1.75 – PHA hydrolase) was chosen as the key reaction for the PHA degradation path-

way. As EC:2.3.1.304 was created in 2021, after the annotation of our metagenomes in 2018,

we could not find any genes annotated with EC:2.3.1.304 in our dataset. Instead, we used the

KEGG ortholog annotation K03821. There was no metabolic pathway for the degradation of

WE in Metacyc. We therefore selected enzymes previously reported to cleave the ester bond of

wax ester as marker enzymes: wax ester hydrolase (EC:3.1.1.50) and cutinase (EC:3.1.1.74).

Selection of genes involved in exogenous fatty acid transport

To retrieve genes involved in the import of exogenous FAs in prokaryotes, we surveyed the

literature of exogenous FA use by prokaryotes [38–40,58,90,91]. Based on the literature survey, we

101



3.6 Methods

retrieve genes belonging to the well-known fadL/fadD/fadR (K06076/K01897/K13770) system

of long-exogenous FA import as well as the short-chain FA transporter fadK (K12507). We

also retrieved genes for import system that were non-specific for exogenous FAs, but have been

reported to facilitate the import of exogenous FAs: the porin ompF (K09476), permease mce1

(K02066) and an ABC transported (K24820). We also retrieved genes that we implicated in

the funneling of exogenous FA to phospholipids: the fakA/fakB (K07030/K25232) and the aas

gene (K05939).

Taxonomic assignment of neutral lipid metabolism marker genes

To assign a taxonomy to genes annotated to marker reactions of neutral lipid metabolic

pathways, we first grouped genes per water column and used CD-hit [92] to dereplicate the genes

at 95% identity. We searched the dereplicated set of genes against the NCBI nr database

(download on August 27th 2021) using DIAMOND blastp [93]. The DIAMOND output was

imported to MEGAN 95 using the January 2021 mapping file ((“megan-map-Jan2021.db”). In

MEGAN, we set the lower common ancestors’ parameters at a minimum e-value of 1x10-20 and

a top precent of 1%. We exported the file containing the taxonomic a�liation of the genes and

processed it with a custom-made R code.

Binning

Single sample metagenomic assemblies and metagenomic co-assemblies of samples from the

Canada Basin and Amundsen Gulf (Table 1) were performed to recover a greater taxonomic

diversity of metagenome assembled genomes (MAGs). Co-assemblies of 24 samples from the

Canada Basin, 11 samples from Canada Basin surface, 7 samples from the Amundsen Gulf, and

individual assemblies of all 31 samples from the Canada Basin and Amundsen Gulf were per-

formed. All metagenomic assemblies were generated using MEGAHIT (v.1.2.7) [94] with k-mer

sizes of 27,37,47,57,67,77,87. The input metagenome reads for each assembly were mapped to

the assembly with BWA (v.0.7.17) [95] using the mem option. The mapping results were pro-

cessed using ”jgi summarize bam contig ” depths from MetaBAT2 v.2.12.1 [96] and metage-

nomic binning was performed for each of the assemblies using MetaBAT2 (v.2.12.1) with de-

fault settings, resulting in 4824 genome bins. Genome quality was evaluated using CheckM

v.1.0.114 [97] with the ”lineage wf”workflow. The 924 bins with >50% completeness and <10%

contamination and strain heterogeneity, were considered at least medium quality MAGs [98].

The MAGs with >50% completeness and <10% contamination and strain heterogeneity were

dereplicated with dRep [99] using 95% ANI cut-o↵ to remove species level redundancy, resulting

in 664 representative MAGs. Dereplicated MAGs with >50% completeness and <10% contam-

ination and strain heterogeneity were taxonomically classified with the GTDB-tk (v.1.3.0) [100]

using the ”classify wf” workflow.

Annotation of MAGs

We used Prokka (v.1.12) [101], implementing Prodigal (v.2.6.3) [102], to predict and annotate

MAGs. INFERNAL (v.1.1.2) [103] was used to predict ribosomal RNA genes against Rfam

(v.14.2) [104], KEGG, KofamScan/KofamKOALA [105] and Metacyc, using default settings and a

bitscore-to-threshold ratio of 0.7.
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Metabolic reconstruction in MAGs

The presence of marker genes involved in the metabolism of neutral lipids were retrieved

based on their annotation with EC and KO numbers associated with markers reactions (see

above). The number of genes coding for enzymes that assemble, modify and breakdown oligo-

and polysaccharides in MAGs were retrieved using genes annotated with EC numbers corre-

sponding to carbohydrate-active enzymes (CAZymes) as described in Lonbard et al. [106]. The

number of genes coding for enzymes involved in AC degradation were retrieved in MAGs us-

ing genes annotated with dioxygenases (EC:1.13.11.-) and monooxygenases (EC:1.14.13.-) from

aromatic compound degradation pathways within Metacyc (https://metacyc.org/).

Statistical tests

To compare the di↵erence between the mean of MAG completeness for di↵erent groups we

used a Welsch t-test between pairs of groups. The p-values were calculated using permuta-

tions (9999) and considered significant under 0.05. To calculate the co-occurrence between NL

metabolism marker genes and FA transport genes in MAGs, we computed the Sorensen index

using the presence and absence of these genes in MAGs. The p-value were calculated using

9999 permutations. P-values were considered significant < 0.05.
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Chapter 4
Metagenomics and molecular composition of the dissolved

organic matter reveal Arctic particularities among the

metabolism of the global ocean microbiome

4.1 Abstract

Background : The Arctic is subjected to a strong seasonal cycle with acute variations in

temperatures, ice and light regime. In addition, with its important watershed, the organic

matter of the Arctic Ocean has a strong terrestrial signature. The Arctic Oceans therefore

possesses a characteristic physicochemical environment. The diversity of microbial metabolic

processes are key actors in shaping the geochemical cycles by transforming a wide variety of

organic and inorganic compounds. However, despite their important roles, the biogeography

and phylogenetic distribution of metabolic processes across microbial taxa as well as how they

are linked to the physicochemical environment remain largely unexplored. This information is

especially relevant given the fast changes in the biogeochemical cycles of the Arctic Ocean.

Results : In this study, we undertook to systematically unravel the diversity of metabolic

processes favoured by the Arctic Ocean microbiomes and link them to the composition of the

dissolved organic matter. Using global ocean comparative metagenomics, we discovered that

the microbiomes of the polar oceans’ photic zone were metabolically distinct than in temper-

ate oceans. Microbiomes from the polar ocean photic zone demonstrated a strong eukaryotic

signal. In addition, we uncovered that these microbiomes favoured the metabolism of lipids.

The most striking metabolic feature of the polar ocean photic zone’s microbiomes, however,

was the prevalence of microbial genes and pathways involved in the metabolism of glycans that

might reflect their role in cold adaptation. Importantly, the biogeography of glycan genes and

pathways corresponded to an enrichment of transformations involving sugar moieties in the

Arctic Ocean photic zone. In addition, we found that the metabolism of the Arctic subsurface

water microbiomes was distinct to the rest of the global ocean. The main distinguishing feature

was the prevalence of aromatic compound degradation genes that was concurrent with a strong

aromaticity signal in the organic matter of the Arctic Ocean subsurface waters.
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Conclusion: Overall, for the first time, this study systematically uncovers the diversity of

metabolic processes favoured by the microbiomes of the Arctic Ocean. In addition, we demon-

strated that these distinct metabolic processes are linked to the composition of the Arctic

Ocean dissolved organic matter. This study is a cornerstone in highlighting metabolic pro-

cesses of importance for the Arctic Ocean microbiomes and will serve as a guide for future

work investigating in detail the evolutionary origin and the role of these microbial processes in

shaping the biogeochemical cycles of the Arctic Ocean.

4.2 Introduction

The biogeochemistry of the Arctic Ocean is distinct from other oceans. With a watershed

area that is twice the size of its area [1], the Arctic Ocean is heavily influenced by land. The

Arctic Ocean receives 11% of global freshwater input, while representing only 1% of the global

ocean volume [2]. Coupled to ice melting, this creates a relatively fresh surface mixed layer.

Fresh water input also imparts the Arctic Ocean organic matter with the highest terrestrial

signature within the global ocean [2]. The Arctic Ocean is also characterized by extreme sea-

sonal dynamics, creating strong variations in physicochemical conditions [3]. During the winter,

the very low solar radiation of the polar night is blocked by a thick ice layer [4]. In the spring,

the increasing light levels, coupled with ice melt and increasing riverine input provide both the

energy and nutrients to trigger phytoplankton blooms [5]. The phytoplankton activity decreases

during summer and smaller blooms generally appear during the fall [5]. The impact of land and

the unique seasonal dynamics of the Arctic Ocean result in a distinct physicochemical microbial

habitat.

The metabolic capacity of microbial communities reflects their ability to transform and pro-

cess the inorganic and organic matter they find in their environment [6,7]. As a consequence,

the physicochemical landscape and microbial metabolism influence each other [8]. In previous

chapters, we focused on two microbial metabolisms within the Arctic Ocean, specifically the

degradation of aromatic compounds (chapter 2) and the production and degradation of neutral

lipids (chapter 3). We demonstrated the prevalence of theses metabolic processes in Arctic

Ocean microbiomes compared to the rest of the global ocean, as well as unraveled the phylo-

genetic diversity of organisms involved in these processes. In addition, we discussed how the

prevalence of these metabolic processes was linked to the unique biogeochemical setup of the

Arctic Ocean. However, despite these examples of distinct metabolic features in Arctic Ocean

microbiomes, and the importance of microbial metabolism in shaping the ocean biogeochemical

cycles, we still lack a global view of the ensemble of metabolic processes favoured by microbial

communities of the Arctic Ocean compared to the rest of the global ocean and how they are

linked to their physicochemical environment.

In this final research chapter, we aimed to fill this knowledge gap by characterizing the

biogeographical partitioning of a much broader range of metabolic processes involved in the
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metabolism of inorganic and organic matter in the global ocean microbiomes. These metabolic

processes include all the genes and pathways involved in the use and production of inorganic

(e.g. CO2, ammonia) and organic (e.g. proteins, glycans, humic substances) matter as well as

genes and pathways involved in the physical access to inorganic and organic matter (e.g. trans-

porters, motility, biofilm formation). In addition, we sought to link the genes and pathways

involved in the metabolism of inorganic and organic matter to the composition of DOM that

the microbes are producing, consuming and transforming in the Arctic Ocean.

In chapter 2 and 3, we used NMF (non-negative matrix factorization) on metagenomes

to identify metabolic genes and pathways specifically associated with each water column fea-

ture within the Arctic Ocean and studied their phylogenetic distribution across bacteria. In

this chapter we now extend the statistical method to encompass a wider range of genes and

pathways involved in the metabolism of DOM and dissolved inorganic matter (DIM) in the

prokaryotic and picoeukaryotic communities of the global ocean. We found metabolic features

common to northern and southern polar surface waters that were distinct from the surface

waters at lower latitudes. Polar surface waters were characterized by a signal for eukaryotic

pathways. In addition, glycan and lipid metabolism pathways were characteristic of polar sur-

face waters. In general, the deep water of the Arctic Ocean was metabolically similar to the

mesopelagic zone of other oceans, but we found a unique metabolic signature in the subsurface

layers of the Arctic Ocean. The unique metabolic signature of the Arctic Ocean subsurface was

centred around the maximum of fluorescent dissolved organic matter and composed of pathways

involved in the degradation of aromatic compounds, confirming and strengthening the previous

findings reported in chapter 2.

We further aimed to link metabolic capacities encoded in metagenomes identified as charac-

teristic to the Arctic Ocean’s microbiomes to the molecular composition of DOM in the Arctic

Ocean. Fourier-transform ion cyclotron resonance mass spectrometry (FT ICR MS) can re-

trieve the water DOM composition of various samples at the molecular level by inferring the

molecular formula of DOM compounds based on the mass of peaks in the mass spectra [9,10].

Analysis of mass di↵erence between peaks of the mass spectra can also reveal reactivity be-

tween DOM compounds [11]. Through the combination of metagenomics and FT ICR MS, we

identified a close relationship between the genes and pathways favoured by the microbiomes

and the molecular composition of DOM in the Arctic Ocean. The molecular composition of the

DOM in the Arctic Ocean was vertically stratified, paralleling the vertical structure of microbial

metabolism. Specifically, in the subsurface waters we highlighted a strong aromaticity of the

DOM that corresponded to the enrichment of aromatic compound degradation genes while in

the surface, we observed an enhanced reactivity involving sugar moieties between DOM com-

pounds, corresponding to the prevalence of glycan metabolism genes and pathways.

Altogether, this study reveals that within the global ocean, the unique biogeochemical en-

vironment of the Arctic Ocean shapes distinct metabolic features in the microbial communities

that are linked to the molecular composition of DOM. Ultimately, this study will serve as a

basis to explore individual metabolic processes of importance in the Arctic Ocean, phylogenetic
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diversity of the microbes involved in these processes, and how these metabolic processes shape

the Arctic Ocean biogeochemical cycles.

4.3 Results

4.3.1 Biogeography of the global ocean microbiome’s metabolism

We sought to determine how microbial metabolism was distributed across the global ocean.

As a representation of the global ocean microbiomes, we collected publicly available metagenomes

from the Pacific, Atlantic, Indian and Southern Oceans as well as the Red Sea and Mediter-

ranean Sea. Metagenomes represented surface, subsurface chlorophyll maximum, mesopelagic

and bathypelagic waters. The global dataset was analyzed along with the metagenomes we

sampled in the Canada Basin (Figure 4.1a). To generate metabolic profiles genes were assigned

to protein families using the KEGG orthology (KO) database. The KO abundances within

metagenome was calculated as the sum of coverage of gene sets assigned to each KO. The

abundance was normalized by the median abundance of 10 conserved single-copy marker genes

to get a final per-cell KO abundance profile. To capture the genomic capacity of the global

ocean microbiome to metabolize organic and inorganic, we focused our analysis on the KO

involved in metabolic pathways. As a result, we obtained a matrix of KO profiles over the

metagenomes sampled across the global ocean.

We analyzed the KO profiles from the compiled global ocean metagenomic dataset using

NMF analysis. The NMF revealed that six SMGs optimally described the biogeography of

the global ocean microbial metabolism (Figure 4.2a-b). Two SMGs contributed importantly

to the samples of the photic zone (surface and SCM) across the global ocean. The first SMG

contributed most to the surface and subsurface chlorophyll maximum (SCM) (Figure 4.1b) of

temperate oceans and decreased with increasing latitude (Figure 4.3), and hence was called

temperate photic zone SMG. In contrast, the second SMG contributed most to the polar ocean

surface and SCM samples (Figure 4.1b) and decreased from the poles to the equator (Figure

4.3), and was coined polar photic zone SMG. The polar photic zone SMG decreased sharply

with temperature and salinity while the temperate photic zone SMG increased with both salin-

ity and temperature (Figure 4.3). Interestingly, the polar photic zone SMG increased sharply

with oxygen concentration, while the temperate photic zone SMG was maximum around an

oxygen optimum of 200 µmol.kg�1(Figure 4.3).

We identified four SMGs whose contribution was most important in samples of the dark

ocean. The SMGs whose contribution was the highest in the mesopelagic samples and the deep

samples were named global mesopelagic SMG and global deep SMG respectively. Interestingly

the global deep SMG barely contributed to the deep waters of the Arctic Ocean (Figure 4.1b).

Instead, the global mesopelagic SMG was the main contributor in these waters (Figure 4.1b).

Our analysis also revealed an Antarctic deep SMG, whose contribution was mostly restricted

to the deep waters of the Antarctic Ocean. The last SMG was named the Arctic subsurface
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SMG as its contribution was mostly restricted to Arctic waters found below the surface. Its

contribution peaked in the fluorescent dissolved organic matter maximum (FDOMmax) but

was also important in the Arctic SCM and deep waters (Figure 4.1b).

Altogether, these results show that in the global ocean, the metabolism of the surface water

microbiomes is partitioned between the poles and temperate oceans, while the mesopelagic mi-

crobiomes metabolism is homogeneous across the globe. Importantly, these results also demon-

strate that the microbiomes of the Arctic Ocean are characterized by particular metabolic

capacities all throughout the water column.
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Figure 4.1: Biogeography of the global ocean microbiomes’s metabolism. a) Map of the stations sampled for
metagenomes in this study (red) and retrieved from IMG/JGI (green and blue). b) Contribution of the sub-
metagenomes to the global ocean metagenomes.
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Figure 4.2: a) Evolution of various metrics used to quantify the optimal rank to be used for the non-negative
matrix factorization analysis. Cophenetic correlation represents the correlation between the sample distances
from the consensus matrix and the cophenetic distance between these samples when they are clustered. The
dispersion is defined as 1-rss/⌃i,j(Vi,j)2 (Vi,j are the entries of the KO abundance matrix). Evar estimates the
fraction of variance of the KO abundance matrix explained by the NMF results. Residuals is the sum of residuals
between the original KO abundance matrix and the matrix estimated using the NMF. The rss is the residual sum
of squares between the original KO abundance matrix and its estimate using the NMF algorithm. Sparseness is
equal to 1 if all the elements of a vector are null but for 1. Oppositely, the sparseness is equal to 0 is all the
element of a vector are equals. The sparseness of the basis and coe�cient matrices are calculated as the mean
sparseness of its element vectors. b) Consensus matrices obtained from non-negative matrix factorization of the
global ocean KO abundance matrix using various rank values and 100 runs.

117



4.3 Results

Depth Latitude Longitude Salinity Temperature Chlorophyll Nitrate Oxygen Tem
perate photic zone

Polar photic zone
Arctic subsurface

G
lobal m

esopelagic
G

lobal deep
Antarctic deep

0 1000 2000 3000 4000 -40 0 40 80 -100 0 100 30 35 40 0 10 20 0.0 0.2 0.4 0.6 0 10 20 30 40 0 100 200 300 400

0.0000

0.0005

0.0010

0.0015

0.0020

0.0000

0.0005

0.0010

0.0015

0.0020

0.0000

0.0005

0.0010

0.0015

0.0020

0.0000

0.0005

0.0010

0.0015

0.0020

0.0000

0.0005

0.0010

0.0015

0.0020

0.0000

0.0005

0.0010

0.0015

0.0020

Su
b-

m
et

ag
en

om
e 

co
nt

rib
ut

io
n

Figure 4.3: Evolution of the contribution of the six sub-metagenomes along physicochemical gradients

4.3.2 Metabolic characteristics of the global ocean sub-metagenomes

Based on the partitioning of the global ocean microbial metabolism into biogeography-

related SMGs, we sought to determine which KOs and associated pathways di↵erentiated the

six SMGs. We calculated a KO index that quantified the specificity of a KO for each of the six

SMGs. This index ranges from -1 (a KO is not found in a SMG and equally represented in all

the other SMGs), to 0 (a KO is equally represented across all SMGs), to 1 (a KO is represented

in only one SMG). In addition, using the KO index allowed us to calculate a median index per

KO pathway and KO modules for each of the six SMGs.

As expected from sunlit photic zone of the temperate global ocean, most of KOs, KEGG

modules and KEGG pathways with highest indices in the temperate photic zone SMG were

involved in photosynthesis (Figure 4.4, 4.5-4.5). Within the KOs with the 50 highest indices

(Figure 4.4), we found many protein families constituting photosystems I and II (4 and 6 re-

spectively), as well as photosynthetic pigments (phycoerythrin) and protein families involved

in the transformation of these pigments and their intermediates (e.g. protochlorophyllide).

Thirteen protein families (NAD(P)H-quinone oxidoreductase, cytochromes) involved in the ox-

idative phosphorylation of photosynthetic microorganisms (cyanobacteria, chloroplasts of pho-

tosynthetic eukaryotes) were also represented in the KOs with the top 50 indices within the

temperate photic zone SMG (Figure 4.4).
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In the polar photic zone SMG, we found a strong eukaryotic signal. In the KEGG modules

with the highest 50 median indices, there were 10 modules specific to eukaryotes or eukaryotic

organelles (mitochondria) (Figure 4.5). Triacylglycerol biosynthesis and acylglycerol degrada-

tion were in the 50 highest ranking KEGG modules (Figure 4.5). We also found their key

enzymes (phospholipid:diacylglycerol acyltransferase - K00679 and degradation TAG lipase -

K14674) within the 50 highest ranking protein families (Figure 4.4), confirming the importance

of NL metabolism in the Arctic Ocean microbiomes (chapter 3). But we also found additional

lipid metabolism modules and pathways in the top 50 ranking, specifically those involved in

fatty acid biosynthesis (modules: fatty acid metabolism in mitochondria, fatty acid elongation

in endoplasmic reticulum; pathways: fatty acid elongation, biosynthesis of unsaturated fatty

acid, linoleic and alpha-linoleic acid metabolism) and degradation (beta-oxidation).

The most striking feature of the polar photic zone SMG was the prevalence of protein fami-

lies, modules and pathways involved in the metabolism of glycans (polysaccharides). We found

15 protein families, 9 KEGG modules and 12 KEGG pathways involved in glycan metabolism

within the top 50 ranking in the polar photic zone SMG. The biosynthesis of N- and O-glycans

were highly represented, but the 2 highest scoring protein families (K12977, K03949) were in-

volved in the biosynthesis of the lipopolysaccharide system (Kdo-lipid A) (Figure 4.4). The

biosynthesis of glycosylphosphatidylinositol (GPI)-anchor, a cell membrane structure that uses

glycan to anchor protein to a phosphatidylinositol unit also emerged as a particularity of the

polar photic zone SMG. Interestingly, other than glycan metabolism, we found protein families

involved in the synthesis of photosynthetic pigments (K15747, K09839) and the modules in-

volved in the synthesis of photosynthetic pigments biosynthesis regulator (jasmonic acid biosyn-

thesis) within the top 50 ranking.

The global ocean comparative analysis recovered and strengthened our previous observa-

tions from chapter 2 on the enrichment of aromatic compound degradation genes in the Arctic

Ocean within the global ocean. Indeed, the Arctic subsurface SMG was overwhelmingly domi-

nated by aromatic compound degradation metabolism. Out of the 50 highest ranking protein

families in the Arctic subsurface SMG, 23 were involved in aromatic compound degradation

(Figure 4.4). This aromatic compound degradation signal was also detected by the prevalence

of aromatic compound degradation KEGG modules (Figure 4.5) (11 out of 50 highest ranking

modules) and KEGG pathways (Figure 4.6) (16 out of 50 highest ranking pathways - under

the Xenobiotics biodegradation and metabolism pathway family) in the Arctic subsurface SMG.

In the mesopelagic ocean, the sources of energy and organic carbon are limited. The

metabolic features of the global mesopelagic SMG reflected these limitations. KEGG mod-

ules for the use of inorganic substrates such as ammonia as energy sources (nitrification, com-

plete nitrification, ammonia oxidation) were among the highest-ranking modules in the global

mesopelagic SMG (Figure 4.5). Consequently, we found the methane/ammonia monooxyge-

nases subunit A and B in the 50 highest ranking protein families of the global mesopelagic

SMG (Figure 4.5). Similarly, we found a strong signal for the non-phototrophic carbon fixa-
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tion metabolism in the global mesopelagic SMG. We found three KEGG modules of carbon

fixation in the 50 highest ranking modules (Figure 4.6) (incomplete reductive citrate cycle,

hydroxypropionate-hydroxybutyrate cycle and reductive acetyl-CoA pathway, reductive citrate

cycle). Accordingly, 7 protein families involved in carbon fixation pathways (K18954, K18953,

K18602, K18603, K18604, K18605, K15019) were among the 50 highest ranking protein families

in the global mesopelagic SMG.

Both global deep and Antarctic deep SMGs were characterized by high median indices of

KEGG pathways for cellular motility and biofilm formation. However, these two SMGs also

showed marked di↵erences. High indices of proteins from the type IV secretion system, involved

in exchange of DNA through conjugation but also protein delivery to other cells was striking

in the global deep SMG. Our results also show the presence of multiple KOs (K02661, K06597)

involved in pilus assembly, necessary to establish a physical contact between cells during the

conjugation process, among the top 50 highest indices of the global deep SMG (Figure 4.4).

In the Antarctic deep SMG, we observed few proteins involved in quorum sensing (K18304,

K10926, K10927, K10925, K10924) and bacterial motility (K02399, K02413).
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thymidylate synthase (FAD) - K03465

two-component system, CitB family, response regulator CitB -K07702
S-ribosylhomocysteine lyase - K07173

inosine kinase - K00892
PTS system, sugar-specific IIAcomponent - K02777

cytochrome c-type protein NapB- K02568
NADP-dependent alcohol dehydrogenase - K08325

MSHA pilin protein MshB- K10925
ribonucleoside-diphosphate reductase beta chain - K00526

vitamin B12 transport systemsubstrate-binding protein - K06858
nitrite reductase (cytochrome c-552) - K03385

MSHA pilin protein MshD- K10927
hydroxylamine reductase - K05601

two-component system, NarL family,nitrate/nitrite sensor histidine kinaseNarQ - K07674
RcsF protein - K06080

MSHA pilin protein MshC- K10926
two-component system, chemotaxis family, chemotaxis protein CheV -K03415

PTS system, glucose-specific IICcomponent - K02779
dihydrofolate reductase (trimethoprim resistanceprotein) - K19645

LuxR family transcriptional regulator,quorum-sensing system regulator LasR- K18304
ribonucleoside-diphosphate reductase alpha chain - K00525

DNA (cytosine-5)-methyltransferase 3A - K17398

photosystem I subunit XI - K02699
glycerol dehydrogenase - K00005

ferredoxin--NADP+ reductase - K02641
arginine decarboxylase - K01583

photosystem II PsbJ protein - K02711
photosystem I subunit XII - K02700

UDP-glucose/galactose:(glucosyl)LPS alpha-1,2-glucosyl/galactosyltransferase - K03276
manganese transport system permeaseprotein - K11602

light-independent protochlorophyllide reductase subunitN - K04038
photosystem II 13kDa protein - K08903

pantoate ligase / CMP/dCMPkinase - K13799
photosystem II oxygen-evolving enhancerprotein 1 - K02716

protochlorophyllide reductase - K00218
photosystem I subunit IV - K02693

UDP-D-galactose:(glucosyl)LPS alpha-1,3-D-galactosyltransferase - K03278
photosystem II PsbM protein - K02714

light-independent protochlorophyllide reductase subunitL - K04037
cytochrome b6-f complex subunit8 - K03689

histo-blood group ABO systemtransferase - K00709
NAD(P)H-quinone oxidoreductase subunit I - K05580

CpeT protein - K05383
UDP-glucose:(galactosyl)LPS alpha-1,2-glucosyltransferase - K03279

photosystem II PsbX protein - K02722
manganese transport system substrate-bindingprotein - K11601

1,4-alpha-glucan branching enzyme - K16149
pimeloyl- - K19560

ribonucleotide reductase, class II - K00524
NAD(P)H-quinone oxidoreductase subunit 6 - K05578

sulfate adenylyltransferase (ADP) /ATP adenylyltransferase - K00988
two-component system, OmpR family, sensor histidine kinase NblS - K07769

NAD(P)H-quinone oxidoreductase subunit 4 - K05575
photosystem II Psb27 protein - K08902

NAD(P)H-quinone oxidoreductase subunit H - K05579
NAD(P)H-quinone oxidoreductase subunit K - K05582
1,2-diacylglycerol 3-beta-glucosyltransferase - K19003

photosystem I subunit X - K02698
NAD(P)H-quinone oxidoreductase subunit 2 - K05573
NAD(P)H-quinone oxidoreductase subunit J - K05581
NAD(P)H-quinone oxidoreductase subunit 1 - K05572

two-component system, OmpR family, response regulator RpaA -K10697
15,16-dihydrobiliverdin:ferredoxin oxidoreductase - K05369

arogenate dehydrogenase (NADP+) - K15226
phycoerythrobilin:ferredoxin oxidoreductase - K05370

cytochrome b6-f complex subunit7 - K02643
two-component system, OmpR family, clock-associated histidine kinase SasA - K08479

NAD(P)H-quinone oxidoreductase subunit L - K05583
phycoerythrin beta chain -K05377

phycoerythrin-associated linker protein -K05382
NAD(P)H-quinone oxidoreductase subunit N - K05585
NAD(P)H-quinone oxidoreductase subunit M - K05584

tetracycline 7-halogenase / FADH2O2-dependent halogenase - K14257
(S)-1-phenylethanol dehydrogenase - K14746

dTDP-3-amino-3,6-dideoxy-alpha-D-glucopyranose N,N-dimethyltransferase - K13307
2-hydroxy-6-oxonona-2,4-dienedioate hydrolase - K05714

putative 2-oxoglutarate oxygenase -K19110
D-xylonate dehydratase - K14275

PTS system, fructoselysine/glucoselysine-specific IIBcomponent - K19507
2-hydroxy-6-oxo-octa-2,4-dienoate hydrolase - K18092

anthranilate synthase / indole-3-glycerolphosphate synthase - K01656
2-hydroxychromene-2-carboxylate isomerase - K14584

acylpyruvate hydrolase - K16164
D-glucosaminate-6-phosphate ammonia-lyase - K17468

iron/zinc/manganese/copper transport system substrate-bindingprotein - K11704
anthranilate 1,2-dioxygenase (deaminating, decarboxylating)small subunit - K05600

4-pyridoxate dehydrogenase - K18611
salicylate biosynthesis isochorismate synthase - K01851
PTS system, mannose-specific IIBcomponent - K02794

benzoate-CoA ligase - K04110
E-phenylitaconyl-CoA hydratase - K07546

5-(hydroxymethyl)furfural/furfural oxidase - K16873
limonene 1,2-monooxygenase - K14733

3,4-dihydroxyphthalate decarboxylase - K18256
mannopine transport system permeaseprotein - K11079

aminotransferase - K14254
urocanate reductase - K17363

arginine transport system substrate-bindingprotein - K09997
2-deoxy-scyllo-inosamine dehydrogenase - K13548

2,4,5-trichlorophenoxyacetic acid oxygenase 2 - K15244
2,5-dichloro-2,5-cyclohexadiene-1,4-diol dehydrogenase 2 - K15238

2,4,5-trichlorophenoxyacetic acid oxygenase 1 - K15243
IMP cyclohydrolase - K11176

benzoylsuccinyl-CoA thiolase BbsA subunit - K07549
OH-DDVA oxygenase - K15061

NAD+ dependent glucose-6-phosphate dehydrogenase - K19243
1-hydroxy-2-naphthoate dioxygenase - K11948

pentalenic acid synthase - K17876
2,3-dihydroxyphenylpropionate 1,2-dioxygenase - K05713

anthranilate 1,2-dioxygenase small subunit - K16320
sarcosine/dimethylglycine N-methyltransferase - K18897

naphthalene 1,2-dioxygenase ferredoxin component - K14578
dTDP-3-amino-3,4,6-trideoxy-alpha-D-glucopyranose N,N-dimethyltransferase - K13311

4-chlorobenzoyl-CoA dehalogenase - K14418
p-toluenesulfonate methyl-monooxygenase oxygenase componentTsaM - K15768

dichloromethane dehalogenase - K17070
4-chlorobenzoate-CoA ligase - K14417

dTDP-4-amino-2,3,4,6-tetradeoxy-D-glucose N,N-dimethyltransferase - K13330
6-hydroxypseudooxynicotine dehydrogenase subunit gamma - K19187

3-O-methylgallate 3,4-dioxygenase - K15065
OH-DDVA meta-cleavage compound hydrolase - K15062

5,5'-dehydrodivanillate O-demethylase - K15060

acyl-homoserine lactone synthase - K18096
cellulose synthase (UDP-forming) - K00694

two-component system, OmpR family, sensor histidine kinase QseC - K07645
aspartate-semialdehyde dehydrogenase - K15786

ATP-binding cassette, subfamily C,bacterial CydD - K16013
cytochrome o ubiquinol oxidasesubunit II - K02297

nitrate/nitrite transport system substrate-bindingprotein - K15576
chemosensory pili system proteinChpB (putative protein-glutamate methylesterase) - K06597

nitrate/nitrite transport system permeaseprotein - K15577
type IV pilus assemblyprotein PilK - K02661
general secretion pathway proteinN - K02463

Cu(I)/Ag(I) efflux system periplasmicprotein CusF - K07810
two-component system, OmpR family,aerobic respiration control sensorhistidine kinase ArcB - K07648

bifunctional NMN adenylyltransferase/nudix hydrolase - K13522
phospholipase A1/A2 - K01058

D-methionine transport system substrate-bindingprotein - K02073
methyl-accepting chemotaxis protein II, aspartate sensor receptor -K05875

type IV secretion systemprotein TrbL - K07344
hydrogenase small subunit - K06282

sulfate/thiosulfate transport system permeaseprotein - K02046
heme oxygenase (biliverdin-IX-beta anddelta-forming) - K07215

D-methionine transport system permeaseprotein - K02072
LuxR family transcriptional regulator,quorum-sensing system regulator CciR- K19731

nitrite reductase (NADH) largesubunit - K00362
capsular polysaccharide transport systemATP-binding protein - K09689
two-component system, OmpR family, response regulator PfeR -K19610

two-component system, OmpR family,heavy metal sensor histidinekinase CusS - K07644
sulfate/thiosulfate transport system substrate-bindingprotein - K02048
capsular polysaccharide transport systempermease protein - K10107

flagellar transcriptional activator FlhD- K02403
sulfate/thiosulfate transport system permeaseprotein - K02047

assimilatory nitrate reductase catalyticsubunit - K00372
two-component system, OmpR family, sensor histidine kinase PfeS - K19609

cytochrome bd ubiquinol oxidasesubunit II - K00426
cytochrome c oxidase cbb3-typesubunit IV - K00407

flagellar transcriptional activator FlhC- K02402
capsular polysaccharide transport systempermease protein - K09688

cytochrome bd ubiquinol oxidasesubunit I - K00425
type IV secretion systemprotein VirB10 - K03195
type IV secretion systemprotein VirB8 - K03203
type IV secretion systemprotein VirB6 - K03201

catalase - K03781
type IV secretion systemprotein VirB3 - K03198
type IV secretion systemprotein VirB5 - K03200
type IV secretion systemprotein VirB9 - K03204
type IV secretion systemprotein VirB2 - K03197
type IV secretion systemprotein VirB4 - K03199
type IV secretion systemprotein VirB11 - K03196

accessory colonization factor AcfC- K10938
type IV secretion systemprotein VirD4 - K03205
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Figure 4.4: Fifty highest ranking indices for protein families (KO) for each of the six sub-metagenomes
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4.3 Results
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Figure 4.5: Fifty highest ranking median indices for KEGG modules for each of the six sub-metagenomes
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Sulfur metabolism [PATH:ko00920]

Styrene degradation [PATH:ko00643]
Aminobenzoate degradation [PATH:ko00627]
Fluorobenzoate degradation [PATH:ko00364]

Neomycin, kanamycin and gentamicin biosynthesis [PATH:ko00524]
Furfural degradation [PATH:ko00365]

Phosphonate and phosphinate metabolism [PATH:ko00440]
Polyketide sugar unit biosynthesis [PATH:ko00523]

Biosynthesis of type II polyketide products [PATH:ko01057]
Toluene degradation [PATH:ko00623]

Polycyclic aromatic hydrocarbon degradation [PATH:ko00624]
Carbon fixation pathways in prokaryotes [PATH:ko00720]

Sesquiterpenoid and triterpenoid biosynthesis [PATH:ko00909]
Naphthalene degradation [PATH:ko00626]

Biosynthesis of vancomycin group antibiotics [PATH:ko01055]
Acridone alkaloid biosynthesis [PATH:ko01058]

Indole diterpene alkaloid biosynthesis [PATH:ko00403]
Methane metabolism [PATH:ko00680]

Tetracycline biosynthesis [PATH:ko00253]
Carbapenem biosynthesis [PATH:ko00332]

Monoterpenoid biosynthesis [PATH:ko00902]
Ethylbenzene degradation [PATH:ko00642]
Indole alkaloid biosynthesis [PATH:ko00901]

Biosynthesis of enediyne antibiotics [PATH:ko01059]
Nitrotoluene degradation [PATH:ko00633]
Isoflavonoid biosynthesis [PATH:ko00943]

Ubiquinone and other terpenoid-quinone biosynthesis [PATH:ko00130]
Benzoate degradation [PATH:ko00362]
Xylene degradation [PATH:ko00622]

Carbapenem biosynthesis [PATH:ko00332]
Dioxin degradation [PATH:ko00621]

Glyoxylate and dicarboxylate metabolism [PATH:ko00630]
Alanine, aspartate and glutamate metabolism [PATH:ko00250]

Quorum sensing [PATH:ko02024]
Phosphotransferase system (PTS) [PATH:ko02060]

Geraniol degradation [PATH:ko00281]
Peptidoglycan biosynthesis [PATH:ko00550]

Drug metabolism - cytochrome P450 [PATH:ko00982]
Citrate cycle (TCA cycle) [PATH:ko00020]

Histidine metabolism [PATH:ko00340]
Phenazine biosynthesis [PATH:ko00405]
Pyruvate metabolism [PATH:ko00620]
Arginine biosynthesis [PATH:ko00220]
Styrene degradation [PATH:ko00643]

Valine, leucine and isoleucine degradation [PATH:ko00280]
Pantothenate and CoA biosynthesis [PATH:ko00770]

Folate biosynthesis [PATH:ko00790]
Butanoate metabolism [PATH:ko00650]

Pentose phosphate pathway [PATH:ko00030]
Atrazine degradation [PATH:ko00791]

Tryptophan metabolism [PATH:ko00380]
Amino sugar and nucleotide sugar metabolism [PATH:ko00520]

Other glycan degradation [PATH:ko00511]
Two-component system [PATH:ko02020]

Sulfur metabolism [PATH:ko00920]
Streptomycin biosynthesis [PATH:ko00521]

Biotin metabolism [PATH:ko00780]
Secondary bile acid biosynthesis [PATH:ko00121]
Lipopolysaccharide biosynthesis [PATH:ko00540]

Pyrimidine metabolism [PATH:ko00240]
D-Glutamine and D-glutamate metabolism [PATH:ko00471]

Drug metabolism - other enzymes [PATH:ko00983]
Starch and sucrose metabolism [PATH:ko00500]

Valine, leucine and isoleucine biosynthesis [PATH:ko00290]
Furfural degradation [PATH:ko00365]
Nitrogen metabolism [PATH:ko00910]

Bisphenol degradation [PATH:ko00363]
Prodigiosin biosynthesis [PATH:ko00333]

Bacterial secretion system [PATH:ko03070]
Synthesis and degradation of ketone bodies [PATH:ko00072]

Acarbose and validamycin biosynthesis [PATH:ko00525]
Biofilm formation - Escherichia coli [PATH:ko02026]

Flagellar assembly [PATH:ko02040]
Biofilm formation - Vibrio cholerae [PATH:ko05111]

Biofilm formation - Pseudomonas aeruginosa [PATH:ko02025]
Bacterial chemotaxis [PATH:ko02030]

Aflatoxin biosynthesis [PATH:ko00254]
Insect hormone biosynthesis [PATH:ko00981]
Indole alkaloid biosynthesis [PATH:ko00901]
Linoleic acid metabolism [PATH:ko00591]

Biosynthesis of unsaturated fatty acids [PATH:ko01040]
Ubiquinone and other terpenoid-quinone biosynthesis [PATH:ko00130]

Terpenoid backbone biosynthesis [PATH:ko00900]
Isoquinoline alkaloid biosynthesis [PATH:ko00950]

Porphyrin and chlorophyll metabolism [PATH:ko00860]
Oxidative phosphorylation [PATH:ko00190]
Staurosporine biosynthesis [PATH:ko00404]

Regulation of actin cytoskeleton [PATH:ko04810]
Biosynthesis of secondary metabolites - unclassified [PATH:ko00999]

Glutathione metabolism [PATH:ko00480]
Glycosaminoglycan biosynthesis - chondroitin sulfate / dermatan sulfate [PATH:ko00532]

Glycerolipid metabolism [PATH:ko00561]
Tropane, piperidine and pyridine alkaloid biosynthesis [PATH:ko00960]

alpha-Linolenic acid metabolism [PATH:ko00592]
Arachidonic acid metabolism [PATH:ko00590]

Various types of N-glycan biosynthesis [PATH:ko00513]
Sphingolipid metabolism [PATH:ko00600]
Diterpenoid biosynthesis [PATH:ko00904]

Phenylpropanoid biosynthesis [PATH:ko00940]
Glycosylphosphatidylinositol (GPI)-anchor biosynthesis [PATH:ko00563]

Carbon fixation in photosynthetic organisms [PATH:ko00710]
Prodigiosin biosynthesis [PATH:ko00333]

Glycosphingolipid biosynthesis - ganglio series [PATH:ko00604]
Fatty acid elongation [PATH:ko00062]

N-Glycan biosynthesis [PATH:ko00510]
Glycosaminoglycan biosynthesis - heparan sulfate / heparin [PATH:ko00534]

Other types of O-glycan biosynthesis [PATH:ko00514]
Stilbenoid, diarylheptanoid and gingerol biosynthesis [PATH:ko00945]

Peptidoglycan biosynthesis [PATH:ko00550]
Carotenoid biosynthesis [PATH:ko00906]

Cutin, suberine and wax biosynthesis [PATH:ko00073]
Glycosaminoglycan biosynthesis - keratan sulfate [PATH:ko00533]

Mannose type O-glycan biosynthesis [PATH:ko00515]
Flavone and flavonol biosynthesis [PATH:ko00944]

Glycosphingolipid biosynthesis - globo and isoglobo series [PATH:ko00603]
Phenazine biosynthesis [PATH:ko00405]

Brassinosteroid biosynthesis [PATH:ko00905]
Glycosphingolipid biosynthesis - lacto and neolacto series [PATH:ko00601]

Caffeine metabolism [PATH:ko00232]
Mucin type O-glycan biosynthesis [PATH:ko00512]

Zeatin biosynthesis [PATH:ko00908]
Lipoic acid metabolism [PATH:ko00785]

Benzoxazinoid biosynthesis [PATH:ko00402]
Clavulanic acid biosynthesis [PATH:ko00331]

Photosynthesis - antenna proteins [PATH:ko00196]
Photosynthesis [PATH:ko00195]

Glyoxylate and dicarboxylate metabolism [PATH:ko00630]
Taurine and hypotaurine metabolism [PATH:ko00430]

Carbon fixation pathways in prokaryotes [PATH:ko00720]
Propanoate metabolism [PATH:ko00640]

Carbapenem biosynthesis [PATH:ko00332]
Polyketide sugar unit biosynthesis [PATH:ko00523]

Synthesis and degradation of ketone bodies [PATH:ko00072]
Chloroalkane and chloroalkene degradation [PATH:ko00625]

Indole alkaloid biosynthesis [PATH:ko00901]
Acridone alkaloid biosynthesis [PATH:ko01058]

Betalain biosynthesis [PATH:ko00965]
Methane metabolism [PATH:ko00680]
Tyrosine metabolism [PATH:ko00350]

Other glycan degradation [PATH:ko00511]
Valine, leucine and isoleucine degradation [PATH:ko00280]

Caprolactam degradation [PATH:ko00930]
Limonene and pinene degradation [PATH:ko00903]

Phosphonate and phosphinate metabolism [PATH:ko00440]
Secondary bile acid biosynthesis [PATH:ko00121]
Nonribosomal peptide structures [PATH:ko01054]

Ascorbate and aldarate metabolism [PATH:ko00053]
Styrene degradation [PATH:ko00643]

Butanoate metabolism [PATH:ko00650]
Biosynthesis of type II polyketide backbone [PATH:ko01056]

Xylene degradation [PATH:ko00622]
Dioxin degradation [PATH:ko00621]

Drug metabolism - cytochrome P450 [PATH:ko00982]
Chlorocyclohexane and chlorobenzene degradation [PATH:ko00361]

Metabolism of xenobiotics by cytochrome P450 [PATH:ko00980]
C5-Branched dibasic acid metabolism [PATH:ko00660]

Lipoarabinomannan (LAM) biosynthesis [PATH:ko00571]
Benzoate degradation [PATH:ko00362]
Riboflavin metabolism [PATH:ko00740]

Biosynthesis of type II polyketide products [PATH:ko01057]
Sesquiterpenoid and triterpenoid biosynthesis [PATH:ko00909]
Biosynthesis of vancomycin group antibiotics [PATH:ko01055]

Nitrotoluene degradation [PATH:ko00633]
Bisphenol degradation [PATH:ko00363]
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Naphthalene degradation [PATH:ko00626]

Toluene degradation [PATH:ko00623]
Polycyclic aromatic hydrocarbon degradation [PATH:ko00624]

Furfural degradation [PATH:ko00365]
Ethylbenzene degradation [PATH:ko00642]

Aminobenzoate degradation [PATH:ko00627]
Fluorobenzoate degradation [PATH:ko00364]
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Pantothenate and CoA biosynthesis [PATH:ko00770]
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Figure 4.6: Fifty highest ranking median indices for KEGG pathways for each of the six sub-metagenomes
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4.3.3 Molecular composition of the Arctic Ocean water column dissolved

organic matter

Based on the contribution of the six SMGs, the Arctic samples fell into three di↵erent

clusters. The samples constituting these three clusters were found in di↵erent water column

features: the surface, the SCM/FDOMmax and the deep waters. We asked if the partition of

samples based on metabolic processes of microbiomes was reflected in di↵erences in the compo-

sition of organic matter within the Arctic Ocean. More specifically, we sought to determine if

we found relationships between the distinct metabolic features of the Arctic Ocean microbiomes

and the molecular composition of DOM. We therefore characterized the molecular composition

of the dissolved organic matter (DOM) in the water column of the Arctic Ocean using Fourier

transform ion cyclotron resonance mass spectrometry (FT ICR MS).

Non-metric multidimensional scaling (NMDS) analysis of DOM molecular characterization

data showed that the grouping of samples based on DOM (Figure 4.7a) paralleled the grouping

of samples based on SMGs contribution into the three water features: surface, SCM and deep

waters. Overlaid chemical classifications on the plot indicated that a higher contribution of

oxygenated compounds, peptides, and amino sugars in surface samples is driving the separa-

tion with the SCM and deep samples. On the other hand, a higher contribution of condensed

hydrocarbons and lower contribution of lignin (CRAM)-like compounds in the SCM samples

were driving the separation with deep samples.

Through the multiple and diverse metabolic pathways used to transform DOM, micro-

bial communities considerably complexify the molecular composition of DOM [12]. Complexity,

or diversity, of DOM is therefore an indicator of which compounds are accessed, used and

transformed by microbial communities. Functional diversity of the DOM calculated based

on elemental composition and aromaticity/double bond equivalency indices indicated that the

stratification of the water column resulted in significant changes in the reactivity and overall

geochemical signature of the DOM (Figure 4.7b). The elemental composition diversity index

of the SCM DOM were significantly (p < 0.05) higher than both surface and deep DOM, sug-

gesting more diverse DOM composition in the SCM than in the surface and the deep. The

unsaturation/aromaticity diversity index was maximal in the SCM DOM where we found the

stronger contribution of the Arctic subsurface SMG and hence aromatic compound degrada-

tion genes and pathways. Elemental composition diversity was significantly (p < 0.05) higher

in surface compared to deep. However, the unsaturation and aromaticity diversity index was

not significantly di↵erent between surface and deep.

As we observed a coherence between the composition of DOM and the metabolic features

of the Arctic Ocean microbiomes, we sought to examine if the reactivity of DOM would be

coherent with the distinct metabolic genes and pathways found in di↵erent water features.

To examine the reactivity of DOM, we performed a network analysis of putative biochemical

transformations. A putative transformation corresponded to the loss or gain of a chemical

group between two mass peaks. We systematically compared peaks for mass di↵erences that
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a

b c

Figure 4.7: Molecular characterization of the dissolved organic matter in the water column of the Arctic
Ocean. a) Non-metric multi-dimensional Scaling (NMDS) analysis of all peaks with assigned molecular formula
generated via FT ICR MS. The chemical classes were overlaid on the NMDS plot to investigate the ocean
stratification in terms of dissolved organic matter (DOM) chemical classes. Depths are coloured as surface
(red), SCM (yellow), and deep (black). b) Functional diversity analyses on all peaks with assigned molecular
formula generated via FT ICR MS. The elemental composition diversity index is calculated based on the mass and
elemental (C,H,N,O,S,P) composition. Insaturation and aromaticity index is calculated based on the aromaticity
(AI) and double bond equivalency (DBE-O) indices. Statistical significance was determined by the Kruskal-Wallis
test (non-parametric) with Dunn post-hoc. The “ns” symbol indicates p > 0.05. All p < 0.05 and 0.001 are
summarized with one and three asterisks, respectively. c) Log 2 fold change (Log2FC) of the relative abundance
of biogeochemical transformation based on all detected peaks from FT ICR MS. The Log2FC was calculated to
do a pairwise comparison among depths. The transformations were grouped into 4 main categories : Carbon
(C), sulfur (S), nitrogen (N), and sugar related transformation

corresponded to the loss or gain of 125 chemical groups. The top 25 transformations that were
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significantly di↵erent across water column features were grouped into 4 categories depending

on the molecular composition of the chemical group exchanged in the reaction: carbon (C),

sugar (CH2O), nitrogen (N), and sulfur (S) related. We found important di↵erences between

the photic (surface and SCM) and aphotic (deep samples) zone (Figure 4.7c). Sugar-related

transformations exhibited the strongest di↵erences, with surface and SCM samples depicting

more enriched sugar-related transformation compared to deep (log2FC > 0.02). The trends

in sugar-related transformation paralleled the contribution of the polar photic zone SMG and

hence the glycan metabolism genes and pathways in the surface (high contribution), the SCM

(lower contribution) and the deep samples (no contribution). N-related transformations were

also more enriched in surface samples (log2FC > 0.007), specifically when comparing to deep

(log2C > 0.01). Sulfur-related transformations, on the other hand, were depleted in surface

and SCM (log2FC < -0.01) compared to deep, with surface waters exhibiting more depleted

S-related transformations compared to SCM (log2FC < -0.01). However, we also observed

reactivity di↵erences within the photic zone: the C-related transformations were enriched in

both surface and SCM compared to deep (log2FC > 0.01), but they were depleted in surface

compared to SCM (log2FC < 0).

4.4 Discussion

Strong eukaryotic cold adaptation signature in the metabolic capacity of the Arc-

tic Ocean photic zone

The phytoplankton communities of both the Arctic Ocean [13] and the Southern Ocean [14]

are dominated by eukaryotic taxa, with very low abundance or absence of cyanobacteria. Our

results capture this eukaryotic signal in the microbiomes metabolism as evidenced by multiple

KEGG modules from eukaryotes having high indices in the polar ocean photic zone SMG. Both

cold temperatures throughout the year and the elevated levels of solar radiation during the

spring and summer favor the accumulation or reactive oxygen species (ROS) at toxic levels in

phytoplankton cells [15]. For phytoplankton to persist and thrive in the surface of polar oceans

would therefore require strategies to mitigate the e↵ect of ROS. Compared to the temper-

ate ocean’s surface, in the polar ocean’s surface, we found many protein families and KEGG

pathways involved in photoprotection and cold adaptation. Phytoplankton can modulate their

photosynthetic pigments levels to adapt to the amount of solar radiation. Jasmonic acid has

been described as an important hormone that regulates pigments and proteins levels [16]. The

high index of the jasmonic acid biosynthesis module in the polar ocean photic zone SMG may

indicate that phytoplanktonic communities in polar oceans use it to decrease their pigment

levels and mitigate the production of ROS in response to the large amount of solar radiation

during the long spring and summer days. The beta-ring hydroxylase (K15747) and violax-

anthin de-epoxidase (K09839) both had high indices in the polar photic zone SMG and were

involved in the biosynthesis of pigments (lutein and zeaxanthin) used to quench high energy

chlorophyll intermediates produced during high solar radiation levels, preventing the formation
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of ROS. The presence of two nitric oxide (NO) synthases amongst the 50 highest ranking pro-

tein families in the polar photic zone SMG, reinforces the ROS protection, as NO acts as an

antioxidant in phytoplankton [17]. Similarly, tocopherol a derivative of vitamin E, acts as an

antioxidant against cold stress in Antarctic phytoplankton [18] and its synthesis was observed

in the 50 highest KEGG modules. Altogether, these results suggest that the polar ocean phy-

toplankton communities have developed an arsenal of metabolic processes for optimal growth

under stress in cold environment with intense photoperiods.

The enrichment of glycan metabolism in the microbial communities of the polar

oceans photic zone reveals multi-level cold adaptation mechanisms

The cold tolerance of polar ocean photic zone microbial communities may enhance their

carbohydrate metabolism. Many vital cell functions are a↵ected by the rigidification of cell en-

velopes (cell membrane and cell wall) under low temperatures. The fluidity of the cell membrane

in cold environments is maintained by an increase in the fraction of unsaturated, polyunsat-

urated and branched fatty acids (FAs) in the membrane [19]. The use of strategies to fluidize

the membrane in polar ocean microbes is evidenced in our results by the relatively high indices

of KEGG pathways for the biosynthesis of unsaturated FAs or synthesis of linoleic and alpha-

linoleic acid (an unsaturated FAs) in the polar oceans photic zone. Lipopolysaccharide (LPS)

is the main component of the outer membrane of gram-negative bacteria [20]. LPS is anchored

to the membrane through the lipid A. The core glycan is linked to the lipid A and can bear a

longer glycan called the O-chain. The two top protein families of the polar ocean photic zone,

were involved int the synthesis and modification of LPS: lipid A 1-phosphatase (K12977) and

alpha-1,3-glucosyltransferase (K03849). Similarly, we found the Kdo2-lipid modification path-

way in the top 10 highest ranking KEGG pathways. We therefore suspect that modifications

of LPS, either through the saturation of the fatty acid chains in lipid-A or the modification of

the core and O-chain glycans participate to the cold-tolerance response of the microbial com-

munities from the polar ocean photic zone, as has been shown in various studies [20].

In addition to the modification of FA structure, cells can use other compounds to modulate

membrane fluidity. Bacteria have been shown to use carotenoids, a class of isoprenoids, to

improve membrane fluidity in cold environments [21,22]. The high indices of C10-C20 isporenoid

biosynthesis KEGG modules, as well as protein farnesyl transferase (K05955, involved in iso-

prenoid biosynthesis) in the polar ocean photic zone SMG may indicate that microbial taxa use

carotenoids as an aid to regulate membrane fluidity. In addition, carotenoids are involved in

scavenging ROS [23].

Microbial taxa can modulate other component of their envelopes to circumvent the detri-

mental e↵ects of very low temperatures. Gram-positive bacteria increase the thickness of their

peptidoglycan walls to resist freeze-thaw cycles, osmotic imbalance, or the disruptive e↵ects

of ice crystals [15]. The biosynthesis of glycoproteins requires the attachment of a glycan to

proteins through nitrogen or oxygen atom, hence being called a N- or O-glycan. The numer-

ous high indices KEGG modules involved in N- and O-glycan biosynthesis may indicate an
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enhanced capacity to synthesize proteoglycans in the microbial taxa of the polar oceans photic

zone. They could also indicate an enhanced capacity to produce exopolysaccharides (EPSs).

EPSs are polymers of sugars and are usually substituted with proteins [24]. Microbes can indeed

release EPSs in their vicinity (covalently or loosely bound the cell) to dampens the deleteri-

ous e↵ects of low temperatures [25]. EPSs, among other functions, are osmoprotectants, can

act as di↵usion barrier or as a barrier for ice [15]. The modifications of LPS, as well as the

enhanced synthesis of cell wall glycoproteins and EPS may significantly increase the amount

of glycans in the microbiomes of the polar ocean’s photic zone compared to other oceanic zones.

The enriched metabolism of glycan in the Arctic Ocean my leave a strong signature in the

DOM. We found that the sugar-related transformation in DOM were enriched in the surface

compared to the SCM and the deep, and enriched in the SCM compared to the deep. This trend

followed the contribution of the polar photic zone SMG and therefore of glycan metabolism:

high in the surface, lower in the SCM and not contributing to the deep waters. Lots of glycan

metabolism genes and pathways of the polar photic zone SMG were involved in the biosynthe-

sis of polysaccharides in the cell wall, membrane or extracellularly. These polysaccharides may

therefore be more accessible and used as a growth substrate by other heterotrophic species.

The enrichment of sugar-related transformation in the surface supports this hypothesis. In this

scenario, polysaccharides (or glycans) would represent a more important carbon and energy

source for the microbial loop in the polar oceans than in temperate oceans. More investigation

would be however be needed, such as the biogeography of carbohydrate active enzymes or the

quantification of polysaccharides. Nevertheless, our results highlight a potential and new im-

portant role of glycans for microbiomes to thrive in the Arctic Ocean.

Signature of the capacity to process terrestrial organic matter in the microbial

communities of the Arctic Ocean

The metabolism of the microbial communities from the Arctic Ocean subsurface waters re-

veals a strong signal for the degradation of organic matter from terrestrial origin. The tOM

discharge to the Arctic Ocean is maximum during the spring freshet and stays in the surface

with the fresh water that carries it. During the winter and ice formation, this tOM sinks and

accumulates in the halocline, forming a maximum of tOM [26]. The tOM maximum is particular

to the Arctic Ocean and has been identified due to its spectrophotometric properties, forming a

maximum of fluorescent dissolved organic matter (FDOMmax). Indeed, tOM absorbs light and

fluoresces at di↵erent wavelengths than autochthonous marine organic matter (OM) [27]. This

particular spectrophotometric characteristic stems from aromatic compounds, derived from soil

humic substances that compose a large fraction of tOM [28]. The large number of proteins fami-

lies and KEGG modules in the top 50 highest indices within the Arctic subsurface SMG but no

other SMGs suggests that the capacity to degrade tOM is enhanced in the microbial communi-

ties of the Arctic Ocean subsurface. This is further supported by the contribution of the Arctic

subsurface SMG being maximum in the FDOMmax, where we find the highest concentration of

tOM. These findings strongly support and strengthen the results of chapter 2. In Chapter 2, we

demonstrated that, within the Arctic Ocean, the microbiomes of the FDOMmax are enriched
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in aromatic compound degradation genes. We also showed that, within the global ocean, it

was in the Arctic Ocean FDOMmax that aromatic compound degradation genes made up the

highest fraction of the metabolic gene pool. In addition, chapter 2 and a previous study from

our lab have associated the unusually high number of aromatic compound degradation genes

in Arctic taxa to an adaption to the high levels of tOM in the Arctic Ocean [29]. The results

of the current work reported in this chapter go a step further by showing that the enrichment

of aromatic compound degradation genes in the microbiomes of the FDOMmax and the SCM

within the global ocean is important enough to di↵erentiate the metabolism of the Arctic sub-

surface waters’ microbiomes from microbiomes of the rest of the global ocean. Moreover, within

the Arctic Ocean, it was in the FDOMmax and SCM that the DOM unsaturation/aromaticity

diversity index was maximal. This high diversity of compounds with an elevated degree of

unsaturation may reflect both the abundance of aromatic compounds in the SCM/FDOMmax,

but also the diversification of these compounds through microbial transformations. This finding

is another element reinforcing the importance of terrestrially-derived aromatic compounds for

the microbiomes of the Arctic Ocean subsurface. Ultimately, we would need to determine the

contribution of terrestrially-derived OM to the energy flow of the Arctic Ocean microbiomes,

but also if its fate is remineralization to CO2 or transformation to refractory DOM and long-

term storage in the Arctic Ocean.

Unique molecular signature in the water column of the Arctic Ocean dissolved

organic matter

We observed a strong stratification of the Arctic Ocean DOM between the surface, sub-

surface and deep samples. This stratification was also observed in other oceans [30,31]. In these

studies, the surface was characterized by higher H/C ratio, indicative of freshly produced,

phytoplankton-derived OM. The H/C ratio decreased with depth, and the deep samples con-

tained higher fraction of CRAM compounds. Our results show similarities with these studies:

the surface had a higher fraction of peptides, amino-sugars and highly-oxidized compounds, all

characterized by high H/C ratios, while the deep contained the low H/C ratio CRAM com-

pounds. However, in studies from other oceans, the aromaticity increased with depth, reaching

its maximum in the deep samples [31,32]. The Arctic Ocean showed a di↵erent trend, with the

aromaticity being maximum in the SCM. This was strikingly di↵erent than other oceanic re-

gions in which the aromaticity of the SCM DOM is among the lowest of the water column.

This high aromaticity index of the Arctic SCM most probably stems from the strong terrestrial

signature in Arctic DOM, as evidenced by the important FDOM signal in the SCM (chapter

2). Our DOM analysis is preliminary and we will need more in-depth characterization of the

DOM bulk properties to compare to what has been found in other oceans.
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4.5 Conclusion

The Arctic Ocean is characterized by a unique biogeochemical landscape. Microbial metabolic

processes shape and are shaped by the ocean biogeochemistry. Despite the importance of mi-

crobial metabolic processes, we still lack a global view of all the metabolic characteristics of the

Arctic Ocean within the global ocean. In this study, we systematically surveyed the metabolism

of microbial communities in the global ocean. We discovered that microbiomes from the surface

waters of polar oceans exhibit similarities with each other but di↵er markedly from microbiomes

found in temperate and equatorial waters. Specifically, we found a strong eukaryotic signature

and processes involved in the metabolism of glycans and lipids. Our study demonstrated that

the microbiomes of the Arctic subsurface waters was characterized by a uniquely strong signal

of aromatic compound degradation processes. By characterizing the molecular composition of

the water DOM, we showed that the DOM stratification followed the stratification of microbial

metabolic processes in the Arctic Ocean. In addition, we found a strong aromaticity of DOM

in the Arctic subsurface waters, corresponding to the prevalence of aromatic compounds degra-

dation genes and an enrichment of chemical reactions involving sugar moieties in the Arctic

surface waters, that corresponded to the strong contribution of glycan metabolic genes and

pathways. Altogether, we could, for the first time, unravel the particularities of the Arctic

Ocean microbiomes metabolism within the global ocean and relate it to the composition of the

DOM. In next steps, we will seek to find degradation pathways for the glycan compounds in the

Arctic surface and aromatic compounds in the Arctic subsurface to confirm the putative role

of microbial communities in glycan metabolism and aromatic compound degradation respec-

tively. Finally, we will seek to link metabolic genes and pathways to molecular formulae through

network analysis to highlight the main actors in glycan metabolism and aromatic compound

degradation in the Arctic Ocean. Nevertheless, our study serves as a base to further investigate

the phylogenetic distribution of metabolic processes of importance in the Arctic Ocean, and

their impact on the Arctic Ocean biogeochemical cycles.

4.6 Methods

Sampling, DNA and RNA extraction

Samples were collected in September 2017 during the Joint Ocean Ice Study cruise to the

Canada Basin. We analyzed 22 metagenomes and 25 metatranscriptomes generated from sam-

ples collected across the water column of the Canada Basin. Eight specific water masses were

sampled: the surface mixed layer (surface: 5 m and 20 m depth) characterized by fresher water

due to riverine input and ice melt, the subsurface chlorophyll maximum (SCM), in the halocline

(FDOMmax at salinity of 32.3 and 33.1 PSU, referred as 32.3 and 33.1), and deeper water from

Atlantic origin at the temperature maximum (referred as Tmax), 1000 m depth (Atlantic water,

further referred as AW) and 10 or 100 m above the bottom (further referred as bottom).
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We filtered 14L of seawater for DNA samples and 7L of seawater for RNA samples sequen-

tially through a 3 µm pore size polycarbonate track etch membrane filter (AMD manufacturing,

ON, Canada) and a 0.22 µm pore size Sterivex filter (Millipore, MA, USA). Filters were stored

in RNALater (ThermoFischer, MA, USA), and kept frozen at -800C until processing in the

lab. DNA was extracted following the method described in Colatriano et al. [33]. Briefly, the

preservation solution was expelled and replaced by a SDS solution (0.1 M Tris-HCl pH 7.5, 5%

glycerol, 10 mM EDTA, 1% sodium dodecyl sulfate) and incubated at room temperature for 10

min and then at 950C for 15 min. The cell lysate was then centrifuged at 3,270 x g. Proteins

were removed by precipitation with MCP solution (Lucigen, WI, USA) and the supernatant

was collected after centrifugation at 17,000 x g for 10 min at 40C. DNA was precipitated with

0.95 volume of isopropanol and rinsed twice with 750 µL ethanol before being air dried. The

DNA was resuspended in 25 µL of low TE bu↵er, pH 8 (10 mM Tris-HCl, 0.1mM EDTA) and

stored at -800C.

The RNA extraction procedure was adapted from the mirVana RNA extraction kit (Ther-

moFisher, MA, USA). RNAlater was expelled from the Sterivex and replaced by 1.5 mL of Lysis

bu↵er and Sterivex was vortexed. 150 µL of miRNA homogenate were added, the Sterivex vor-

texed and incubated on ice for 10 min. The cell lysate was expelled from the Sterivex, 0.9x the

volume of acid-phenol-chloroform was added and the solution was vortexed for 30-60 sec. The

mix was centrifuged at 10,000 x g for 5 min, and the top aqueous phase gently removed and

transferred to a fresh tube. 1.25 volume of 100% ethanol was added to the aqueous phase and

vortexed to mix. The mix was filtered through mirVana Filter Cartridges by centrifugating at

10,000 x g for 10 s, and the flow through discarded. The RNA was rinsed with 700 µL of Wash

Solution 1 and then with 500 µL Wash solution 2/3 by centrifugating at 10,000 x g for 10 sec.

RNA was then eluted with 50 µL of Elution solution (0.1 M EDTA) warmed at 950C. 700 µL

of RTL bu↵er and 500 µL 100% ethanol were added to the RNA suspension and the suspension

was centrifuged for 15 sec at 10,000 x g on a RNeasy MinElute column. RNA was washed first

with RPE bu↵er by centrifuging 500 µL for 15 sec at 10,000 x g and then 80% ethanol for 2

min at 10,000 x g. The empty column was then centrifuged at 12,000 x g for 5 min to discard

the excess liquid. The RNA was finally eluted by centrifugation of 28 µL and then 10 µL of

RNase free water for 1 min at 12,000 x g and stored at -800C.

Generation of KO abundance tables

Bioinformatics metagenomics files containing genes IDs, gene annotations, gene depth of

coverage and other gene information were retrieved from the DOE Joint Genome Institute In-

tegrated Microbial Genomes (https://img.jgi.doe.gov) repository. The abundance of a KEGG

ortholog number (KO, gene family) in a metagenome was calculated by summing the depth

of coverage of all genes annotated with this KO. KO abundance matrices therefore represent

the metagenomic profiles in the samples. As samples vary in terms of depth of sequencing

(or library size), we normalized the metagenomic profiles to the relative cell number to get a

per-cell number of copies [34]. Concretely, the KO abundances were divided by the median abun-

dance of 10 universal single-copy phylogenetic marker genes (K06942, K01889, K01887, K01875,
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K01883, K01869, K01873, K01409, K03106, and K03110). These normalized KO abundances

can therefore be interpreted as the per-cell number of gene copies for a given protein family

(KO).

Non-negative matrix factorization of the KO abundance matrix

Non-negative matrix factorization (NMF) was performed with the nmf function form the

NMF package in R [35]. NMF analysis decomposes the KO abundance matrix in a product of two

matrices: the basis matrix and the coe�cient matrix. The coe�cient matrix contains a reduced

number of new descriptors whose profiles describes the overall structure of the metagenomic

profiles across the samples. The basis matrix contains the weights of the original descriptors

(KO) on the new set of descriptors. Di↵erent subsets of KO have di↵erent weights on each of

the new descriptors. In our study, the new descriptors therefore represent a subset of specific

KO. We therefore named the new descriptors as sub-metagenomes (SMGs).

The number of SMGs (rank) is arbitrary and was chosen based on a way to optimize a

number of metric and with biological consideration of the structure of the global ocean. NMF

was first ran with di↵erent ranks (Slide 2-3), with a number of 100 runs for each rank. The

consensus matrices represent (Slide 2), for each rank, over the 100 runs, the fraction of times 2

samples are clustered together based on the coe�cient matrix. Various metrics were also cal-

culated (Slide 3) based on the NMF results.Cophenetic represents the finish. Rss is the square

root of the summed squared di↵erences between the original KO abundance matrix and the

product of the basis and coe�cient matrix. The dispersion is defined as 1 � rss/
P

i,j
j(Vi,j)2

(Vi,j are the entries of the KO abundance matrix) and estimates the fraction of variance of the

KO abundance matrix explained by the product of the basis and coe�cient matrices. Residuals

is the sum of di↵erences between the original KO abundance matrix the matrix approximated

by the product of the basis and coe�cient matrices. Sparseness represents the homogeneity of

a vector. Sparseness is equal to 1 if all the elements of a vector are null but for 1. Oppositely,

the sparseness is equal to 0 is all the element of a vector are equals. The sparseness of the

basis and coe�cient matrices are calculated as the mean sparseness of its element vectors. A

rank of 6 was chosen for following analysis as its metrics were very similar to other ranks. In

addition, clustering based on both the coe�cient and basis matrices produced the same clus-

ters of samples. More importantly, the samples clustering corresponded to meaningful physical

and biological oceanic regions: (i) photic zone of the global ocean minus the poles (ii) photic

zone of the poles (iii) subsurface water masses of the Arctic Ocean (iv) mesopelagic waters of

the global ocean (v) bathypelagic waters of the global ocean (vi) bathypelagic waters of the

Antarctic ocean.

Calculation of protein families, KEGG module and KEGG pathway indices

The indices were calculated for KO number annotated from metagenomes by combining

two methods described in Jiang et al. [36] and Kim textitet al. [37]. We first used the KO number

abundance matrices and the coe�cient matrices (SMG x samples) to calculate both the spear-
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man correlation coe�cient and the multidimensional projection between all pairs of KO number

annotated from metagenomes and SMG. The spearman correlation coe�cient between an KO

(i) and a SMG (k) ⇢i,k was calculated using the abundance profile of a KO and a SMG along

all the samples. The multidimensional projection between an KO and a SMG was calculated

as the cosine of the angle between the vectors represented by an KO abundance in the samples

space and the vector represented by SMG in the samples space. The abundance profiles of KO

and SMGT were first normalized, and the multidimensional projection was calculated as:

Cos⇥i,k =
nX

j=1

ai,j ⇥ sk,j (4.1)

Where Cos⇥i,k is the multidimensional projection between the KO i and the SMG k, n is the

number of samples, ai,j is the normalized abundance of the KO i in the sample j, and sk,j is

the normalized abundance of the SMG k in the sample j. We then used the basis matrix to

calculate the score of each KO:

Score(i) = 1 +
1

log2(q)

qX

k=1

p(i, k)⇥ log2(p(i, k)) (4.2)

Where i is the KO, q is the number of SMG (6 in our study), k is the SMG, p(i,k) is the

probability of finding the KO i in the SMG k. We calculated the final KO index on each SMG

by multiplying the spearman correlation coe�cient, cos theta and the KO score:

Ii,k = ⇢i,k ⇥ Cos⇥i,k ⇥ Score(i) (4.3)

This allowed us to calculate an index for each pair of KO and SMG

FT ICR MS data acquisition and data analysis

A 12 T Bruker SolariX FTICR mass spectrometer located at EMSL, a DOE-BER national

user facility in Richland, WA, was used to collect high-mass resolution spectra of the organic

molecules in the samples collected from the basin. A standard Bruker ESI source was used to

generate negatively charged molecular ions. The ion accumulation time (IAT) was varied be-

tween 0.01 and 0.05 seconds to account for variations in carbon concentrations in each sample.

One hundred forty-four individual scans were averaged for each sample and internally calibrated

using organic matter homologous series separated by 14 Da. The mass measurement accuracy

was typically within 1 ppm for singly charged ions across a broad m/z range (200-1200 Da).

Instrument settings were optimized using Suwannee River Fulvic Acid (IHSS) used as a stan-

dard. The instrument was flushed between samples using double deionized water and HPLC

grade methanol. Blanks were analyzed at the beginning and the end of the day to monitor

background contaminants and day to day . BrukerDaltonik version 4.2 data analysis software

converted raw spectra (obtained from each sample) to a list of m/z values applying FT-MS

peak picker module with a signal-to-noise ratio (S/N) threshold of 7 and absolute intensity

threshold of 106. Formularity [38] software was used to assign chemical formulae based on the

criteria described in Tfaily et al. [10]
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The assigned molecular formulae were visualized on van Krevelen diagrams [39] based on their

ratios of hydrogen to carbon (H/C) and oxygen to carbon (O/C). The van Krevelen diagrams

provide a means to compare the average properties of OM and enable the identification of the

major chemical classes (lipids, peptides, lignin (CRAM), carbohydrates, unsaturated hydro-

carbons, condensed hydrocarbons, and highly oxygenated compounds) present in the samples.

The H/C and O/C ranges for chemical classification are follows: Amino sugar and carbo-

hydrates (O/C: 0.5-0.7; H/C:0.8-2.5), Condensed hydrocarbons (O/C: 0.0-0.4; H/C:0.2-0.8),

Lignin(CRAM) (O/C: 0.29-0.65; H/C:0.7-1.5), Lipids (O/C: 0.0-0.3; H/C:1.5-2.5), Peptides

(O/C: 0.3-0.6; H/C:1.5-2.3), Amino sugar and Highly oxygenated compounds (O/C: 0.65-1.0;

H/C:0.8-1.5), Unsaturated hydrocarbons (O/C: 0.0-0.3; H/C:1.0-1.6).

The molecular properties of the filtered peaks that received a molecular formula assign-

ment by Formularity were determined by calculating molecular indexes based on each peak’s

elemental composition. These include: modified Aromaticity Index (AImod) that reflects the

“density” of carbon-to-carbon double bonds within a molecule; and finally double bond equiv-

alence (DBE) that represents the amount of unsaturation in a molecule and can indicate the

presence of aromatic structures [40].

Investigation of biochemical transformations through dissolved organic matter

network analysis

Network analysis was employed to determine DOM biochemical transformations or decom-

position pathways across di↵erent samples. Pairwise mass di↵erences in an all-vs-all approach

between all m/z peaks within a sample were calculated. These mass di↵erences were compared

to a list of 86 commonly observed biochemical transformations adopted from Breitling et al. [11]

included reactions that could occur by biotic and/or abiotic means depending on the environ-

mental conditions and loss or gain of phosphate or an amine group.

The R package RCy3 [41] was used to build and analyze these transformation networks using

Cytoscape v.3.8.1 [42] via R. In the networks, each m/z peak corresponds to nodes, and the

mass di↵erence between two m/z peaks is represented by the edges of the networks [43]. Net-

work heterogeneity was calculated using Cytoscape’s core application NetworkAnalyzer version

4.4.6 [44]. The network heterogeneity statistic is based on the clustering coe�cient parameter. A

high clustering coe�cient value indicates that the nodes on the network have a high number of

neighbouring nodes, i.e., diversity of biochemical transformations and low reaction specificity,

in this context. Inversely, a low clustering coe�cient value indicates that the nodes on the net-

work have a low number of shared connections with neighbouring nodes, hence a low diversity

of transformations and a high biochemical reaction specificity [45,46].

Statistical analysis

The log-transformed peak intensities were transformed into Bray-Curtis distances using the
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“vegdist” function for the vegan package and ordination of the data, based on the normalized

intensities, was calculated using non-metric multidimensional scaling (NMDS). The percentages

of chemical classes were overlaid on the NMD plot to investigate the depth e↵ect.
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Chapter 5
Conclusion and perspectives

The myriad of metabolic processes that microbiomes can perform enable them to thrive in

an incredible variety of environments [1], including the most extreme ones [2]. Their metabolic

capacity to use and transform all kind of inorganic and organic matter is at the core of their

role in controlling the major biogeochemical cycles [3]. It is therefore crucial to understand the

ecology of microbial processes and how they are a↵ected by perturbations to seize how they

shape their ecosystem and physicochemical environment. This is especially relevant in north-

ern ecosystem, which are subjected to the fastest and most important climate change-induced

perturbations [4]. In this thesis we unraveled the biogeography and phylogenetic diversity of

metabolic genes and pathways of importance for Arctic Ocean microbiomes and linked them to

their unique ecological environment.

In this thesis, we first sought to highlight the metabolic preferences of the microbiomes

within each water column features of the Arctic Ocean. Non-negative matrix factorization

revealed a strong signature of aromatic compound degradation genes in the microbiomes of

the maximum of fluorescent dissolved organic matter (FDOMmax), characteristic of the ac-

cumulation of tDOM in the Arctic Ocean [5]. By comparing with microbiomes of the global

ocean, we discovered that the abundance of aromatic compound degradation genes was higher

in microbiomes of the Arctic water column features compared to similar water column fea-

tures from other oceans, and across the global ocean, was the highest in the Arctic FDOMmax

microbiomes. The diversity of aromatic compound degradation pathways in the Arctic Ocean

microbiomes reflected the capacity to degrade the variety of aromatic compounds expected from

organic matter of the Arctic Ocean watershed. Using metagenome-based genome reconstruc-

tion, we could identify that the capacity to degrade aromatic compounds was phylogenetically

concentrated in Rhodospirillales. The global distribution of these Rhodospirillales showed that

most were restricted to the Arctic Ocean, while comparative genomics demonstrated that those

Rhodospirillales were enriched in aromatic compound degradation genes compared to their

closest related taxa from other oceanic zones. This led us to postulate that the acquisition of

aromatic compound degradation genes may play a role for the adaptation of these Rhodospir-

illales in the Arctic Ocean. This study therefore highlights the capacity of the microbiomes to

process the disproportionately vast amount of tDOM input to the Arctic Ocean.
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In future works, it would be valuable to determine how the capacity to degrade aromatic

compounds manifests in the cycling of terrestrial organic matter in the Arctic Ocean. Specif-

ically, we would need to measure the quantities and qualities of tDOM cycled by the Arctic

Ocean microbiomes, the metabolic routes and the fate of the tDOM to complete remineraliza-

tion or to recalcitrant fractions. In a first step, incubation experiments could be undertaken,

by amending microbial communities from various water column features of the Arctic Ocean

with tDOM sampled from the major rivers flowing to the Arctic. We envision these exper-

iments as the combination of meta-omic techniques to characterize the shift in microbiomes

taxa, gene and pathways composition and activities with measurement of bulk (total organic

and inorganic C and N content, etc) and molecular (mass spectrometry) DOM properties. This

would enable us to understand what taxa actively degrade tDOM, and through which metabolic

routes. In addition, model compounds identified in tDOM could be radiolabeled to determine

with exactitude its fate to remineralization, or to refractory DOM. This is an especially impor-

tant question as the increasing permafrost thawing in the Arctic watershed [6] combined with

intensifying riverine input [7] to the ocean carries ever-increasing amount of tDOM to the Arctic

Ocean [8]. This tDOM could exacerbate climate change perturbations by being remineralized to

CO2 or oppositely bu↵ers their e↵ects by being stored long-term as refractory DOM.

As the storage of fat is widespread for macroorganisms of polar regions [9], we suspected

that it would be an important metabolic feature for the Arctic Ocean microbiomes. We demon-

strated that the storage of neutral lipids, particularly triacylglycerols was highly enriched in

the photic zone of the Arctic Ocean compared to other water column features of the Arctic and

the rest of the global ocean. We could link the enriched triacyglycerol biosynthesis capacity

to the dominance of eukaryotic phytoplankton in the Arctic Ocean as opposed to the domi-

nance of cyanobacteria in temperate oceans. We proposed that the storage of these neutral

lipids favour the survival of eukaryotic phytoplankton during the Arctic polar night. Based

on the presence of triacylglycerol degradation genes and missing triacylglycerol biosynthesis

genes in a large part of the genomes of the prokaryotic community, we suspected that the eu-

karyotic phytoplankton-based triacylglycerols production could serve as an important growth

resource for the heterotrophic prokaryote populations. Through metagenome-based genome

reconstruction, we also uncovered an unexpected diversity of bacterial taxa able to synthesize

triacylglycerol and most abundant in the deep Arctic waters, as well as taxa able to synthesize

poyhydroxyalkanoates in the subsurface waters (SCM and FDOMmax). The deep water and

subsurface taxa were enriched in carbohydrate active enzymes and aromatic compound degra-

dation genes respectively, suggesting the use of di↵erent carbon sources to feed the neutral lipid

biosynthesis in di↵erent water column features. The aromatic compound degradation capacity

in the subsurface taxa suggests the use of tDOM to feed neutral lipid biosynthesis. As tDOM

concentration in the subsurface is constant over time [10], and could feed the prokaryotes neutral

lipid biosynthesis, we proposed that the neutral lipid production used to sustain higher levels

of the food chain could switch from eukaryotic phytoplankton production in spring, summer

and fall to prokaryotic-based production in the polar night.

Future work would be needed to confirm the role of prokaryotic-based NL production to
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sustain higher levels of the food web during the winter polar night. In a first step, it would be

needed to confirm the storage of neutral lipids within lipid droplet inclusions using microscopy

techniques. As the accumulation and use of neutral lipids is a highly dynamic process, and

varies with the availability of resources, it would be interesting to perform sampling campaign

throughout the year. As the Arctic Ocean is hard to access during winter, a solution would

be to use autonomous samplers [11]. We could then follow, throughout the year, the evolution

of the neutral lipid metabolism through metatranscriptomics and the systematic characteriza-

tion and quantification of lipids (lipidomics [12]). More generally, the seasonal dynamics of the

Arctic Ocean microbiomes and their metabolism is poorly understood as seasonal sampling in

the Arctic Ocean is very scarce, and most studies, such as ours are limited to periods of easy

access to the Arctic Ocean such as summer and fall. There is therefore an important need for

studies investigating the dynamics of microbiomes and their metabolism throughout the year

in the Arctic Ocean. Ultimately, we think that a comprehensive study including meta-omics

techniques, as well as the measurement of physico-chemical parameters, bulk and molecular

properties of DOM should be undertaken to tackle important questions: what is the succession

of microbiomes throughout the year, and the ecological factors involved? What is the connectiv-

ity between members of the Arctic Ocean microbiomes? What is the partition of organic matter

fractions and metabolic processes between members of the Arctic Ocean microbiomes, and the

fate of this organic matter fractions?

In this thesis, for the first time, we systematically uncovered the ensemble of metabolic

processes that were favoured by the Arctic Ocean microbiomes within the global ocean. We

showed that the metabolism of the polar ocean photic zone microbiomes di↵ered markedly from

the metabolic capacity of microbiomes from temperate oceans. We demonstrated a strong sig-

nature of various metabolic genes and pathways involved in cold adaptation within the polar

ocean photic zone. Within these metabolic genes and pathways, the metabolism of glycans

was highly represented. The prevalence of glycan metabolic genes and pathways was further

supported by a high occurrence of putative reactions involving sugar moieties within the DOM

of the Arctic Ocean photic zone. As the glycan metabolic genes were mainly involved in the

biosynthesis of polysaccharides in the membrane or cell wall, they may be more easily accessi-

ble for consumption by other taxa. Combined with the signature of reactions involving sugar

moieties in the DOM, we suspect that this enrichment in glycan metabolism pathways may

favour a high production of glycans that may serve as a growth resource for the heterotrophic

microbiome. Our analysis of microbial metabolism in the global ocean also allowed us to show

that, metabolically, the microbiomes of the subsurface water of the Arctic Ocean (FDOMmax

and SCM) represent a unique feature within the global ocean. This was mainly attributed

to the prevalence of aromatic compound degradation genes. The prevalence of aromatic com-

pound degradation genes corresponded to a strong aromaticity in the DOM of the Arctic Ocean

subsurface waters. These results strengthen the link between the capacity to process the vast

amount of tDOM input to the Arctic Ocean to the degradation of aromatic compounds in the

microbiomes.

The molecular composition of DOM, as opposed to the microbiome metagenomics or meta-
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transcriptomics, has not been elucidated in standardized study at the scale of the global ocean.

We deeply think that such a study would be necessary to clearly establish a link between

the biogeography of metabolic genes and the composition of DOM, as well as contextualize

our findings on the prevalence of certain metabolic genes and pathways associated with cor-

responding features of the DOM within the Arctic Ocean. This thesis represents important

progress in placing the metabolism of the Arctic Ocean on the global ocean map, and un-

derstanding what features distinguish its microbiomes from the microbiomes of other oceans.

The million-dollar question now is to predict what will happen to the Arctic microbiomes and

their metabolic genes and pathways under a rapidly changing climate. In that regard, we

think that future research should be oriented in understanding how the Arctic Ocean micro-

biomes and their metabolism are a↵ected under climate-change perturbations. Time-series are

a great tool to do that. We can link changes in the microbiomes to evolution of conditions in

the Arctic Ocean and specifically to striking events such as the 2012 sea ice minimum. How-

ever, if any exists, it would be too long to start multidecade time series from scratch. That

is where, large scale, controlled experiments become interesting. Mesocosm experiments are

particularly appealing as they allow one to perturb an ecosystem in its natural environment

in a controlled way. Mesocosms already exist in the Arctic Ocean [13], and it would be invalu-

able to perform experiments mimicking predicted climate change-induced perturbations (loss

of sea ice, warming of the epipelagic waters, increased tDOM influx), while investigating mi-

crobiomes and their metabolism with meta-omics techniques, but also the rates of important

biogeochemical processes. In this context, the findings of our thesis will guide the design of these

kind of experiments towards metabolic processes of importance and the taxa that operate them.
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