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Abstract

Boundedness of Operators on Local Hardy Spaces and Periodic Solutions of
Stochastic Partial Differential Equations with Regime-Switching

Chun Ho Lau, Ph.D.
Concordia University, 2023

In the first part of the thesis, we discuss the boundedness of inhomogeneous singular
integral operators suitable for local Hardy spaces as well as their commutators. First, we
consider the equivalence of different localizations of a given convolution operator by giving
minimal conditions on the localizing functions; in the case of the Riesz transforms this
results in equivalent characterizations of h1. Then, we provide weaker integral conditions
on the kernel of the operator and sufficient and necessary cancellation conditions to ensure
the boundedness on local Hardy spaces for all values of p. Finally, we introduce a new class
of atoms and use them to establish the boundedness of the commutators of inhomogeneous
singular integral operators with bmo function.

In the second part of the thesis, we investigate periodic solutions of a class of stochastic
partial differential equations driven by degenerate noises with regime-switching. First, we
consider the existence and uniqueness of solutions to the equations. Then, we discuss the
existence and uniqueness of periodic measures for the equations. In particular, we establish
the uniqueness of periodic measures by proving the strong Feller property and irreducibility
of semigroups associated with the equations. Finally, we use the stochastic fractional porous
medium equation as an example to illustrate the main results.
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Chapter 1

Introduction

1.1 Introduction to Part I

Singular integral operators and pseudo-differential operators play crucial roles in har-
monic analysis. They can be applied to solving partial differential equations and studying
the regularity of the solutions. For instance, the Riesz transforms, an important example
of singular integral operators, can be used to express the second derivatives of the solution
to the Poisson equation on Rn, ∆u “ f , in terms of f . It is well known that singular in-
tegral operators with the Hörmander condition (8) are bounded on LppRnq for 1 ă p ă 8,
and bounded from L1pRnq to weak L1pRnq. However, it is not possible that such oper-
ators are bounded on L1. Therefore, the boundedness of the endpoint case becomes an
important problem. In many cases, one can prove the boundedness of singular integral
operators from H1pRnq to L1pRnq, where H1pRnq is the real Hardy space. Determining the
optimal conditions on the kernels of these operators for this boundedness to hold is still a
topic of current research – see for example [48,109,110] for recent boundedness results with
weakened hypotheses on the kernel.

However, the real Hardy spaces HppRnq are not closed under multiplication by smooth
functions, which makes them unsuitable for working with partial differential equations. To
include this property, Goldberg [46] introduced the local Hardy spaces hppRnq, which contain
both the real Hardy space HppRnq and the Schwartz space SpRnq. He provided an atomic
theory for hppRnq, assuming the atoms have exact cancellation on a small scale. This raises
a question: what is the optimal “cancellation” condition for all scales? For n

n`1 ă p ă 1,
Komori [69] imposed a cancellation condition through studying molecular theory. Dafni and
Yue [34] studied a cancellation condition for h1pRnq atoms. In the joint work with Dafni,
Picon, and Vasconcelos [31], we studied the approximate cancellation condition for atoms
and molecules for all 0 ă p ď 1. See Section 4.1 for a discussion of the atoms and molecules
for hppRnq.

Goldberg [46] introduced local Riesz transform by localizing the multiplier away from
the origin on the Fourier side, and used them to characterize h1pRnq, while in [45] he
introduced the local Hilbert transform through localizing near the origin to characterize
h1pRq. In [30], we provided a minimal condition on the localizing functions so that both
types of transforms indeed characterize h1pRnq – see Theorem 3.0.3.

Because of the localization of local Hardy spaces, it is common to consider pseudo-
differential operators instead of singular integral operators. Some partial results on the
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boundedness of pseudo-differential operators are listed in Theorem 2.5.29. Recently, Ding,
Han and Zhu [35] generalized pseudo-differential operators to operators which they called
inhomogeneous singular integral operators, and established separate sufficient and necessary
cancellation conditions for boundedness on hppRnq for n

n`1 ă p ă 1. Can one have the same
sufficient and necessary cancellation conditions for the boundedness of such operators?
In [31], we provided a sufficient condition to ensure the boundedness on hppRnq of an
inhomogeneous singular integral operator, and in [32], we showed that the same condition
is indeed sufficient – see Theorem 5.1.4 and 5.2.5.

Another story begins with the work Coifman, Rochberg and Weiss [21]. They showed
that the commutator, rb, T s, of a singular integral operator T with a BMO function b is
bounded on LppRnq and use this to establish a weak factorization theorem. Another well-
known result is due to Uchiyama [116], who showed that if b P CMOpRnq, then rb, T s is
compact. Recently, Hytönen [63] characterized all Lp Ñ Lq boundedness of the commuta-
tors of singular integral operators rb, T s with suitable b.

What happens in the endpoint case p “ 1? Harboure, Segovia and Torrea [55] showed
that it is impossible for the commutator of the Hilbert transform with a non-constant
BMO function to be bounded on H1pRq. Peréz [93] gave an example to show that rb, T s

is not bounded from L1 to weak L1, and provided an atomic space that is suitable for
the boundedness of rb, T s. Ky [71] then found the largest space that leads to boundedness
of rb, T s “ bT p¨q ´ T pb¨q from H1pRnq to L1pRnq. Ky’s space contains the atomic space
introduced by Peréz, but it is not known whether they are the same – see Section 2.4
for the background on commutators. Yang, Wang and Chen [124], Hung and Ky [62]
proved boundedness of rb, T s on the Hardy space by restricting b to lie in a subclass of
BMO of functions of logarithmic mean oscillation, and T in a class of pseudo-differential
operators. In [30], we prove the boundedness of commutators of inhomogeneous singular
integral operators with bmo functions on a new atomic space (Theorem 6.3.4). Since that
space coincides with h1 if b P lmopRnq, we obtain the boundedness of such commutators on
h1, extending the results of Hung and Ky – see Corollary 6.3.5.

1.2 Introduction to Part II

Stochastic partial differential equations (SPDEs) have emerged as a fundamental tool
for modeling random phenomena in diverse fields of science, including physics, biology, and
ecosystems. There are many disciplines of SPDEs that are interesting, such as the existence
and uniqueness of solutions, regularity of solutions, large-time behaviours, and asymptotic
properties with small diffusion coefficients, among others. Notably, the works by experts,
such as [28, 77, 94], have provided an extensive overview of SPDEs, their applications, and
historical development. In this thesis, we concentrate on the existence and uniqueness of
periodic measures for SPDEs.

The investigation of ergodicity for time-homogeneous SPDEs can be approached system-
atically through several sources, including Da Prato and Zabczyk’s book [27], the survey by
Maslowski and Seidler [83], and relevant references provided therein. In the past decades,
many new results have been obtained for the existence and uniqueness of invariant mea-
sures. Here we list some of them which motivated our study. For instance, Hairer and
Mattingly’s work [54] established the ergodicity of the 2D Navier-Stokes equations with de-
generate stochastic forcing. Romito and Xu [98] discussed the invariant measures of the 3D
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stochastic Navier-Stokes equations driven by mildly degenerate noise. Xie [121] obtained the
uniqueness of invariant measures for general SPDEs driven by non-degenerate Lévy noise.
Wang [118] utilized Harnack inequalities to investigate the ergodicity of SPDEs, while Gess
and Röckner [44] explored the regularity and characterization of quasilinear SPDEs driven
by degenerate Wiener noise. Zhang [127] considered invariant measures of 3D stochas-
tic MHD-α models driven by degenerate noise, and Neuß [89] studied the ergodicity for
singular-degenerate stochastic porous medium equations.

If stochastic equations have time-inhomogeneous coefficients, we generally do not ex-
pect the existence of invariant measures; instead, we consider periodic measures. Many
existing results study the periodic behaviour of stochastic differential equations (SDEs)
and SPDEs. For example, in [68], Khasminskii systematically studied periodically varying
properties of SDEs driven by Wiener noise. In [129], Zhang et al. investigated the ex-
istence and uniqueness of periodic solutions of SDEs driven by Lévy noise. In [52], Guo
and Sun generalized Doob’s celebrated theorem on the uniqueness of invariant measures for
time-homogeneous Markov processes to obtain the ergodicity and uniqueness of periodic
solutions for non-autonomous SDEs driven by Lévy noises. For some other results related
to periodic measures of SDEs, we refer the reader to Da Prato and Tudor [26], Xu et al.
[122, 123], Chen et al. [17], Hu and Xu [61], and Ji et al. [64]. In [40], Feng and Zhao
showed that there exist pathwise random periodic solutions to some SPDEs. In [25], Da
Prato and Debussche investigated the long time behaviour of solutions to the 2D Stochastic
Navier-Stokes equations with a time-periodic forcing term. In [18], Cheng and Liu used the
variational approach to study recurrent properties of solutions to SPDEs driven by Wiener
noise. Under suitable conditions, in particular, assuming strict monotonicity, they showed
that the recurrent solutions are globally asymptotically stable in the mean-square sense. In
[126], Yuan and Bao used the semigroup method to establish the exponential stability for
a class of finite regime-switching SPDEs driven by Lévy noise. The method of our work is
completely different from the methods of [18] and [126]. We shall investigate the ergodicity
of SPDEs with countable regime-switching by considering the strong Feller property and
irreducibility of the corresponding time-inhomogeneous semigroups.

The study of SDEs with hybrid switching has become increasingly important in different
research areas such as biology, wireless communications, and engineering, as well as mathe-
matical finance. We refer the reader to the monographs [82,125] and references therein for
detailed discussions.

In the second part of this thesis, our goal is to investigate the existence and uniqueness
of periodic measures for a class of SPDEs with regime-switching. The model consists of
two component processes, Xptq and Λptq, whose state spaces are continuous and discrete.
The evolution of Xptq is described by an SPDE driven by degenerate Lévy noise. More
flexibility can be added to applications by introducing regime switching Λptq to the random
dynamical system. Furthermore, our work extends previous studies on hybrid systems in
finite dimensions to include some interesting hybrid systems in infinite dimensions. We shall
give a detailed explanation of the model in Chapter 7.
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1.3 Intermezzo: Connection between Harmonic Analysis and
Probability Theory

This thesis is separated into two parts, harmonic analysis and stochastic processes.
These two research areas have been developed independently but are closely related. Here,
we give a brief description of the connection between these areas. Readers may refer to
[36, 95] for a detailed discussion of the relation between harmonic analysis and probability
theory.

Harmonic analysis and stochastic processes are linked by some of their fundamental
objects, the Laplace operator and Brownian motion. The Laplacian ∆ plays a crucial role
in harmonic analysis and has been widely studied, while Brownian motion is a cornerstone
in stochastic processes. The infinitesimal generator of a d-dimensional Brownian motion
is precisely 1

2∆. Additionally, the solution to the Dirichlet problem on an open set with
continuous boundary conditions, including non-differentiable boundaries, can be written
explicitly in terms of the expectation of the Brownian motion. We refer the readers to the
book by Karatzas and Shreve [66, Chapters 4 and 5] for the explanation of the relationship
between SDEs and PDEs.

Furthermore, martingale theory and harmonic analysis are closely connected. A break-
through paper is by Burkholder, Gundy and Silverstein [14]. They established a Poisson
integral characterization of HppRq for any 0 ă p ă 8 by considering Brownian motion on
R2, which led to the fundamental results of Fefferman and Stein [39]. Another example is
the dyadic martingale and expansion in the Haar system. The conditional expectation with
respect to the k-th filtration can be realized as the orthogonal projection onto the subspace
generated by the Haar functions with scale ď k. Stein [108, Chapter IV Section 6 Part D]
elucidated the relation between wavelets and martingales and referenced further reading.
The martingale analogues are also of great interest. Herz did much pioneering work in this
area, in particular on martingale Hardy spaces and BMO [57, 58]. The book [67] is about
BMO martingales, while [19, Chapter 10 and Appendix A.8] discuss the martingale Hardy
spaces. There are active research areas in the martingale analogue of various spaces nowa-
days, such as [78, 91, 111,120]. Meanwhile, studying stochastic versions of singular integral
operators has allowed for investigating stochastic partial differential equations as shown in
[79,80].

Additionally, the paraproduct method is another harmonic analysis tool that has appli-
cations in probability theory, particularly in dealing with singular SPDEs where the noise
term is not well-defined. In [50], Gubinelli and Imkeller provided a new method to discuss
the existence and uniqueness of solutions to such SPDEs because of the ill-defined term
in the classical sense. Later, Bailleul and Bernicot [49] generalized it to the higher-order
paraproducts and applied it to singular SPDEs.

It is well-known that Sobolev spaces play an important role in harmonic analysis and the
theory of PDEs. In Chapter 10, we use the stochastic fractional porous medium equation
as a key example to illustrate the main theory. This example relies heavily on the theory
of Sobolev spaces.

1.4 Structure of Thesis

This thesis is chapter-based and most of the material is taken from [30–32,73].

4



In Chapter 2, we provide a comprehensive background for studying real and local Hardy
spaces, and some known results on the boundedness of certain kinds of operators. Chapter
3 discusses the equivalence of different localizations of a convolution operator. In Chapter
4, we discuss the molecular theory for hppRnq and prove the Hardy’s inequality as an
illustration of it. In Chapter 5, we focus on the sufficient and necessary conditions for the
boundedness of an inhomogeneous singular integral operators on hp. We end the first part
in Chapter 6, which discusses lmo, the atomic commutator space, and the boundedness of
commutators rb, T s.

In Chapter 7, we provide the necessary background and the framework of the SPDE
models. We give the assumptions and main theorems in Chapter 8. All proofs of the
theorems stated in Chapter 8 are given in Chapter 9. Finally, in Chapter 10, we use the
stochastic fractional porous medium equation to illustrate the main theorem, Theorem 8.0.5.
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Part I

Boundedness of Operators on
Local Hardy Spaces
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Chapter 2

Background and Preliminary
Results

In this chapter, we will provide the background knowledge of Hardy spaces, the space
of bounded mean oscillations (BMO), Calderón–Zygmund singular integral operators and
their commutators with BMO functions, and non-homogeneous analogues.

We shall first fix some notations throughout Part I. We shall write N0 “ NYt0u to denote
the set of all non-negative integers. For any real number a, the expression tau denotes the
greatest integer of a, namely suptn P Z : n ď au. We also write A À B if there is a constant
C independent of B such that A ď CB, and we write A « B if A À B and B À A. The
implicit constants may vary from line to line. If we want to emphasize the dependence on
the implicit constants, we will write ÀX to represent the constants depending on X.

We denote the ball in Rn centered at x with radius r by Bpx, rq. If a ball B Ă Rn is
given, we will use rpBq to denote its radius. For a ball B “ Bpx, rq and c ą 0, we write
cB :“ Bpx, crq. For a set A Ă Rn, we denote the complement of A to be Ac :“ RnzA and
its indicator function to be χA. We will denote the Lebesgue measure of a measurable set
B as |B|. It will be clear from the context whether | ¨ | means the absolute value, the Rn
norm, or the Lebesgue measure of a measurable set.

We write LppRnq, 0 ă p ă 8, to be the space of functions such that |f |p is an integrable
function with respect to Lebesgue measure on Rn, and

}f}LppRnq :“

ˆ ˆ
Rn

|fpxq|pdx

̇
1
p

“

ˆ ˆ
Rn

|f |p
̇

1
p

.

This is a norm when p ě 1 and a quasi-norm when 0 ă p ă 1. If the underlying space is
clear, we omit the expression Rn. If |f |p is integrable on every compact subset of Rn, we
write f P LplocpR

nq. For p “ 8, L8pRnq is defined to be the space of all essentially bounded
measurable functions defined on Rn, and

}f}L8pRnq :“ ess sup
xPRn

|fpxq|.

We also define L8
locpRnq to be the space of the space of all locally bounded measurable

functions defined on Rn. The sequence space ℓp with p ą 0 is defined to be all complex

7



sequences tλju
8
j“1 that satisfy

ˆ 8
ÿ

j“1

|λj |
p

̇
1
p

ă 8.

The Schwartz space SpRnq, the space of smooth with rapid decay functions, is the space

of functions such that supxPRn |xαB
β
x pϕqpxq| ă 8 for all multiindices α, β P pN0qn, where

xα “ xα1
1 xα2

2 ¨ ¨ ¨xαnn for α “ pα1, ¨ ¨ ¨ , αnq and B
β
x means B

β1
x1 ¨ ¨ ¨ B

βn
xn given β “ pβ1, ¨ ¨ ¨ , βnq.

We denote |α| “ |α1| ` ¨ ¨ ¨ ` |αn| if α “ pα1, ¨ ¨ ¨ , αnq. We denote the dual of SpRnq to be
S 1pRnq, the space of tempered distributions. We write f ˚ g for the convolution of f and g;
this is a well-defined function when one is in SpRnq and the other is in S 1pRnq. The space
of all smooth functions is C8pRnq, and the space of all smooth functions with compact
support is C8

c pRnq.
Moreover, in this thesis the Fourier transform of f P SpRnq, denoted by fp or Fpfq, is

defined to be

fppξq :“

ˆ
Rn
fpyqe´2πiy¨ξdy,

where y ¨ ξ is the inner product of Rn, while the inverse Fourier transform of g is denoted
to be F´1pgq, which can be computed by

F´1pgqpxq :“

ˆ
Rn
gpξqe2πiξ¨xdξ

given g P SpRnq. By duality, we use the same notation for the Fourier transform and inverse
Fourier transform if the distribution is in S 1pRnq.

2.1 Real Hardy Spaces

In this section, we will provide the equivalent definitions of Hardy spaces and some
properties of Hardy spaces.

The development of real Hardy spaces, which we will denote by HppRnq, came after the
rich theory of complex (holomorphic) Hardy spaces, such as on the disk D or the upper half
plane R2

`. In the critical paper by Fefferman and Stein [39], they proved Theorem 2.1.1 (in
different wording).

In order to state the theorem and defineHppRnq, we begin with the definition of bounded
distributions. We say f P S 1pRnq is a bounded distribution if ϕ ˚ f P L8pRnq for any
ϕ P SpRnq. The Poisson kernel is given by

P pxq :“
cn

p1 ` |x|2q
n`1
2

,

where cn “ Γpn`1
2 qπ´n`1

2 . For t ą 0, we write Ptpxq “ t´nP pxt´1q. Then Pt ˚ f P C8pRnq

for a bounded distribution f . Now, we can define the nontangential maximal function of
the Poisson integral of f to be

MP pfqpxq :“ sup
|x´y|ďtă8

|Pt ˚ fpyq|.

8



We also consider other maximal functions. Fix ϕ P SpRnq with
´
ϕ ‰ 0. Let f P S 1pRnq.

We write again ϕtpxq “ t´nϕpxt´1q. We define the smooth maximal function of f with
respect to ϕ

Mϕpfqpxq :“ sup
tą0

|ϕt ˚ fpyq|,

and define the grand maximal function of f to be

MFN pfqpxq :“ suptMϕpfqpxq : ϕ P SFN u,

where SFN :“ tϕ P SpRnq : supxPRn |xαB
β
x pϕqpxq| ď 1, |α|, |β| ď Nu and N is a positive

integer.

Theorem 2.1.1 (See [47, Theorem 2.1.4] or [108, Chapter III, Theorem 1]).
Let 0 ă p ă 8. Let f P S 1pRnq. Then the following are equivalent.

1. There exists ϕ P SpRnq such that Mϕpfq P LppRnq.

2. There exists N P N such that MFN pfq P LppRnq.

3. The distribution f is a bounded distribution and MP pfq P LppRnq.

In this case, we have
}Mϕf}Lp « }MFN pfq}Lp « }MP pfq}Lp .

Now we can define real Hardy spaces.

Definition 2.1.2. Let 0 ă p ď 8. Then, we say f P HppRnq if one of the conditions in
Theorem 2.1.1 holds and the Hp norm of f is defined to be the corresponding Lp norm.

That is, if f P HppRnq, we have

}f}Hp « }Mϕf}Lp « }MFN pfq}Lp « }MP pfq}Lp ,

where N “ Np ` 1.
We shall remark that although for p ă 1, } ¨ }Lp is not a norm as remarked before, we

still call the “norm” of Hp, } ¨ }Hp , a norm. The following theorem says they coincide with
LppRnq for p ą 1.

Theorem 2.1.3 (See [47, Theorem 2.1.2]). For 1 ă p ď 8. The space LppRnq “ HppRnq

with equivalent norms, that is, }Mϕpfq}LppRnq « }f}LppRnq. Moreover, H1pRnq Ă L1pRnq.

We will see that the inclusion H1pRnq Ă L1pRnq is proper – see Corollary 2.1.11.

Proposition 2.1.4 (See [47, Proposition 2.1.10 (c)]).
The Hardy spaces HppRnq p0 ă p ď 1q are complete quasi-metrizable spaces. For p “ 1,
H1pRnq is a complete normed space.

Indeed, we have two more characterizations of Hardy spaces. However, before that, we
introduce two more types of functions. Because Hp consists of distributions and checking
the norm of a distribution in Hp using the maximal function is difficult, it is natural to ask
if there are any “simple” elements in this space that can generate all elements in Hp.

9



Definition 2.1.5 (See [108, Chapter III Section 2]). Let 0 ă p ď 1 ď q ď 8 with p ă q.
We say a is a pp, qq atom if there exists a ball B “ Bpx0, rq such that

1. supppaq Ă B;

2. }a}LqpRnq ď |B|
1
q

´1
;

3.

ˆ
B

px´ x0qαapxqdx “ 0 for all |α| ď tnpp´1 ´ 1qu and α P Nn0 .

From now on, we denote Np :“ tnpp´1 ´ 1qu and γp :“ npp´1 ´ 1q.

Definition 2.1.6 (See [3, Definition 1.1]). Let 0 ă p ď 1 ď q ď 8 with p ă q and
λ ą np

q
p ´ 1q. We say M is a pp, q, λq molecule with respect to a ball B “ Bpx0, rq if there

exists C ą 0 independent of B and M such that

1.

ˆ
B

|Mpxq|qdx ď Cr
np1´

q
p

q
;

2.

ˆ
Bc

|x´ x0|λ|Mpxq|qdx ď Cr
λ`np1´

q
p

q
;

3.

ˆ
Rn

px´ x0qαMpxqdx “ 0 for all |α| ď Np and α P Nn0 .

Slightly different definitions of molecules can be found on [42,85].

We shall remark that some authors may prefer to use

ˆ
Rn

in both Item 1 and 2 in

Definition 2.1.6. Indeed, using Item 2 in Definition 2.1.6,

ˆ
Bc

|Mpxq|qdx ď

ˆ
Bc

|Mpxq|q|x´ x0|λr´λdx ď Cr
np1´

q
p

q`λ
r´λ

and this implies ˆ
Rn

|Mpxq|qdx ď Cr
np1´

q
p

q
.

Using Item 1 in Definition 2.1.6,

ˆ
B

|x´ x0|λ|Mpxq|qdx ď rλ
ˆ
B

|Mpxq|qdx ď Cr
λ`np1´

q
p

q
.

Thus, ˆ
Rn

|x´ x0|λ|Mpxq|qdx ď C 1r
λ`np1´

q
p

q
.
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From Item 1 and 2 in Definition 2.1.6, we can estimate
ˇ

ˇ

ˇ

ˇ

ˆ
Rn

px´ x0qαMpxqdx

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ˆ
B

px´ x0qαMpxqdx

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

ˆ
Bc

px´ x0qαMpxqdx

ˇ

ˇ

ˇ

ˇ

ď r|α||B|1´q´1
}M}LqpBq `

8
ÿ

j“1

p2j`1rq
|α|´λ

q
`np1´q´1q

ˆˆ
2jrď|x´x0|ă2j`1r

|x´ x0|λ|Mpsq|qds

̇
1
q

À r|α|`np1´q´1q`npq´1´p´1q `

8
ÿ

j“0

p2jrq
|α|´λ

q p2j`1rqnp1´q´1qrλq
´1`npq´1´p´1q

« r|α|´npp´1´1q. (1)

We will use this later. This estimate does not consider Item 3 in Definition 2.1.6.
The following proposition tells us that a,M are the elements in HppRnq.

Proposition 2.1.7 (See [108, Chapter III Section 2.1]).
Let 0 ă p ď 1 ď q with p ă q and λ ą np

q
p ´ 1q. Then, for any pp, qq atoms a and pp, q, λq

molecules M , we have }a}HppRnq À 1 and }M}HppRnq À 1.

We refer the proof of this proposition to the proof of Proposition 4.1.4 with ω “ 0. The
key is the fact that the remainder term aω has the support and size condition of an Hp

atom with the same cancellation condition as the molecule M .
The proof uses Hardy-Littlewood maximal operator, which is defined by

Mfpxq :“ sup
BQx

1

|B|

ˆ
B

|fpyq|dy, (2)

where the supremum is taken over all balls B that containing x.

Theorem 2.1.8. Let M be the Hardy-Littlewood maximal operator. Then,

1. for any f P LppRnq with 1 ă p ď 8, we have }Mf}Lp ď Ap}f}Lp.

2. for any α ą 0,

|tx P Rn : |Mfpxq| ą αu| ď
C

α
}f}L1 .

This theorem is a classical result in harmonic analysis. We refer to [108, Chapter I
Section 3] for a proof of the theorem.

Theorem 2.1.9. Let 0 ă p ď 1 ď q with p ‰ q and λ ą np
q
p ´ 1q. Let f P HppRnq. Then,

1. there exists a sequence tγjuj P ℓp and a sequence of pp, qq atoms tajuj such that

f “
ř8
j“1 γjaj in S 1pRnq and HppRnq; moreover, }f}Hp « infp

ř

jPN |γj |
pq

1
p , where the

infimum is taken over all such possible decomposition of f ;

2. there exists a sequence tγ1
juj P ℓp and a sequence of pp, q, λq molecules tMjuj such that

f “
ř8
j“1 γ

1
jMj in S 1pRnq and HppRnq; moreover, }f}Hp « infp

ř

jPN |γ1
j |
pq

1
p , where

the infimum is taken over all such possible decomposition of f .
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We shall call such a decomposition of f as in Theorem 2.1.9 Item 1 as atomic de-
composition and in Item 2 a molecular decomposition. Indeed, the first proof of atomic
decomposition on R is by Coifman [20], and on Rn is by Latter [72]. The first discussion of
the molecular decomposition on Rn is by Taibleson and Weiss [112].

From Theorem 2.1.9, we have the following properties.

Corollary 2.1.10. For 0 ă p ď 1 ď q ď 8 and p ă q, the space HppRnq XLqpRnq is dense
in HppRnq.

Corollary 2.1.11. If f P HppRnq for n
n`1 ă p ď 1, then

ˆ
Rn
fpxqdx “ 0; (3)

more generally, if f P HppRnq for 0 ă p ď 1, we haveˆ
Rn
xαfpxqdx “ 0 @|α| ď Np. (4)

A proof of Corollary 2.1.11 without using atoms can be found in [103, Proposition 1.38].
Although every distribution in HppRnq has global cancellation, it can still be positive

locally. Indeed, we have the following theorem.

Theorem 2.1.12 (Stein’s L logL theorem, [106]).
Suppose f P H1pRnq is positive on B Ă Rn; then for any compact subset K Ă B, f can be
identify as a function in K withˆ

K
|fpxq| logp2 ` |fpxq|qdx ă 8.

Moreover, the Fourier transform of an Hp distribution behaves well.

Proposition 2.1.13 (See [108, Chapter III Section 5.4]). Let f P HppRnq for 0 ă p ď 1.

1. The Fourier transform fppξq is continuous on Rn and |fppξq| À |ξ|npp´1´1q}f}Hp for all
ξ P Rn.

2. Moreover,

lim
|ξ|Ñ0

fppξq

|ξ|npp´1´1q
“ 0.

3. We have Hardy’s inequality:

ˆ
Rn

|fppξq|p

|ξ|np2´pq
dξ À }f}

p
Hp . (5)

Using atomic decomposition, one can prove Item 3. We remark that the proof of Hardy’s
inequality in [31] (Theorem 4.2.1) works in HppRnq when ω “ 0.

Although atomic decomposition is robust, we have to be careful when we consider the
boundedness of an operator on HppRnq because Bownik [10] gave a counter-example of a
linear functional which when acting on p1,8q atoms is bounded uniformly, but does not
admit a bounded extension from H1 to L1. Fortunately, for H1pRnq the “finite atomic
norm” is equivalent to the infinite one in the following cases:
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Theorem 2.1.14 ([84, Theorem 3.1]).

1. If q ă 8, then

inft
N
ÿ

j“1

|λj | : DN P N, f “

N
ÿ

j“1

λjaj , aj is p1, qq-atomu « }f}H1 .

2. If q “ 8, then

inft
N
ÿ

j“1

|λj | : DN P N, f “

N
ÿ

j“1

λjaj , aj is p1, qq-atom and continuousu « }f}H1 .

Before we end this section, we should mention that there are additional essential charac-
terizations of real Hardy spaces using the Lusin area integral, harmonic functions, wavelets,
and other important tools. We refer the reader to [108, Chapter III, Section 4] for the char-
acterization in terms of the area integral and harmonic functions, which is first established
by Fefferman and Stein [39] and connected to the work of Burkholder, Gundy, and Silver-
stein [14], and [85] for the characterization using wavelets. We also refer to the book [42]
for a detailed development of the theory and history of real Hardy spaces, and in particular
the dual of the Hardy spaces, which we will use below.

2.2 Bounded Mean Oscillation

We start with the definition of bounded mean oscillation.

Definition 2.2.1 ([65]). Let b P L1
locpRnq. We say b P BMOpRnq if

}b}BMOpRnq :“ sup
B

1

|B|

ˆ
B

|bpxq ´ bB|dx ă 8,

where bB “
1

|B|

ˆ
B
bpyqdy “:

 
B
bpyqdy and the supremum is taken over all possible balls

B Ă Rn.

From the definition, }f}BMOpRnq ď 2}f}L8pRnq whenever f P L8pRnq; hence, L8pRnq Ă

BMOpRnq and this inclusion is proper. One example is logp|x|q P BMOpRnqzL8pRnq.
It is true that if b is a constant function, }b}BMOpRnq “ 0. Therefore, to be more rigorous,

the space pBMOpRnq{R, } ¨ }BMOq is a normed space. Moreover, we have the following.

Theorem 2.2.2. The space pBMOpRnq{R, } ¨ }BMOq is a Banach space.

From now on, we will continue to use BMOpRnq to denote BMOpRnq{R.
Here we shall list some basic properties of BMOpRnq without proof. The reader may

refer to [47, Chapter 3] or [108, Chapter IV].

Proposition 2.2.3.
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1. Let b P BMOpRnq. Then for any ball B1 Ă B2,

|bB1 ´ bB2 | ď
|B2|

|B1|
}b}BMO; (6)

indeed, one has a better estimate

|bB1 ´ bB2 | ď log

ˆ

|B2|

|B1|
` 1

̇

}b}BMO.

2. Let b P BMOpRnq. For any x0 P Rn, r ą 0, and δ ą 0,

rδ
ˆ
Rn

|bpxq ´ bBpx0,rq|

pr ` |x´ x0|qn`δ
dx À }b}BMOpRnq.

3. Suppose there exists a family of constants tkBuB such that supB
1

|B|

´
B |bpxq´kB|dx ă

8, then b P BMOpRnq. We shall remark that the optimal kB in this case is a median
value of b over B.

John and Nirenberg proved the following inequality.

Theorem 2.2.4 ([65]).
Let b P BMOpRnq. Then, there exist c1, c2 ą 0 such that for any α ą 0 and ball B,

|tx P B : |bpxq ´ bB| ą αu| ď c1 exp

ˆ

´
c2α

}finiteb}BMO

̇

|B|.

By the John-Nirenberg inequality,

Corollary 2.2.5.
For any b P BMOpRnq, then for all c ă c2, where c2 is given by Theorem 2.2.4, we have

1

|B|

ˆ
B
ec|bpxq´bB |dx ă 8,

where c2 is from Theorem 2.2.4. Moreover, for any 0 ă p ă 8 and ball B,

}b}pBMO ď
1

|B|

ˆ
B

|bpxq ´ bB|pdx Àp }b}pBMO.

In particular, b P LplocpR
nq.

This corollary tells us that if we define

}b}BMOp :“ sup
B

ˆ

1

|B|

ˆ
B

|bpxq ´ bB|pdx

̇
1
p

,

and set b P BMOppRnq to be the space of all functions that satisfy }b}BMOp ă 8, then we
have BMOppRnq – BMOpRnq and }b}BMOp « }b}BMO.
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With the atomic decomposition Theorem 2.1.9, for given b P BMO, we first define the
linear functional on finite linear combinations of p1, qq atoms by

xb, fy :“
N
ÿ

j“1

λj

ˆ
Rn
bpyqajpyqdy,

where f “
řN
j“1 λjaj . Then, if a is an p1, qq atom with supppaq Ă B, we have

|xb, ay| ď

ˇ

ˇ

ˇ

ˇ

ˆ
Rn

rbpyq ´ bBsapyqdy

ˇ

ˇ

ˇ

ˇ

ď

ˆ

1

|B|

ˆ
B

|b´ bB|q
̇

1
q

ď }b}BMOq « }b}BMO.

We have the Fefferman duality theorem.

Theorem 2.2.6 ([38,39]). 1. Given b P BMOpRnq, we can extend the operator xb, ¨y to
H1pRnq continuously with

|xb, fy| À }b}BMO}f}H1 .

2. Conversely, every linear functional on H1pRnq can be written as xb, ¨y for some b P

BMOpRnq with

}b}BMO À }xb, ¨y}pH1q˚ .

Therefore, we can conclude that pH1q˚ – BMO.

The predual of H1pRnq is a smaller subspace of BMOpRnq called CMOpRnq. This also
gives us a crucial difference between H1pRnq and L1pRnq because L1pRnq has no predual.

Definition 2.2.7. The space CMOpRnq is defined to be the closure of C8
c pRnq with respect

to } ¨ }BMO.

Uchiyama proved an equivalent definition of CMO.

Theorem 2.2.8 ([116, Lemma in Section 3]).
Let b P BMOpRnq. Then, a function b is in CMOpRnq if and only if the following conditions
hold:

1. lim
aÑ0

sup
|B|“a

1

|B|

ˆ
B

|b´ bB| “ 0;

2. lim
aÑ8

sup
|B|“a

1

|B|

ˆ
B

|b´ bB| “ 0;

3. lim
|x|Ñ8

1

|x`B|

ˆ
x`B

|b´ bx`B| “ 0 for each ball B.

Moreover,

Theorem 2.2.9 ([22]). We have pCMOpRnqq˚ – H1pRnq.

We shall remark that the space CMO in Coifman and Weiss [22] is called VMO. Here
we use CMO to distinguish it from the space VMO introduced by Sarason [101].
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Definition 2.2.10. The space VMOpRnq consists of b P L1
locpRnq such that

lim
RÑ0

sup
rpBqăR

1

|B|

ˆ
B

|bpxq ´ bB|dx “ 0, (7)

We remark that (7) gives the same condition in the Theorem 2.2.8 Item 1.
Therefore, by Theorem 2.2.8, we have the following inclusion

CMOpRnq Ă VMOpRnq Ă BMOpRnq.

Sarason [101] showed that the space VMOpRnq is the same as the BMOpRnq-closure
of uniformly continuous functions. These spaces do not allow jumps and we have L8 Ć

CMOpRnq and L8 Ć VMOpRnq because L8 contains function that have jump discontinuity.
For example, consider bpxq “ χr0,8qpxq, which is in L8pRq Ă BMOpRq; however, when we

consider the ball B “ p´r, rq, the average is over B is 1
2 and the integral

1

|B|

ˆ
B

|fpxq ´ fB|dx “
1

2r

ˆˆ r

0
p1 ´

1

2
qdx`

ˆ 0

´r
p
1

2
´ 0qdx

̇

“
r

2r
“

1

2
Û 0

as r Ñ 0. This can be generalized to any bounded functions with jumps.
Unlike in L8pRnq, if f, g P BMOpRnq, the product fg may not be in BMOpRnq, even

if one of them is in L8pRnq. This can be seen by considering fpxq “ χr0,8qpxq P L8pRq

and gpxq “ logp|x|q P BMOpRq on R. The product fpxqgpxq “ χr0,8qpxq logp|x|q is not
in BMOpRq because the oscillation on intervals centred at zero is unbounded due to the
differences between the averages on the right and left halves - see [47, Example 3.1.4].

In order to have a pointwise multiplier, one needs one of the functions to be in a smaller
space.

Definition 2.2.11. Let b P BMOpRnq. We say b P LMOpRnq if

sup
B

logp1 ` rrpBqs´1q

|B|

ˆ
B

|bpxq ´ bB|dx ă 8.

Bounded functions of logarithmic mean oscillation (LMO) have been identified as the
pointwise multipliers of H1 and BMO on the circle [105], on the sphere [74], and on spaces
of homogeneous type [16] by considering locally H1 instead.

A generalization of LMO is called a ψ-generalized Campanato space.

Definition 2.2.12. Let k P N0, 1 ď q ă 8, and ψ : p0,8q Ñ p0,8q. We define

Lq,ψk pRnq :“

"

f P LqlocpR
nq : D C ą 0 s.t. @ B Ă Rn,

ˆ 
B

|fpyq ´ pP kBfqpyq|qdy

̇
1
q

ď C ψprpBqq

*

,

where P kBfpyq is the unique polynomial of degree less than or equal to k that has the same
moments as f over B up to order k. For the case q “ 8, with the same notation as above,
we define

L8,ψ
k pRnq :“

"

f P L8
locpRnq : D C ą 0 s.t. @ B, }f ´ pP kBfq}L8pBq ď CψprpBqq

*

.
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The space Lq,ψk pRnq is considered as a quotient space of the above classes of functions
modulo all polynomials of degree less than or equal to k.

Given f P Lq,ψk pRnq, we define

}f}
Lq,ψk

:“ sup
B

1

ψprpBqq

ˆ  
B

|fpyq ´ pP kBfqpyq|qdy

̇
1
q

if 1 ď q ă 8, and

}f}
L8,ψ
k

:“ sup
B

1

ψprpBqq
}fpyq ´ pP kBfqpyq}L8pBq,

where the supremum in both cases is taken over all balls in Rn.
With this terminology, we can see that Lq,10 pRnq – BMOpRnq, here 1 in the superscript

is the constant function 1, and L1,ψ
k pRnq – LMOpRnq if we take ψprq “ 1

logp1`r´1q
. Note

that if ψ is increasing and has doubling property, i.e. ψp2rq À ψprq, then by following the

proof of the John-Nirenberg inequality [104] or the proof in [75], L1,ψ
k pRnq – Lp,ψk pRnq for

all 1 ď p ă 8.

Definition 2.2.13. We define the space Λ9 γpRnq to be all f such that

1. if 0 ă γ ă 1, |fpx` hq ´ fpxq| ď C|h| for all x, h P Rn;

2. if γ “ 1, |fpx` hq ´ 2fpxq ` fpx´ hq| ď C|h| for all x, h P Rn;

3. if γ “ N ` θ and θ P p0, 1q, f is continuously differentiable up to order N , and the
N -th order derivatives are in Λ9 θpRnq;

4. if γ “ N , f is continuously differentiable up to order N ´ 1, and the pN ´ 1q-th order
derivatives are in Λ9 1pRnq.

If γ “ N ` θ, we need to consider the space Λ9 γpRnq modulo all polynomials up to degree
tγu; if γ “ N , we need to consider the space Λ9 γpRnq modulo all polynomials up to degree
tγu ´ 1.

The seminorm of Λ9 γ is: if γ R N,

}f}Λ9 γ
:“ sup

|β|“tγu

sup
h‰0,x

|h|tγu´γ |fpx` hq ´ fpxq|;

and if γ P N,

}f}Λ9 γ
:“ sup

|β|“tγu´1
sup
h‰0,x

|h|´1|fpx` hq ´ 2fpxq ` fpx´ hq|.

Theorem 2.2.14 (See [42, Chapter III Theorem 5.30]). We have Λ9 γpRnq – L1,ψ
tγu

pRnq with

ψprq “ rγ, with equivalent norms.

With this terminology, we have

Theorem 2.2.15 (See [42, Chapter III Section 5]). Let 0 ă p ă 1. The dual space of
HppRnq is Λ9 npp´1´1qpRnq.

For the relation between Campanato spaces, Lipschitz and Zygmund spaces, we refer to
[42, Chapter III Section 5]; for more on Campanato spaces on different domains and their
generalizations, we refer to the exposition [97].
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2.3 Singular Integral Operators

In this section, we will provide the definitions of Calderón–Zygmund singular integral
operators and also the definition of the Hilbert transform and Riesz transforms.

We shall start with the classical singular integral operators of convolution type.

Definition 2.3.1. Let 0 ă δ ď 1. A function K defined on Rnzt0u is called δ-kernel of
convolution type if there exists C ą 0 such that

1. |Kpxq| ď C|x|´n for all x;

2. |Kpx´ yq ´Kpxq| ď C|y|δ|x|´n´δ if 2|y| ď |x|;

3.

ˇ

ˇ

ˇ

ˇ

ˆ
εă|x|ăM

Kpxqdx

ˇ

ˇ

ˇ

ˇ

ď C for all 0 ă ε ă M ă 8.

We define the Calderón–Zygmund singular integral operator T associated with a δ-kernel
of convolution type K to be

Tfpxq :“ P.V.

ˆ
Rn
Kpx´ yqfpyqdy :“ lim

εÑ0`

ˆ
|x´y|ąε

Kpx´ yqfpyqdy @f P SpRnq

The following are typical results on the boundedness of the singular integral operators.
We refer the reader to [108, Chapter 1 and 3] or [47, Chapter 2] for the proof.

Theorem 2.3.2.
Let T be a Calderón–Zygmund singular integral operator T associated with a δ-kernel of
convolution type. Then,

1. it is bounded on LppRnq for 1 ă p ă 8;

2. it is of weak type p1, 1q, i.e., for all f P L1pRnq and α ą 0,

|tx P Rn : |Tfpxq| ą αu| ÀT,n
}f}L1

α
;

3. it is bounded from H1pRnq to L1pRnq and also from L8pRnq to BMOpRnq;

4. if we further assume that lim
εÑ0,MÑ8

ˆ
εă|x|ăM

Kpxqdx “ 0, then T is bounded on

H1pRnq.

The critical examples of Calderón–Zygmund singular integral operator T associated with
a δ-kernel of convolution type are the Hilbert transform for n “ 1 and Riesz transform for
n ě 2.

Definition 2.3.3. The Hilbert transform on R is defined to be

Hfpxq :“ P.V.
1

π

ˆ
R

fpyq

x´ y
dy;

and j-th Riesz transform on Rn for j “ 1, ¨ ¨ ¨ , n is defined to be

Rjfpxq :“ P.V.
Γpn`1

2 q

π
n`1
2

ˆ
Rn

xj ´ yj
|x´ y|n`1

fpyqdy.
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We remark that the Hilbert transform is the one-dimensional Riesz transform. The
following theorem tells us that these operators characterize the Hardy space H1.

Theorem 2.3.4 (see [107, Chapter VII, Section 3.2 Corollary 1]). Let f P L1pRnq. Then
f P H1pRnq if and only if f P L1pRnq and Rjpfq P L1pRnq for j “ 1, . . . , n. Moreover, we
have

}f}L1pRnq `

n
ÿ

j“1

}Rjf}L1pRnq « }f}H1 .

We can generalize the condition of the pointwise smoothness of K to an integral con-
dition, called the Hörmander condition, namely, replace Condition 2 in Definition 2.3.1
by

sup
y‰0

ˆ
2|y|ď|x|

|Kpx´ yq ´Kpxq|dx ă 8. (8)

Theorem 2.3.2 still holds for these K – see [107, Chapter II Section 3].
We now move on to a more general form of singular integral operators. The following

definition is taken from [107, Chapter VII Section 3.2] or [47, Section 4.1.1].

Definition 2.3.5. Let 0 ă δ ď 1. We say T is a singular integral operator associated by
a δ-kernel K if K, defined on R2nztpx, xq : x P Rnu, is locally integrable, and there is a
constant C ą 0 such that

1. |Kpx, yq| ď C|x´ y|´n for all x;

2. |Kpx, yq ´Kpx, zq| ` |Kpy, xq ´Kpz, xq| ď C|y ´ z|δ|x´ y|´n´δ if 2|y ´ z| ď |x´ y|;

3. the operator T is given (formally) by

xTf, gy “

ˆ ˆ
Kpx, yqfpyqgpxqdydx, @ f, g P SpRnq with disjoint supports

and extends to a bounded operator on L2pRnq.

Theorem 2.3.6 ([47, Section 4.2]). The conclusions of Theorem 2.3.2 also hold for a
Calderón–Zygmund singular integral operator T associated with a δ-kernel.

Here is also a good place to introduce strongly singular integral operators. Strongly
singular integral operators of convolution type were introduced by Fefferman in [37].

Definition 2.3.7 ([3]). Let 0 ă δ ď 1 and 0 ă α ď 1. We say T is a strongly singular
integral operator associated by K if K, defined on R2nztpx, xq : x P Rnu, is locally integrable,
and there is a constant C ą 0 such that

1. |Kpx, yq ´Kpx, zq| ` |Kpy, xq ´Kpz, xq| ď C|y´ z|δ|x´ y|´n´ δ
α if 2|y´ z|α ď |x´ y|;

2. the operator T is given by

xTf, gy “

ˆ ˆ
Kpx, yqfpyqgpxqdydx, @ f, g P SpRnq with disjoint supports

and extends to a bounded operator on L2pRnq;
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3. there exists np1´αq

2 ď β ă n
2 such that both T and its adjoint T ˚ can be extended from

LqpRnq to L2pRnq with 1
q “ 1

2 `
β
n .

Álvarez and Milman proved the following boundedness for a strongly singular integral
operator.

Theorem 2.3.8 ([3, Theorem 2.1, 2.2]).
Let T be a strongly singular integral operator. Then,

1. it can be extended to a bounded operator from L8pRnq to BMOpRnq;

2. if we further assume that T ˚p1q “ 0, T can be extended to a bounded operator on Hp

for p0 ă p ď 1, where
1

p0
“

1

2
`

βp δα ` n
2 q

np δα ´ δ ` βq
.

An example of a strongly singular integral operator given by Álvarez and Milman is
a class of pseudo-differential operators. Pseudo-differential operators are closely related to
the non-homogeneous Hardy space, which will be discussed in Section 2.5.3.

2.4 Commutators

This section provides definitions of commutators as well as some boundedness results.

Definition 2.4.1. Let T be an operator. Let b be a function. The commutator of T with b
is formally defined to be

rb, T spfq :“ bpTfq ´ T pbfq.

The story of commutators of Calderón–Zygmund singular integral operator with BMO
starts from the outstanding paper by Coifman, Rochberg, and Weiss.

Theorem 2.4.2 ([21]).
Let T be a singular integral operator and b P BMOpRnq. Then the operator rb, T s, originally
defined on SpRnq, can be extended to a continuous operator on LppRnq for all 1 ă p ă 8,
and }rb, T s}LpÑLp À }b}BMO. Conversely, if rb, Rjs for j “ 1, ¨ ¨ ¨ , n are bounded on some
LppRnq with 1 ă p ă 8, then b P BMOpRnq and }b}BMO À

řn
j“1 }rb, Rjs}LpÑLp.

Another significant result is the compactness of the commutator.

Theorem 2.4.3 ([116]).
Let b P BMOpRnq. Then b P CMOpRnq if and only if rb, T s is a compact operator on LppRnq

for 1 ă p ă 8 and for all Calderón–Zygmund singular integral operators T .

However, Pérez [93] gave an example that rb, T s is not of weak type p1, 1q. Moreover,
there is no hope of having H1 ´L1 type boundedness for general b and any singular integral
operator T by the following theorem.

Theorem 2.4.4. [55, Theorem 3.1] Let b be a locally integrable function. Then the following
are equivalent:
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1. rb,Hs is bounded from L8
c pRq to BMOpRq.

2. rb,Hs is bounded from H1pRq to L1pRq.

3. The function b is constant almost everywhere.

Here, L8
c is the space of all bounded functions with compact support.

Earlier, Pérez introduced a new type of atoms instead of H1pRnq atoms.

Definition 2.4.5 ([93], Definition 1.3). For b P BMOpRnq, a b-atom is a function a such
that for some cube Q

(i) supppaq Ă Q;

(ii) }a}L8 ď |Q|´1;

(iii)
´
a “ 0 and

´
ab “ 0.

Pérez then proceeded to define an atomic space, which he called H1
b (Ky [71] uses H1

b

for this space) by taking all f P L1 which can be written as f “
ř8
j“1 λjaj , where aj are

b-atoms and tλju P ℓ1. Note that since b-atoms are also H1 atoms, such a decomposition
will converge in the H1 norm with }f}H1 ď

ř

|λj |, and hence Pérez’s space is contained in
H1.

Perez [93] proved that rb, T spaq P L1 for all b-atoms a. However, this does not imply
automatically that rb, T spfq P L1 where f P H1

b because we do not know that the norm of
a finite sum of b-atoms is equivalent to the norm of an infinite sum of b-atoms (i.e. that a
version of Theorem 2.1.14 holds in this case).

Afterwards, Ky [71] introduced another approach, which is using an appropriate maxi-
mal function.

Definition 2.4.6 ([71], Definition 2.2). Let b P BMOpRnq be nontrivial. The space H1
b pRnq

consists of f P H1pRnq such rb,Mntsf P L1pRnq, where

rb,Mntsfpxq :“ Mntrbpxqfp¨q ´ bp¨qfp¨qspxq

and Mnt is the non-tangential grand maximal function defined by

Mntfpxq :“ supt|f ˚ ϕtpyq| : |y ´ x| ă t, φ P Au

with
A “ tϕ P SpRnq : }ϕ}8 ` }∇ϕ}8 ď p1 ` |x|2q´n´1u.

The norm on H1
b is given by }f}H1

b
:“ }f}H1}b}BMO ` }rb,Mntsf}L1 .

Ky showed that H1
b pRnq is the biggest space on which the commutator is bounded, and

that it contains the Pérez space.
We will end this section by introducing several more operators that are related to the

discussion of commutators. The following two maximal functions were introduced in [21,
Section 6] in the one-dimensional case. Setting

Mpb, fqpxq :“ sup
IQx

ˇ

ˇpbpxq ´ bIqfI
ˇ

ˇ,
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it was shown in [21, Theorem IX] that b P BMOpRq if and only if f ÞÑ Mpb, fq is bounded
on LppRq for 1 ă p ă 8. The proof uses [21, Theorem X] which states that for a different
maximal function,

Npb, fqpxq :“ sup
IQx

|pbfqI ´ bpxqfI |,

f ÞÑ Npb, fq is bounded on LppRq for 1 ă p ă 8 when b P BMOpRq.
The commutator of the Hardy-Littlewood maximal operator M (see (2)) with multipli-

cation by b, that is
rM, bspfqpxq :“ Mpbfqpxq ´ bpxqMfpxq,

was studied in [1, 6, 88] and shown to be bounded on LppRnq for 1 ă p ă 8 if and only if
b P BMOpRnq and b is bounded below.

Finally, one has the following maximal function,

Mbfpxq “ sup
BQx

1

|B|

ˆ
B

|bpxq ´ bpyq||fpyq|dy, (9)

which was studied in [1,41,102] and is sometimes denoted by Cb. In this case, as in [21], one
has thatMb is bounded on LppRnq for 1 ă p ă 8 if and only if b P BMOpRnq. Moreover, for
b P BMOpRnq, [1, Corollary 1.11] gives the pointwise domination Mbfpxq À }b}BMOM

2fpxq

for f P L1
locpRnq, and therefore

}Mb}LpÑLp À }b}BMO. (10)

2.5 Non-homogeneous Analogues

In this section, we will discuss the non-homogeneous analogues of Hardy spaces, bounded
mean oscillations, singular integral operators (including pseudo-differential operators) and
their commutators. We will separate them into subsections.

2.5.1 Local Hardy spaces

The local Hardy spaces hppRnq (p ą 0) are introduced by Goldberg [45, 46]. As in the
case of the usual Hardy spaces, local Hardy spaces have different characterizations.

Theorem 2.5.1. [46, Theorem 1] For 0 ă p ă 8, the following are equivalent:

1. For a function ψ P SpRnq with
´
ψ ‰ 0, the maximal function

Mψpfqpxq :“ sup
0ătă1

|ψt ˚ fpxq|

is in LppRnq.

2. There exists N P N such that

MFN pfqpxq :“ suptMϕpfqpxq : ϕ P SFu P LppRnq,

where SFN :“ tϕ P SpRnq : supxPRn |xαB
β
x pϕqpxq| ď 1,@ |α|, |β| ď Nu.

In this case, }Mψpfq}Lp « }MFN pfq}Lp.
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Definition 2.5.2. We say f P hppRnq if f P S 1pRnq satisfies one of the conclusion in
Theorem 2.5.1, and the hp norm of f is defined to be the corresponding Lp norm.

That is, if f P hppRnq, we have

}f}hp « }Mψf}Lp « }MFN pfq}Lp ,

where N “ Np ` 1.
We shall also remark that Goldberg provided equivalent definitions using the Poisson

kernel of the strip Rn ˆ p0, 1q.
Comparing Theorem 2.1.1 with 2.5.1, we can see that we localize the variable t from

p0,8q to p0, 1q in the definition of the maximal function and therefore we can conclude that
HppRnq Ă hppRnq. Still, HppRnq “ hppRnq “ LppRnq for 1 ă p ă 8. We will see that the
definition of hp allows us to contain more elements than those with exact cancellations.

Example: Write ϕpxq “ e´x2 and ϕrpxq “ 1
rϕpxr q. Consider Mϕpϕrq and Mϕpϕrq. Using

the Fourier transform, we can see that

ϕt ˚ ϕrpxq “
1

?
t2 ` r2

e
´ x2

t2`r2 .

Furthermore,

sup
0ătă1

ϕt ˚ ϕrpxq “

$

’

’

’

&

’

’

’

%

1?
1`r2

e
´ x2

r2`1 , if x2 ą 1`r2

2 ,
1?
2e|x|

, if r
2

2 ď x2 ď 1`r2

2 ,

1
re

´x2

r2 , if x2 ă r2

2

while

sup
tą0

ϕt ˚ ϕrpxq “

$

&

%

1?
2e|x|

, if x2 ě r2

2 ,

1
re

´x2

r2 , if x2 ă r2

2

.

One can see that the first one is in L1pRq, and the latter one is not in L1pRq. Moreover,
we can compute that

}Mϕpϕrq}L1pRq “

?
π

2
`

1
?
2e

logp1 ` r´2q.

From this calculation, we can see that the exact cancellation property no longer holds
for h1, and, as we will see later, the “log” term plays an important role here.

In fact, the range of 0 ă t ă 1 in Defintion 2.5.2 is not mandatory; one can also consider
0 ă t ă T and get the same set of functions – see [34] for h1pRnq. For hppRnq, we introduced
the following maximal function.

Definition 2.5.3 ([32]). Given 0 ă T ă 8 and x P Rn, consider the family

FT, x
k “

!

ϕ P C8pRnq : supppϕq Ă Bpx, tq, 0 ă t ă T and }Bαϕ}L8 ď t´n´|α| for all |α| ď k
)

.
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We define the local grand maximal function associated to the family FT, x
k of f P S 1pRnq by

MFkpfqpxq “ sup
ϕ PFT,xk

|xf, ϕy| ,

where x¨, ¨y denotes the dual pairing between SpRnq and S 1pRnq.

Lemma 2.5.4 ([32, Lemma 1]). Let f P hppRnq. If k P N is such that n
n`k ă p ď n

n`k´1
(i.e. k “ Np ` 1) then

}MFkpfq}Lp ď Cn,p,T }f}hp ,

where Cn,1,T À 1 ` maxt0, log T u for p “ 1 and Cn,p,T À maxt1, Tnp1{p´1qu for p ă 1.

Before we provide more characterizations of hp, we give some of the properties shown
by Goldberg.

Theorem 2.5.5 ([46]). Suppose ϕ P SpRnq and f P hppRnq. Then, ϕf P h1pRnq. In
particular, if ϕ P C8

c pRnq, ϕf P h1pRnq.

From this, some authors may suggest the name “localizable Hardy spaces” for hp be-
cause we can localize the distribution without leaving the space. In contrast, the usual
Hardy spaces Hp are not localizable because multiplying by a C8

c function may destroy the
cancellation property (Corollary 2.1.11). Moreover, Theorem 2.5.5 allows us to consider the
local Hardy spaces on manifolds and domains.

The local Hardy space hppRnq is not only closed under multiplication by SpRnq functions,
but also contains SpRnq as a dense subset.

Theorem 2.5.6 ([46]). We have SpRnq Ă hppRnq and SpRnq is dense in hppRnq for all
0 ă p ă 8.

We also have atomic decomposition and molecular decomposition for h1. Before stating
the theorems, we shall introduce the atoms and molecules.

Definition 2.5.7. Let 0 ă p ď 1 ď q ď 8 with p ă q. We say a is an pp, qq atom for
hppRnq if there exists a ball B “ Bpx0, rq such that

1. supppaq Ă B;

2. }a}LqpBq ď |B|
´ 1
p

` 1
q ;

3. if r ă 1,

ˆ
Rn

px´ x0qαapxqdx “ 0 for all |α| ď Np.

Theorem 2.5.8 ([46, Lemma 5]). Let 0 ă p ď 1 and f P hppRnq. Then, there exist a
sequence tγjuj P ℓp and a sequence of pp,8q atoms for hp, tajuj, such that f “

ř8
j“1 γjaj

in S 1pRnq and in hppRnq; moreover, }f}hp « infp
ř

jPN |γj |
pq

1
p , where the infimum is taken

over all such possible decomposition of f .

Comparing Theorem 2.1.9 and 2.5.8, we can see that the definition of atom for hp has
the additional restriction if r ă 1 for Item (3).

From the atomic decomposition, we have the following property.
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Proposition 2.5.9. For 0 ă p ď 1 ď q ď 8 and p ă q, the space hppRnq XLqpRnq is dense
in hppRnq.

Unlike for the spaces Hp, Corollary 2.1.11 is no longer true for hppRnq by observing that
we do not require the cancellation condition when rpBq ě 1. For example, the function
1

2023χr0,2023s will be an h1pRq atom.
We are now ready to prove Lemma 2.5.4.

Proof of Lemma 2.5.4.
The proof is taken from the proof of [32, Lemma 1]. Since the atomic decomposition
converges in the sense of distributions, and MFk is sub-linear, it suffices to prove that

}MFkpaq}Lp ď C

for a pp,8q atom a supported on some ball B “ Bpx0, rq Ă Rn. Indeed, writing f “
ř

jPN λj aj , this will give

}MFkpfq}Lp ď

ˆ

ÿ

jPN
|λj |

p }MFkpaq}
p
Lp

̇1{p

ď C

ˆ

ÿ

jPN
|λj |

p

̇1{p

and we can take the decomposition so that the right-hand-side is bounded by a constant
multiple of }f}hp .

So fix a and split

}MFkpaq}
p
Lp “

ˆ
Bpx0,2rq

rMFkpaqpxqspdx`

ˆ
RnzBpx0,2rq

rMFkpaqpxqspdx.

To deal with the first integral, note that for any ϕ P FT, x
k one has

ˇ

ˇ

ˇ

ˇ

ˆ
aϕ

ˇ

ˇ

ˇ

ˇ

ď }a}L8 }ϕ}L8 |Bpx0, rq XBpx, tq| ď Cn r
´n
p .

Then ˆ
Bpx0,2rq

rMFkpaqpxqspdx ď Cn,p r
´n |Bpx0, 2rq| » Cn,p.

When x R Bpx0, 2rq, note that
´
aϕ vanishes unless Bpx, tq X Bpx0, rq ‰ H, hence

r ď
|x´x0|

2 ă t ă T . Thus, if r ě 1 we have

ˇ

ˇ

ˇ

ˇ

ˆ
aϕ

ˇ

ˇ

ˇ

ˇ

ď }a}L1}ϕ}L8 ď Cn r
n
´

1´ 1
p

¯

t´n ď Cn|x´ x0|´n,

and thereforeˆ
RnzBpx0,2rq

rMFkpaqpxqspdx À

ˆ
2ră|x´x0|ă2T

|x´x0|´npdx À

ˆ
2ă|x´x0|ă2T

|x´x0|´npdx ă 8.

Note that the integral on the right is of the order of log T when p “ 1 and Tnp1´pq when
p ă 1.
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For 0 ă r ă 1, we have the standard HppRnq argument, using the moment conditions
of a up to the order Np “ k ´ 1 and the Taylor expansion of ϕ P FT, x

k to write

ˇ

ˇ

ˇ

ˇ

ˆ
apyqϕpyqdy

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˆ „

ϕpyq ´
ÿ

|α|ďk´1

Cα Bαϕpx´ x0qpy ´ x0qα
ȷ

apyqdy

ˇ

ˇ

ˇ

ˇ

ď
ÿ

|α|“k

Cα }Bαϕ}L8 r|α|`n }a}L8

ď Cn t
´n´k r

k`n
´

1´ 1
p

¯

.

Then ˆ
RnzBpx0,2rq

rMFkpaqpxqspdx ď Cn,p r
kp`np´n

ˆ
|x´x0|ą2r

|x´ x0|pp´k´nqdx ă 8,

since p ą n{pn` kq.

There are different definitions of atoms for hppRnq. Komori defined an hppRnq atom, for
n
n`1 ă p ă 1, as follows.

Definition 2.5.10 ([69]).
We say a is an php, 1q atom for n

n`1 ă p ă 1 if

� supppaq Ă Bpx0, rq for some x0 P Rn and r ą 0;

� }a}L8 ď r
´n
p ;

� |
´
a| ď 1.

In other words, there is room for non-vanishing moment conditions for an hppRnq atom.
However, one cannot include p “ 1 in the definition. We will explain this in Section 4.1.
For p “ 1, Dafni and Yue gave the following approximate cancellation conditions on atoms
for h1pRnq.

Definition 2.5.11 ([34]). Fix R ą 0, 1 ă q ď 8. We say a is an R-approximate p1, qq

atom if

� supppaq Ă Bpx0, rq for some x0 P Rn and r ą 0;

� }a}Lq ď |Bpx0, rq|
1
q

´1
;

� |
´
a| ď rlogp1 ` R

r qs´1.

Next, we discuss molecular theory. Unlike for the Hp spaces, the molecular theory
for hp was not fully understood before the work [31]. The first discussion of molecular
decomposition for hppRnq is by Komori [69].

Definition 2.5.12 ([69]).
Let α ą γp and n

n`1 ă p ă 1. We say M is an php, 1, αq molecule centered at x0 if there is
r ą 0 such that

�

ˆ
|x´x0|ď2r

|Mpxq|dx ď rnp1´p´1q;
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�

ˆ
|x´x0|ě2r

|Mpxq||x´ x0|αdx ď rα`np1´p´1q;

�

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqdx

ˇ

ˇ

ˇ

ˇ

ď 1.

We will introduce atoms and molecules for general p in Chapter 4.
Finally, we end this subsection by introducing Hardy’s inequality for h1pRq. Goldberg

claimed this inequality in [45] without proof, and it was proved by Dafni and Liflyand [33].
The n-dimensional version is stated in Theorem 4.2.1.

Theorem 2.5.13 ([33, Theorem 1]). For any f P h1pRq, we have

ˆ
R

|fppξq|2

1 ` |ξ|
À }f}h1pRq.

2.5.2 Non-homogeneous BMO

We start with the definition of non-homogeneous BMO.

Definition 2.5.14. Let b P L1
locpRnq. We say b P bmopRnq, the non-homogeneous BMO if

}b}bmopRnq :“ sup
B

1

|B|

ˆ
B

|bpxq ´ cB|dx ă 8, (11)

where the constant cB is given by

cB :“

$

&

%

bB “

 
B
b, if rpBq ă 1,

0, if rpBq ě 1.

(12)

for each ball B, and the supremum is taken over all balls B Ă Rn.

We will continue to use this notation when b is a fixed bmo function.
We remark that

sup
B

 
B

|bpxq ´ cB|dx « sup
rpBqă1

 
B

|bpxq ´ bB|dx` sup
rpBqě1

 
B

|bpxq|dx.

Therefore, this explains why we call the space non-homogeneous. In some contexts, the
space bmopRnq may be called as “local BMO”; however, it is more appropriate to “local
BMO” to be the space of b P L1

locpRnq such that

}b}BMOlocpRnq :“ sup
rpBqăR

 
B

|bpxq ´ bB|dx ă 8

for some fixed R – see [114]. This space is strictly larger than BMO and Λ9 γ Ă BMOloc.
Also, there is a space called “small bmo”, which is related to the product setting, see [24].

We observe that the constant function c has bmo norm c. As a result, unlike BMO, we
do not need to take bmo modulo all the constant functions to obtain a Banach space. In
other words,

27



Theorem 2.5.15. The space pbmopRnq, } ¨ }bmopRnqq is a complete normed space.

Let us state some basic properties of bmopRnq.

Proposition 2.5.16.

1. ([34, Lemma 6.1]) Let b P bmopRnq. The averages |bB| À
}b}bmo

logp1 ` rrpBqs´1q
.

2. Let b P bmopRnq. For any x0 P Rn, r ą 0, δ ą 0, and 1 ď p ă 8,

rδ
ˆ
Rn

|bpxq ´ cBpx0,rq|
p

pr ` |x´ x0|qn`δ
dx Àn,p,δ }b}pbmopRnq

.

3. We have the relations L8pRnq Ă bmopRnq Ă BMOpRnq and these inclusions are
proper.

Proof of Proposition 2.5.16.

1. Since we will use this argument later, it is good to provide proof. Let b P bmopRnq

and B be a ball in Rn. If rpBq ě 1, then |bB| ď 1
|B|

´
B |bpxq|dx ď }b}bmopRnq and we

use the fact that 1
logp1`r´1q

is an increasing function on R. When rpBq ă 1, there

exists N P N such that 2N´1rpBq ă 1 ď 2NrpBq. With this N , we obtain

|bB| ď

N
ÿ

j“1

|b2jB ´ b2j´1B| ` |b2NB|

ď

N
ÿ

j“1

|b2jB ´ b2j´1B| ` }b}bmopRnq

ď

N
ÿ

j“1

2}b}bmopRnq ` }b}bmopRnq

ď p2N ` 1q}b}bmopRnq À
}b}bmopRnq

logp1 ` rrpBqs´1q
.

We have used the estimate (6) for small balls.

2. This proof is from the work [30]. By translation invariance of bmopRnq, we may
assume x0 “ 0. Denote Bp0, 2krq by Bk, k “ 0, 1, 2, . . .. Then using (14) and the fact
that for 2jr ă 1

|cBj ´ cBj´1 | “ |bBj ´ bBj´1 | ď 2n}b}bmo (13)

and Item 1, we have

rδ
ˆ
RnzB0

|bpxq ´ cB0 |p

|x|n`δ
dx

À

8
ÿ

k“0

2´kδ|Bk|´1

ˆ
Bk`1zBk

`

|bpxq ´ cBk`1
|p ` |cBk`1

´ cB0 |p
˘

dx

À

8
ÿ

k“0

2´kδ}b}pbmop1 ` pmintk ` 1, log` r
´1uqpqdx À }b}pbmo.
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3. The first inclusion is proper by considering logp 1
|x|

q on r´1, 1s. We can see that log |x|

is not in bmo since as R Ñ 8,

1

R

ˆ R`1

1
| logpxq|dx “ p1 `R´1q logpR ` 1q ´ 1 Ñ 8.

We also have a John-Nirenberg inequality for bmopRnq.

Theorem 2.5.17 ([34, Theorem 3.1]).
For b P bmopRnq, there exist C, c ą 0 such that for any ball B,

|tx P B : |bpxq ´ cB| ą λu| ď C|B|e´λc{}b}bmo

for all λ ą 0. As a result, one gets that

}b}bmo « }b}bmop :“

ˆ

sup
B

 
B

|bpxq ´ cB|pdx

̇1{p

(14)

for 1 ď p ă 8, with constants depending on p.

Goldberg proved that the dual of h1pRnq is the space bmopRnq.

Theorem 2.5.18 ([46, Corollary 1]). We have ph1pRnqq˚ – bmopRnq in the sense of
Theorem 2.2.6.

Similarly to the usual BMO case, we have the following definition.

Definition 2.5.19.

1. The space vmopRnq is the bmopRnq-closure of all bounded uniformly continuous func-
tions.

2. The space cmopRnq is the bmopRnq-closure of C8
c pRnq.

Theorem 2.5.20. [29] Let b P bmopRnq.

1. A function b P vmopRnq iff b satisfies (7).

2. A function b P cmopRnq iff b satisfies (7) and

lim
RÑ8

sup
|B|ě1

BĂpBp0,Rqqc

 
B

|b| “ 0. (15)

One should notice that vmo in [29] is cmo in this thesis. Also,

Theorem 2.5.21 ([29]). We have pcmopRnqq˚ – h1pRnq.

Therefore, we have cmopRnq Ă vmopRnq Ă bmopRnq Ă BMOpRnq (in the sense of sets).
As for BMO, if f, g P bmopRnq, we do not expect that fg P bmopRnq. One needs to

consider a smaller space.
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Definition 2.5.22. Let b P L1
locpRnq.

1. We say b P LMOlocpRnq if

}b}LMOlocpRnq :“ sup
rpBqă1

rlogp1 ` rpBq´1qs

|B|

ˆ
B

|bpxq ´ bB|dx ă 8.

2. We define lmopRnq :“ LMOlocpRnq X bmopRnq and

}b}lmopRnq :“ }b}LMOlocpRnq ` sup
rpBqě1

|b|B ă 8.

Bonami and Fetou [9] showed that the pointwise multipliers of bmopRnq are the elements
of L8pRnqXlmopRnq. Furthermore, the space lmopRnq is useful in PDE. In [113], coefficients
with logarithmic mean oscillation condition of a parabolic equation are considered, while
in [7, 8], a range of such conditions are imposed on the initial vorticity in the Euler and
Navier-Stokes equations. We note that the latter articles use a little different notation (for
example, bmo there refers to “local BMO” rather than Goldberg’s non-homogeneous space)
and an L2 oscillation, which is equivalent to the L1 one by the John-Nirenberg inequality
for these spaces (see [104]).

From the definition of lmopRnq, because rlogp1 ` rpBq´1qs´1 Ñ 0 as r Ñ 0, functions
in LMOlocpRnq satisfy (7) and therefore lmopRnq Ă vmopRnq. If b P LMOlocpRnq X LppRnq

with 1 ď p ă 8, then b will also satisfy condition (15). In fact, if |B| ě 1 and B Ă

RnzBp0, Rq Ă Rn, then  
B

|b| ď }b}LppBp0,Rqcq Ñ 0

as R Ñ 8. Thus, LMOlocpRnq X LppRnq Ă cmopRnq.
We give some examples for lmopRnq.

Example 1. The first example is Lpxq “ log
`

log
`

2e
|x|

˘˘

χr´2,2spxq. Brezis and Nirenberg

[11] showed that L P VMOpRq. We shall show Lpxq P LMOlocpRq. We will use the
fact that for any interval I,

 
I

|Lpxq ´ LI |dx «

 
I

 
I

|Lpxq ´ Lpyq|dydx.

For simplicity, we write θprq “ rlogp1 ` r´1qs´1. Let 0 ă r ă 1, x0 P r´2, 2s, and
0 ă ε ď 1.

Case 1: if |x0| ě p1 ` εqr
Without loss of generality, we assume x0 ě p1 ` εqr. Then,

ˆ x0`r

x0´r

ˆ x0`r

x0´r
|Lpxq ´ Lpyq|dydx ď

ˆ px0`rq

x0´r

ˆ px0`rq

x0´r
|x´ y||L1px0 ´ rq|dydx

ď Cε´1r2rlogp
2e

εr
qs ď C 1ε´1r2rθpεrqs.
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We have used that |L1pxq| “ rx logp2ex qs´1 and it is decreasing on p0, 2s; also the fact
that there are 0 ă c ă C such that for all x ď 2,

c ď
logp2ex q

θpxq
ď C.

In particular, if |x0| ě 2r, we have

1

p2rq2

ˆ x0`r

x0´r

ˆ x0`r

x0´r
|Lpxq ´ Lpyq|dydx ď C 1θprq,

where the constant C 1 is independent of x0.
Case 2: |x0| ď 2r
First, we can reduce to the case r0, 3rs. If we let I “ rx0 ´ r, x0 ` rs and 0 P I, then
by evenness of L, we have

ˆ x0`r

x0´r

ˆ x0`r

x0´r
|Lpxq ´ Lpyq|dydx ď

ˆ 3r

´3r

ˆ 3r

´3r
|Lpxq ´ Lpyq|dydx

“ 4

ˆ 3r

0

ˆ 3r

0
|Lpxq ´ Lpyq|dydx

and this shows that we can focus on the case r0, rs (as r is arbitrarily fixed).

Now, we write I “ p0, rs and Ij “ p r
2j
, r
2j´1 s for j P N, and we have

 
I

|Lpxq ´ LI |dx ď 2

ˆ
I

|Lpxq ´ LI1 |dx.

Now by observing I “

8
ď

j“1

Ij , we can write as

1

|I|

ˆ
I

|Lpxq ´ LI1 |dx ď

8
ÿ

j“1

2´j

ˆ

1

|Ij |

ˆ
Ij

|Lpxq ´ LIj |dx` |LIj ´ LI1 |

̇

“: pAq.

For the first term, the center of Ij is
3r

2j`1 and the radius of Ij is
r

2j`1 , which satisfies
Case 1. Hence, we can apply Case 1 with ε “ 1.

For the second term, write Jk “ Ik´1 Y Ik and observe that rlogp1 ` r´1qs´1 is an
increasing concave function, then for j ě 2

|LIj ´ LI1 | ď

j
ÿ

k“2

|LIk ´ LIk´1
|

ď C

j
ÿ

k“2

„

1

|Jk|

ˆ
Jk

|Lpxq ´ LJk |dx

ȷ

ď C

j
ÿ

k“2

θ
`

3 ¨ 2´kr
˘

ď Cpj ´ 1qθ

ˆ j
ÿ

k“2

3 ¨ 2´kr

j ´ 1

̇

ď Cpj ´ 1q ¨ θp2rq.
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We have used Case 1 with ε “ 2
3 . Now, we have

pAq ď

8
ÿ

j“1

2´j

„

rθprqs ` pj ´ 1qrθp2rqs

ȷ

ď C 1rθp2rqs ď C2rθprqs.

In the last line, we have used the fact that

1 ď
θp2rq

θprq
ď 2

for all r ą 0.

Therefore, if |x0| ď 2r, we have

 
I

|Lpxq ´ LI |dydx ď C3θprq

and the constant C3 is independent of x0.

Combining both cases, there exists C ą 0 such that

 
rx0´r,x0`rs

|Lpxq ´ Lrx0´r,x0`rs|dx ď Cθprq “
C

logp1 ` 1
r q
,

which implies that

sup
0ără1

logp1 `
1

r
q

 
rx0´r,x0`rs

|Lpxq ´ Lrx0´r,x0`rs|dx ď C ă 8.

Example 2. Following the idea in Section 3.1 in [13], let Λpxq “
ř

jPZ ajLpx´ njq, where
aj is bounded and nj satisfy nj`1 ´ nj ě 2023. Using the same argument as in the
first example, we can show that Λ P LMOlocpRq. Moreover, if taju P ℓ1pZq, then we
can also see that for p ě 1,

}Λ}
p
Lp “ C

ˆ 8

0
expp´ey

1
p

qdy ă 8.

Example 3. The function ℓαpxq “ plogp|x|´1qqαχr´1,1s for α P p0, 1s is not in LMOlocpRq.
For α P p0, 1q, ℓαpxq P vmopRqzLMOlocpRq. By considering the interval B “ pr, 2rq

where 0 ă r ă 1
2 and using the Mean Value Theorem, we have

1

r2

ˆ 2r

r

ˆ 2r

r
|ℓαpxq ´ ℓαpyq|dydx ě

1

r2

ˆ 2r

r

ˆ 2r

r

α|x´ y|

p2rqrlogpp2rq´1qs1´α
dxdy

“
α

24

1

rlogpp2rq´1qs1´α
,

which gives us

lim
rÑ0

logp1 ` 1
r q

rlogpp2rq´1qs1´α
“ 8.

For α “ 1, it is not even in vmopRq, so it cannot be in LMOlocpRq.
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Finally, we introduce the non-homogeneous Zygmund space.

Definition 2.5.23. The non-homogeneous Zygmund space is defined to be ΛγpRnq :“
Λ9 γpRnq X L8pRnq. The norm is given by

}f}Λγ :“ }f}Λ9 γ
` }f}L8 .

Example 4. In fact, ΛγpRnq Ă lmopRnq for all γ ą 0. Let b P ΛγpRnq. From the bound-
edness of b, we have

sup
rpBqě1

1

|B|

ˆ
B

|bpxq|dx ď }b}Λγ .

Therefore, we need to show that }b}LMOloc
ă 8. Let B “ Bpx0, rq.

logp1 ` r´1q

 
B

|bpyq ´ bB|dy ď logp1 ` r´1q
rγ

rγ

 
B

|bpyq ´ bB|dy

ď logp1 ` r´1qrγ}b}Λγ .

Since logp1 ` r´1qrγ ď Cγ for 0 ă r ă 1, we can conclude that }b}LMOloc
ă 8.

As expected, Goldberg also identified the dual of hp spaces:

Theorem 2.5.24 ([46, Theorem 5]).
Let 0 ă p ă 1. The dual space of hppRnq is Λnpp´1´1qpRnq.

2.5.3 Pseudo-differential operators and commutators

We begin with the definition of a symbol.

Definition 2.5.25. Let a P C8pRn ˆ Rnq, m P R, and ρ, δ P r0, 1s. We say a P Smρ,δ if for
any α, β P N0 there exists Aα,β such that

|BβxBαξ apx, ξq| ď Aα,βp1 ` |ξ|qm´ρ|α|`δ|β| (16)

for all px, ξq P Rn ˆ Rn. We also define the pseudo-differential operator associated with
symbol a, Ta, to be

Tafpxq :“

ˆ
Rn
apx, ξqfppξqe2πix¨ξdξ

given f P SpRnq.

Some authors may write OpSmρ,δ to denote the space of all pseudo-differential operators
associated with a symbol a P Smρ,δ.

We have that Ta : SpRnq Ñ SpRnq continuously for all ρ, δ P r0, 1s – see [108, Chapter
VI Section 1.3 and Chapter VII Section 1.1.1].

Two notable examples of pseudo-differential operators are multipliers and multiplication
operators. More precisely, if apx, ξq “ mpξq P S0

1,0, then Taf
ypξq “ mpξqfppξq, which is also

known as a Fourier multiplier operator; if apx, ξq “ Mpxq P Sm1,0, then Tafpxq “ Mpxqfpxq

by using the Fourier inversion formula, and this operator is known as a multiplication
operator. However, the multiplication operators by functions in BMOpRnq or bmopRnq are
not pseudo-differential operators because these functions do not satisfy (16).

Pseudo-differential operators are an example of generalized singular integral operators.
The proof of the following proposition can be found in [108] or [2].
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Proposition 2.5.26. Let a P Smρ,δ with 0 ă ρ ď 1 and 0 ď δ ď 1. Let

Kpx, yq :“ lim
εÑ0

ˆ
Rn
e2πipx´yq¨ξapx, ξqψpεξqdξ

for a ψ P C8
c pRnq such that ψ ” 1 on |ξ| ď 1, where the limit is taken in S 1pRnq. Then,

we can write Tafpxq :“

ˆ
Rn
Kpx, yqfpyqdy, K is smooth away from the diagonal, and K

satisfies

sup
|α|`|β|“M

|BαxBβyKpx, yq| Àα,β |x´ y|
´M`m`n

ρ

given that x ‰ y and M P N such that M ` m ` n ą 0. Furthermore, for any N P N and
α, β P N0

sup
|x´y|ě1

|x´ y|N |BαxBβyKpx, yq| Àα,β,N 1.

The pseudo-differential operators associated to an Smρ,δ symbol is a strongly singular

integral operator if 0 ă δ ď ρ ă 1 and ´n
2 ă m ď ´

np1´ρq

2 – see [3, Section 3].
We now introduce an important example of pseudo-differential operators.

Definition 2.5.27. [46] Let φ P SpRnq with φ ” 1 on Bp0, 1q. For j “ 1, ¨ ¨ ¨ , n, we define
the j-th local Riesz transform to be

rjf :“ F´1

ˆ

ip1 ´ φq
ξj
|ξ|
fp
̇

, (17)

where F´1 denotes the inverse Fourier transform.

These are pseudo-differential operators with symbols in S0
1,0 because the symbol p1 ´

φpξqq
ξj
|ξ|

is smooth away from 0 and it is identically 0 in Bp0, 1q. Moreover, the symbol is
bounded above by a constant for all ξ, so m “ 0; when we differentiate the symbols, we
reduce the power of ξ by 1. Thus, the symbol is in S0

1,0.

Goldberg used these operators to characterize h1pRnq.

Theorem 2.5.28 ([46, Theorem 2]). A distribution f P h1pRnq if and only if f P L1pRnq

and rjpfq P L1pRnq for all j “ 1, ¨ ¨ ¨ , n.

Later, Peloso and Secco [92] provided a characterization using local Riesz transform for
some range of p ď 1.

Next, we discuss the boundedness of pseudo-differential operators, which means there
exists an extension of T such that it is a bounded operator. For a P S0

1,0 symbols, Ta is

bounded on L2pRnq, see [108, Chapter VI Section 2]. For a P S0
1,1, it may not be bounded

on L2pRnq, but it is bounded on ΛγpRnq for γ ą 0, see [108, Chapter VII Section 1.2 and
1.3]. If a P Sm1,0, then Ta maps W s,2pRnq to W s´m,2pRnq (s P R), where W s,2pRnq is the

generalized Sobolev space and its norm is }f}W s,p :“ }pI ´ ∆q
s
2 f}LppRnq, see [100, Theorem

2.6.11]; Ta also maps ΛγpRnq to Λγ´mpRnq where γ ą m.
Now we focus on the boundedness on local Hardy spaces. Let us first explain why the

classical Calderón–Zygmund singular integral operators are unsuitable for h1.
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Example. Consider f “ χr´ 1
2
, 1
2

s, which is an h1 atom on R, and the Hilbert transform.

Then we have

Hpfqptq “
1

π
log

ˇ

ˇ

ˇ

ˇ

t` 1
2

t´ 1
2

ˇ

ˇ

ˇ

ˇ

and it is not in L1pRq. Indeed, for t ě 1, one has Hfptq ě c
pt´ 1

2
q
for some c ą 0.

Next, we will record some results about the boundedness of pseudo-differential operators
acting on hp, which we will not use in later chapters.

Theorem 2.5.29.

1. [46, Theorem 4] If a P S0
1,0, then Ta can be extended to a bounded operator on hppRnq

for any 0 ă p ď 1.

2. [115, Chapter 1 Section 2] If a P S0
1,δ for 0 ă δ ă 1, then Ta can be extended to a

bounded operator on h1pRnq.

3. [60, Theorem 4.1] If a P S
´np1´ρq{2
ρ,δ for δ ď ρ ď 1 and 0 ď δ ă 1, then Ta can be

extended to a bounded operator on h1pRnq.

4. [59] If a P Sm1,δ for ´n ă m ď 0, 0 ď δ ă 1, then Ta can be extended to a bounded
operator from hppRnq to hqpRnq for any p ď q ď

pn
n´αp and 0 ă p ď 1. Moreover, if

m ă 0, Ta maps continuously hppRnq to h
pn

n´αp pRnq if p ă n
´m ; to bmopRnq if p “ n

´m ;
and to Λα´n{p if p ą n

´m .

5. [90, Theorem 4.1] Let 0 ă p ď 1. If a P Smρ,ρ with 0 ď ρ ă 1 and m “ ´np1´ ρqpp´1 ´
1
2q, then Ta can be extended to a bounded operator on hppRnq.

6. [59] Let 0 ă p ď 1 and ´n ă m ď 0. If a P Smρ,δ with 0 ă δ ď ρ ă 1, then
Ta can be extended to a bounded operator from hppRnq to hqpRnq where q satisfies
´m “ nrp´1 ´ q´1 ` p1 ´ ρqpq´1 ´ 1

2qs.

7. [59] Let 0 ă p ď 1. If a P S
´npp´1´ 1

2
q

0,0 , then Ta can be extended to a bounded operator

from hppRnq to L2pRnq.

Finally, we state some results related to commutators of pseudo-differential operators
with some functions.

Theorem 2.5.30 ([70, Theorem 1]). Let b be a function such that∇b P Λα for 0 ă α ă 1.
Suppose a P S1

1,0. Then, rb, Tas acts continuously on hppRnq for all n
n`α ď p ď 1.

Theorem 2.5.31. Let b P L1,ψ
0 pRnq with ψprq “

p1 ` rnqθ

logpe` r´nq
and θ ě 0.

1. [124] Suppose a P S0
1,δ with 0 ď δ ă 1, then rb, T s is bounded from H1pRnq to L1pRnq.

2. [62] Suppose a P Smρ,δ with 0 ď δ ă 1, 0 ă ρ ď 1, δ ď ρ and ´n ´ 1 ă m ď

´pn` 1qp1 ´ ρq, then rb, T s is bounded on h1pRnq.
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2.5.4 Inhomogeneous singular integral operators

Another generalization of singular integral operators that fits local Hardy spaces is called
inhomogeneous Calderón–Zygmund singular integral operators, which [35] introduced.

Definition 2.5.32. A locally integrable function K defined on Rn ˆ Rn away from the
diagonal is called a pµ, δq-inhomogeneous standard kernel if there exist µ ą 0 and 0 ă δ ď 1
such that

|Kpx, yq| ď C min

"

1

|x´ y|n
,

1

|x´ y|n`µ

*

, x ‰ y, (18)

and

|Kpx, yq ´Kpx, zq| ` |Kpy, xq ´Kpz, xq| ď C
|y ´ z|δ

|x´ z|n`δ
(19)

for all |x´ z| ě 2|y ´ z|. A linear bounded operator T : SpRnq Ñ S 1pRnq is called inhomo-
geneous Calderón-Zygmund operator if

1. T extends to a continuous operator from L2pRnq to itself;

2. T is associated to an pµ, δq´inhomogeneous standard kernel given by

xTf, gy “

ˆ ˆ
Kpx, yqfpyqgpxqdydx, @ f, g P SpRnq with disjoint supports.

Theorem 2.5.33 ([35]). Let T be an inhomogeneous Calderón-Zygmund operator satisfying
the pointwise controls (18) and (19). Suppose n{pn ` mintδ, µuq ă p ă 1. If T ˚p1q P

Λ9 γppRnq, then T is a bounded operator from hppRnq to itself. Moreover, if T is a bounded
operator from hppRnq to itself, then T ˚p1q P ΛγppRnq.

This thesis will also generalize this result to wider class of kernels and for all 0 ă p ď 1.
One example of a pµ, 1q-inhomogeneous standard kernel is Kpx, yq “

ϕpx´yq

x´y , where
ϕptq ” 1 on |t| ď 1, ϕptq P p0, 1q for |t| P p1, 2q, ϕptq ” 0 on |t| ě 2 and ϕ P C8

c pRq. It is true
that Kpx, yq ” 0 if |x´ y| ě 2 and

|Kpx, yq| ď
1

|x´ y|
if |x´ y| ď 2.

Moreover, if 2|y ´ z| ď |x´ y|,

|Kpx, yq ´Kpx, zq| ď
|ϕpx´ yq ´ ϕpx´ zq|

|x´ y|
`

|y ´ z|

|x´ y|2
ď C

|y ´ z|

|x´ y|2
.

Indeed, this example is the kernel of the local (or localized) Hilbert transform introduced
by Goldberg in [45]:

Hfpxq :“ P.V.

ˆ
Kpx, yqfpyqdy. (20)

He claimed the operator H characterizes h1pRq, in the same way that the usual Hilbert
transform characterizes H1pRq. This claim was proved by Dafni and Liflyand [33]. Com-
paring with Theorem 2.5.28, we see that there are two different characterizations of h1.
Some natural questions arise: how are these operators related? What are sufficient con-
ditions on the localizing functions so that those operators can characterize h1? We will
answer these questions in the next chapter.
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Chapter 3

Equivalent Localization of Singular
Integral Operators

This chapter will establish a relation between localization in physical spaces near 0 and
frequency space away from 0. It is taken from [30] with minor changes.

Let K be a δ-kernel of convolution type (Definition 2.3.1) that satisfies (8) instead. We
define two types of operators via localizations of the kernel K. On the one hand, we look
at operators of the form

Tψpfq :“ T pf ´ ψ ˚ fq

for suitable functions ψ. These are modelled on Goldberg’s localized Riesz transforms in
(17), with ψ “ F´1pφq. On the other hand, based on the definition of the local Hilbert
transform (20), we look at the operators Tη, associated with the kernel Kη, for a class of
functions η.

We now show that under certain weak smoothness and decay conditions on η, the
kernel Kη satisfies the same conditions as K and so we can associate to it an operator Tη
in the same way that we associate T to K, and this operator enjoys the same boundedness
properties as T .

Lemma 3.0.1. Suppose that η is a bounded function and

sup
y‰0

ˆ
|x|ě2|y|

|ηpx´ yq ´ ηpxq|

|x|n
dx ă 8.

Then Kη satisfies |Kpxqηpxq| ď }η}L8 |x|´n and (8).

Proof of Lemma 3.0.1.
We have that |Kpxqηpxq| ď |Kpxq|}η}L8 ď }η}L8 |x|´n, and for any y ‰ 0, we getˆ

|x|ě2|y|

|Kpx´ yqηpx´ yq ´Kpxqηpxq|dx

ď

ˆ
|x|ě2|y|

|rKpx´ yq ´Kpxqsηpx´ yq `Kpxqrηpx´ yq ´ ηpxqs|dx

ď }η}L8

ˆ
|x|ě2|y|

|Kpx´ yq ´Kpxq|dx`

ˆ
|x|ě2|y|

|ηpx´ yq ´ ηpxq|

|x|n
dx

ď CK,η.
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Note that the condition on η in Lemma 3.0.1 is satisfied whenever η is δ-Lipschitz for
some δ ą 0, and the Lipschitz constant in Bpx, |x|{2q decays like |x|´δ. In particular, if η
has compact support, then it is enough to require η P Lipδ.

Next we show that Kη satisfies Definition 2.3.1 Item 3. For this we need further assump-
tions on η guaranteeing that η has a certain decay at infinity and η´ 1 vanishes sufficiently
fast at the origin. Note that we do not require that η ” 1 in a neighborhood of the origin.
For example, if η P Lipδ then it suffices that ηp0q “ 1.

Lemma 3.0.2. If η satisfies,ˆ
0ă|x|ă1

|ηpxq ´ 1|

|x|n
dx`

ˆ
|x|ě1

|ηpxq|

|x|n
dx ă 8, (21)

then

sup
0ărăRă8

ˇ

ˇ

ˇ

ˇ

ˆ
ră|x|ăR

Kpxqηpxqdx

ˇ

ˇ

ˇ

ˇ

ď Cη,K .

Proof of Lemma 3.0.2.
Without loss of generality, we assume that 0 ă r ă 1 ă R. For 0 ă r ă R, by the
assumptions on K and η,

ˇ

ˇ

ˇ

ˇ

ˆ
ră|y|ăR

Kpyqηpyqdy

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ˆ
ră|y|ă1

Kpyqrηpyq ´ 1sdy

ˇ

ˇ

ˇ

ˇ

` CK `

ˇ

ˇ

ˇ

ˇ

ˆ
1ď|y|ăR

Kpyqηpyqdy

ˇ

ˇ

ˇ

ˇ

ÀK

ˆ
0ă|y|ă1

|ηpyq ´ 1|

|y|n
dy `

ˆ
|y|ě1

|ηpyq|

|y|n
dy ` 1 ď Cη,K ,

where CK is the constant from Definition 2.3.1 Item 3 of K and the constant Cη,K is
independent of r and R.

If η satisfies the hypotheses of both lemmas, we get the boundedness of Tη on L2pRnq;
and hence the boundedness on LppRnq and L1pRnq to weak-L1.

Theorem 3.0.3. Suppose η satisfies the hypotheses of Lemmas 3.0.1 and 3.0.2, and ψ
satisfies

ψ P L1pRnq X L2pRnq,

ˆ
ψ “ 1,

ˆ
|x|ě1

«

1

|x|n

ˆ
|y|ě|x|{2

|ψpyq|dy

ff

dx ă 8 (22)

and
ˆ

|x|ě1

«ˆ
|y|ď|x|{2

|ψpx´ yq ´ ψpxq|

|y|n
dy

ff

dx ă 8. (23)

Then the operator Tη is bounded on h1pRnq if and only if Tψ is bounded on h1pRnq.
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Note that condition (22) will hold, for example, if the function |x|ηψpxq is integrable
for some η ą 0, while (23) will hold if ψ P Lipα for 0 ă α ď 1 and |x|α}ψ}LipαpBpx,|x|{2qq is
integrable.

Proof of Theorem 3.0.3.
We will show that the operator TE :“ Tη ´Tψ is bounded on L1pRnq, and from that deduce
that TE is bounded on h1pRnq.

For 0 ă ε ă 1{2, let Kεpxq “ χ|x|ąεKpxq be the usual truncation of the kernel. Applying
the same to Kη, we consider pKηqε ´Kε `Kε ˚ ψ. Set

K˚pxq “ sup
εą0

|pKηqεpxq ´Kεpxq `Kε ˚ ψpxq|.

We claim that K˚ P L1pRnq.
For the local estimate, we write

K˚pxq ď |Kpxqpηpxq ´ 1q| ` T˚pψqpxq,

where T˚pψqpxq “ supεą0 |Kε ˚ ψpxq|. Recall that the maximal operator T˚ has the same
boundedness as T (see [108, Section I.7],[47, Section 4.2.2]). Thus we have

ˆ
|x|ă1

K˚pxqdx À

ˆ
|x|ă1

|ηpxq ´ 1|

|x|n
dx` }ψ}L2 ă 8

For |x| ě 1, we can write

K˚pxq ď |Kηpxq| ` sup
εą0

|Kpxq ´Kε ˚ ψpxq|.

The first term is integrable for |x| ě 1 by condition (21) on η, so it remains to bound the
integral of the second term. We do this by fixing ε and obtaining a pointwise estimate on
|Kpxq ´Kε ˚ ψpxq| in terms of ψ.

Using the hypotheses on ψ, we can write, for |x| ě 1 and ε ă 1{2,

ˇ

ˇ

ˇ

ˇ

Kpxq ´

ˆ
|x´y|ąε

Kpxqψpyqdy

ˇ

ˇ

ˇ

ˇ

ď |Kpxq|

ˆ
|x´y|ďε

|ψpyq|dy

À |x|´n
ˆ

|y|ě|x|{2
|ψpyq|dy. (24)

Thus it remains to considerˆ
|x´y|ąε

rKpxq ´Kpx´ yqsψpyqdy

“

ˆ
"

|y|ď|x|{2
|x´y|ě|x|{2

* `

ˆ
"

|y|ě|x|{2
|x´y|ě|x|{2

* `

ˆ
εă|x´y|ď|x|{2

rKpxq ´Kpx´ yqsψpyqdy

“: I1 ` I2 ` I3.
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To estimate I1, note that Bp0, |x|{2q Ă Bpx, |x|{2qc so we can use the smoothness
condition (8) on K to write

ˆ
|x|ě1

sup
ϵą0

|I1| ď

ˆ
|x|ě1

ˆ
|y|ď|x|{2

|Kpxq ´Kpx´ yq||ψpyq|dydx

À

ˆ
Rn

ˆ
|x|ě2|y|

|Kpxq ´Kpx´ yq|dx|ψpyq|dy

ď C}ψ}L1pRnq.

For I2, we use the decay bound on K (Definition 2.3.1 Item 1) to get, as in (24),

ˆ
|x|ě1

sup
ϵą0

|I2| ď

ˆ
|x|ě1

ˆ
"

|y|ě|x|{2
|x´y|ě|x|{2

*p|Kpxq||ψpyq| ` |Kpx´ yq||ψpyq|qdy

À

ˆ
|x|ě1

1

|x|n

ˆ
|y|ě|x|{2

|ψpyq|dy.

Finally, for I3, we again use the decay bound (Definition 2.3.1 Item 1) as well as the
cancellation condition on K (Definition 2.3.1 Item 3) to obtain

|I3| ď

ˇ

ˇ

ˇ

ˇ

ˆ
εă|x´y|ď|x|{2

rKpxqψpyq ´Kpx´ yqpψpyq ´ ψpxqqs dy

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

ˆ
εă|x´y|ď|x|{2

Kpx´ yqψpxqdy

ˇ

ˇ

ˇ

ˇ

À

ˆ
|y|ě|x|{2

|ψpyq|

|x|n
dy `

ˆ
|x´y|ď|x|{2

|ψpyq ´ ψpxq|

|x´ y|n
dy ` |ψpxq|

À
1

|x|n

ˆ
|y|ě|x|{2

|ψpyq|dy `

ˆ
|y1|ď|x|{2

|ψpx´ y1q ´ ψpxq|

|y1|n
dy1 ` |ψpxq|.

Since the last estimate is independent of ε, we can bound
´

|x|ě1 supεą0 |I3| by

ˆ
|x|ě1

1

|x|n

ˆ
|y|ě|x|{2

|ψpyq|dy `

ˆ
|x|ě1

ˆ
|y1|ď|x|{2

|ψpx´ y1q ´ ψpxq|

|y1|n
dy1 ` }ψpxq}L1 .

Combining (24), Conditions (22) and (23) on ψ and the estimates above, we get

ˆ
|x|ě1

sup
εą0

|Kpxq ´Kε ˚ ψpxq| ă 8

and as a result, K˚ P L1pRnq. Let

KEpxq “ lim
εÑ0

ppKηqε ´Kε `Kε ˚ ψqpxq “ Kηpxq ´Kpxq ` lim
εÑ0

Kε ˚ ψpxq.

This limit exists for almost every x P Rn by the properties of T˚ (see [107, P. 45]). By the
Dominated Convergence Theorem, KE P L1pRnq and

lim
εÑ0

ppKηqε ´Kε `Kε ˚ ψq ˚ f “ KE ˚ f for f P L1pRnq.
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Let f P h1pRnq. Then TEf P L1pRnq with

}TEf}L1pRnq ď }KE}L1pRnq}f}L1pRnq.

Moreover, the localized Riesz transforms rj , j “ 1, . . . , n of Goldberg (see Theorem 2.5.28)
commute with convolution with the L1 function KE , so

rjpTEpfqq “ TEprjpfqq.

Since rjpfq P L1pRnq, hence TEprjpfqq P L1pRnq, we have

}TEf}h1pRnq À }TEf}L1pRnq `

n
ÿ

j“1

}rjpTEpfqq}L1pRnq

ď }KE}L1pRnqp}f}L1pRnq `

n
ÿ

j“1

}rjpfq}L1pRnqq

À }f}h1pRnq.

Corollary 3.0.4. Suppose that η and ψ satisfy assumptions in Theorem 3.0.3. For j “

1, . . . , n, define, for f P SpRnq,

Rj,ηfpxq :“ cn lim
εÑ0

ˆ
|x´y|ěε

pxj ´ yjqηpx´ yq

|x´ y|n`1
fpyqdy

and

Rj,ψfpxq :“ Rjpf ´ ψ ˚ fq,

where cn “ Γpn`1
2 qπ´n`1

2 . Then

1. Rj,η and Rj,ψ both map h1pRnq to L1pRnq;

2. for f P L1pRnq, f P h1pRnq ðñ Rj,ηpfq P L1pRnq, j “ 1, ..., n ðñ Rj,ψpfq P

L1pRnq, j “ 1, ..., n.

As seen above, because convolution operators commute with the rj , the boundedness
from h1pRnq to L1pRnq implies the boundedness on h1pRnq, and extra cancellation conditions
on the kernel are not needed (see also the remark following the proof of [45, Theorem 4]).
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Chapter 4

A New Molecular Theory of hppRnq

In this chapter, we will discuss a generalization of Definition 2.5.10 and 2.5.11, as well as
the Definition 2.5.12. Moreover, we will consider the Hardy inequality in higher dimensions
on local Hardy space.

This chapter is the joint work [31,32].

4.1 New Atoms and Molecules

In this section, we consider the cancellation conditions in the definition of hppRnq atoms.
They are different in Definition 2.5.10 and 2.5.11. Moreover, we cannot simply take p “ 1
in Definition 2.5.10 as shown in the example below.

Example: In the paper [31, Example 3.4], we have shown that for each r ą 0 there exists
a function a, which is supported in an interval of length r, such that a has vanishing
moments up to order npp´1´1q´1, and if a has bounded norm in hp, then the highest
order moment must decay logarithmically in r. We shall consider two particular cases,
namely, on h1pRq and h

1
2 pRq.

Let us start with

a0pxq :“
ϕprq

r
χr´ r

2
, r
2

spxq.

Here ϕ : r0,8q Ñ r0, 1s. We can see that this function satisfies supppaq Ă r´ r
2 ,

r
2 s and

}a}L8 ď
ϕprq

r .

We take fpxq :“ logp|x|´1qχr´1,1spxq P bmopRq. Since fpxq ě logp2r´1q for all x P

r´ r
2 ,

r
2 s, by using Theorem 2.5.18,

ϕprq logp2r´1q ď

ˆ
a0pxqfpxqdx “

ˇ

ˇ

ˇ

ˇ

ˆ
a0pxqfpxqdx

ˇ

ˇ

ˇ

ˇ

ď }f}bmo}a}h1

If we want a0 satisfies }a}h1 ď 1, then we have ϕprq À rlogpr´1qs´1. In other words,
one cannot replace ϕ by a constant.

To establish the case for h
1
2 pRq, we shall now translate a0 to the right by r

2 units and
extending it to r´r, 0s in such a way that the resulting function is odd. More precisely,

a0r pxq :“
ϕprq

r
χr0,rspxq ´

ϕprq

r
χr´r,0spxq.
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Note that
´
a0r “ 0 and

´
xa0r pxqdx “ ϕprqr; so we normalize a0r so that

´
xa1pxqdx “

ϕprq, i.e.

a1pxq :“
ϕprq

r2
χr0,rspxq ´

ϕprq

r2
χr´r,0spxq.

Similar to above, take gpxq :“ x logp|x|qηpxq P Λ1pRq, where η P C8
c pRq with η ” 1

on r´1
2 ,

1
2 s and η ” 0 outside r´2, 2s; and by restricting ourselves to r ă 1

2 , we have

ˇ

ˇ

ˇ

ˇ

ˆ
a1pxqgpxqdx´

ˆ
xa1pxq logprqdx

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ˆ r

´r
a1pxqx log

ˆ

|x|

r

̇

dx

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

2

ˆ 1

0
a1pryqry logpyqrdy

ˇ

ˇ

ˇ

ˇ

ď 2r2
1

r

ˆ 1

0
y logpy´1qdy “

1

2
r ă

1

4
.

This implies

ϕprq logprq ď
1

4
`

ˇ

ˇ

ˇ

ˇ

ˆ
a1pxqgpxqdx

ˇ

ˇ

ˇ

ˇ

À 1 ` }a1}
h

1
2
.

A similar explanation shows that ϕprq À rlogpr´1qs´1.

We now give the definition of an approximate atoms for all 0 ă p ď 1. Recall that
γp “ npp´1 ´ 1q and Np “ tnpp´1 ´ 1qu.

Definition 4.1.1 ([31, Definition 3.2]). Let 0 ă p ď 1 ď s ď 8 with p ă s, ω ě 0, and
define φp : p0,8q Ñ p0,8q by

φpptq :“

„

log

ˆ

1 `
1

ωt

̇ȷ´ 1
p

,

where φpptq “ 0 in the limiting case ω “ 0. We say that a measurable function a is a
pp, s, ωq atom (for hppRnq) if there exists a ball B Ă Rn such that

1. supppaq Ă B;

2. }a}LspRnq ď rpBq
np 1
s

´ 1
p

q
;

3.

$

’

’

’

’

&

’

’

’

’

%

ˇ

ˇ

ˇ

ˇ

ˆ
B
apxqpx´ xBqαdx

ˇ

ˇ

ˇ

ˇ

ď ω, if |α| ă γp,

ˇ

ˇ

ˇ

ˇ

ˆ
B
apxqpx´ xBqαdx

ˇ

ˇ

ˇ

ˇ

ď φpprpBqq if |α| “ Np “ γp.

Proposition 4.1.2 ([31, Proposition 3.3]). If a is a pp, s, ωq atom, then }a}hp Àp,s,ω 1 and
the constant is independent of a.

Proof of Proposition 4.1.2.
This proof is taken from the proof of [31, Proposition 3.3]. Let a be a pp, s, ωq atom
supported in B “ BpxB, rq. The idea is to split according to
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Split

}Mϕa}
p
Lp “

ˆ
2B

ˆ

sup
0ătă1

|ϕt ˚ apxq|

̇p

dx`

ˆ
p2Bqc

ˆ

sup
0ătă1

|ϕt ˚ apxq|

̇p

dx.

Using the fact that sup
0ătă1

|ϕt ˚ apxq| ď CϕMapxq, where M denotes the Hardy-Littlewood

maximal function, by Theorem 2.1.8 it follows that

ˆ
2B

ˆ

sup
0ătă1

|ϕt ˚ apxq|

̇p

dx ď Cϕ,s|2B|1´
p
s }a}

p
Ls ď Cϕ,s,p,n r

np1´
p
s qrnp ps´1q “ Cϕ,s,p,n.

Note the last estimate holds for all 0 ă p ď 1. For s “ 1 and p ă 1, using that M is of
weak type p1, 1q and following the argument in [42, Lemma 3.1 p. 248], we have

ˆ
2B

ˆ

sup
0ătă1

|ϕt ˚ apxq|

̇p

dx ď

ˆ
2B

|Mapxq|pdx

“

ˆ 8

0
pαp´1|tx P 2B : |Mapxq| ą αu|dα

ď |2B|

ˆ r´np´1

0
pαp´1dα `

ˆ 8

r´np´1
pαp´1 }a}L1

α
dα

Àp r
nr´n ` rnp1´p´1qr´np´1pp´1q

À 1.

Now we deal with the estimate outside 2B. From the Taylor expansion of the function
y ÞÑ ϕtpx´ yq up to order Np, we may write

sup
0ătă1

|ϕt ˚ apxq| “ sup
0ătă1

ˇ

ˇ

ˇ

ˇ

ˆ
Rn

ÿ

|α|ďNp´1

Cα Bαϕtpx´ xBq pxB ´ yqαapyqdy

`

ˆ
Rn

ÿ

|α|“Np

Cα Bαϕtpx´ xB ` cpxB ´ yqq pxB ´ yqαapyqdy

ˇ

ˇ

ˇ

ˇ

for some c P p0, 1q. As |x´xB| ě 2r and |y´xB| ď r, we have|x´xB`cpxB´yq| ě |x´xB|{2.
For ϕ P SpRnq, we will use the bound |Bαϕpxq| ď Cα|x|´N , where N ą 0, depending on

|α|, will be chosen conveniently. Breaking the integral into the integrals over the regions
2r ă |x´xB| ď 2 (empty if r ě 1) and |x´xB| ě 2, we take N “ n` |α| for the first region
and N “ n ` Np ` 1 for the second one. Since the supremum in t is taken over p0, 1q, we
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have t´n´|α|`n`Np`1 ď 1 for all |α| ď Np. Thusˆ
p2Bqc

p sup
0ătă1

|ϕt ˚ apxq|qpdx

ď

ˆ
2ră|x´xB |ď2

ˆ

sup
0ătă1

ÿ

|α|ďNp

Cα t
´n´|α|

ˇ

ˇ

ˇ

ˇ

x´ xB
t

ˇ

ˇ

ˇ

ˇ

´n´|α|ˇ
ˇ

ˇ

ˇ

ˆ
Rn
apyqpy ´ xBqαdy

ˇ

ˇ

ˇ

ˇ

̇p

dx

`

ˆ
|x´xB |ě2

ˆ

sup
0ătă1

ÿ

|α|ďNp

Cα t
´n´|α|

ˇ

ˇ

ˇ

ˇ

x´ xB
t

ˇ

ˇ

ˇ

ˇ

´n´Np´1ˇ
ˇ

ˇ

ˇ

ˆ
Rn
apyqpy ´ xBqαdy

ˇ

ˇ

ˇ

ˇ

̇p

dx

À
ÿ

|α|ďNp

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
apyqpy ´ xBqαdy

ˇ

ˇ

ˇ

ˇ

pˆˆ
2ră|x´xB |ď2

|x´ xB|´np´|α|pdx

`

ˆ
|x´xB |ě2

|x´ xB|´ppn`Np`1qdx

̇

.

À
ÿ

|α|ďNp

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
apyqpy ´ xBqαdy

ˇ

ˇ

ˇ

ˇ

p ˆ
2ră|x´xB |ď2

|x´ xB|´np´|α|pdx` Cn,p,ω.

Here we have used the fact that ppn`Np`1q ą n to bound the terms involving the integral
over |x´ xB| ě 2 and the estimate

ˇ

ˇ

ˇ

ˇ

ˆ
apxqpx´ xBqα

ˇ

ˇ

ˇ

ˇ

Àω,p 1

for rpBq ě 1.
The other terms are nonzero only when r ă 1. In the case p ‰ n{pn` kq for any k P N,

meaning Np ă γp, we have ´np´|α|p ą ´n for all |α| ď Np so the integral over |x´xB| ď 2
is convergent, and together with condition 3 in Definition 4.1.1, this gives a bound which
is a constant multiple of ω.

The same bound also works when p “ n{pn ` kq, k P N, but |α| ă Np. When |α| “

Np “ γp, we have ´np´ |α|p “ ´n and therefore
´
2ră|x´xB |ď2 |x´xB|´np´|α|pdx « log r´1.

Using condition 3 again, this time with the log bound on the moments, gives a multiple of
log r´1 φpprqp, which is bounded for r ď 1.

Next, we shall establish the approximate molecular theory.

Definition 4.1.3. [31, Definition 3.5] Let 0 ă p ď 1 ď s ă 8 with p ă s, λ ą n
´

s
p ´ 1

¯

,

and ω, φp be as in Definition 4.1.1. We say that a measurable function M is a pp, s, λ, ωq

molecule (for hppRnq) if there exists a ball B Ă Rn and a constant C ą 0 such that

(M1) }M}LspBq ď C rpBq
n
´

1
s

´ 1
p

¯

;

(M2)

ˆˆ
Bc

|Mpxq|s |x´ xB|λdx

̇1{s

ď C rpBq
λ
s

`n
´

1
s

´ 1
p

¯

;

(M3)

$

’

’

’

’

&

’

’

’

’

%

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqpx´ xBqαdx

ˇ

ˇ

ˇ

ˇ

ď ω, if |α| ă γp,

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqpx´ xBqαdx

ˇ

ˇ

ˇ

ˇ

ď φpprpBqq if |α| “ Np “ γp.
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We call the molecule “normalized” if C “ 1.

Proposition 4.1.4. [31, Proposition 3.7] If M is a normalized pp, s, λ, ωq-molecule, then
}M}hp Àp,n,s,λ,ω 1 and the constant is independent of M .

Proof of Proposition 4.1.4.
This proof is taken from the proof of [31, Proposition 3.7]. The proof is inspired by the
classical molecular decomposition for real Hardy spaces. We will outline only the main
ideas, highlighting the parts that diverge from the classical proof, which can be consulted
in [42, Theorem III.7.16], preserving some of the notation from that proof below. Let M be
a normalized pp, s, λ, ωq molecule associated to a ball B “ BpxB, rq Ă Rn. We show that

M “

8
ÿ

k“0

tk ak `

8
ÿ

k“0

sk bk ` aω, (25)

where ak, bk are pp, sq and pp,8q atoms with full cancellation, respectively, and aω is a
pp, s, ωq atom. Moreover,

8
ÿ

k“0

|tk|p ă 8 and
8
ÿ

k“0

|sk|p ă 8

independently of B. Let B0 “ E0 “ B, Bk “ BpxB, 2
krq, Ek “ BkzBk´1 and Mkpxq “

MpxqχEkpxq for k P N. Let Pk “
ÿ

|α|ďNp

mk
αϕ

k
α to be the polynomial of degree at most Np,

restricted to the set Ek, for which, for every |α| ď Np,

 
Ek

Pkpxq px´ xBqαdx “ mk
α

 
Ek

ϕkαpxq px´ xBqαdx “ mk
α :“

 
Ek

Mpxqpx´ xBqαdx (26)

and

|Pkpxq| ď Cn,p

 
Ek

|Mpxq|dx (27)

for some constant independent of k. This is done by choosing the polynomials ϕkα to have β-
th moment equal to |Ek| when β “ α, and zero otherwise, and noting that p2krq|α||ϕkαpxq| ď

C uniformly in k.
Setting, for |α| ď Np, for k P N0

να :“
8
ÿ

j“0

|Ej |m
j
α “

ˆ
Rn
Mpxqpx´ xBqαdx,

Nk
α :“

8
ÿ

j“k`1

|Ej |m
j
α “

ˆ
Eck

Mpxqpx´ xBqαdx
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we can represent the sum of Pk as

8
ÿ

k“0

Pkpxq “
ÿ

|α|ďNp

˜

8
ÿ

k“1

pNk´1
α ´Nk

αq|Ek|´1ϕkαpxq ` pνα ´N0
αq|E0|´1ϕ0αpxq

¸

“
ÿ

|α|ďNp

˜

8
ÿ

k“0

Nk
α|Ek`1|´1ϕk`1

α pxq ´

8
ÿ

k“0

Nk
α|Ek|´1ϕkαpxq ` να|E0|´1ϕ0αpxq

¸

“

8
ÿ

k“0

ÿ

|α|ďNp

Φkαpxq `
ÿ

|α|ďNp

να |E0|´1 ϕ0αpxq,

where
Φkαpxq “ Nk`1

α

”

|Ek`1|´1ϕk`1
α pxq ´ |Ek|´1ϕkαpxq

ı

, k P N0.

Note that last sum appears since we do not have the vanishing moment conditions on the
molecule compared with the case Hp.

This allows us to decompose M as follows:

M “

8
ÿ

k“0

pMk ´ Pkq `

8
ÿ

k“0

ÿ

|α|ďNp

Φkαpxq `
ÿ

|α|ďNp

να |E0|´1 ϕ0αpxq “ S1 ` S2 ` S3. (28)

We deal first with the terms S1. From conditions (M1) and (M2) one gets

}Mk}Ls ď 2
λ
s Cn,s |Bk|

1
s

´ 1
p p2kq

´λ
s

`n
´

1
p

´ 1
s

¯

, (29)

and it follows from (27) that }Pk}Ls ď Cn,p }Mk}Ls . Moreover, from (26) we get thatMk´Pk
has vanishing moments up the orderNp. ThusMk´Pk is a multiple of a pp, sq atom. Writing

pMk ´Pkqpxq “ tk akpxq where tk “ }Mk ´Pk}Ls |Bk|
1
p

´ 1
s , akpxq “

Mkpxq ´ Pkpxq

}Mk ´ Pk}Ls
|Bk|

1
s

´ 1
p

and note that from (29) one gets

8
ÿ

k“0

|tk|p ď 2
λp
s Cn,p,s

8
ÿ

k“0

p2kq
´
λp
s

`np1´
p
s q “ Cn,p,s,λ ă 8 (30)

provided λ ą n ps{p´ 1q. We point out that the closer λ gets to nps{p´ 1q, the bigger the
constant appearing in (30).

For S2, we claim that Φjγpxq is a multiple of a pp,8q atom with full cancellation condi-
tions. The cancellation follows from the moment conditions on ϕkα. For the size condition,
from Hölder inequality and (29), for every |α| ď Np and k P N, one has

|Nk
α| ď Cn,p,s,λ |Bk|

1´ 1
p p2krq|α|p2kq

´λ
s

`n
´

1
p

´ 1
s

¯

.

Hence, since p2krq|α||ϕkαpxq| ď C uniformly, it follows

ˇ

ˇNk
α|Ek|´1ϕkαpxq

ˇ

ˇ ď Cn,p,s,λ |Bk|
´ 1
p p2kq

´λ
s

`n
´

1
p

´ 1
s

¯

.
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Therefore, writing
ÿ

|α|ďNp

Φjαpxq “ sk bkpxq, where sk “ Cn,p,s,λ p2kq
´λ
n

`n
´

1
p

´ 1
s

¯

for some

appropriate constants Cn,p,s,λ, we get that bk are pp,8q atoms and

8
ÿ

k“0

|sk|p “ Cn,p,s,λ

8
ÿ

k“0

p2kq
´
λp
s

`np1´
p
s q ă 8, (31)

where again we used that λ ą n ps{p´ 1q.
Finally, for S3 let

aω “
ÿ

|α|ďNp

να |E0|´1 ϕ0αpxq.

This function is supported on E0 “ B0 and, proceeding as in (1), (M1) and (M2) give

|να| “

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqpx´ xBqαdx

ˇ

ˇ

ˇ

ˇ

À r
|α|`n

´

1´ 1
p

¯

.

The Ls-estimate then follows immediately from the fact that r|α||ϕ0αpxq| ď C:
›

›

›

›

›

›

ÿ

|α|ďNp

να |E0|´1ϕ0α

›

›

›

›

›

›

Ls

ď
ÿ

|α|ďNp

|N0
α| |E0|´1

ˆˆ
E0

|ϕ0αpxq|sdx

̇
1
s

ď
ÿ

|α|ďNp

|να| |E0|
1
s

´1 r´|α| À r
n
´

1
s

´ 1
p

¯

.

It remains to show the moment conditions on aω, which follow immediately from (M3),
since by the choice of να and ϕ0α, the moments of aω are the same as those of M . Indeed,
for |β| ď Np,ˆ

aωpxq px´ xBqβdx “
ÿ

|α|ďNp

να

ˆ

|E0|´1

ˆ
E0

ϕ0αpxqpx´ xBqβdx

̇

“ να “

ˆ
Rn
Mpxqpx´ xBqβdx.

Thus aω is a multiple of a pp, s, ωq atom.

From Proposition 4.1.2 and 4.1.4 and Theorem 2.5.8, we have

Theorem 4.1.5 ([31, Corollary 3.8]).
Let 0 ă p ď 1 ď q with p ă q and λ ą np

q
p ´ 1q.

1. Given f P hppRnq, there exists a sequence tγjuj P ℓp and a sequence of pp, q, ωq atoms
for hp, tajuj, such that f “

ř8
j“1 γjaj in S 1pRnq and hppRnq; moreover, }f}hp «

infp
ř

jPN |γj |
pq

1
p , where the infimum is taken over all such possible decomposition of

f .

2. Given f P hppRnq, there exists a sequence tγjuj P ℓp and a sequence of pp, q, λ, ωq

molecules for hp, tMjuj, such that f “
ř8
j“1 γ

1
jMj in S 1pRnq and hppRnq; moreover,

}f}hp « infp
ř

jPN |γ1
j |
pq

1
p , where the infimum is taken over all such possible decompo-

sition of f .
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4.2 Hardy’s Inequality

As an example of our new molecular theory, we will use it to prove the following.

Theorem 4.2.1 ([31, Theorem 4.1]). Let 0 ă p ď 1. Then, there exists C ą 0 such that

ˆ
Rn

|fppξq|p

p1 ` |ξ|qnp2´pq
dξ ď C}f}

p
hp @ f P hppRnq.

Lemma 4.2.2 ([31, Lemma 4.2]). Let 0 ă p ď 1 ď s ă 8 with p ă s and λ ą n
´

s
p ´ 1

¯

.

Suppose M satisfies conditions (M1) and (M2) with respect to the ball B “ BpxB, rq Ă Rn.
Then the Fourier transform of M satisfies

|Mxpξq| À |ξ|γ rγ´γp `
ÿ

|α|ďN

|ξ||α|

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqpx´ xBqαdx

ˇ

ˇ

ˇ

ˇ

(32)

for any γ P pγp,
λ
s ´ n

s1 q and integer N with N ă γ ď N ` 1.

Proof of Lemma 4.2.2.
The proof is taken from the paper [31]. Since the absolute value of the Fourier transform is
preserved under translation of the function, we may assume xB “ 0. For ξ “ 0, we see that
equality holds by in (32) by considering the α “ 0 term in the sum on the right-hand-side,
so we need only consider ξ ‰ 0.

Suppose first that γ “ N `1 ă λ
s ´ n

s1 . Denoting e´2πix¨ξ by φpxq , we write PN,φ,0pxq “
ř

|α|ďN Cα pBαφqp0qxα for its Taylor polynomial of order N at 0, and use the formula for
the remainder to get, for t P p0, 1q,

|Mxpξq| “

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxq rφpxq ´ PN,φ,0pxqs dx`

ÿ

|α|ďN

Cα pBαφqp0q

ˆ
Rn
Mpxqxαdx

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxq

ÿ

|α|“N`1

Cα pBαφqptxqxαdx

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

`
ÿ

|α|ďN

Cα |2πξ||α|

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqxαdx

ˇ

ˇ

ˇ

ˇ

À |ξ|N`1

ˆ
Rn

|Mpxq| |x|N`1dx`
ÿ

|α|ďN

|ξ||α|

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqxαdx

ˇ

ˇ

ˇ

ˇ

. (33)

Similarly to (1), from conditions (M1) and (M2) of the molecule and Hölder’s inequality,
one hasˆ

Rn
|Mpxq| |x|N`1dx ď r

n
s1 `N`1

}M}LspBq ` }M | ¨ |
λ
s }LspBcq } | ¨ |´

λ
s

`N`1}Ls1
pBcq

“ r
n
s1 `N`1

}M}LspBq ` r´λ
s

`N`1` n
s1 }M | ¨ |

λ
s }LspBcq

À rN`1´γp ,

where the convergence of the integral follows from the assumption that N ` 1 ă λ
s ´ n

s1 .
This gives the result in the case γ “ N ` 1.
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Now suppose γ ă N ` 1. Recalling that ξ ‰ 0, we write

Mxpξq “

ˆ
|x|ě|ξ|´1

e´2πix¨ξMpxqdx`

ˆ
|x|ď|ξ|´1

e´2πix¨ξMpxqdx “: I1 ` I2.

We estimate the first integral using Hölder’s inequality, together with the bound the LspRnq

norm of Mpxq|x|
λ1

s with λ1 “ spγ ` n
s1 q ă λ , as follows:

|I1| ď

ˆ
|x|ě|ξ|´1

|Mpxq|dx ď }M | ¨ |
λ1

s }LspRnq } | ¨ |´
λ1

s }Ls1
p|x|ě|ξ|´1q

ď rγ´γp |ξ|γ .

For the second integral, we again proceed via the Taylor expansion of φpxq “ e´2πix¨ξ, to
get, as in (33)

|I2| À |ξ|N`1

ˆ
|x|ď|ξ|´1

|Mpxq| |x|N`1dx`
ÿ

|α|ďN

|ξ||α|

ˇ

ˇ

ˇ

ˇ

ˇ

ˆ
|x|ď|ξ|´1

Mpxqxαdx

ˇ

ˇ

ˇ

ˇ

ˇ

À |ξ|N`1

ˆ
|x|ď|ξ|´1

|Mpxq| |x|
λ1

s |x|N`1´λ1

s dx

`
ÿ

|α|ďN

|ξ||α|

ˇ

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqxαdx´

ˆ
|x|ě|ξ|´1

Mpxqxαdx

ˇ

ˇ

ˇ

ˇ

ˇ

À |ξ|N`1}M | ¨ |
λ1

s }LspRnq } | ¨ |N`1´λ1

s }Ls1
p|x|ď|ξ|´1q

`
ÿ

|α|ďN

|ξ||α|

ˆ
|x|ě|ξ|´1

|Mpxq||x|αdx`
ÿ

|α|ďN

|ξ||α|

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqxαdx

ˇ

ˇ

ˇ

ˇ

À |ξ|N`1r
λ1

s
´ n
s1 ´γp |ξ|

´pN`1´λ1

s
` n
s1 q

`
ÿ

|α|ďN

|ξ||α|}M | ¨ |
λ1

s }LspRnq } | ¨ ||α|´λ1

s }Ls1
p|x|ě|ξ|´1q

`
ÿ

|α|ďN

|ξ||α|

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqxαdx

ˇ

ˇ

ˇ

ˇ

À rγ´γp |ξ|γ `
ÿ

|α|ďN

|ξ||α|

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqxαdx

ˇ

ˇ

ˇ

ˇ

.

Here we have used that γ “ λ1

s ´ n
s1 ă N ` 1 for the local integrability and that |α| ď N ă

γ “ λ1

s ´ n
s1 implies s1p|α| ´ λ1

s q ă ´n. This concludes the case γ ă N ` 1.

For a molecule, the above estimate on the Fourier transform and the control of the
moments allows us to prove the following more refined version of Hardy’s inequality:

Lemma 4.2.3 ([31, Lemma 4.3]). If 1 ď s ď 2 with p ă s and M is a pp, s, λ, ωq molecule
in hppRnq associated to the ball B “ BpxB, rq, then for a ą 0,

ˆ
Rn

|Mxpξq|p

paω ` |ξ|qnp2´pq
dξ ď Ca,ω. (34)
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In the homogeneous case, ω “ 0, we recover Hardy’s inequality for HppRnq (Proposition
2.1.13 Item 3). For ω ą 0, taking a “ ω´1 shows that Goldberg’s Hardy inequality holds
uniformly for molecules with a constant depending on ω. Applying the Fourier transform
to the molecular decomposition of f in Theorem 4.1.5 gives the result of the Theorem 4.2.1.

Proof of Lemma 4.2.3.
The proof is taken from the paper [31]. To show (34) we split integral in the following way:

ˆ
Rn

|Mxpξq|p

paω ` |ξ|qnp2´pq
dξ “

ˆ
|ξ|ăr´1

`

ˆ
|ξ|ąr´1

:“ I1 ` I2.

Control of I2: Applying the Hölder and Hausdorff-Young inequalities, one gets

ˆ
|ξ|ąr´1

|Mxpξq|p

paω ` |ξ|qnp2´pq
dξ ď }Mx}

p

Ls1

˜ˆ
|ξ|ąr´1

|ξ|
´
np2´pq

1´p{s1 dξ

¸1´
p
s1

À }M}
p
Ls r

np2´pq´np1´
p
s1 q

˜ˆ
|ξ|ą1

|ξ|
´
np2´pq

1´p{s1 dξ

¸1´
p
s1

ď C.

Here we’ve used condition (M1), and the integrability of the second term follows since

1 ą p

ˆ

1 ´
1

s1

̇

ô ´
np2 ´ pq

1 ´ p{s1
ă ´n.

Control of I1: Taking N “ Np and γ P
`

γp,
λ
s ´ n

s1

˘

X pNp, Np ` 1 s in Lemma 4.2.2, one
has

I1 À rppγ´γpq

ˆ
|ξ|ăr´1

|ξ|pγpaω ` |ξ|qnpp´2qdξ

`
ÿ

|α|ďNp

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqpx´ xBqαdx

ˇ

ˇ

ˇ

ˇ

p ˆ
|ξ|ăr´1

|ξ||α|ppaω ` |ξ|qnpp´2qdξ.

:“ I3 ` I4

For I3, using that p1 ` |ξ|qnpp´2q ď |ξ|npp´2q we get

|I3| ď rppγ´γpq

ˆ
|ξ|ăr´1

|ξ|npp´2q`pγdξ

» r pγ`npp´1q r´pγ´npp´2q´n “ 1,

where the integrability follows from pγ ą pγp “ np1 ´ pq.
For I4, using the approximate moment conditions (M3) of the molecule when ω ą 0, we
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get

ÿ

|α|ďNp

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqpx´ xBqαdx

ˇ

ˇ

ˇ

ˇ

p ˆ
|ξ|ăr´1

|ξ||α|ppaω ` |ξ|qnpp´2qdξ

“
ÿ

|α|ďNp

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqpx´ xBqαdx

ˇ

ˇ

ˇ

ˇ

p

paωqnp´n`|α|p

ˆ
|ξ|ăpaωrq´1

|ξ||α|pp1 ` |ξ|qnpp´2qdξ

ď
ÿ

|α|ďNp

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
Mpxqpx´ xBqαdx

ˇ

ˇ

ˇ

ˇ

p

paωqnp´n`|α|p

ˆ 1`paωrq´1

1
tp|α|`np´n´1dt

ď
ÿ

|α|ăγp

ωp paωqp|α|´γpqp

ˆ 8

1
tp|α|´γpqp´1dt`

ÿ

|α|“γp“Np

„

log

ˆ

1 `
1

ωr

̇ȷ´1 ˆ 1`paωrq´1

1
t´1dt

ď Ca,ω,p `
ÿ

|α|“Np
NpPN0

„

log

ˆ

1 `
1

ωr

̇ȷ´1

log

ˆ

1 `
1

aωr

̇

ď Ca,ω,p.
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Chapter 5

Boundedness of Inhomogeneous
Singular Integral Operators on
hppRnq

In this chapter, we discuss sufficient conditions and necessary conditions for the bound-
edness of inhomogeneous singular integral operators on hppRnq. It is based on [31,32].

5.1 Sufficient Conditions

We shall define a more general class of singular integral operators than Definition 2.5.32.

Definition 5.1.1. We say T is an inhomogeneous Calderón–Zygmund operator with Lsδ
integral-type condition associated with K, where 1 ď s ă 8, µ ą 0 and δ ą 0 if

1. the kernel K satisfies (18), i.e. |Kpx, yq| ď Cmin t|x´ y|´n, |x´ y|´n´µu, x ‰ y;

2. for each x, z P Rn there exist two polynomials P 1
x,zpyq and P 2

x,zpyq with degree at most
tδu such that

˜ˆ
Ajpz,rq

|Kpx, yq ´ P 1
x,zpyq|s ` |Kpy, xq ´ P 2

x,zpyq|sdx

¸
1
s

À |Ajpz, rq|
1
s

´1 2´jδ

(35)

for |y ´ z| ă r, where 0 ă r ă 1, j P N,

Ajpz, rq :“
␣

x P Rn : 2jr ď |x´ z| ă 2j`1r
(

.

3. the operator T is given by

xTf, gy “

ˆ ˆ
Kpx, yqfpyqgpxqdydx, @ f, g P SpRnq with disjoint supports

and extends to a bounded operator on L2pRnq.
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If K satisfies (35) for some s0 ą 1, then K also satisfies (35) for all 1 ď s ď s0 using
Hölder’s inequality.

Remark.

1. We compare this definition with the one in [31]. In the paper [31], the following
condition is imposed. For all for |y ´ z| ă r, where 0 ă r ă 1, j P N

˜ˆ
Ajpz,rq

|Kpx, yq ´Kpx, zq|s ` |Kpy, xq ´Kpz, xq|sdx

¸
1
s

À |Ajpz, rq|
1
s

´1 2´jδ.

The condition (35) is a generalization because we can take P 1
x,zpyq “ Kpx, zq and

P 2
x,zpyq “ Kpz, xq, which are constant polynomials in the y-variable.

2. In [96, Section 4.2], they imposed the condition that K P Ctδu and

˜ˆ
Ajpz,rq

|B
β
2Kpx, yq ´ B

β
2Kpx, zq|s ` |B

β
1Kpy, xq ´ B

β
1Kpz, xq|sdx

¸
1
s

À r´tδu|Ajpz, rq|
1
s

´1 2´jδ, (36)

for all for |y ´ z| ă r, where 0 ă r ă 1, j P N, and B1 and B2 denote the partial
derivative with respect to the first variable and the second variable respectively. We
show that the condition (36) implies the condition (35). We take the polynomials

P 1
x,zpyq :“

ÿ

|β|ďtδu

cβpy ´ zqβB
β
2Kpz, yq; P 2

x,zpyq :“
ÿ

|β|ďtδu

cβpy ´ zqβB
β
1Kpz, xq,

namely the Taylor polynomials of K expanding in the y-variable centered at z. Then,
if we expand K using Taylor’s theorem with derivative remainder, we have

Kpx, yq “
ÿ

|β|ďtδu´1

cβpy ´ zqβB
β
2Kpx, zq `

ÿ

|β|“tδu

cβpy ´ zqβB
β
2Kpx, ξy,zq

and

Kpy, xq “
ÿ

|β|ďtδu´1

cβpy ´ zqβB
β
2Kpz, xq `

ÿ

|β|“tδu

cβpy ´ zqβB
β
2Kpξ1

y,z, xq

for some ξy,z, ξ
1
y,z lying on the line segment joining y and z, and for some constant cβ

depending on β only.

Therefore,

Kpx, yq ´ P 1
x,zpyq “

ÿ

|β|“tδu

cβpy ´ zqβrB
β
2Kpx, ξy,zq ´ B

β
2Kpx, zqs
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and |ξy,z ´ y| ď |y ´ z| ă r. We now can apply condition (36) and get

ˆˆ
Ajpz,rq

|Kpx, yq ´ P 1
x,zpyq|sdx

̇
1
s

ď
ÿ

|β|“tδu

|cβ|rtδu

ˆ ˆ
Ajpz,rq

|B
β
2Kpx, ξy,zq ´ B

β
2Kpx, zq|sdx

̇
1
s

À
ÿ

|β|“tδu

|cβ|rtδur´tδu|Ajpz, rq|
1
s

´1 2´jδ

Àδ |Ajpz, rq|
1
s

´1 2´jδ.

The same argument shows that

ˆˆ
Ajpz,rq

|Kpy, xq ´ P 2
x,zpyq|sdx

̇
1
s

ď
ÿ

|β|“tδu

|cβ|rtδu

ˆ ˆ
Ajpz,rq

|B
β
2Kpξ1

y,z, xq ´ B
β
2Kpz, xq|sdx

̇
1
s

Àδ |Ajpz, rq|
1
s

´1 2´jδ.

Therefore, the condition (35) is weaker than (36).

3. Condition (35) should be compared with Campanato-type condition given in Defi-
nition 2.2.12. The idea of subtracting some polynomial instead of subtracting the
unique polynomial as in Definition 2.2.12 can be traced back to the work of Calderón
[15], where he defined the maximal function

NpF, xq :“ sup
ρą0

ρ´m

ˆ  
Bpx,ρq

|F pyq ´ P px, yq|sdy

̇
1
s

assuming there exists some polynomial P px, ¨q of degree at most m´ 1 pm P Nq such
that NpF, xq ă 8.

Before we provide the sufficient conditions, we need to define the meaning of T ˚pfq. We
will define this for f being a monomial.

Definition 5.1.2 ([31, Definition 5.1]). Let N P N0. We denote by L2
c,N pRnq the space of

all g P L2pRnq compactly supported functions such that
´
gpxqxα “ 0 for all |α| ď N . For

such an α, define T ˚pxαq in the distributional sense by

xT ˚pxαq, gy :“ xxα, T pgqy “

ˆ
Rn
xαTgpxqdx (37)

for all g P L2
c,N pRnq.

The space L2
c,Np

pRnq corresponds to multiples of pp, 2q atoms in HppRnq. That T ˚pxαq

is well-defined by (37) has been stated for standard Calderón-Zygmund operators in [86, p.
23].
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We need to verify that the integral on the right-hand-side of (5.1.2) converges absolutely.
From the definition of the space L2

c,N pRnq, for any N P N0 we have

L2
c,N`1pRnq Ă L2

c,N pRnq Ă L2
c,0pRnq Ă L2pRnq.

Proposition 5.1.3 ([31, Proposition 5.2]). Let T be an operator given by Definition 5.1.1
with s “ 1 and some µ, δ ą 0. Then xαTg P L1pRnq for all g P L2

c,tδu
pRnq given that

|α| ă mintµ, δu.

Proof of Proposition 5.1.3.
The proof is taken from the proof in [31, Proposition 5.2] with adaptation. Let g P L2

c,0pRnq,
fix a ball B “ BpxB, rq containing the support of f , and write

ˆ
Rn

|xαTgpxq|dx “

ˆ
2B

|xαTgpxq|dx`

ˆ
p2Bqc

|xαTgpxq|dx.

From the boundedness of T on L2pRnq we get

ˆ
2B

|xαTgpxq|dx ď }xα}L8p2Bq |2B|
1
2 }Tg}L2 À r|α|`n

2 }g}L2 ă 8.

Suppose now that r ě 1. The estimation of the second integral follows by (18):

ˆ
p2Bqc

|x||α||Tgpxq|dx ď
ÿ

jPN

ˆ
AjpxB ,rq

ˆ
B

|Kpx, yq| |gpyq| p|xB| ` 2jrq|α|dydx

À }g}L2 r
n
2

ÿ

|α1|ď|α|

|xB||α|´|α1|
ÿ

jPN
p2jrq|α1|

ˆ
AjpxB ,rq

|x´ xB|´n´µdx

À }g}L2

ÿ

|α1|ď|α|

|xB||α|´|α1| r|α1|`n
2

´µ
ÿ

jPN
p2jq|α1|´µ ă 8

since |α1| ď |α| ă µ.
For r ă 1, since g has vanishing moments up to order tδu, the bound follows by applying

(35):

ˆ
p2Bqc

|Tgpxqxα|dx ď
ÿ

jPN

ˆ
AjpxB ,rq

ˆ
B

|Kpx, yq ´ P 1
x,xB

pyq| |gpyq| |x||α|dydx

À }g}L2

ÿ

|α1|ď|α|

|xB||α|´|α1| r|α1|`n
2

´δ
ÿ

jPN
p2jq|α1|´δ ă 8

since |α1| ă δ. This completes the proof.

Theorem 5.1.4 (cf. [31, Theorem 5.3]). Let 0 ă p ď 1 and T be an operator given by
Definition 5.1.1 for some 1 ď s ď 2 with p ă s and tκu “ Np. Then T can be extended to a
bounded operator from hppRnq to itself provided that mintµ, δu ą γp and there exists C ą 0
such that for any ball B Ă Rn with rpBq ă 1 and α P pN0qn with |α| ď Np,

f “ T ˚rp¨ ´ xBqαs satisfies

ˆ 
B

|fpyq ´ P
Np
B pfqpyq|2dy

̇1{2

ď C Ψp,αprpBqq, (38)
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where P
Np
B pfq is the polynomial of degree ď Np that has the same moments as f over B up

to order Np, and for φp is as in Definition 4.1.1,

Ψp,αptq :“

"

tγp if |α| ă γp,
tγpφpptq if |α| “ γp “ Np P N0,

with ω ą 0.

Proof of Theorem 5.1.4.
The proof is taken from the work [31] with adaptation. Let a be a pp, 2q atom in the sense of
Definition 2.5.7, supported in B :“ BpxB, rq. We will show that Ta is a pp, s, λ, ωq molecule
for λ satisfying γp ă λ

s ´ n
s1 ă mintµ, δu. By Theorem 4.1.5 and the hp analogue of the

results of [84], this suffices to show the boundedness of T on hp.
As 1 ď s ď 2, condition (M1) follows from L2-continuity of T :ˆ

2B
|Tapxq|sdx À |B|1´ s

2 }Ta}sL2 À |B|1´ s
2 }a}sL2 À rpBq

np1´ s
p

q
.

For (M2), suppose first r ě 1. From condition (18) it follows that for |x´xB| ą 2r we have
|Kpx, yq| À |x´ xB|´n´µ for all y P B and therefore

|Tapxq| ď

ˆ
B

|Kpx, yq| |apyq|dy À }a}L2 |B|1{2

ˆ
B

|x´ xB|´n´µ À r´γp |x´ xB|´n´µ.

Then, for λ satisfying λ
s ´ n

s1 ă µ, which means λ´ spn` µq ă ´n, we haveˆ
p2Bqc

|Tapxq|s |x´ xB|λdx À r´sγp

ˆ
p2Bqc

|x´ xB|λ´spn`µqdx À r
λ`n

´

1´ s
p

¯

.

Condition (M3) follows from (1).
Suppose now r ă 1. Using the vanishing moment condition of the atom and (35) we

can apply Minkowski inequality for integrals to getˆ
p2Bqc

|Tapxq|s|x´ xB|λdx

“

8
ÿ

j“0

ˆ
AjpxB ,rq

ˇ

ˇ

ˇ

ˇ

ˆ
B

rKpx, yq ´ P 1
x,xB

pyqsapyqdy

ˇ

ˇ

ˇ

ˇ

s

|x´ xB|λdx

ď

8
ÿ

j“0

$

&

%

«ˆ
AjpxB ,rq

ˆˆ
B

|Kpx, yq ´ P 1
x,xB

pyq| |apyq| |x´ xB|
λ
s dy

̇s

dx

ff
1
s

,

.

-

s

ď

8
ÿ

j“0

p2j`1rqλ

$

&

%

ˆ
B

|apyq|

«ˆ
AjpxB ,rq

|Kpx, yq ´ P 1
x,xB

pyq|s dx

ff
1
s

dy

,

.

-

s

À

8
ÿ

j“0

p2jrqλ p2jrq´nps´1q 2´jsδ

ˆˆ
B

|apyq|dy

̇s

ď

8
ÿ

j“0

p2jrqλ p2jrq´nps´1q 2´jsδ r´sγp

“ C r
λ`n

´

1´ s
p

¯ 8
ÿ

j“0

2jrλ´nps´1q´sδs “ C 1 r
λ`n

´

1´ s
p

¯
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assuming λ ă nps ´ 1q ` sδ, which is the same as λ
s ´ n

s1 ă δ. Finally, in order to verify
that (M3) holds, note that for r ă 1 the function a is in particular a pp, 2q atom in HppRnq

with full cancellation condition. From condition (38), setting f “ T ˚rp¨ ´ xBqαs, we have,
by (37),

ˇ

ˇ

ˇ

ˇ

ˆ
Tapxqpx´ xBqαdx

ˇ

ˇ

ˇ

ˇ

“ |xf, ay| ď

ˆˆ
B

|fpyq ´ P
Np
B pfqpyq|2dy

̇1{2

}a}L2pBq

À Ψpprq|B|1{2}a}L2pBq

À Ψpprqr´γp

which is bounded by Cn,p if |α| ă γp and by φpprpBqq if |α| “ γp from (38).

We now define inhomogeneous strongly singular integral operators.

Definition 5.1.5 ([31, Section 5.2]). We say T is an inhomogeneous strongly singular
integral operator with Lsδ integral-type condition associated with K, where 1 ď s ă 8, µ ą 0
and δ ą 0 if

1. the kernel K satisfies (18);

2. for each x, z P Rn there exist two polynomials P 1
x,zpyq and P 2

x,zpyq with degree at most
tδu such that

˜ˆ
Ajpz,rρq

|Kpx, yq ´ P 1
x,zpyq|s ` |Kpy, xq ´ P 2

x,zpyq|sdx

¸
1
s

À |Ajpz, r
ρq|

1
s

´1` δ
n

´

1
ρ

´ 1
σ

¯

2
´
jδ
ρ (39)

for |y ´ z| ă r, where 0 ă r ă 1, j P N, δ ą 0, 0 ă ρ ď σ ď 1, and

Ajpz, rq :“
␣

x P Rn : 2jr ď |x´ z| ă 2j`1r
(

3. the operator T is given by

xTf, gy “

ˆ ˆ
Kpx, yqfpyqgpxqdydx, @ f, g P SpRnq with disjoint supports

and extends to a bounded operator on L2pRnq as well as LqpRnq to L2pRnq for some
β P rp1 ´ ρqn2 ,

n
2 q and 1

q “ 1
2 `

β
n .

Theorem 5.1.6 ([31, Theorem 5.8]). Let 0 ă p ď 1 and T an operator in Definition 5.1.5
for some δ ą 0 and 1 ď s ď 2 with p ă s. Then T can be extended to a bounded operator
from hppRnq to itself provided that

max

"

n

n` µ
, p0

*

ă p ď 1 where
1

p0
:“

1

2
`

β
`

δ
σ ` n

2

˘

n
`

δ
σ ´ δ ` β

˘

and the cancellation condition (38) holds.
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Proof of Theorem 5.1.6.
The proof is taken from the paper [31] with adaptation. Let a be a pp, 2q atom in the
sense of Definition 2.5.7, supported in B :“ BpxB, rq. We will show that Ta is a pp, s, λ, ωq

molecule for λ satisfying

γp ă
λ

s
´
n

s1
ă min tµ, γp0u , γp0 :“ n

ˆ

1

p0
´ 1

̇

“ ´
n

2
`
β
`

n
2 ` δ

σ

˘

β ` δ
σ ` δ

.

If r ě 1, conditions (M1) and (M2) will follow by the same arguments presented in the
proof of Theorem 5.1.4, provided λ

s ´ n
s1 ă µ.

Suppose now that r ă 1. Analogously to [3, Lemma 2.1], we will actually show some
better estimates on Ta. In fact, since 1 ď s ď 2, from the stronger continuity Lq ´ L2

assumption it follows

ˆ
B

|Tapxq|sdx ď |B|1´ s
2 }Ta}sL2 À |B|1´ s

2 }a}sLq À |B|
1` s

q
´s

}a}sL2 À |B|
1´ s

p
`s

´

1
q

´ 1
2

¯

and so (M1) holds since 1{q ´ 1{2 ě 0.
To show (M2), consider 0 ă ρ ď σ ď 1, where ρ is a parameter that will be chosen

conveniently later. Denote by 2Bρ :“ BpxB, 2r
ρq and split

ˆ
Rn

|Tapxq|s |x´ xB|λdx “

ˆ
2Bρ

|Tapxq|s |x´ xB|λdx`

ˆ
p2Bρqc

|Tapxq|s |x´ xB|λdx

:“ I1 ` I2.

To estimate I1, we use the Lq ´ L2 continuity again and get

ˆ
2Bρ

|Tapxq|s |x´ xB|λdx À rλρ|Bρ|1´ s
2 }Ta}sL2 À rρλ`npρ´

sρ
2 q}a}sLq

À r
ρλ`n

”

ρ´
sρ
2

`s
´

1
q

´ 1
p

¯ı

À r
λ`n

´

1´ s
p

¯

assuming

λ ď ´n
´

1 ´
s

2

¯

`
ns

1 ´ ρ

ˆ

1

q
´

1

2

̇

. (40)

Note that this control would not be possible using only the L2-boundedness. For I2, we use
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(39) and then

ˆ
p2Bρqc

|Tapxq|s|x´ xB|λdx

ď

8
ÿ

j“0

p2jrρqλ

$

&

%

ˆ
B

|apyq|

«ˆ
AjpxB ,rρq

|Kpx, yq ´ P 1
x,xB

pyq|sdx

ff
1
s

dy

,

.

-

s

À

8
ÿ

j“0

p2jrρqλ
ˆ

|AjpxB, r
ρq|

1
s

´1` δ
n

´

1
ρ

´ 1
σ

¯

2
´
jδ
ρ

̇s

}a}sL2 |B|
s
2

À

8
ÿ

j“0

p2jrρqλ
ˆ

|AjpxB, r
ρq|

1
s

´1` δ
n

´

1
ρ

´ 1
σ

¯

2
´
jδ
ρ

̇s

r
sn

´

1´ 1
p

¯

“ C r
ρλ`n

”

s` sδ
n

´sρp1´ 1
s

` δ
nσ q´ s

p

ı 8
ÿ

j“0

2jrλ´nps´1q´ sδ
σ s (41)

À r
ρλ`n

”

ρp1´ s
2q`s

´

1
q

´ 1
p

¯ı

À r
λ`n

´

1´ s
p

¯

in which we choose ρ to be such that

s`
sδ

n
´ ρ

ˆ

s´ 1 `
sδ

nσ

̇

“ ρ
´

1 ´
s

2

¯

`
s

q
, i.e. ρ :“

n
´

1 ´ 1
q

¯

` δ

n
2 ` δ

σ

.

The convergence of the series in (41) follows from (40), since by the choice of ρ we have

´n
´

1 ´
s

2

¯

`
ns

1 ´ ρ

ˆ

1

q
´

1

2

̇

ă nps´ 1q ` sδ ă nps´ 1q `
sδ

σ
.

In particular, the restriction on λ for this particular choice of ρ is

λ ď ´n
´

1 ´
s

2

¯

`
sβ

`

n
2 ` δ

σ

˘

β ` δ
σ ` δ

.

For the validity of (M3) we proceed in the same way as in the proof of Theorem 5.1.4.

Therefore, Ta is a pp, s, λ, ωq molecule provided that max

"

n

n` µ
, p0

*

ă p ď 1.

5.2 Necessary Conditions

In this subsection, we will prove that the cancellation conditions (38) are also necessary
for the singular (or strongly singular) integral operator to be bounded on hppRnq.

As we have seen in the example in Section 2.5.1, the function 1
re

´x2

r2 has h1 norm
?
π
2 ` 1?

2e
logp1 ` r´2q while its integral is

?
π
2 . Therefore, the ratio of its integral to its h1

norm is approximately rlogp1` r´1qs´1. Let us now observe the general case for compactly
supported distributions in hppRnq.
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Proposition 5.2.1 ([32, Proposition 1]).
Let g P hppRnq be supported in Bpx0, rq for some x0 P Rn and 0 ă r ă 1. Then for α P Nn0 ,
the moments xg, p¨ ´ x0qαy are well-defined and satisfy

|xg, p¨ ´ x0qαy| ď

$

&

%

Cα,p }g}hp if |α| ă γp;

Cα,p }g}hp

„

log

ˆ

1 `
1

r

̇ȷ´1{p

if |α| “ γp “ Np.
(42)

Proof of Proposition 5.2.1.
The proof is taken from [32].

Since g is a distribution of compact support and hence acts on C8pRnq, we can define
xg, p¨ ´ x0qαy unambiguously for any multi-index α P Nn0 , and xg, p¨ ´ x0qαy “ xg, ϕy for all
ϕ P C8pRnq such that ϕpyq “ py ´ x0qα on the support of g.

By a translation argument we may assume that x0 “ 0. For each unit vector on v P Sn´1

and α P Nn0 such that |α| ď Np, we choose ϕv,α0 satisfying the following conditions:

(i) ϕv,α0 P C8
c pRnq with support in B

`

v
2 , 2

˘

and }Bβ ϕv,α0 }L8 ď 2|β|´2n for all |β| ď Np`1;

(ii) ϕv,α0 pyq “ Cα y
α for all |y| ă 1 for some constant Cα depending only on n and α;

(iii)
´
ϕv,α0 pyqdy ‰ 0.

For each x P Rn with |x| ą r
2 we define

ϕx,αpyq “
1

|x|n
ϕ

x
|x|
,α

0

ˆ

y

2|x|

̇

.

We claim ϕx,α P FT, x
k for T “ 2 and k ď Np`1. Indeed, note first that supppϕx,αq Ă Bpx, tq

for t “ 4|x| since if |y ´ x| ą t we have
ˇ

ˇ

ˇ

ˇ

y

2|x|
´

x

2|x|

ˇ

ˇ

ˇ

ˇ

“
|y ´ x|

2|x|
ě

t

2|x|
“ 2

and then ϕ
x

|x|
,α

0 py{2|x|q “ 0. Moreover, for |β| ď Np ` 1,by assumption (i),

›

›

›
Bβ ϕx,α

›

›

›

L8
“ 2´|β||x|´n´|β|

›

›

›

›

Bβ ϕ
x

|x|
,α

0

›

›

›

›

L8

ď t´n´|β|.

On the support of g, |y| ă r and |x| ą r
2 so |y|

2|x|
ă 1 and by assumption (ii), ϕx,αpyq “

Cα yα

|x|n`|α| . Hence

MFkpgqpxq “ sup
ϕ PFT,xk

|xg, ϕy| ě |xg, ϕx,αy| “ Cα|x|´n´|α| |xg, p¨ ´ x0qαy| .

When |α| “ γp “ Np, this gives

}g}
p
hp ě

ˆ
r
2

ă|x|ă r`1
2

rMFkpfqpxqspdx

ě Cα |xg, p¨ ´ x0qαy|
p
ˆ
r
2

ă|x|ď r`1
2

|x|´ppn`|α|qdx

ě Cα |xg, p¨ ´ x0qαy|
p log

ˆ

1 `
1

r

̇

.
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When |α| ă γp, we consider 1 ă |x| ă 3
2 . Since in particular |x| ą r

2 , the same
calculations as above give

}g}
p
hp ě

ˆ
1ă|x|ă 3

2

rMFkpgqpxqspdx ě Cα |xg, p¨ ´ x0qαy|
p
ˆ
1ă|x|ď 3

2

|x|´ppn`|α|qdx

“ Cn,α,p |xg, p¨ ´ x0qαy|
p .

Before we move on to a larger class of hppRnq distributions, we shall observe that in
the decomposition of a molecule (25) in the proof of Proposition 4.1.4, a molecule can be
written as a sum of three components, the first two terms are infinite sums of Hp atoms,
which are distributions in HppRnq, while the last term is an hp atom. This observation
leads to the following definition.

Definition 5.2.2 ([32, Definition 2]).
Let C ą 0 be a constant. We say M P S 1pRnq is a C-pseudo-molecule in hppRnq associated
to the ball B if M “ g ` h in S 1pRnq, where g P hppRnq supported in B, h P HppRnq, and

}g}hp ` }h}Hp ď C.

Proposition 5.2.3 ([32, Proposition 2]). Let 0 ă p ď 1 and M a C-pseudo-molecule in
hppRnq associated to the ball B “ Bpx0, rq with 0 ă r ă 1. Then for α P Zn`, |α| ď Np, the
moments xM , p¨ ´ x0qαy are well-defined and satisfy

|xM , p¨ ´ x0qαy| À

$

’

’

&

’

’

%

Cα,p C if |α| ă γp;
. .

Cα,p C
„

log

ˆ

1 `
1

r

̇ȷ´1{p

if |α| “ γp “ Np.

(43)

Proof of Proposition 5.2.3.
The following proof is taken directly from [32]. Writing M “ g ` h as in Definition 5.2.2,
since h P HppRnq satisfies vanishing moment conditions up the order Np, we have xh, p¨ ´

x0qαy “ 0 (the pairing here is the one between Hp and its dual space, the homogeneous
Lipschitz space Λ9 np1{p´1q).

For g P hppRnq supported in B, the moments xg, p¨ ´ x0qαy can be defined as in Propo-
sition 5.2.1. Thus we can set

xM , p¨ ´ x0qαy :“ xg, p¨ ´ x0qαy ` xh, p¨ ´ x0qαy “ xg, p¨ ´ x0qαy.

If M has an alternative decomposition g1 ` h1 satisfying the conditions of Definition 5.2.2,
then we must have that g ´ g1 “ h1 ´ h P Hp and therefore the moments of g1 are the same
as those of g.

The estimates (43) now follow immediately from (42).

Now we give an example of pseudo-molecules, which are pp, s, λ, ωq molecules (Definition
4.1.3) without (M3).

Definition 5.2.4 ([32, Definition 3]). Let 0 ă p ď 1 ď s ă 8 with p ă s, λ ą n ps{p´ 1q,
and C ą 0. We say that a measurable function M P hppRnq is a pp, s, λ, Cq pre-molecule in
hppRnq if there exist a ball Bpx0, rq Ă Rn and a constant C ą 0 such that

62



(M1) }M}LspBq ď C r
n
´

1
s

´ 1
p

¯

;

(M2) }M | ¨ ´x0|
λ
s }LspBcq ď C r

λ
s

`n
´

1
s

´ 1
p

¯

.

To see it is a C-pseudo-molecule for some C, we will follow the proof of [32, Lemma 2].
We observe that from the decomposition (25), the condition (M3) is only used when we
estimate the term aω. If we take h :“

ř8
k“0 tkak `

ř8
k“0 skbk and g :“ aω, then from (30)

and (31),
}h}HppRnq ď Cn,p,s,λ

and

}g}hppRnq ď }M}hppRnq ` }h}hppRnq ď }M}hppRnq ` }h}HppRnq ď }M}hppRnq ` Cn,p,s,λ.

We can now state the main theorem in this subsection.

Theorem 5.2.5 ([32, Theorem 1]).
Let 0 ă p ď 1, C ą 0, and T be a linear and bounded operator on hppRnq that maps each
pp, 2q atom in hppRnq into a C-pseudo-molecule centered in the same ball as the support of
the atom. Then the following cancellation conditions must hold:

For any ball B “ Bpx0, rq Ă Rn with r ă 1 and α P Nn0 such that |α| ď Np :“
tγpu, γp :“ np1p ´ 1q,

f “ T ˚rp¨ ´ x0qαs satisfies

ˆ 
B

|fpyq ´ P
Np
B pfqpyq|2dy

̇1{2

ď C Ψp,αprq,

(44)

where P
Np
B pfq is the polynomial of degree less then or equal to Np that has the

same moments as f over B up to order Np, and

Ψp,αptq :“

$

&

%

tγp if |α| ă γp,

tγp
„

log

ˆ

1 ` 1
t

̇ȷ´1{p

if |α| “ γp “ Np.

Proof of Theorem 5.2.5.
The proof is taken from [32]. Let 0 ă p ď 1 and T be a linear and bounded operator on
hppRnq that maps each pp, 2q atom in hppRnq into a pseudo-molecule centered in the same
ball as the support of the atom.

As Definition 5.1.2 and Proposition 5.1.3 rely on the specific form of the operators
considered there, namely those with a nice kernel, we first need to make sense of the
cancellation conditions (44) in this more general context. Fix α P Nn0 with |α| ď Np.
We want to show T ˚ rp¨ ´ x0qαs is well defined locally in the following sense.

Fix a ball B “ Bpx0, rq Ă Rn with r ă 1. We will show that T ˚ rp¨ ´ x0qαs can be
identified with f in pL2

c,Np
pBqq˚. Here L2

c,Np
pBq denotes the space of functions in L2pBq

with vanishing moments up to order Np, and its dual space can be identified with the
quotient of L2pBq by the subspace PNp of polynomials of order up to Np. We then have

}f}pL2
c,Np

pBqq˚ :“ sup
ψPL2

c,Np
pBq

}ψ}L2pBq
ď1

|xf, ψy| “ inf
PPPNp

}f ´ P }L2pBq “ }f ´ P
Np
B pfq}L2pBq, (45)
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where P
Np
B pfq is the element of PNp with the same moments as f over B up to order Np.

Given a ψ P L2
Np

pBq with }ψ}L2pBq ď 1, let

apxq “ ψpxq |B|
1
2

´ 1
p .

Note that a is a pp, 2q atom supported on B (strictly speaking we have supppaq Ă B but
in the calculation of the norm we may always take ψ of compact support in B). By the
boundedness assumptions on T , }Ta}hppRnq À }a}hppRnq ď C independent of a and M “ Ta
is a pseudo-molecule, where the choice of the constant C in Definition 5.2.2 should be
consistent with the norm of T . Therefore, by (43),

|xT ˚rp¨ ´ x0qαs, ay| :“ |xp¨ ´ x0qα, Tay|

ď

$

&

%

Cα,p C if |α| ă γp,

Cα,p C
„

log

ˆ

1 ` 1
r

̇ȷ´1{p

if |α| “ γp “ Np.

Replacing a by ψ, we see that the left-hand-side defines a bounded linear functional f P

pL2
c,Np

pBqq˚ with

|xf, ψy| “ |B|
1
p

´ 1
2 |xT ˚rp¨ ´ x0qαs, ay|

ď

$

’

&

’

%

Cα,p|B|
1
p

´ 1
2 C if |α| ă γp,

Cα,p|B|
1
p

´ 1
2 C

„

log

ˆ

1 ` 1
r

̇ȷ´1{p

if |α| “ γp “ Np.

Thus by (45), we have

ˆ 
B

|f ´ PNppfq|2
̇1{2

“ |B|´
1
2

ˆˆ
B

|f ´ PNppfq|2
̇1{2

“ |B|´
1
2 sup

ψPL2
Np

pBq

}ψ}L2pBq
ď1

|xf, ψy|

ď

$

&

%

Cn,p r
γp if |α| ă γp,

Cn,p r
γp

„

log

ˆ

1 ` 1
r

̇ȷ´1{p

if |α| “ γp “ Np,

“ Cn,p Ψp,αprq.

Since a special case of pseudo-molecules are pre-molecules (see Definition 5.2.4), we
obtain the following T ˚ characterization result, in the spirit of [86, Proposition 4].

Corollary 5.2.6 ([32, Corollary 1]).
Let 0 ă p ď 1 and T : S 1pRnq Ñ S 1pRnq be a linear and bounded operator that maps each
pp, 2q atom in hppRnq into a pre-molecule centered in the same ball as the support of the
atom. Then the cancellation conditions (44) hold if and only if T is bounded on hppRnq.
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Proof of Corollary 5.2.6.
This proof is directly taken from [32].

One direction follows from the fact that pre-molecules are pseudo-molecules and The-
orem 5.2.5: if T : S 1pRnq Ñ S 1pRnq is bounded on hppRnq and takes each pp, 2q atom to
a pre-molecule centered in the same ball as the support of the atom, then it satisfies the
hypotheses of the Theorem and the cancellation conditions (44) hold.

We now show the converse. Suppose T : S 1pRnq Ñ S 1pRnq. If, for some appropriate
fixed constants s, λ and C, T takes each pp, 2q atom in hppRnq to a pp, s, λ, Cq pre-molecule
centered in the same ball as the support of the atom, and in addition it satisfies the can-
cellation conditions (44), then we want to show that it maps each pp, 2q atoms to a bona
fide molecule M as in Definition 4.1.3. By Proposition 4.1.4 such a molecule will have hp

norm bounded by a constant (depending on s, λ and C), so the atomic decomposition and
the continuity of T on S 1pRnq will give us the boundedness of T on hppRnq.

Since the size conditions (M1) and (M2) in Definition 5.2.4 are identical to the ones
in Definition 4.1.3, it just remains to verify that (M3) in Definition 4.1.3 holds for some
ω. This follows from the cancellation conditions (44) on T in the same way as at the end
of the proof of Theorem 5.1.4. That argument does not use the specific properties of T
besides the cancellation conditions and, of course, the definition of T ˚ rp¨ ´ x0qαs, which, as
shown in the proof Theorem 5.2.5 above, is well defined precisely because T takes atoms
to pre-molecules, which are pseudo-molecules. The constant ω in (M3) will depend on the
constant C in (44).

In the case of inhomogeneous (strongly) Calderón–Zygmund operators, we can conclude
that (44) are both sufficient and necessary conditions for the boundedness of such operators
on hppRnq.

Theorem 5.2.7 ([32, Theorem 2]).
Let 0 ă p ď 1 and T a (strongly) inhomogeneous Calderón–Zygmund operator given by
Definition 5.1.1 (Definition 5.1.5, respectively). Then, T is bounded on hppRnq iff the
condition (44) holds.

Proof of Theorem 5.2.7.
The proof is taken from [32].

Assume T : SpRnq Ñ S 1pRnq is a strongly singular inhomogeneous Calderón–Zygmund
operator. This means it extends continuously from L2pRnq to itself, from LqpRnq to L2pRnq,
where

1

q
“

1

2
`
β

n
, for some

n

2
p1 ´ σq ď β ă

n

2
, 0 ă σ ď 1.

The size conditions (18) and (35) (or (39) if it is a strongly singular integral operator) on
the kernel, together with the boundedness assumptions on T , with no further cancellation
assumption, imply that if a is a pp, 2q atom in hppRnq, then Ta satisfies the size conditions
of a molecule in hppRnq, namely (M1) and (M2) in Definition 5.2.4, as shown in the proofs
of Theorem 5.1.4 and 5.1.6. The desired result is then a consequence of Corollary 5.2.6.
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Chapter 6

Commutator of Inhomogeneous
Singular Integral Operator

This chapter will discuss a new type of atom that generalizes Pérez atoms to the non-
homogeneous case. Moreover, we will establish some properties of this space. We will apply
these atoms to establish the boundedness of the commutator of an inhomogeneous singular
integral operators with a bmo function.

This chapter is based on the work [30, Sections 4 and 5].

6.1 Commutator Hardy Spaces

We shall start with a local version of Ky’s maximal operators.

Definition 6.1.1 ([30, Definition 4.2]). Given b P L2
locpRnq, we define the commutator

maximal function of f P L2
locpRnq to be

Mbfpxq :“ rb,Mspxq :“ Mrbpxqfp¨q ´ bp¨qfp¨qspxq,

where M here is the local grand maximal function in Definition 2.5.3 with T “ 1 and k “ 1.

We therefore have that for b, f P L2
locpRnq,

Mbfpxq “ sup
ϕ

ˇ

ˇxbpxqfp¨q ´ bp¨qfp¨q, ϕy
ˇ

ˇ “ sup
ϕ

ˇ

ˇ

ˇ

ˇ

ˆ
Rn

rbpxq ´ bpyqsfpyqϕpyqdy

ˇ

ˇ

ˇ

ˇ

.

Since pbpxq ´ bqf P L1
locpRnq for almost every x P Rn, the integral is well-defined almost

everywhere, and by the size and support conditions on ϕ,

Mbfpxq À Mbfpxq. (46)

For fixed ϕ P C1pRnq such that supppϕq Ă Bpx, rq and }ϕ}L8 ď |Bpx, rq|´1. If g P

L2
locpRnq, then the function gϕ is a constant multiple of an h1-atom with norm }gϕ}h1

depending on r. Therefore, using Theorem 2.5.18, we have

ˆ
Rn

rb´ bpxqsaϕ “ bmoxb´ bpxq, aϕyh1 , (47)

66



where bmox¨, ¨yh1 denotes the dual pairing between h1 and bmo.
From this observation, we can also define the following extension of the commutator

maximal function directly for f P h1pRnq with b P bmopRnq.

Definition 6.1.2. Given b P bmopRnq, we define the commutator maximal function M1
b of

f P h1pRnq to be
M1

bfpxq :“ sup
ϕ

| bmoxb´ bpxq, fϕyh1 |,

where bmox¨, ¨yh1 denotes the dual pairing between h1 and bmo, and the supremum is taken
over all ϕ P C1pRnq with supppϕq Ă Bpx, tq for some 0 ă t ă 1, }ϕ}L8 ď |Bpx, tq|´1 and
}∇ϕ}L8 ď rt|Bpx, tq|s´1.

This maximal function is well-defined because fϕ P h1pRnq and b´ bpxq P bmopRnq for
almost every x. From (47), we have M1

bpfqpxq “ Mbpfqpxq for all f P h1pRnq X L2
locpRnq.

Thus, M1
bpfqpxq À Mbpfqpxq for all f P h1pRnq X L2

locpRnq.
The following is the definition of the local version of Pérez atoms. It also appears in

[62].

Definition 6.1.3. Fix b P bmopRnq. We say a is a Pérez h1b atom if for some ball Bpx0, rq

we have

1. supppaq Ă Bpx0, rq

2. }a}L2pRnq ď |Bpx0, rq|´
1
2

3.

ˆ
a “ 0 and

ˆ
ab “ 0 whenever r ă 1.

For f P L1pRnq, we say f P h1Perez,bpRnq if f can be written as f “
ř8
j“1 λjaj, where aj are

Pérez h1b atoms and tλju P ℓ1. For such functions, we define

}f}h1Perez,b
:“ inf

ÿ

j

|λj |,

where the infimum is taken over all such decompositions.

We note that a Pérez h1b atom is a p1, 2q atom in h1 and therefore the decomposition
converges in h1 and we have }f}h1 À

ř

|λj |. Moreover, each Pérez h1b atom supported in a
ball B “ Bpx0, rq also satisfies that apb´ cBq P h1, where cB is as in (12). In fact, we have
that apb´ cBq is supported in B, has integral zero whenever r ă 1, and by (14)

}apb´ cBq}LspRnq ď }a}L2pRnq}b´ cB}LppRnq

ď |Bpx0, rq|´
1
2 }b}bmo,p|Bpx0, rq|

1
p “ }b}bmo,p|Bpx0, rq|

1
s

´1 (48)

for 1 ď s ă 2 and 1
2 ` 1

p “ 1
s ; taking s ą 1 makes apb´ cBq a multiple of a p1, sq atom and

we have
}apb´ cBq}h1 À }b}bmo,p.

These two observations allow us to have the following generalization of Pérez h1b atoms.
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Definition 6.1.4 ([30, Definition 4.5]). Fix b P bmopRnq and let Cb “ }b}bmo,2 as defined
in (14). We say a is an approximate h1b atom if for some ball Bpx0, rq we have

1. supppaq Ă Bpx0, rq;

2. }a}L2pRnq ď |Bpx0, rq|´
1
2 ;

3.

ˇ

ˇ

ˇ

ˇ

ˆ
a

ˇ

ˇ

ˇ

ˇ

ď
1

rlogp1 ` r´1qs2
and

ˇ

ˇ

ˇ

ˇ

ˆ
apb´ cBq

ˇ

ˇ

ˇ

ˇ

ď
Cb

logp1 ` r´1q
.

For f P L1pRnq, we say f P h1atom,bpRnq if f can be written as f “
ř8
j“1 λjaj, where aj are

approximate h1b atoms and tλju P ℓ1. For such functions, we define

}f}h1atom,b
:“ inf

ÿ

j

|λj |,

where the infimum is taken over all such decompositions.

The choice of Cb “ }b}bmo,2 guarantees that, by Cauchy-Schwarz, Condition 2 in Defi-
nition 6.1.4 implies Condition 3 in Definition 6.1.4 when r ě 1. Thus every Pérez h1b atom
is an approximate h1b atom, and

h1Perez,bpRnq Ă h1atom,bpRnq.

Moreover, compared with Definition 2.5.11 for R “ 1 and q “ 2, we see, as in (48), that not
only is every approximate h1b atom a an approximate p1, 2q atom (up to a factor of log 2),
but also apb´ cBq is a multiple of an approximate p1, sq atom for 1 ă s ă 2 and 1

2 ` 1
p “ 1

s ,
with

}apb´ cBq}h1 À }b}bmo,p. (49)

Recall that in h1 (or hp), every atom (or molecule) with approximate cancellation con-
ditions can be written as an infinite linear combination of atoms with exact cancellation,
see Theorem 4.1.5. Our question is whether it is possible to decompose an approximate h1b
atom into Pérez h1b atoms with exact cancellation. Although we do not achieve the exact
cancellation against b, we give a partial result in showing that every approximate h1b atom
can be written as a finite sum of atoms of integral zero. It will be interesting to see whether
it is possible to express approximate h1b atoms in terms of Pérez h1b atoms or if there is a
counterexample to show approximate h1atom,bpRnq atoms is indeed a larger space.

Proposition 6.1.5 ([30, Proposition 4.1]).
Suppose A is an approximate h1b atom with respect to the ball Bpx0, rq, and r ă 1. Then

A “
ÿ

λjaj where the sum is finite, aj are approximate h1b atoms supported in balls Bj,

respectively, and in addition, when rpBjq ă 1,

ˆ
aj “ 0.

Moreover, for some constant depending only on n,
ÿ

|λj | ď Cn.
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Proof of Proposition 6.1.5.
The proof is taken from the work [30].

Set α “
´
A ‰ 0 (otherwise we are done). Denote Bp0, 2jrq by Bj , j “ 0, 1, 2, . . . , k,

where 2k´1r ă 1 ď 2kr, and let ηj “
χBj
|Bj |

be the normalized characteristic function of Bj .

Then

A “ A´ αη0 `

k
ÿ

j“1

αpηj´1 ´ ηjq ` αηk “

k`1
ÿ

i“0

Aj

where

A0 :“ A´ αη0,

Aj :“ αpηj´1 ´ ηjq, j “ 1, . . . , k, and

Ak`1 :“ αηk.

First observe that supppAjq Ă Bj for j “ 1, ..., k, and supppAk`1q Ă Bk. Moreover,
since

´
ηj “ 1 for all j, we have that

´
Aj “ 0 for j “ 0, ..., k.

Write Aj “ λjaj where

a0 :“
1

2
A0, λ0 :“ 2, ak`1 :“ α´1Ak`1, λk`1 :“ α,

and

aj :“
Aj

α2n logp1 ` r2jrs´1q
, λj :“ α2n logp1 ` r2jrs´1q, j “ 1, . . . , k.

Since |α| ď }A}L1 ď 1, }ηj}L8 ď |Bj |
´1, and 2n logp1 ` r2jrs´1q ą 1 for j “ 1, . . . , k, we

have that }a0}L2 ď |B0|´
1
2 , }aj}L8 ď |Bj |

´1 for j “ 1, ..., k, and }ak`1}L8 ď |Bk|´1. Thus,
all the aj satisfy Conditions 1 and conditions in Definition 6.1.4, and in addition

´
aj “ 0

for j “ 0, ..., k. Since rpBkq “ 2kr ě 1, the latter condition is not required for ak`1.
To verify Condition (3) in Definition 6.1.4 , we need to check that the aj satisfy the ap-

proximate cancellation condition against b. For j “ 0, we get the approximate cancellation
for a0 from that of A:

ˇ

ˇ

ˇ

ˇ

ˆ
a0b

ˇ

ˇ

ˇ

ˇ

“
1

2

ˇ

ˇ

ˇ

ˇ

ˆ
Ab´ α

ˆ
bη0

ˇ

ˇ

ˇ

ˇ

“
1

2

ˇ

ˇ

ˇ

ˇ

ˆ
Arb´ bBs

ˇ

ˇ

ˇ

ˇ

ď
Cb

logp1 ` r´1q
.

For j “ 1, ..., k, we have, using (13),

ˇ

ˇ

ˇ

ˇ

ˆ
ajb

ˇ

ˇ

ˇ

ˇ

“
1

2n logp1 ` r2jrs´1q

ˇ

ˇ

ˇ

ˇ

ˆ
bpηj´1 ´ ηjq

ˇ

ˇ

ˇ

ˇ

“
1

2n logp1 ` r2jrs´1q
|b2j´1B ´ b2jB|

ď
}b}bmo

logp1 ` r2jrs´1q
,

and for j “ k ` 1, since rpBkq “ 2kr ě 1,

ˇ

ˇ

ˇ

ˇ

ˆ
ak`1b

ˇ

ˇ

ˇ

ˇ

“ |bBk | ď
}b}bmo

logp1 ` p2krq´1q
.
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If, as noted after Definition 6.1.4, we take Cb “ }b}bmo,2 ě }b}bmo, then we can conclude
that aj for j “ 0, ..., k ` 1 are all approximate h1b atoms.

Finally, we have

ÿ

|λj | “ 2 ` α2n
k
ÿ

j“1

logp1 ` r2jrs´1q ` α

ď 3 `
2n

rlogp1 ` r´1qs2

k
ÿ

j“1

logp1 ` r2jrs´1q

ď 3 `
2nk logp1 ` r´1q

rlogp1 ` r´1qs2

ď 3 `
2nplog2 r

´1 ` 1q

rlogp1 ` r´1qs
ď Cn.

6.2 Relations between the Spaces

The discussion following the definitions of the atomic spaces in the previous section gave
us the inclusions

h1Perez,bpRnq Ă h1atom,bpRnq Ă h1pRnq.

In the trivial case, i.e. when b is a constant function, the cancellation conditions against
b reduce to the conditions on the integral of the atoms. Thus every h1 atom with exact
cancellation is a Pérez h1b atom, so

h1Perez,bpRnq “ h1atom,bpRnq “ h1pRnq. (50)

In the next section, we will see later that the second equality can hold for b in a nontrivial
subspace of bmo. The next proposition is an analogue of Mb acting to the atoms.

Proposition 6.2.1 ([30, Proposition 4.2]). Let b P bmopRnq. Then for every h1b atom a,

}Mba}L1 À }b}bmo.

Proof of Proposition 6.2.1.
The proof is taken from [30].

Let a be an approximate h1b atom with support in B “ Bpx0, rq. We want to bound
Mbpaq.

For the local estimate, using (46), we can apply the Lp boundedness of the maximal
commutator operator Mbf defined in (9), with the bound (10). Thus, using the L2 size
condition on a we haveˆ

2B
Mbpaq ď |2B|1{2}Mba}L2p2Bq À |B|

1
2 }a}L2}Mb}L2 ÞÑL2 À }b}bmo.

Next we handle the integral on p2Bqc. Note that
ˇ

ˇ

ˇ

ˇ

ˆ
Bpx,tq

ϕpyqrbpxq ´ bpyqsapyqdy

ˇ

ˇ

ˇ

ˇ

‰ 0
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implies that there exists y P Bpx, tq XBpx0, rq, which in turn implies

r ď
|x´ x0|

2
ď |x´ x0| ´ |x0 ´ y| ď |x´ y| ď t ă 1. (51)

This cannot happen when r ě 1, so the integral vanishes for all test functions ϕ and
Mbpaq “ 0 on p2Bqc.

For r ă 1, we may assume, by Proposition 6.1.5, that
´
a “ 0. Thus we have, for almost

all x P p2Bqc,
ˇ

ˇ

ˇ

ˇ

ˆ
rbpxq ´ bpyqsapyqϕpyqdy

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ˆ
rbpxq ´ bpyqsapyqrϕpyq ´ ϕpx0qsdy

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

ϕpx0q

ˆ
bpyqapyqdy

ˇ

ˇ

ˇ

ˇ

ď |bpxq ´ bB|}∇ϕ}L8r

ˆ
|apyq|dy ` }∇ϕ}L8r

ˆ
|bpyq ´ bB||apyq|dy

` }ϕ}L8

ˇ

ˇ

ˇ

ˇ

ˆ
bpyqapyqdy

ˇ

ˇ

ˇ

ˇ

À
|bpxq ´ bB|r

|x´ x0|n`1
`

r}b}bmo,2

|x´ x0|n`1
`

Cb
|x´ x0|n logp1 ` r´1q

, (52)

where in the last step we used the conditions on ϕ, (51), the L1 estimate on apb´ bBq (see
(48) with s “ 1, p “ 2), and condition (3) in Definition 6.1.4. Since the estimate above is
independent of ϕ, it holds for Mbpaqpxq and therefore, again using (51),

ˆ
p2Bqc

Mbpaqpxqdx “

ˆ
2ră|x´x0|ă2

Mbpaqpxqdx

À

ˆ
p2Bqc

|bpxq ´ bB|r

|x´ x0|n`1
`

ˆ
p2Bqc

r}b}bmo,2

|x´ x0|n`1
(53)

`

ˆ
2ră|x´x0|ă2

Cb
|x´ x0|n logp1 ` r´1q

À }b}bmo.

Here we have used Proposition 2.5.16 Item 2, (14), and the fact that Cb “ }b}bmo,2.

If we take an h1 atom a without assuming any cancellation against b, the boundedness
of the maximal function Mb turns out to be equivalent to whether apb´ cBq belongs to h1,
where B is the ball containing the support of a. Such boundedness automatically gives us
the approximate cancellation against b.

Proposition 6.2.2 ([30, Proposition 4.3]). Let b P bmopRnq, b nontrivial. Suppose a is an
h1 atom supported in a ball B “ Bpx0, rq, and has vanishing integral when r ă 1. Then

}Mba}L1 À }apb´ cBq}h1 ` }b}bmo À }Mba}L1 ` }b}bmo.

Moreover,
ˇ

ˇ

ˇ

ˇ

ˆ
ab

ˇ

ˇ

ˇ

ˇ

À min

"

}Mba}L1 ` }b}bmo

logp1 ` r´1q
, }b}bmo

*

.
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Proof of Proposition 6.2.2.
The proof is taken from [30].

We assume that a satisfies an L2 size condition. First note that by (48), apb ´ cBq P

LspRnq for 1 ă s ă 2, and it has compact support, apb´cBq is in h1pRnq. By Definition 6.1.1,
we have, for almost every x P Rn,

Mbpaqpxq “ Mprbpxq ´ bsaqpxq ď |bpxq ´ cB|Mpaqpxq ` Mprb´ cBsaqpxq,

hence

}Mbpaq}L1 ď

ˆ
|bpxq ´ cB|Mpaqpxqdx` }Mprb´ cBsaq}L1

À

ˆ
|bpxq ´ cB|Mpaqpxqdx` }apb´ cBq}h1 .

Conversely,
Mprb´ cBsaqpxq ď Mbpaqpxq ` |bpxq ´ cB|Mpaqpxq,

so

}apb´ cBq}h1 ď }Mbpaq}L1 `

ˆ
|bpxq ´ cB|Mpaqpxqdx.

It thus remains to show that the integral of |b ´ cB|Mpaq is controlled by }b}bmo. The
arguments are similar to those in the proof of Proposition 6.2.1. First, we have

ˆ
2B

|b´ cB|Mpaq ď }b´ cB}L2p2Bq}Ma}L2p2Bq À }b}bmo|B|
1
2 }a}L2 À }b}bmo.

Moreover, (51) implies that if r ě 1, Mpaq vanishes outside 2B. For r ă 1, we can use the
cancellation condition on a to write, as in (52), for every test function ϕ, and for almost
every x P p2Bqc,

|bpxq ´ cB|

ˇ

ˇ

ˇ

ˇ

ˆ
apyqϕpyqdy

ˇ

ˇ

ˇ

ˇ

ď |bpxq ´ bB|}∇ϕ}L8r

ˆ
|apyq|dy

À
|bpxq ´ bB|r

|x´ x0|n`1
.

The integral on p2Bqc is then estimated as in the first term of (53).
By applying Proposition 5.2.1 to apb ´ cBq P h1pRnq, followed by the estimates above,

we have
ˇ

ˇ

ˇ

ˇ

ˆ
ab

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˆ
apb´ cBq

ˇ

ˇ

ˇ

ˇ

À
}apb´ cBq}h1

logp1 ` r´1q
À

p}Mba}L1 ` }b}bmoq

logp1 ` r´1q
.

The other upper bound follows from the duality of bmo and h1, or by Cauchy-Schwartz.

It is interesting to note that if we had not assumed
´
a “ 0 in the hypotheses of

Proposition 6.2.2 when r ă 1, we would have ended up having to estimate an extra term of
the form ˆ

2ră|x´x0|ă2

|bpxq ´ bB|

|x´ x0|n
dx

ˇ

ˇ

ˇ

ˇ

ˆ
a

ˇ

ˇ

ˇ

ˇ

.
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Looking at the proof of Proposition 2.5.16 Item 2, if δ “ 0 and p “ 1, the integral in x can
be estimated by }b}bmoplog 1

r q2. Therefore, we would need a cancellation condition of the
form

ˇ

ˇ

´
a
ˇ

ˇ ď rlogp1 ` r´1qs´2, as in Condition 3 of Definition 6.1.4.
Combining Propositions 6.1.5, 6.2.1 and 6.2.2, we get the following.

Corollary 6.2.3. Let f P h1pRnq. Then the following are equivalent.

1. The function f P h1atom,bpRnq.

2. There exist a sequence tλju P ℓ1 and a collection of h1 atoms taju, where Bj denotes
the ball containing the support of aj and aj has vanishing integral when rpBjq ă 1, so
that f “

ř

j λjaj and Mbaj are uniformly bounded in L1pRnq.

3. There exist a sequence tλju P ℓ1 and a collection of h1 atoms taju, where Bj denotes
the ball containing the support of aj and aj has vanishing integral when rpBjq ă 1, so
that f “

ř

j λjaj and

ÿ

j

λjajpb´ cBj q converges absolutely in h1pRnq.

One may also consider what M1
bpfq tells us.

Proposition 6.2.4. Let f P h1pRnq and b P bmopRnq. Then the following are equivalent.

1. The function f satisfies M1
bpfq P L1pRnq.

2. There exist a sequence tλju P ℓ1 and a collection of h1 atoms taju, where Bj denotes
the ball containing the support of aj and aj has vanishing integral when rpBjq ă 1, so
that f “

ř

j λjaj and

ÿ

j

λjajpb´ cBj q converges in h1pRnq.

We remark that Item 1 implies Item 2 for an arbitrary atomic decomposition of f ,
while Item 2 implies Item 1 when there is an atomic decomposition for which the series
ř

j λjajpb ´ cBj q is in h1pRnq, and that of course the norm inequalities depend on which
decomposition is used.

Proof of Proposition 6.2.4.
Consider a function f P h1 and take an atomic decomposition f “

ř

j λjaj into h1 atoms
with exact cancellation for r ă 1.

Since for j P N one has |bpxq ´ cBj |
ˇ

ˇ

´
ajϕ

ˇ

ˇ ď |b´ cBj |Mpajqpxq, where ϕ is in Definition
6.1.2, and the proof of Proposition 6.2.2 gives

}|b´ cBj |Mpajq}L1 À }b}bmo,

the series
ÿ

j

λjrbpxq ´ cBj s

ˆ
ajϕ converges absolutely in L1pRnq and hence converges ab-

solutely for almost every x.
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Furthermore, for fixed x, we have

8
ÿ

j“1

ˆ
Rn

|λj ||bpyq ´ cBj ||ajpyq||ϕpyq|dy ď }ϕ}L8}b}bmo

8
ÿ

j“1

|λj |. (54)

Therefore, we can write the dual pairing as a difference of two absolutely convergent
series for almost every x P Rn:

bmoxb´ bpxq, fϕyh1 “

8
ÿ

j“1

λj bmoxb´ bpxq, ajϕyh1

“

8
ÿ

j“1

λj

ˆ
Rn

rbpyq ´ bpxqsajpyqϕpyqdy

“

8
ÿ

j“1

λj

ˆ
Rn

rbpyq ´ cBj sajpyqϕpyqdy ´

8
ÿ

j“1

λjrbpxq ´ cBj s

ˆ
Rn
ajpyqϕpyqdy

“

ˆ
Rn

8
ÿ

j“1

λjrbpyq ´ cBj sajpyqϕpyqdy ´

8
ÿ

j“1

λjrbpxq ´ cBj s

ˆ
Rn
ajpyqϕpyqdy.

Because of (54), we can could Fubini’s theorem to the first term to interchange the sum
and the integral.

Taking supremum over all ϕ, we have

M1
bpfqpxq ď Mϕ

ˆ 8
ÿ

j“1

λjrb´ cBj saj

̇

pxq `
ÿ

j

|λj ||bpxq ´ cBj |Mpajqpxq

and

M
ˆ 8
ÿ

j“1

λjrb´ cBj saj

̇

pxq ď M1
bpfqpxq `

ÿ

j

|λj ||bpxq ´ cBj |Mpajqpxq,

from which we can conclude the equivalence of the statements.

In the remainder of this section, we consider the case b P lmopRnq. We now come to the
result which gives us the second equality in (50) even when b is not constant. Recall that
the pointwise multipliers of bmopRnq, and hence h1pRnq, were identified as the elements of
L8 X lmopRnq in [9]. It is therefore not surprising that we have the following results.

Theorem 6.2.5 ([30, Theorem 4.6]). Let b P lmopRnq. Then h1atom,bpRnq “ h1pRnq. More-
over,

}f}h1 ď }f}h1atom,b
À

}b}LMOloc

}b}BMOloc

}f}h1 .

Proof of Theorem 6.2.5.
This is taken from [30]. It was already observed following Definition 6.1.4 that for b P bmo,
h1b atoms are approximate h1 atoms (up to a factor of log 2) and therefore h1bpRnq Ă h1pRnq

with }f}h1 À }f}h1atom,b
. We only need the lmo condition for the reverse inclusion.
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Let a be an h1 atom with support in the ball B “ Bpx0, rq, with L2 size condition
and such that

´
a “ 0. This means that conditions (1), (2), and the first part of (3) in

Definition 6.1.4 are satisfied, and we only need to check the approximate cancellation against
b. Since this holds automatically for r ě 1, we assume r ă 1. By the L2 size condition on
a,

ˇ

ˇ

ˇ

ˇ

ˆ
Rn
apxqrbpxq ´ bBsdx

ˇ

ˇ

ˇ

ˇ

ď
1

logp1 ` r´1q

logp1 ` r´1q

|B|
1
2

ˆˆ
B

|bpxq ´ bB|2dx

̇
1
2

ď
}b}LMOloc,2

logp1 ` r´1q
,

where

}b}LMOloc,2
:“ sup

rpBqă1
logp1 ` rpBq´1q

ˆ  
B

|bpxq ´ bB|2dx

̇
1
2

.

Since

γ :“
log 2}b}BMOloc,2

}b}LMOloc,2

ď 1

and log 2}b}BMOloc,2
ď }b}bmo,2 “ Cb, we have that γa is an h1b atom.

Finally, for f P h1 with an atomic decomposition f “
ř8
j“1 λjaj , we can regard it as a

decomposition using h1b atoms multiplied by γ´1, so f P h1atom,bpRnq with

}f}h1atom,b
ď γ´1

8
ÿ

j“1

|λj |.

Taking the infimum over all such decompositions, we get }f}h1atom,b
ď γ´1}f}h1 . The inequal-

ity in the statement of the theorem is obtained by applying the John-Nirenberg inequality
for LMO - see [104].

We give a partial converse to the theorem.

Proposition 6.2.6 ([30, Proposition 4.4]). Let b P L1
locpRnq. Suppose there exists a constant

Cb such that every h1 atom a satisfies

ˇ

ˇ

ˇ

ˇ

ˆ
ab

ˇ

ˇ

ˇ

ˇ

ď min

"

Cb,
Cb logp2q

logp1 ` r´1q

*

,

where r is the radius of the ball B containing the support of a. Then b P lmopRnq.

Proof of Proposition 6.2.6.
The proof is taken from [30].

We first handle a ball B with radius r ă 1. We define spxq :“ sgnrbpxq ´ bBs and
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apxq :“ spxq´sB
|B|

χBpxq. Then a is an h1 atom. Moreover, we can write

logp1 ` r´1q

 
B

|bpxq ´ bB|dx “ logp1 ` r´1q

 
B
spxqpbpxq ´ bBqdx

“
logp1 ` r´1q

|B|

ˆ
B

pspxq ´ sBqpbpxq ´ bBqdx

“ logp1 ` r´1q

ˆ
B
apxqbpxqdx

“ logp1 ` r´1q

ˇ

ˇ

ˇ

ˇ

ˆ
B
ab

ˇ

ˇ

ˇ

ˇ

ď Cb.

If r ě 1, we define apxq :“ sgnrbpxqs

|B|
χBpxq. A similar argument shows that

1

|B|

ˆ
B

|bpxq|dx “

ˇ

ˇ

ˇ

ˇ

ˆ
B
apxqbpxqdx

ˇ

ˇ

ˇ

ˇ

ď Cb.

Therefore, we can conclude that b P lmopRnq with }b}lmo ď Cb.

In a similar vein, we give a partial converse to Proposition 6.2.1.

Proposition 6.2.7 ([30, Proposition 4.5]). Let b P bmopRnq. Suppose there exists a con-
stant κb such that every h1 atom a satisfies

}Mba}L1 ď κb.

Then b satisfies

sup
rpBqă1

1

|B|
}|b´ bB|χB}h1 ` sup

rpBqě1

1

|B|
}|b|χB}h1 ă 8.

Proof of Proposition 6.2.7.
The proof is taken from [30].

Fix a ball B with radius r ă 1. As in the previous proof, set spxq :“ sgnrbpxq ´ bBs and

apxq :“ spxq´sB
|B|

χBpxq. Then a is an h1 atom, and from Proposition 6.2.2,

}|b´ bB|
χB
|B|

}h1 “ }pb´ bBqspxq
χB
|B|

}h1

ď }apb´ bBq}h1 ` |sB|

›

›

›

›

pb´ bBqχB
|B|

›

›

›

›

h1

À }Mbpaq}L1 ` }b}bmo ` |sB|

›

›

›

›

pb´ bBqχB
|B|

›

›

›

›

h1

À }Mbpaq}L1 ` }b}bmo.

In the last step we used the fact that |sB| ď 1 and pb´bBqχB
|B|}b}bmo,2

is a p1, 2q atom.

For B with radius r ě 1, we again put apxq “
sgnpbpxqqχBpxq

|B|
and use Proposition 6.2.2:

}|b|
χB
|B|

}h1 “ }apb´ cBq}h1 À }Mbpaq}L1 ` }b}bmo.
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One interesting corollary from Propositions 6.2.1 and 6.2.7 is the following.

Corollary 6.2.8 ([30, Corollary 4.2]). Let b P bmopRnq. Then the following are equivalent.

1. The function b is in lmopRnq.

2. The function b satisfies

Ab :“ sup
rpBqă1

1

|B|
}|b´ bB|χB}h1 ` sup

rpBqě1

1

|B|
}|b|χB}h1 ă 8.

Proof of Corollary 6.2.8.
The proof is taken from [30].

Suppose b P lmopRnq. Then from the proof of Theorem 6.2.5, for an h1 atom a, γa is
an h1b atom, hence by Proposition 6.2.1

}Mba}L1 À γ´1}b}bmo « κb :“
}b}LMOloc

}b}BMOloc

}b}bmo,

which is exactly the hypothesis of Proposition 6.2.7.
Conversely, suppose Ab ă 8. Observe that from Proposition 5.2.1, we can estimate

sup
rpBqă1

logp1 ` rrpBqs´1q

|B|

ˆ
B

|bpxq ´ bB|dx À sup
rpBqă1

1

|B|
}|b´ bB|χB}h1 .

Meanwhile, using the fact that }f}L1pRnq ď }f}h1pRnq, we have

sup
rpBqě1

1

|B|

ˆ
B

|bpxq|dx ď sup
rpBqě1

1

|B|
}|b|χB}h1 .

Thus }b}lmo À Ab ă 8.

6.3 Boundedness of Commutators on Atomic Spaces

Theorem 6.3.1 (cf. [30, Theorem 5.1]). Suppose b P bmopRnq and T is a inhomogeneous
singular integral operator defined in Definition 5.1.1 with s ą 2, 0 ă δ ď 1, η ą 0 and
P 1
x,zpyq “ Kpx, xBq “ P 2

x,zpyq. Then rb, T spaq P L1pRnq and

}rb, T sa}L1 À }b}bmo

for all h1b atoms a. Thus, rb, T s : h1finite,bpRnq Ñ L1pRnq continuously, where h1finite,bpRnq

denotes the space of finite linear combinations of h1b atoms.

Proof of Theorem 6.3.1.
The proof is adapted from [30].

Let a be an h1b atom with supppaq Ă B “ Bpx0, rq. Note that we can write the
commutator acting on a as rb, T spaq “ pb´ cBqT paq ´ T papb´ cBqq.
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We first show that T papb ´ cBqq P L1pRnq. By the Lp boundedness of T for p “ 3
2 , we

have

}T papb´ cBqq}L1p2Bq ď |2B|
1
3 }T papb´ cBqq}

L
3
2 p2Bq

À |B|
1
3 }T }

L
3
2 ÑL

3
2

}apb´ cBq}
L

3
2 pRnq

À }T }
L

3
2 ÑL

3
2

|B|
1
3 }b´ cB}L6pBq}a}L2pBq

À }T }
L

3
2 ÑL

3
2

|B|´
1
6 }b´ cB}L6pBq À }T }

L
3
2 ÑL

3
2

}b}bmo,6.

Looking at x P p2Bqc, first consider the case r ă 1. From Proposition 6.1.5, we may
assume

´
a “ 0. Since x R supppapb´ bBqq, we can use the kernel representation to write

}T papb´ bBqq}L1pp2Bqcq

ď

ˆ
p2Bqc

ˇ

ˇ

ˇ

ˇ

ˆ
B
Kpx, yqapyqpbpyq ´ bBqdy

ˇ

ˇ

ˇ

ˇ

dx

ď

ˆ
p2Bqc

ˇ

ˇ

ˇ

ˇ

ˆ
B

rKpx, yq ´Kpx, x0qsapyqpbpyq ´ bBqdy

ˇ

ˇ

ˇ

ˇ

dx`

ˆ
p2Bqc

|Kpx, x0q|

ˇ

ˇ

ˇ

ˇ

ˆ
ab

ˇ

ˇ

ˇ

ˇ

dx

“: I ` II.

We first estimate I.

I À

ˆ
p2Bqc

ˆˆ
B

|Kpx, yq ´Kpx, x0q|sdy

̇
1
s 1

|B|
1
2

ˆˆ
B

|bpyq ´ bB|
2s
s´2dy

̇
1
2

´ 1
s

dx

À

}b}bmo, 2s
s´2

|B|
1
s

ˆ
p2Bqc

ˆˆ
B

|Kpx, yq ´Kpx, x0q|sdy

̇
1
s

dx

“: Ir.

As 2|y ´ x0| ă 2r ď |x ´ x0|, we can use the smoothness of K (Condition (2) in Defini-
tion 5.1.1).

Therefore, we have

Ir À

}b}bmo, 2s
s´2

|B|
1
s

8
ÿ

j“1

|Ajpx0, rq|1´ 1
s

ˆ ˆ
Ajpx0,rq

ˆ
B

|Kpx, yq ´Kpx, x0q|sdydx

̇
1
s

À

}b}bmo, 2s
s´2

|B|
1
s

8
ÿ

j“1

|Ajpx0, rq|1´ 1
s

ˆ ˆ
B

ˆ
Ajpz,rq

|Kpx, yq ´Kpx, x0q|sdydx

̇
1
s

À

}b}bmo, 2s
s´2

|B|
1
s

8
ÿ

j“1

|Ajpz, rq|1´ 1
s

ˆ ˆ
B

|Ajpx0, rq|1´s2´jsδdx

̇
1
s

À }b}bmo

8
ÿ

j“1

2´jδ À }b}bmo.

Using the decay property of K and the cancellation of a against b, recalling that we chose
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Cb “ }b}bmo,2, we have

II ď

ˆ
p2Bqc

|Kpx, x0q|

ˇ

ˇ

ˇ

ˇ

ˆ
ab

ˇ

ˇ

ˇ

ˇ

dx

À

ˆˆ
2rď|x´x0|ď1

1

|x´ x0|n
dx`

ˆ
|x´x0|ě1

1

|x´ x0|n`µ
dx

̇

Cb
logp1 ` r´1q

À }b}bmo,2
logp1 ` r´1q ` 1

logp1 ` r´1q
À }b}bmo.

When r ě 1, using the fact that 2|y ´ x0| ď |x ´ x0| implies |x ´ y| ě 1
2 |x ´ x0|, the

decay of K again gives

}T papb´ cBqq}L1pp2Bqcq ď

ˆ
p2Bqc

ˇ

ˇ

ˇ

ˇ

ˆ
B
Kpx, yqapyqbpyqdy

ˇ

ˇ

ˇ

ˇ

dx

À

ˆ
|x´x0|ě2r

1

|x´ x0|n`µ
}b}bmo,2

À

ˆ
|x´x0|ě2

1

|x´ x0|n`µ
}b}bmo,2 À }b}bmo.

Now we can handle the term pb´ cBqT paq. Using the boundedness of T on L2, we have

}pb´ cBqT paq}L1p2Bq ď }b´ cB}L2p2Bq}T paq}L2pRnq

À }b}bmo,2|B|
1
2 }T }L2ÑL2}a}L2pRnq

À }b}bmo}T }L2ÑL2 .

When r ă 1, we apply the cancellation of a to get

}pb´ cBqT paq}L1pp2Bqcq

ď

ˆ
p2Bqc

|bpxq ´ cB|

ˇ

ˇ

ˇ

ˇ

ˆ
B

rKpx, yq ´Kpx, x0qsapyqdy

ˇ

ˇ

ˇ

ˇ

dx

ď
1

|B|
1
2

ˆ
p2Bqc

|bpxq ´ cB|

ˆˆ
B

|Kpx, yq ´Kpx, x0q|2dy

̇
1
2

dx (55)
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Then, using Fubini’s theorem and (35), we have

(55) ď
1

|B|
1
2

8
ÿ

j“1

ˆ
Ajpx0,rq

|bpxq ´ cB|

ˆˆ
B

|Kpx, yq ´Kpx, x0q|2dy

̇
1
2

dx

ď
1

|B|
1
2

8
ÿ

j“1

ˆ ˆ
Ajpx0,rq

|bpxq ´ cB|2dx

̇
1
2
ˆˆ

Ajpx0,rq

ˆ
B

|Kpx, yq ´Kpx, x0q|2dydx

̇
1
2

À
1

|B|
1
2

8
ÿ

j“1

ˆ ˆ
Ajpx0,rq

|bpxq ´ cB|2dx

̇
1
2
ˆˆ

B
|Ajpx0, rq|´12´2jδdy

̇
1
2

À

8
ÿ

j“1

„ˆ ˆ
2j`1B

|bpxq ´ b2j`1B|2dx

̇
1
2

` |2j`1B|
1
2 pj ` 1q}b}bmo

ȷ

|Ajpx0, rq|´
1
2 2´jδ

À

8
ÿ

j“1

1

|2jB|
1
2

„ˆˆ
2j`1B

|bpxq ´ b2j`1B|2dx

̇
1
2

` |2j`1B|
1
2 pj ` 1q}b}bmo

ȷ

2´jδ

À

8
ÿ

j“1

pj ` 2q}b}bmo2
´jδ À }b}bmo.

When r ě 1, similar to the estimate of }T papb´ cBqq}L1pp2Bqcq, we have, again by Theorem
2.5.16,

}pb´ cBqT paq}L1pp2Bqcq ď

ˆ
p2Bqc

|bpxq|

ˇ

ˇ

ˇ

ˇ

ˆ
B
Kpx, yqapyqdy

ˇ

ˇ

ˇ

ˇ

dx

ď

ˆ
p2Bqc

|bpxq|

|x´ x0|n`µ
dx

ď

ˆ
p2Bqc

rε
|bpxq ´ cB|

|x´ x0|n`µ
dx À }b}bmo. (56)

We have thus shown }rb, T sa}L1 À }b}bmo for all h1b atoms a. Finally, f P h1finite,bpRnq

means it can be written as a finite linear combination
ř

k γkak of h1b atoms, so by linearity
and taking the infimum over all such decompositions, we have

}rb, T sf}L1pRnq À }b}bmo inf
ÿ

k

|γk|.

It is not possible to extend the conclusion to all h1atom,bpRnq because it is unknown
whether the infimum inf

ř

k |γk| taken over all finite linear combinations of atoms is com-
parable to }f}h1atom,b

, the infimum taken over all possible atomic decomposition. However,

if h1atom,bpRnq “ h1pRnq, the infimum over the finite linear combinations of atoms is com-

parable to the h1 norm. In this case, verifying the boundedness on one h1 atom is enough
to obtain a bounded extension to the entire space (see [84, Theorem 3.1, Corollary 3.4] for
the case of H1 and [56, Proposition 7.1] for the case of h1 on a space of homogeneous type).
This gives us the following corollary.
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Corollary 6.3.2 ([30, Corollary 5.1]). Let b P lmopRnq, and T be an inhomogeneous sin-
gular integral operator given by Theorem 6.3.1. Then there exists a unique extension Lb of
rb, T s that is bounded from h1pRnq to L1pRnq.

In particular, this corollary implies the boundedness of the commutators rb,Rj,ηs and
rb,Rj,ψs defined in Corollary 3.0.4, given that the resulting localized convolution kernels
have extra decay away from the origin, which requires some extra assumptions on η and ψ
in addition to those in Theorem 3.0.3, and b P lmopRnq.

We can also compare this corollary with the results of [62]. While our assumption b P lmo
is stronger than their assumption on b in Theorem 2.5.31, which allows the oscillation to
grow on large balls, and they obtain h1 to h1 boundedness, their results only apply to a class
of pseudo-differential operators, which have kernels with much better decay and smoothness
(see [62, Proposition 2.1]).

We next discuss the boundedness from h1finite,bpRnq to h1. We first impose some approx-
imate cancellation conditions, the same idea as in Definition 5.1.2.

Definition 6.3.3 ([30, Definition 5.2]).
Suppose T is an inhomogeneous singular integral operator. For b P bmo, define T ˚

Bpbq,
relative to this ball B, in the distributional sense, by

xT ˚
Bpbq, gy :“

ˆ
Rn

pb´ bBqTgpxqdx, @ g P L2
0pBq. (57)

As in (55), the conditions on the kernel and the vanishing integral of g guarantee that the
integral on the right-hand-side of (57) converges absolutely and T ˚

Bpbq is a bounded linear
functional on L2

0pBq with norm bounded by a constant multiple of }b}bmo|B|1{2. Therefore,
we can identify T ˚

Bpbq with an equivalence class of functions in L2pBq modulo constants. In
particular, we can impose the following condition, denoting f :“ T ˚

Bpbq, without ambiguity:

ˆ 
B

|f ´ fB|2
̇1{2

ď
1

logp1 ` rpBq´1q
. (58)

Theorem 6.3.4 ([30, Theorem 5.3]). Let b P bmopRnq. Suppose T is a inhomogeneous
singular integral operator defined in Definition 5.1.1 with s ą 3

2 , 0 ă δ ď 1, η ą 0 and
P 1
x,zpyq “ Kpx, xBq “ P 2

x,zpyq. If T ˚p1q P LMOlocpRnq, and, for any ball B with rpBq ă 1,
f :“ T ˚

Bpbq satisfies (58), then

}rb, T spaq}h1 ď C}b}bmo

for all h1b atoms a.

Proof of Theorem 6.3.4.
The proof is adapted from [30].

Let a be an h1b atom supported in a ball B “ Bpx0, rq; as above, we may assume that
when r ă 1,

´
a “ 0. Again write rb, T spaq “ pb´ cBqT paq ´ T papb´ cBqq.

The assumption T ˚p1q P LMOlocpRnq allows us to apply Theorem 5.1.4 get the bound-
edness of T on h1; thus from (49) we get

}T papb´ cBqq}h1 À }apb´ cBq}h1 À }b}bmo.
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It remains to estimate the term }pb´ cBqT paq}h1 . We will show that M “ pb´ cBqT paq

is a multiple of an p1, 32 , λ, 1q molecule (see Definition 4.1.3) associated to the ball 2B, where
we choose

λ “
n

2
` ε, 0 ă ε ă

3

2
minpδ, µq.

We first verify condition (M1). Proceeding as in (48) and using the boundedness of T
on L2, we have

}pb´ bBqT paq}
L

3
2 p2Bq

À }pb´ bBq}L6p2Bq}T paq}L2

À }b´ bB}L6p2Bq}a}L2

À }b}bmo,6r
´n

3 .

Next, we need to show condition M2:

ˆ
p2Bqc

|Mpxq|
3
2 |x´ x0|λdx À rε. Suppose that r ă 1.

Note thatˆ
p2Bqc

|pbpxq ´ bBqT paqpxq|
3
2 |x´ x0|λdx

“

ˆ
p2Bqc

|bpxq ´ bB|
3
2

ˇ

ˇ

ˇ

ˇ

ˆ
B

rKpx, yq ´Kpx, x0qsapyqdy

ˇ

ˇ

ˇ

ˇ

3
2

|x´ x0|λdx

ď |B|
1
2

ˆ
p2Bqc

ˆ
B

|bpxq ´ bB|
3
2 |Kpx, yq ´Kpx, x0q|

3
2 |apyq|

3
2 |x´ x0|λdydx

ď |B|
1
2

8
ÿ

j“1

ˆ
B

ˆ
Ajpx0,rq

|bpxq ´ bB|
3
2 |Kpx, yq ´Kpx, x0q|

3
2 |apyq|

3
2 |x´ x0|λdxdy

À |B|
1
2

8
ÿ

j“1

2jλrλ
ˆ
B

ˆ
Ajpx0,rq

|bpxq ´ bB|
3
2 |Kpx, yq ´Kpx, x0q|

3
2 |apyq|

3
2dxdy

À |B|
1
2

8
ÿ

j“1

2jλrλ
ˆ
B

ˆ ˆ
Ajpx0,rq

|b´ bB|sr
̇

3
2sr
ˆ ˆ

Ajpx0,rq

|Kp¨, yq ´Kp¨, x0q|s
̇

3
2s

|apyq|
3
2dy

(59)

where sr “ 3s
2s´3 .

Since

ˆˆ
Ajpx0,rq

|b´ bB|sr
̇

3
2sr

À |B|
3
2sr p2jq

3
2sr

„ˆ ˆ
Bpx0,2j`1rq

|b´ bBpx0,2j`1rq|
sr

̇
3
2sr

`
`

mintj ` 1, log`pr´1qu}b}bmo

˘
3
2

ȷ

À |B|
3
2sr p2jq

3n
2sr j

3
2 }b}

3
2
bmo

and using (35) of K,

ˆˆ
Ajpx0,rq

|Kp¨, yq ´Kp¨, x0q|s
̇

3
2s

ď |Ajpx0, rq|
3
2s

´ 3
2 2´ 3

2
jδ À |B|

3
2s

´ 3
2 2njp 3

2s
´ 3

2
q´ 3

2
jδ,
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substituting into (59) we have

(59) À |B|
1
2

8
ÿ

j“1

2jλrλj
3
2 |B|

3
2sr p2jq

3n
2sr }b}

3
2
bmo|B|

3
2s

´ 3
2 2njp 3

2s
´ 3

2
q´ 3

2
jδ|B|´

1
2

À }b}
3
2
bmo

8
ÿ

j“1

r´ 1
2
n`λj

3
2 2jpλ´n

2
´ 3

2
δq À }b}

3
2
bmor

´ 1
2
n`λ “ rε}b}

3
2
bmo.

Here we have used the fact that λ´ n
2 ´ 3

2δ ă 0.
Finally, condition (58) on f “ T ˚

Bpbq gives us

ˇ

ˇ

ˇ

ˇ

ˆ
Rn

rbpxq ´ bBsT paqpxqdx

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

xT ˚
Bpbq, ay

ˇ

ˇ

ˇ

ˇ

ď

ˆˆ
B

|f ´ fB|2
̇1{2

}a}L2pBq

ď rlogp1 ` rpBq´1qs´1.

Now looking at the case r ě 1, we can proceed as in (56) to write

ˆ
p2Bqc

|pbpxq ´ cBqT paqpxq|
3
2 |x´ x0|λdx

À |B|
1
2

ˆ
p2Bqc

ˆ
B

|bpxq ´ cB|
3
2 |Kpx, yq|

3
2 |apyq|

3
2 |x´ x0|λdydx

À

ˆ
p2Bqc

|bpxq ´ cB|
3
2

|x´ x0|
3
2
n` 3

2
µ´λ

dx

À }b}bmor
λ´n

2
´ 3

2
µ À }b}bmor

ε.

Here we have used Theorem 2.5.16 and the fact that r ě 1, ε ă 3
2µ.

To proceed to the one with |
´
a| ď rlogp1`r´1qs´2, note that if we write a “

řN
j“1 λjaj

according to Proposition 6.1.5, we have

}rb, T spaq}h1 À }b}bmo

ÿ

|λj | À }b}bmo.

Similarly to Corollary 6.3.2, when h1b,atom “ h1, the boundedness extends from one atom
to all functions in the space.

Corollary 6.3.5 ([30, Corollary 5.2]). Assuming the hypotheses of Theorem 6.3.4, if in
addition b P lmopRnq, then rb, T s is bounded from h1pRnq to h1pRnq.
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Chapter 7

Preliminary of Part II and
Framework

This chapter provides the background and definitions that will be used in later chapters
as well as the framework for the SPDE model. We fix some notations for Part II of this
thesis. We use the set N :“ t1, 2, 3, . . .u and denote N0 “ N Y t0u, N0,8 “ N Y t0,8u.
We also use the notation BbpHq (CbpHq) to denote the space of all bounded measurable
functions (bounded continuous functions, respectively) defined on H.

In addition, we work with a complete probability space pΩ,F ,Pq, and denote the ex-
pectation of a random variable X with respect to P by EpXq. Then, we have PpAq “ Ep1Aq,
where 1A is the indicator function of an event A. We also fix a filtration tFtutě0 such that
pΩ,F , tFtutě0,Pq is the complete filtered probability space throughout Part II.

The remaining part of this chapter is organized as follows. In Section 7.1, we introduce
definitions related to functional analysis. In Section 7.2, we give the basic definitions of
stochastic integrals and their properties. In Section 7.3, we recall some concepts related to
ergodicity. In Section 7.4, we describe the framework of our SPDE model.

7.1 Analysis Preliminary

7.1.1 Gelfand triple

We consider a Gelfand triple pV,H, V ˚q such that V Ď H Ď V ˚. Here, pH, x¨, ¨yHq is a
real separable Hilbert space, pV, | ¨ |V q is a real reflexive Banach space that is continuously
and densely embedded into H, and V ˚ is the dual of V . The dual pairing of V and V ˚ is
denoted by x¨, ¨y, and if h P H, v P V then xh, vy “ xh, vyH .

7.1.2 Operators

Let H1, H2 be two separable Hilbert spaces. The set LpH1;H2q is defined to be the
space of all bounded linear operators from H1 to H2 with the norm denoted by } ¨ }LpH1;H2q.
In this thesis, the following two subspaces of LpH1;H2q are considered.

Definition 7.1.1. Let T P LpH1;H2q, teku8
k“1 and te1

ku8
k“1 be a orthonormal basis of H1

and H2, respectively.
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1. We say T is a trace class operator and we write T P L1pH1;H2q if

8
ÿ

k“1

|xT pekq, e1
kyH2 | ă 8.

2. We say T is a Hilbert-Schmidt operator and we write T P L2pH1;H2q if

8
ÿ

k“1

|T pekq|2H2
ă 8.

The definitions are independent of the choices of basis. This can be seen by writing
one basis in terms of the second basis and interchanging the sums. For shortening the
notations, if H2 “ H1 “ H, we write LpHq, L1pHq and L2pHq as LpH;Hq, L1pH;Hq and
L2pH;Hq respectively. For a Hilbert space H, it is also known that T P L1pHq iff there
exists Q P L2pHq such that T “ Q˚Q (see [99, Theorem 12.33]).

In our applications, we are interested in the case that H1 “ H2 “ H. We define the
Hilbert-Schmidt norm for L2pHq to be

}T }L2pHq :“

ˆ 8
ÿ

j“1

|T pejq|2H

̇
1
2

,

where the teju is an orthonormal basis of H and the trace norm to be

}T }L1pHq :“
8
ÿ

j“1

|xT pejq, ejyH |.

We refer to [23, Chapter 3] for a detailed discussion. We also denote the identity operator
on H as I, which is not in L1pHq nor L2pHq if H is infinite-dimensional since these are
classes of compact operators.

7.1.3 Gronwall’s inequalities

In this thesis, we use the following two forms of Gronwall’s lemma.

Proposition 7.1.2. If βptq is non-negative, αpxq ě 0, and uptq satisfies

uptq ď αptq `

ˆ t

t0

βpsqupsqds,

then

uptq ď αptq `

ˆ t

t0

αpsqβpsqe
´ t
s βprqdrds.

Proposition 7.1.3. Suppose u is differentiable on I and satisfies

u1ptq ď aptquptq ` bptq @ t P pt0, T q,

for some integrable aptq and bptq on rt0, T s. Then,

uptq ď e
´ t
0 apsqdsup0q `

ˆ t

0
bpsqe

´ t
s aprqdrds

for all t P rt0, T s.
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7.2 Stochastic Integrals

7.2.1 Wiener integrals

We now introduce H-valued Wiener processes.

Definition 7.2.1. Let Q P L1pHq, non-negative and symmetric. An H-valued adapted
stochastic process W “ tW ptqutě0 is called Q-Wiener process if

1. for any 0 ď t0 ă t1 ă ¨ ¨ ¨ ă tn, the set tW ptiq ´ W pti´1quni“1 is an independent
collection of random variables;

2. W ptq ´W psq has normal distribution with mean 0 and variance pt´ sqQ.

3. W p0q “ 0; and

4. t ÞÑ W ptq is continuous a.s.

We can express W ptq as
ř

jPN
a

λjWjptqej , where tλju are the eigenvalues (all positive)

of Q with eigenvectors teju, Wjptq :“ pλjq
´ 1

2 xW ptq, ejyH and each Wj are independent one
dimensional Brownian motion, see [81, Theorem 2.119].

If Q P L1pHq, then one can directly define (see [77, Page 53] and [81, Section 2.10])

the stochastic integral

ˆ T

0
fptqdW ptq with respect to Q-Wiener process for progressively

measurable (and adapted) f that satisfies

ˆ T

0
}fptqQ

1
2 }2L2pHqdt ă 8 a.s. (60)

For Q R L1pHq, we need another way to define Wiener processes.

Definition 7.2.2 (See [81, Definition 2.120]). Let Q be a non-negative and symmetric
operator on H. An H-valued adapted stochastic process W “ tW ptqutě0 is called Wiener
process with covariance Q if we have the following formal series

W ptq “

8
ÿ

j“1

wjptqQ
1
2 pejq

where tejujPN are the eigenvectors of Q and twjptqujPN are independent real-valued standard
Brownian motions.

For such a Wiener process, the series does not converges in H but in a larger Hilbert
space, see [81, Theorem 2.121], so we can define xW ptq, hyH for all h P H. We refer the
reader to [81, Section 2.9] or [28, Sections 4.1.2] for the construction of Wiener processes
with generalized covariance Q. We can also define the stochastic integral for progressively
measurable functions, but the integrand still has to satisfy (60), which requires a stronger
assumption on f . One particular choice of Q R L1pHq is the identity operator I and the
Wiener process with this covariance operator is called the cylindrical Wiener process. For
a detailed discussion of the construction of the stochastic integrals with respect to Wiener
processes, we refer the reader to [28, Chapter 4] and [77, Chapter 2].

We give some useful results on stochastic integrals with respect to Wiener processes.
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Theorem 7.2.3 (See [81, Sections 2.10 and 2.11] or [28, Chapter 4]). Let T ą 0 and W be
a Q-Wiener process. Suppose f satisfies (60). Then, for t P r0, T s,

1. E
ˆˆ t

0
fpsqdW psq

̇

“ 0;

2.

ˆ t

0
fpsqdW psq is a H-valued and continuous local martingale;

3. E
ˆˇ

ˇ

ˇ

ˇ

ˆ t

0
fpsqdW psq

ˇ

ˇ

ˇ

ˇ

2

H

̇

“ E
ˆˆ t

0
}fpsqQ

1
2 }2L2pHqds

̇

.

7.2.2 Poisson integrals

We introduce the Poisson measure on a measurable and separable Banach space pE, Eq.
The space MpE;N0,8q is defined to be the space of all N0,8-valued measures defined on
pE, Eq. We equip MpE;N0,8q with a σ-field (also known as σ-algebra) A generated by the
map MpE;N0,8q Q ρ ÞÑ ρpAq for all A P E .

Definition 7.2.4. A map N : Ω ˆ E Ñ N0,8 is called Poisson random measure if

1. Npω, ¨q is a measure on E for any ω P Ω and Np¨, Aq is a random variable on
pΩ,F , tF utě0,Pq for any A P E;

2. for any A P E that λpAq :“ EpNp¨, Aqq ă 8, the random variable Npω,Aq is a Poisson
random variable with parameter η, that is

Pptω P Ω : Npω,Aq “ nuq “
rλpAqsn

n!
e´λpAq.

3. for any pairwise disjoint sets A1, ¨ ¨ ¨ , An P E, tNp¨, Aiquni“1 are independent random
variables.

We write NpAq instead of Np¨, Aq. Moreover, the measure λ defined on E is called the
intensity measure of N .

Definition 7.2.5. Let N be a Poisson random measure with intensity λ. The compensated
Poisson measure is defined

Nr pAq :“ NpAq ´ λpAq @A P E .

We are particularly interested in the Poisson random measure defined on r0,8q ˆ Z,
where pZ,Zq is a measurable Banach space. We say N is stationary in t if for any t ě 0 and
T ˆA P Bpr0,8qq ˆZ, the law of the random variables NpT ˆAq and NppT ` tq ˆAq are
the same. It is equivalent to saying the intensity measure is of the form dtνpdσq for some
non-negative σ-additive measure on Z. We assume that ν is finite.

Definition 7.2.6. We say p is a Poisson point process corresponding to Npdt, dzq if p is
Z-valued adapted process such that

Npω, p0, ts ˆAq “ #ts : pps, ωq P Au @A P Z, t P p0, T s.
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Definition 7.2.7. We say a point process p is stationary if pp¨, ¨q and pp¨ ` t, ¨q have the
same probability distribution for all t ą 0.

We denote the collection

BP :“ tA Ă r0,8q ˆ Ω : AX pr0, ts ˆ Ωq P Bpr0, tsq b Ft @t P r0, T su.

By [130, Corollary 3.2.26], we can define the stochastic integral for H-valued function f
that is measurable with respect to BP b Z (also known as progressively measurable) that
is ˆ T

0

ˆ
Z
Ep|fps, ω, zq|rHqνpdzqds ă 8,

where 1 ď r ď 2. We remark that Zhu [130] introduced Poisson integrals for the Banach
spaces E of martingale type p P r1, 2s, of which the Hilbert space H is (see [130, Remark
3.2.10]).

Now we state some properties of stochastic integrals with respect to Nr .

Theorem 7.2.8 ([130, Theorem 3.3.2]). Suppose f that is measurable with respect to
BP b Z that is ˆ T

0

ˆ
Z
Ep|fps, ¨, zq|rHqνpdzqds ă `8,

for 1 ď r ď 2. Then, for all t P r0, T s,

1. E
ˆˆ t

0

ˆ
Z
fps, ¨, zqNr pds, dzq

̇

“ 0;

2. E
ˆˇ

ˇ

ˇ

ˇ

ˆ t

0

ˆ
Z
fps, ¨, zqNr pds, dzq

ˇ

ˇ

ˇ

ˇ

r

H

̇

ď Cp

ˆ t

0

ˆ
Z
Ep|fps, ¨, zq|rHqνpdzqds; in particular, if

p “ 2, E
ˆˇ

ˇ

ˇ

ˇ

ˆ t

0

ˆ
Z
fps, ¨, zqNr pds, dzq

ˇ

ˇ

ˇ

ˇ

2

H

̇

“

ˆ t

0

ˆ
Z
Ep|fps, ¨, zq|2Hqνpdzqds.

3. Moreover, the stochastic integral with respect to Nr has a càdlàg modification.

Next, we define the stochastic integral with respect to Poisson random measure N . For
our purpose, we only consider the case where |z|Z ě 1. In this case, there are only finitely
number of jumps by time T , and we denote them by 0 ă t1 ă t2 ă ¨ ¨ ¨ ă tn ă T . Then we
can defineˆ T

0

ˆ
|z|Zě1

gps, ω, zqNpdt, dzq :“
n
ÿ

j“1

gps, ω, pptjqpωqq.

7.2.3 Itô’s formula

In this thesis, we apply the following infinite-dimensional Itô’s formula.

Theorem 7.2.9 (Itô’s formula).
Suppose pV,H, V ˚q is a Gelfand triple. Suppose W is a I-Wiener process; N is a Poisson
random measure defined on r0,8q ˆZ, where Z is a Banach space, independent of W ; and

Xptq “

ˆ t

0
Apsqds`

ˆ t

0
BpsqdW psq `

ˆ t

0

ˆ
|z|Ză1

Gps, zqNr pds, dzq,
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where Apsq is V ˚-valued, Bpsq P L2pHq for all s, and Gps, zq is H-valued. Then we have
(a.s.)

|Xptq|2H “ |Xp0q|2H `

ˆ t

0
2xApsq, Xpsqyds`

ˆ t

0
}Bpsq}2L2pHqds

` 2

ˆ t

0
xXpsq, BpsqdW psqyH`

`

ˆ t

0

ˆ
|z|Ză1

`

|Xpsq `Gps, zq|2H ´ |Xpsq|2H ´ |Gps, zq|2H

˘

Nr pds, dzq

`

ˆ t

0

ˆ
|z|Ză1

`

|Xpsq `Gps, zq|2H ´ |Xpsq|2H

˘

νpdzqds,

where Xptq is a V -valued process that is Xptq “ Xptq for dtˆ dP-a.e.

We will also apply the following argument in later chapter.

|Xptq|
γ
H ´ |Xp0q|

γ
H “

ˆ t

0

d

ds

ˆ

“

|Xpsq|2H

‰

γ
2

̇

ds “

ˆ t

0

γ

2
|Xpsq|

γ´2
H

d

ds

ˆ

|Xpsq|2H

̇

ds (61)

7.3 Ergodicity

In this section, we recall the concepts related to ergodicity. We refer to [27] for the
comprehensive discussion of ergodicity of SPDEs.

Definition 7.3.1.

� We say P ps, x; t, Aq for t ě s ě 0, x P H and A P BpHq is a Markovian transition
function if

1. for each x P H and t ě s ě 0, P ps, x; t, ¨q is a probability measure on pH,BpHqq;

2. for each A P BpHq and t ě s ě 0, the function x ÞÑ P ps, x; t, Aq is a BpHq

measurable function defined on H; and

3. for each x P H and A P BpHq, we have P ps, x; s,Aq “ χApxq.

� For this P ps, x; t, Aq, define Ps,t as a linear operator on BbpHq by

Ps,tfpxq :“

ˆ
H
fpyqP ps, x; t, dyq @f P BbpHq.

Such tPs,tutěs is called Markovian transition semigroup.

It is clear that if f is a characteristic function of a measurable set A, then Ps,tfpxq “

Ps,tp1Aqpxq “ P ps, x; t, Aq.

Definition 7.3.2. Let tPs,tutěs be a Markovian transition semigroup.

� We say Ps,t is strong Feller at t0 ą 0 if Pt0,sf P CbpHq whenever f P BbpHq.

� We say Ps,t is strong Feller if Ps,t is strong Feller at all t ą 0.
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Definition 7.3.3. Let tPs,tutěs be a Markovian transition semigroup.

� We say Ps,t is irreducible at t0 ą s if for any non-empty set A P BpHq and x P H,
the transition semigroup satisfies

Pt0,spx,Aq “ Pt0,spχAqpxq ą 0.

� We say Ps,t is irreducible if Ps,t is irreducible at all t ą s.

7.4 Framework

This section provides the framework of our SPDE model. Let pV,H, V ˚q be a Gelfand
triple. Let tW ptqutě0 be an H-valued cylindrical Wiener process (i.e. Q “ I) on a complete
filtered probability space pΩ,F , tFtutě0,Pq which we fixed at the beginning. To ease the
notation, we let Z be a real Banach space with norm | ¨ | instead of | ¨ |Z . Let N be a Poisson
random measure on pZ,BpZqq with intensity measure ν. We assume that W and N are
independent.

We consider the SPDE

dXptq “ Apt,Xptq,Λptqqdt`Bpt,Xptq,ΛptqqdW ptq

`

ˆ
t|z|ă1u

Gpt,Xptq,Λptq, zqNr pdt, dzq

`

ˆ
t|z|ě1u

Jpt,Xptq,Λptq, zqNpdt, dzq (62)

with Xp0q “ x P H. From now on, we assume that the functions A : r0,8q ˆ V ˆ N Ñ V ˚,
B : r0,8q ˆ V ˆ N Ñ L2pHq and G, J : r0,8q ˆ V ˆ N ˆ Z Ñ H are all measurable. We
also assume that the process Λptq has the state space N such that when ∆ Ñ 0,

PpΛpt` ∆q “ j|Λptq “ i,Xptq “ xq “

#

qijpxq∆ ` op∆q, if i ‰ j,

1 ` qijpxq∆ ` op∆q, if i “ j.
(63)

Hereafter, we assume that tqiju are Borel measurable functions on H; qijpxq ě 0 for any
x P H and i, j P N with i ‰ j; and

ř

jPN qijpxq “ 0 for any x P H and i P N. In the
remaining discussion, we assume

(Q0)

L :“ sup
xPH,iPN

ÿ

j‰i

qijpxq ă 8.

According to Guo and Sun [51], Λptq can be written as a stochastic integral with respect
to a Poisson random measure. More precise, for each x P H and i, j P N that i ‰ j, define
qi0pxq “ 0 and

∆ijpxq :“

„ j´1
ÿ

m“0

qimpxq,

j
ÿ

m“0

qimpxq

̇

.

Set
Γpx, i, rq “

ÿ

jPN
pj ´ iq1∆ijpxqprq, px, i, rq P H ˆ N ˆ r0, Ls.

91



Then, Λptq can be written as

dΛptq “

ˆ
r0,Ls

ΓpXpt´q,Λpt´q, rqN1pdt, drq, (64)

where N1 is a Poisson random measure with the Lebesgue measure on r0, Ls as its charac-
teristic measure. We assume that N1 is independent of W and N henceforth.
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Chapter 8

Main Results

In this chapter, we will state the main results. All the statements are from work [73].
We start with the existence and uniqueness of solutions. Therefore, we first impose the
following assumption.

Assumption 1. Suppose that there exist α ą 1, β ě 0, θ ą 0, K P R, γ ă θ
2β , c ą 0,

ρ P L8
locpV ; r0,8qq and C P L

β`2
2

loc pr0,8q; r0,8qq such that for v1, v2, v P V , i P N and
t P r0,8q,

(HC) (Hemicontinuity) s ÞÑ xApt, v1 ` sv2, iq, vy is continuous on R.

(LM) (Local monotonicity)

2xApt, v1, iq ´Apt, v2, iq, v1 ´ v2y ` }Bpt, v1, iq ´Bpt, v2, iq}2L2pHq

`

ˆ
t|z|ă1u

|Gpt, v1, i, zq ´Gpt, v2, i, zq|2Hνpdzq

ď rK ` ρpv2qs|v1 ´ v2|2H .

(C) (Coercivity)

2xApt, v, iq, vy ` }Bpt, v, iq}2L2pHq `

ˆ
t|z|ă1u

|Gpt, v, i, zq|2Hνpdzq

ď Cptq ´ θ|v|αV ` c|v|2H .

(G1) (Growth of A)

|Apt, v, iq|
α
α´1

V ˚ ď rCptq ` c|v|αV sp1 ` |v|
β
Hq.

(G2) (Growth of B and H)

}Bpt, v, iq}2L2pHq `

ˆ
t|z|ă1u

|Gpt, v, i, zq|2Hνpdzq ď Cptq ` γ|v|αV ` c|v|2H .

(Gβ) (Growth of H in Lβ`2)ˆ
t|z|ă1u

|Gpt, v, i, zq|
β`2
H νpdzq ď rCptqs

β`2
2 ` c|v|

β`2
H .
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(Gρ) (Growth of ρ)

ρpvq ď cp1 ` |v|αV qp1 ` |v|
β
Hq.

Now we can state the theorem of the existence and uniqueness of solutions to the equa-
tions (62) and (64).

Theorem 8.0.1. Suppose that Assumption 1 and condition (Q0) hold. Let T ą 0, x P H
and i P N. Then, there exists a unique HˆN-valued adapted càdlàg process tpXptq,ΛptqqutPr0,T s

such that

1. any dtˆ P-equivalent class Xp of X is in Lαpr0, T s;V q
Ş

L2pr0, T s;Hq, P-a.s.;

2. for any V -valued progressively measurable dtˆ P-version X of Xp , the following holds
for all t P r0, T s and P-a.s.:

Xptq “ x`

ˆ t

0
Aps,Xpsq,Λpsqqds`

ˆ t

0
Bps,Xpsq,ΛpsqqdW psq

`

ˆ t

0

ˆ
t|z|ă1u

Gps,Xpsq,Λpsq, zqNr pds, dzq

`

ˆ t

0

ˆ
t|z|ě1u

Jps,Xpsq,Λpsq, zqNpds, dzq; (65)

3. Λp0q “ i and Equation (64) holds.

By the standard argument, we know that tpXptq,Λptqqutě0 is a Markov process (cf.
[43, Theorem 4.8] and [5, Theorem 6.4.5]). We now shall establish the strong Feller property
and irreducibility under the assumption that the noise is degenerate.

Assumption 2. Suppose that α ě 2 and the following conditions hold:

1.(LipB) For any n P N, there exists Cn ą 0 such that

}Bpt, v1, iq ´Bpt, v2, iq}L2pHq ď Cn|v1 ´ v2|H

for all v1, v2 P V with |v1|H , |v2|H ď n, t ě 0 and i P N.

2. There exist λ P r2,8qXpα´2,8q, tBnu Ă L`,s
2 pHq and n0 P N such that the following

conditions hold:

(N) For any n P N, t ě 0, v P V with |v|H ď n and i P N,

Bpt, v, iqrBpt, v, iqs˚ ě B2
n.

(M) Each Bn has a Moore-Penrose pseudo-inverse B´1
n : V Ñ H and for any n ě n0,

there exist Kn
Ă ě 0 and δn ą 0 such that

2xApt, v1, iq ´Apt, v2, iq, v1 ´ v2y ` }Bpt, v1, iq ´Bpt, v2, iq}2L2pHq

`

ˆ
t|z|ă1u

|Gpt, v1, i, zq ´Gpt, v2, i, zq|2Hνpduq

ď ´δn|B´1
n pv1 ´ v2q|λH |v1 ´ v2|

α´λ
H `Kn

Ă |v1 ´ v2|2H

for all v1, v2 P V , t ě 0 and i P N.
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Here we denote L`,s
2 pHq to be all Hilbert-Schmidt operators that are positive and self-adjoint.

Theorem 8.0.2. Suppose that Assumption 1 holds with C P L8
locpr0,8q; p0,8qq, Assump-

tion 2 and condition (Q0) hold. Then, the transition semigroup tPs,tu of pXptq,Λptqq is
strong Feller.

To obtain irreducibility, we need some assumptions on the domain of the operator A.
For ϖ ą 0, define

DpA,ϖq :“

"

pv, iq P V ˆ N : Apt, v, iq P H and

ˆ t

0
|Aps, v, iq|ϖHds ă 8, @t P r0,8q

*

.

We impose the following assumptions.

(D) There exists ϖ ą 2 such that DpA,ϖq “ H ˆ N.

(Q1) For any distinct i, j P N, there exist an open set U Ă H and j1, . . . , jr P N with
jp ‰ jp`1, j1 “ i and jr “ j such that qjpjp`1pxq ą 0 for p “ 1, . . . , r ´ 1 and x P U .

Assumption 3. Assumption 1 holds with C P L8
locpr0,8q; p0,8qq, γ “ 0 and the exponent

α in condition (Gρ) replaced by some α1 P p1, αq.

Theorem 8.0.3. Suppose that Assumption 3 and conditions (D), (Q1) hold. Then, the
transition semigroup tPs,tu of pXptq,Λptqq is irreducible.

From the definition, Condition (M) implies Condition (LM). We remark that to obtain
the existence and uniqueness of the solutions as well as the irreducibility, and we may relax
to assuming the coefficients are locally monotone, i.e. (LM). However, to establish the
strong Feller property, one has to assume a stronger assumption that the coefficients are
only monotone, i.e. (M). Monotonicity plays an important role in establishing strong Feller
property and studying Harnack inequalities, e.g. , [76, 118,128].

Finally, we give the definition of periodic measures and state the main theorem of Part
II of the thesis.

Definition 8.0.4. A probability measure µ0 on BpHq is said to be an ℓ-periodic measure
for tY ptqutě0 if the following condition holds:

� Y p0q has distribution µ0 implies that the joint distribution of Y pt1`kℓq, . . . , Y ptn`kℓq
is independent of k for all 0 ď t1 ă ¨ ¨ ¨ ă tn and n P N.

We remark that this definition can be applied to any Polish space E with its Borel
σ-algebra. Stating in terms of Hilbert space is just to reduce complexity.

We need to impose one more assumption concerning about the function Q :“ pqijpxqq.

(Q2) There exists a positive increasing function f on N satisfying

lim
jÑ8

fpjq “ 8, sup
xPH, iPN

ÿ

j‰i

rfpjq´fpiqsqijpxq ă 8, lim
iÑ8

sup
xPH

ÿ

j‰i

rfpjq´fpiqsqijpxq “ ´8.
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Theorem 8.0.5. Let ℓ ą 0. Suppose that functions A,B,G, J are all ℓ-periodic with respect
to t, the embedding of V into H is compact, Assumption 3 holds with C P L8pr0,8q; p0,8qq,
Assumption 2 and conditions (D), (Q0), (Q1), (Q2) hold, and

lim
nÑ8

sup
|v|V ąn,tě0,iPN

␣

´θ|v|αV ` c|v|2H

`

ˆ
t|z|ě1u

“

|Jpt, v, i, zq|2H ` 2xv, Jpt, v, i, zqyH
‰

νpdzq

+

“ ´8. (66)

Then,
(i) Equations (62) and (64) have a unique solution tpXptq,Λptqqutě0;
(ii) The transition semigroup tPs,tu of tpXptq,Λptqqutě0 is strong Feller and irreducible;
(iii) The hybrid system tpXptq,Λptqqutě0 has a unique ℓ-periodic measure µ0;
(iv) Let µspAq “ Pµ0ppXpsq,Λpsqq P Aq for A P BpH ˆ Nq and s ě 0. Then, for any

s ě 0 and φ P L2pH ˆ N;µsq,

lim
nÑ8

1

n

n
ÿ

i“1

Ps,s`iℓφ “

ˆ
HˆN

φdµs in L2pH ˆ N;µsq. (67)
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Chapter 9

Proofs

All the proofs of this chapter are taken from the paper [73] with more details.

9.1 Proof of Theorem 8.0.1

We first consider the case that Λptq ” i for fixed i P N. The existence and uniqueness
of solutions to SPDEs without regime-switching has been considered by [12].

Theorem 9.1.1. ([12, Theorem 1.2]) Under the assumptions of Theorem 8.0.1, there
exists a unique H-valued adapted càdlàg process tXptqutPr0,T s such that

1. any dtˆ P-equivalent class Xp of X is in Lαpr0, T s;V q
Ş

L2pr0, T s;Hq, P-a.s.;

2. for any V -valued progressively measurable dtˆ P-version X of Xp , the following holds
for all t P r0, T s and P-a.s.:

Xptq “ x`

ˆ t

0
Aps,Xpsqqds`

ˆ t

0
Bps,XpsqqdW psq

`

ˆ t

0

ˆ
t|z|ă1u

Gps,Xpsq, zqNr pds, dzq

`

ˆ t

0

ˆ
t|z|ě1u

Jps,Xpsq, zqNpds, dzq.

We remark that if the coefficients are random, i.e. a mapping from r0,8q ˆ V ˆ Ω or
r0,8q ˆ V ˆ Z ˆ Ω that are progressively measurable, Theorem 9.1.1 still holds.

Using Theorem 9.1.1, we can construct the solution with regime-switching.

Proof of Theorem 8.0.1.
Using Theorem 9.1.1, we know that for any px, iq P H ˆ N, there exists a unique H-valued
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adapted process Xpiqptq such that

Xpiqptq “ x`

ˆ t

0
Aps,Xpiqpsq, iqds`

ˆ t

0
Bps,Xpiqpsq, iqdW psq

`

ˆ t

0

ˆ
t|z|ă1u

Gps,Xpiqpsq, i, zqNr pds, dzq

`

ˆ t

0

ˆ
t|z|ě1u

Jps,Xpiqpsq, i, zqNpds, dzq, (68)

where Xpiq is a V -valued progressively measurable dtˆ P-version. Let 0 ă σ1 ă σ2 ă ¨ ¨ ¨ ă

σn ă ¨ ¨ ¨ be the set of all jump points of the stationary point process p1ptq corresponding
to the Poisson random measure N1pdt, drq. From condition (Q0), we have limnÑ8 σn “ 8

almost surely.
Now we construct the processes pX,Λq and its progressively measurable version. For

t P r0, σ1q, define

pXptq,Λptqq “ pXpiqptq, iq, Xptq “ Xpiqptq. (69)

Set
Λpσ1q “ i`

ÿ

jPN
pj ´ iq1∆ijpXpiqpσ1´qqpp1pσ1qq.

Then, (65) holds for t P r0, σ1q.
Let

WĂptq “ W pt` σ1q ´W pσ1q, prptq “ ppt` σ1q, p1r ptq “ p1pt` σ1q.

Set

XpΛpσ1qqp0q “ Xpiqpσ1q,

pXr ptq,Λrptqq “ pXpΛpσ1qqptq,Λpσ1qq, @t P r0, σ2 ´ σ1q,

Λrpσ2 ´ σ1q “ Λpσ1q `
ÿ

jPN
pj ´ Λpσ1qq1

Arpjq
ppr1pσ2 ´ σ1qq,

where
Arpjq “ ∆Λpσ1q,jpX

pΛpσ1qqppσ2 ´ σ1q´qq.

Then, for t P rσ1, σ2q, we define

pXptq,Λptqq “ pXr pt´ σ1q,Λrpt´ σ1qq, Xptq “ Xr ptq.

which together with (69) gives the unique solution on the time interval r0, σ2q. Continuing
this procedure inductively, we define pXptq,Λptqq on the time interval r0, σnq for each n.
Therefore, pXptq,Λptqq is the unique (càdlàg) solution to the hybrid system (62) and (64)
since limnÑ8 σn “ 8 almost surely. Finally, since Xp is Lαprσi, σi`1q;V q

Ş

L2prσi, σi`1q;Hq

P-a.s., we conclude that Xp is also in Lαpr0, T s;V q
Ş

L2pr0, T s;Hq, P-a.s.

We remark that Theorem 8.0.1 still holds if the coefficients are random and progressively
measurable. This observation may be useful for the future work.
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9.2 Proof of Theorem 8.0.2

We again first consider the strong Feller property without regime-switching and then
the case with regime-switching.

9.2.1 Without regime-switching

Zhang [128] already considered the strong Feller property for SPDEs driven by Wiener
processes without regime-switching. We will follow his idea and generalize it to SPDEs
driven by Lévy noises. We first consider the case that there is no large jump (i.e. J ” 0).

Theorem 9.2.1. Under the assumptions of Theorem 8.0.2, the transition semigroup tPs,tu
of Xptq is strong Feller.

To simplify notation, we drop the dependence on i. Fix T ą 0. We need a lemma.

Lemma 9.2.2. Suppose that Assumption 1 holds with α ě 2, J ” 0 and the following
conditions hold:

(i) There exists K2 ą 0 such that

|rBpt, v1q ´Bpt, v2qs˚pv1 ´ v2q|H ď K2p|v1 ´ v2|2H ^ |v1 ´ v2|Hq

for all t P r0, T s and v1, v2 P V .

(ii) There exist λ P r2,8q X pα ´ 2,8q, B P L`,s
2 pHq, δ ą 0, Kr ě 0 such that

Bpt, vqrBpt, vqs˚ ě B
2
,

and

2xApt, v1q ´Apt, v2q, v1 ´ v2y ` }Bpt, v1q ´Bpt, v2q}2L2pHq

`

ˆ
t|z|ă1u

|Gpt, v1, zq ´Gpt, v2, zq|2Hνpduq

ď ´δ|B
´1

pv1 ´ v2q|λH |v1 ´ v2|
α´λ
H `Kr |v1 ´ v2|2H (70)

for all t P r0, T s and v, v1, v2 P V .

Then, Ps,tf is λ`2´α
2λ -Hölder continuous for any f P BbpHq.

Proof of Lemma 9.2.2.
We follow the method of [128, Lemma 3.1]. Let ε P p0, 1q satisfying 0_ pα´2q ă λp1´ εq ă

p2α ´ 2q ^ α. Take α1 P p0, εq, whose value will be determined at the end of the proof. For
x, y P H, consider

dXptq “Apt,Xptqqdt`Bpt,XptqqdW ptq `

ˆ
t|z|ă1u

Gpt,Xptq, zqNr pdt, dzq,

dY ptq “Apt, Y ptqqdt`Bpt, Y ptqqdW ptq `

ˆ
t|z|ă1u

Gpt, Y ptq, zqNr pdt, dzq

` |x´ y|α
1

H

Xptq ´ Y ptq

|Xptq ´ Y ptq|εH
dt,
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with Xp0q “ x and Y p0q “ y, respectively. Since Xptq is an adapted cádlág process, it is
progressively measurable; thus, we have the unique solution Y ptq using Theorem 9.1.1, the
random coefficients case. To verify the additional drift term satisfies Assumption 1, but
this is done in [117, Theorem A.2] and in fact we have

B

Xptq ´ v1
|Xptq ´ v1|εH

´
Xptq ´ v2

|Xptq ´ v2|εH
, v1 ´ v2

F

H

ď 0.

Define

τn :“ inf

"

t ą 0 : |Xptq ´ Y ptq|H ď
1

n

*

, n P N,

and
τ :“ lim

nÑ8
τn.

From now on, to simplify notation, we write Apt,Xptqq instead of Apt,Xptqq etc. unless it
is necessary to distinguish them.

Using Itô’s formula (Theorem 7.2.9), we find that for t ă τ ,

|Xptq ´ Y ptq|2H ´ |x´ y|2H

“

ˆ t

0

ˆ

2xApu,Xpuqq ´Apu, Y puqq, Xpuq ´ Y puqy ` }Bpu,Xpuqq ´Bpu, Y puqq}2L2pHq

̇

du

`

ˆ t

0
2xXpuq ´ Y puq, rBpu,Xpuqq ´Bpu, Y puqqsdW puqyH

`

ˆ t

0

ˆ
t|z|ă1u

„

|Xpuq ´ Y puq `Gpu,Xpuq, zq ´Gpu, Y puq, zq|2H ´ |Xpuq ´ Y puq|2H

ȷ

Nr pdu, dzq

`

ˆ t

0

ˆ
t|z|ă1u

|Gpu,Xpuq, zq ´Gpu, Y puq, zq|2Hνpdzqdu

´ 2|x´ y|α
1

H

ˆ t

0
|Xpuq ´ Y puq|

2´ε
H du, (71)

here we have used the fact that X “ X for almost every point in dt ˆ P (recall that we
define the additional drift term is defined using V -valued progressive measurable version of
X, X.)

Then equation (71) and hypothesis (ii) implies that

|Xptq ´ Y ptq|2H ´ |x´ y|2H

ď

ˆ t

0

”

´δ|B
´1

pXpuq ´ Y puqq|λH |Xpuq ´ Y puq|
α´λ
H

`Kr |Xpuq ´ Y puq|2H ´ 2|x´ y|α
1

H |Xpuq ´ Y puq|
2´ε
H

ı

du

`

ˆ t

0
2xXpuq ´ Y puq, rBpu,Xpuqq ´Bpu, Y puqqsdW puqyH

`

ˆ t

0

ˆ
t|z|ă1u

„

|Xpuq ´ Y puq `Gpu,Xpuq, zq ´Gpu, Y puq, zq|2H ´ |Xpuq ´ Y puq|2H

ȷ

Nr pdu, dzq.

Set

r :“
α ´ λp1 ´ εq

2
.
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We have r P p0, 1q.
By (70) and (61), and the assumption on B, we obtain that for t ă τn,

|Xptq ´ Y ptq|
2´2r
H ´ |x´ y|

2´2r
H

ď

ˆ t

0

´δp1 ´ rq|B
´1

pXpuq ´ Y puqq|λH |Xpuq ´ Y puq|´λεdu`

ˆ t

0

Kr p1 ´ rq|Xpuq ´ Y puq|
2´2r
H du

´ 2p1 ´ rq|x´ y|α
1

H

ˆ t

0

|Xpuq ´ Y puq|
2´ε´2r
H du

´ rp1 ´ rqK2
2

ˆ t

0

`

|Xpuq ´ Y puq|
2´2r
H ^ |Xpuq ´ Y puq|

´2r
H

˘

du

` 2p1 ´ rq

ˆ t

0

|Xpuq ´ Y puq|
´2r
H xXpuq ´ Y puq, rBpu,Xpuqq ´Bpu, Y puqqsdW puqyH

`

ˆ t

0

ˆ
t|z|ă1u

„

|Xpuq ´ Y puq `Gpu,Xpuq, zq ´Gpu, Y puq, zq|
´2r
H

´ |Xpuq ´ Y puq|
´2r
H

ȷ

Nr pdu, dzq. (72)

Taking expectation from both sides, we have

Ep|Xptq ´ Y ptq|
2´2r
H q ď |x´ y|

2´2r
H `

ˆ t

0
Kr p1 ´ rqEp|Xpuq ´ Y puq|

2´2r
H qdu;

we then use Gronwall’s lemma and obtain
ˆ t^τn

0
Ep|Xpsq ´ Y psq|

2´2r
H qds ď eK

r p1´rqt|x´ y|
2´2r
H .

Hence,

ˆ T^τn

0
δp1 ´ rqE

ˆ

|B
´1

pXptq ´ Y ptqq|λH

|Xptq ´ Y ptq|λεH

̇

du ď

ˆ T^τn

0
Kr p1 ´ rqeK

r p1´rqt|x´ y|
2´2r
H dt

ď eK
r p1´rqt|x´ y|

2´2r
H ,

which leads

E
„ˆ T^τn

0

|B
´1

pXptq ´ Y ptqq|λH

|Xptq ´ Y ptq|λεH

dt

ȷ

ď
ep1´rqKr T

δp1 ´ rq
|x´ y|

2´2r
H .

Further, by Fatou’s lemma, we get

E
„ˆ T^τ

0

|B
´1

pXptq ´ Y ptqq|λH

|Xptq ´ Y ptq|λεH

dt

ȷ

ď
ep1´rqKr T

δp1 ´ rq
|x´ y|

2´2r
H . (73)

Define

ηn :“ inf

"

t ą 0 :

ˆ t

0

|B
´1

pXpsq ´ Y psqq|λH

|Xpsq ´ Y psq|λεH

ds ě n

*

.

By (73), we get lim
nÑ8

ηn ě T ^ τ. Set

ξn :“ ηn ^ τn ^ T.
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Then, we have that lim
nÑ8

ξn “ T ^ τ .

Define

WĂptq :“ W ptq `

ˆ t^τ

0

|x´ y|α
1

H

rBps, Y psqqs˚pBps, Y psqqrBps, Y psqqs˚q´1pXpsq ´ Y psqq

|Xpsq ´ Y psq|εH
ds.

Thus, tWĂpsqusPr0,ξn^ts is a cylindrical Wiener process on H under the probability mea-
sure Rt^ξnP. Define

E´1pt, vq :“ pBpt, vqrBpt, vqs˚q´1Bpt, vq,

and

Rt : “ exp

"

´ |x´ y|α
1

H

ˆ t^τ

0

B

pXpsq ´ Y psqq

|Xpsq ´ Y psq|εH
, E´1ps, Y psqqdW psq

F

H

´
|x´ y|2α

1

H

2

ˆ t^τ

0

|E´1ps, Y psqqpXpsq ´ Y psqq|2H

|Xpsq ´ Y psq|2εH
ds

*

.

We will show that tWĂpsqusPr0,T s is a cylindrical Wiener process on H under RTP.
By (72) and the definition of WĂ, we obtain that for all t ă τn,

|Xptq ´ Y ptq|
2´2r
H ´ |x ´ y|

2´2r
H

ď

ˆ t

0

p1 ´ rq

„

´ δ ¨
|B

´1
pXpuq ´ Y puqq|

λ
H

|Xpuq ´ Y puq|λεH
` Kr |Xpuq ´ Y puq|

2´2r
H

´ 2|x ´ y|
α1

H |Xpuq ´ Y puq|
2´2r´ε
H

ȷ

du

` 2p1 ´ rq

ˆ t

0

B

Xpuq ´ Y puq

|Xpuq ´ Y puq|2rH
, rBpu,Xpuqq ´ Bpu, Y puqqsdWĂpuq

F

H

` 2p1 ´ rq|x ´ y|
α1

H

ˆ t

0

B

Xpuq ´ Y puq

|Xpuq ´ Y puq|2rH
,

rBpu,Xpuqq ´ Bpu, Y puqqsE´1
pu, Y puqqpXpuq ´ Y puqq

|Xpuq ´ Y puq|εH

F

H

du

`

ˆ t

0

ˆ
t|z|ă1u

ˇ

ˇ

ˇ

ˇ

Xpuq ´ Y puq ` Gpu,Xpuq, zq ´ Gpu, Y puq, zq|
´2r
H ´ |Xpuq ´ Y puq|

´2r
H

ȷ

Nr pdu, dzq.

(74)

By Young’s inequality and condition (i), we obtain that for t ă τ ,

ˇ

ˇ

ˇ

ˇ

2p1 ´ rq|x´ y|α
1

H

B

Xptq ´ Y ptq

|Xptq ´ Y ptq|2rH
,

rBpt,Xptqq ´Bpt, Y ptqqsE´1ps, Y psqqpXpsq ´ Y psqq

|Xpsq ´ Y psq|εH

F

H

ˇ

ˇ

ˇ

ˇ

ď 2p1 ´ rq|x´ y|α
1

H ¨K2

`

|Xptq ´ Y ptq|2H ^ |Xptq ´ Y ptq|H
˘

|Xptq ´ Y ptq|
´2r´ε
H |B

´1
rXptq ´ Y ptqs|H

ď
λ´ 1

λ

ˆ

δ´ 1
λ 21` 1

λ p1 ´ rq1´ 1
λ |x´ y|α

1

H ¨K2

`

|Xptq ´ Y ptq|
2´2r
H ^ |Xptq ´ Y ptq|

1´2r
H

˘

̇
λ

λ´1

`
1

λ

˜

„

p1 ´ rqδ

2

ȷ
1
λ |B

´1
rXptq ´ Y ptqs|H

|Xptq ´ Y ptq|εH

¸λ

ď
λ´ 1

λ
¨ 2

λ`1
λ´1 δ´ 1

λ´1 p1 ´ rq|x´ y|
α1λ
λ´1

H K
λ

λ´1

2

ˆ

|Xptq ´ Y ptq|
λp2´2rq

λ´1

H ^ |Xptq ´ Y ptq|
λp1´2rq

λ´1

H

̇

`
p1 ´ rqδ

2λ
¨

|B
´1

rXptq ´ Y ptqs|λH

|Xptq ´ Y ptq|λεH
.
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Since |Xptq´Y ptq|

λp1´2rq

λ´1

H ď |Xptq´Y ptq|
2´2r
H if |Xptq´Y ptq|H ě 1 and |Xptq´Y ptq|

λp2´2rq

λ´1

H ď

|Xptq ´ Y ptq|
2´2r
H if |Xptq ´ Y ptq|H ď 1, we get

ˇ

ˇ

ˇ

ˇ

2p1 ´ rq|x´ y|α
1

H

B

Xptq ´ Y ptq

|Xptq ´ Y ptq|2rH
,

rBpt,Xptqq ´Bpt, Y ptqqsE´1ps, Y psqqpXpsq ´ Y psqq

|Xpsq ´ Y psq|εH

F

H

ˇ

ˇ

ˇ

ˇ

ď Cλ,δ,K2p1 ´ rq|x´ y|
α1λ
λ´1

H |Xptq ´ Y ptq|
2´2r
H `

p1 ´ rqδ

2
¨

|B
´1

rXptq ´ Y ptqs|λH

|Xptq ´ Y ptq|λεH
,

where Cλ,δ,K2 depends only on δ, λ and K2. Thus, for t ă τn, we have that

|Xptq ´ Y ptq|
2´2r
H ´ |x´ y|

2´2r
H

ď

ˆ t

0

„

´
p1 ´ rqδ

2

|B
´1

pXpuq ´ Y puqq|λH

|Xpuq ´ Y puq|λεH

` p1 ´ rqKr |Xpuq ´ Y puq|
2´2r
H

` Cλ,δ,K2p1 ´ rq|x´ y|
α1λ
λ´1

H |Xpuq ´ Y puq|2´2r

ȷ

du

` 2p1 ´ rq

ˆ t

0

B

Xpuq ´ Y puq

|Xpuq ´ Y puq|2rH
, rBpu,Xpuqq ´Bpu, Y puqqsdWĂpuq

F

H

`

ˆ t

0

ˆ
t|z|ă1u

„

|Xpuq ´ Y puq `Gpu,Xpuq, zq ´Gpu, Y puq, zq|
´2r
H

´ |Xpuq ´ Y puq|
´2r
H

ȷ

Nr pdu, dzq.

By Gronwall’s lemma, we get

ERs^ξnP

ˆ ˆ s^ηn

0

|B
´1

pXptq ´ Y ptqq|λH

|Xptq ´ Y ptq|λεH
dt

̇

ď

2 exp

"„

Cλ,δ,K2
|x´ y|

α1λ
λ´1

H `Kr
ȷ

p1 ´ rqs

*

p1 ´ rqδ
|x´ y|

2´2r
H .

(75)

By the definition of WĂ and (75), we get

sup
sPr0,T s,nPN

E
“

Rs^ξn logpRs^ξnq
‰

“ sup
sPr0,T s,nPN

ERs^ξnP

„

|x´ y|α
1

H

ˆ s^ξn

0

B

E´1pt, Y ptqqpXptq ´ Y ptqq

|Xptq ´ Y ptq|εH
, dW ptq

F

H

´
|x´ y|2α

1

H

2

ˆ s^ξn

0

|E´1pt, Y ptqqpXptq ´ Y ptqq|2H

|Xptq ´ Y ptq|2εH
dt

ȷ

“ sup
sPr0,T s,nPN

|x´ y|2α
1

H

2
ERs^ξnP

„ˆ s^ξn

0

|E´1pt, Y ptqqpXptq ´ Y ptqq|2H

|Xptq ´ Y ptq|2εH
dt

ȷ

ď sup
sPr0,T s,nPN

|x´ y|2α
1

H

2
ERs^ξnP

„ˆ ˆ s^ξn

0

|E´1pt, Y ptqqpXptq ´ Y ptqq|λH

|Xptq ´ Y ptq|λεH
dt

̇
2
λ

T
λ´2
λ

ȷ

ď

ˆ

T

2

̇

λ´2
λ

¨

exp

"„

Cλ,δ,K2 |x´ y|
α1λ
λ´1

H `Kr
ȷ

p1 ´ rq 2T
λ

*

rp1 ´ rqδs
2
λ

¨ |x´ y|
4p1´rq

λ `2α1

H (76)

ă 8.
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Then tRs^ξnusPr0,T s,nPN and thus tRsusPr0,T s is uniform integrable. Hence, tWĂptqutPr0,T s

is a cylindrical Wiener process under RTP. Moreover, tY ptqutě0 satisfies

dY ptq “ Apt, Y ptqqdt`Bpt, Y ptqqdWĂptq `

ˆ
t|z|ă1u

Gpt, Y ptq, zqNr pdt, dzq

with Y p0q “ y. This implies that tY ptqutě0 is also a solution to (62) with J ” 0.
We now show that Ps,tf is λ`2´α

2λ -Hölder continuous for any f P BbpHq. To simplify
notation, we only give the proof for the case that s “ 0. The proof for the case that s ą 0
is completely similar.

Let f P BbpHq, 0 ď t ď T and x, y P H. We have

|P0,tfpxq ´ P0,tfpyq| “ |ErfpXptqq ´RtfpY ptqqs|

ď
ˇ

ˇErfpY ptqq ´RtfpY ptqqs
ˇ

ˇ `
ˇ

ˇE
␣

rfpXptqq ´ fpY ptqqs1tτětu

(
ˇ

ˇ

ď |f |L8

␣

Er|1 ´Rt|s ` 2Ppτ ě tq
(

. (77)

By (73), (76) and the inequality

|1 ´ ex| ď xex ` 2|x|, x P R,

there exists C 1

r,Kr ,T,δ,λ,K2
ą 0 such that if |x´ y|H ď 1,

Er|1 ´Rt|s ď ErRt logRts ` 2Er| logRt|s

ď C 1

r,Kr ,T,δ,λ,K2

„

|x´ y|
2p1´rq

λ
`α1

H ` |x´ y|
4p1´rq

λ
`2α1

H

ȷ

. (78)

Next, we estimate Ppτ ě tq. Similar to (74), we can show that for s ă τn,

|Xpsq ´ Y psq|εH ´ |x´ y|εH

ď
Kr ε

2

ˆ s

0
|Xpuq ´ Y puq|εHdu´ εs|x´ y|α

1

H

`

ˆ s

0
2|Xpuq ´ Y puq|

ε´2
H xXpuq ´ Y puq, rBpu,Xpuqq ´Bpu, Y puqqsdW puqyH

`

ˆ s

0

ˆ
t|z|ă1u

„

|Xpuq ´ Y puq `Gpu,Xpuq, zq ´Gpu, Y puq, zq|εH

´ |Xpuq ´ Y puq|εH

ȷ

Nr pdu, dzq,

which implies that

E
“

|Xps^ τnq ´ Y ps^ τnq|εH

‰

ď|x´ y|εH `

ˆ s

0

Kr ε

2
E
“

|Xpuq ´ Y puq|εH

‰

du

´ ε|x´ y|α
1

HErs^ τns

“|x´ y|εH `

ˆ s

0

Kr ε

2
E
“

|Xpu^ τnq ´ Y pu^ τnq|εH

‰

du

´ ε|x´ y|α
1

HErs^ τns. (79)
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By Gronwall’s lemma, we get

E
“

|Xps^ τnq ´ Y ps^ τnq|εH

‰

ď esK
r ε{2|x´ y|εH .

Then, ˆ t

0
E
“

|Xps^ τnq ´ Y ps^ τnq|εH

‰

ds ď
2

Kr ε
petK

r ε{2 ´ 1q|x´ y|εH ,

which together with (79) implies that

Ert^ τns ď ε´1petK
r ε{2q|x´ y|

ε´α1

H .

Thus, we have that

Ppτ ą tq ď lim inf
nÑ8

Ppτn ě tq ď lim inf
nÑ8

Ert^ τns

t
ď
etK

r ε{2

tε
|x´ y|

ε´α1

H . (80)

Now we can choose

α1 :“
λ` 2 ´ α

2λ
.

Therefore, by (77), (78) and (80), we obtain that for any x, y P H with |x´ y|H ă 1,

|P0,tfpxq ´ P0,tfpyq|

ď |f |L8

#

C 1

r,Kr ,T,δ,λ,K2

„

|x´ y|
2p1´rq

λ
`α1

H ` |x´ y|
4p1´rq

λ
`2α1

H

ȷ

`
2etK

r ε{2

tε
|x´ y|

ε´α1

H

+

ď 2

«

C 1

r,Kr ,T,δ,λ,K2,ε
`
etK

r ε{2

tε

ff

|f |L8 |x´ y|
λ`2´α

2λ
H .

Proof of Theorem 9.2.1.
We first consider the case that J ” 0. For R ą 0, define

BRpt, vq :“

#

Bpt, vq if |v|H ď R,

Bpt, Rv
|v|H

q if |v|H ą R.

Denote by Xps, w; tq the solution to (62) with Xpsq “ w, w P H for fixed i P N. Suppose
|w|H ă R. Define

τwR :“ inftt ą s : |Xps, w; tq|H ě Ru.

Let tXRps, w; tqu be the unique solution to the SPDE:

dXRptq “ Apt,XRptqqdt`BRpt,XRptqqdW ptq `

ˆ
t|z|ă1u

Gpt,XRptq, zqNr pdt, dzq

with Xpsq “ w. Denote by tPRs,tu the transition semigroup of tXRps, w; tqu. Suppose
x, y P H with |x|H , |y|H ă R. By the uniqueness of solutions, we find that Xps, x; tq “

XRps, x; tq and Xps, y; tq “ XRps, y; tq for all t ă τxR ^ τyR. Let R ą n0, where n0 is given
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in condition (M). By conditions (N), (LipB), (M) and replacing δn, Kr n, Bn with δn0 , Kn0Ă
,

Bn0 , respectively, we can apply Lemma 9.2.2 to show that tPRs,tu is strong Feller.
Let f P BbpHq. We have

|Ps,tfpxq ´ Ps,tfpyq|

ď |ErtfpXps, x; tqq ´ fpXps, y; tqqu1tτxR^τyRątus| ` 2|f |L8

“

PpτxR ď tq ` PpτyR ď tq
‰

“ |ErtfpXRps, x; tqq ´ fpXRps, y; tqqu1tτxR^τyRątus| ` 2|f |L8

“

PpτxR ď tq ` PpτyR ď tq
‰

ď |PRs,tfpxq ´ PRs,tfpyq| ` 2|f |L8

“

PpτxR ď tq ` PpτyR ď tq
‰

. (81)

By Theorem 7.2.9, we get

|Xps, x; tq|2H ´ |x|2H

“

ˆ t

s

„

2xApu,Xps, x;uqq, Xps, x;uqy ` }Bpu,Xps, x;uqq}2L2pHq

`

ˆ
t|z|ă1u

|Gpu,Xps, x;uq, zq|2Hνpdzq

ȷ

du`

ˆ t

s
2xBpu,Xps, x;uqq, dW puqyH

`

ˆ t

s

ˆ
t|z|ă1u

“

|Xps, x;uq `Gpu,Xps, x;uq, zq|2H ´ |Xps, x;uq|2H

‰

Nr pdu, dzq

ď t sup
uPr0,ts

|Cpuq| `

ˆ t

s

ˆ

´ θ|Xps, x;uq|αV ` c|Xps, x;uq|2H

̇

du

`

ˆ t

s
2xBpu,Xps, x;uqq, dW puqyH

`

ˆ t

s

ˆ
t|z|ă1u

“

|Xps, x;uq `Gpu,Xps, x;uq, zq|2H ´ |Xps, x;uq|2H

‰

Nr pdu, dzq.

Then, by Gronwall’s lemma, we obtain that

E
“

|Xps, x; tq|2H

‰

ď

˜

sup
uPr0,ts

|Cpuq| ` |x|2H

¸

cecpt´sq,

and also
ˆ t

s
Er|Xps, x;uq|αV sdu ď

supuPr0,ts |Cpuq| ` |x|2H

θ
¨ ecpt´sq `

supuPr0,ts |Cpuq|

θ
¨ pt´ sq.

By the Burkholder-Davis-Gundy inequality, there exists C 1 ą 0 such that

Er sup
sďuďt

|Xps, x;uq|2Hs

ď C 1E
„ˆ t

s

"

}Bpt,Xps, x;uqq}2L2pHq `

ˆ
t|z|ă1u

|Gpt,Xps, x;uq, zq|2Hνpdzq

*

du

ȷ

ď C 1E
„ˆ t

s

#

sup
uPr0,ts

|Cpuq| ` γ|Xps, x;uq|αV ` c|Xps, x;uq|2H

+

du

ȷ

ď

C 1
´

supuPr0,ts |Cpuq| ` |x|2H

¯

θ
¨

”

pγ ` θqpt´ sq ` pγ ` cθqecpt´sq
ı

,
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which implies that

PpτxR ď tq ď Pp sup
uPrs,ts

|Xps, x;uq|H ě Rq

ď
ErsupuPrs,ts |Xps, x;uq|2Hs

R2

ď

C 1
´

supuPr0,ts |Cpuq| ` |x|2H

¯

θR2
¨

”

pγ ` θqpt´ sq ` pγ ` cθqecpt´sq
ı

.

Hence for l P p0, R ´ |x|Hq, we have that

sup
twPH:|w´x|Hďlu

PpτwR ď tq

ď

C 1
´

supuPr0,ts |Cpuq| ` r|x|H ` ls2
¯

θR2
¨

”

pγ ` θqpt´ sq ` pγ ` cθqecpt´sq
ı

. (82)

Therefore, Ps,tf is continuous at x by (81) and (82). Since x P H is arbitrary, the proof for
the case that J ” 0 is complete.

We now consider the case that J ı 0. Let tXptqutě0 be the unique solution to the SPDE
(62) with arbitrary J . Let tZptqutě0 be the unique solution to the SPDE (62) with J ” 0.

Denote by PZps, x; t,X q the transition semigroup of tZptqutě0, where x P H,X P BpHq

and 0 ď s ă t ă 8. Define ζ1 :“ inftu ą s : Nprs, us, t|z| ě 1uq “ 1u, which is the first
jump time of u ÞÑ Nprs, us, t|z| ě 1uq after time s. Then, by conditioning on ζ1, we get

PXps, x; t,X q

“ e´νpt|z|ě1uqpt´sqPZps, x; t,X q

`

ˆ t

s

ˆ
t|x2|ě1u

ˆ
H

e´νpt|z|ě1uqpt1´sqPXpt1, x1 ` Jpt1, x1, x2q; t,X qPZps, x; t1, dx1qνpdx2qdt1.

Repeating this procedure, we get

PXps, x; t,X q “ e´νpt|z|ě1uqpt´sq

«

PZps, x; t,X q `

8
ÿ

k“1

Ψk

ff

, (83)

where

Ψk “

ˆ
¨ ¨ ¨

ˆ

săt1ă¨¨¨ătkăt

ˆ
t|x2|ě1u

¨ ¨ ¨

ˆ
t|x2k|ě1u

ˆ
Hn

PZps, x; t1, dx1qPZpt1, x1 ` Jpt1, x1, x2q; t2, dx3q

ˆ ¨ ¨ ¨PZptk, x2k´1 ` Jptk, x2k´1, x2kq; t,X qνpdx2qνpdx4q ¨ ¨ ¨ νpdx2kqdt1dt2 ¨ ¨ ¨ dtk.

Since we have shown that the transition semigroup of tZptqutě0 is strong Feller, P
Zps, x; t,X q

and Ψk, k P N, are all continuous with respect to x. Then, by (83), we conclude that
PXps, x; t,X q is lower semi-continuous with respect to x. Therefore, the transition semi-
group tPs,tu is strong Feller by [87, Proposition 6.1.1].

9.2.2 With regime-switching

Proof of Theorem 8.0.2.
Denote the transition probability function of pXptq,Λptqq by tP ps, px, iq, t, B ˆ tjuq : 0 ď
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s ă t, px, iq P H ˆ N, B P BpHq, j P Nu. For i P N and g P C1,2pr0,8q ˆH;Rq, define

Ligpt, xq :“ gtpt, xq ` xApt, x, iq, gxpt, xqy `
1

2
tracepBT pt, x, iqgxxpt, xqBpt, x, iqq

`

ˆ
t|z|ă1u

rgpt, x`Gpt, x, i, zqq ´ gpt, xq ´ xgxpt, xq, Gpt, x, i, zqysνpdzq

`

ˆ
t|z|ě1u

rgpt, x` Jpt, x, i, zqq ´ gpt, xqsνpdzq. (84)

For px, iq P H ˆ N, let Xpiqptq be defined by (68). We also define XpiqĄ

ptq to be the killing
process with generator Li ` qii. Then, for f P BbpHq,

ErfpXpiqĄ

ptqqs “ E
„

fpXpiqptqq exp

"ˆ t

0
qiipX

piqpuqqdu

*ȷ

.

Let P piqĄ

ps, x; ¨q be the transition probability function of XpiqĄ

ptq. Then, for 0 ď s ă t,
B P BpHq and j P N, we have

P ps, px, iq; t, B ˆ tjuq

“ δijP
piqĄ

ps, x; t, Bq

`

ˆ t

s

ˆ
H
P pt1, px1, j1q, t, B ˆ tjuq

ˆ

ÿ

j1PNztiu

qij1px1q

̇

P piqĄ

ps, x; t1, dx1qdt1.

Repeating this procedure, we get

P ps, px, iq; t, B ˆ tjuq “ δijP
piqĄ

ps, x; t, Bq `

n
ÿ

k“1

Ψk ` Un,

where

Ψk “

ˆ
¨ ¨ ¨

ˆ
săt1ă¨¨¨ătkăt

ÿ

j0,...,jk

ˆ
Hk

qjk´1,jkpxkqP pjkqĆ

ptk, xk; t, Bq

ˆ qjk´2,jk´1
pxk´1qP pjk´1qČ

ptk´1, xk´1; tk, dxkq ¨ ¨ ¨ qi,j1px1qP pj1qĆ

pt1, x1; t2, dx2q

ˆ P piqĄ

ps, x; t1, dx1qdt1 ¨ ¨ ¨ dtk

and the sum is over

j0 “ i, jℓ P Nztjℓ´1u for ℓ P t1, . . . , k ´ 1u, jk “ j;

Un “

ˆ
¨ ¨ ¨

ˆ
săt1ă¨¨¨ătn`1ăt

ÿ

j0,...,jn`1

ˆ
Hn`1

qjn,jn`1pxn`1qP ptn`1, xn`1; t, B ˆ tjuq

ˆ qjn´1,jnpxnqP pjnqĆ

ptn, xn; t, Bq ¨ ¨ ¨ qi,j1px1qP pj1qĆ

pt1, x1; t2, dx2q

ˆ P piqĄ

ps, x; t1, dx1qdt1 ¨ ¨ ¨ dtn`1
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and the sum is over

j0 “ i, jℓ P Nztjℓ´1u for ℓ P t1, . . . , n` 1u.

By condition (Q0), we find that Un ď
rpt´sqLsn`1

pn`1q! . Letting n Ñ 8, we get

P ps, px, iq; t, B ˆ tjuq “ δijP
piqĄ

ps, x; t, Bq `

8
ÿ

k“1

Ψk. (85)

By Theorem 9.2.1, we know that the transition semigroup of Xpiqptq is strong Feller.
Then, following the argument of [119, Lemma 4.5], we can show that the semigroup of

XpiqĄ

ptq is also strong Feller. Thus, we conclude that P piqĄ

ps, x; t, Bq and Ψk for k P N are all
continuous with respect to x. Using the fact that N is equipped with a discrete metric, we
conclude that P ps, px, iq; t, Bˆtjuq is lower semi-continuous with respect to px, iq. Therefore,
the transition semigroup tPs,tu of pXptq,Λptqq is strong Feller by [87, Proposition 6.1.1].

9.3 Proof of Theorem 8.0.3

First, we consider the case that i P N is fixed. To simplify notation, we drop the
dependence on i. Define the first jump time of tXptqutě0 by

ζ1 :“ inftt ą 0 : Npr0, ts, t|z| ě 1uq “ 1u,

which is exponentially distributed with rate νpt|z| ě 1uq. Let tXptqutě0 be the unique
solution to the SPDE (62) with arbitrary J . Let tZptqutě0 be the unique solution to the
SPDE (62) with J ” 0. We have that Zptq “ Xptq for t ă ζ1. Hence, to obtain the
irreducibility of tPs,tu, we may assume without loss of generality that J ” 0.

Denote by tXxptqutě0 the solution to Equation (62) with Xp0q “ x, x P H. Let
T,M,R ą 0, t1 P p0, T q, yp0q P DpAHq and typtqutPr0,T s be the solution to the following
equation:

dyptq “ Apt, yptqqdt´
M

T ´ t1
pyptq ´ yp0qqdt, t ą t1,

yptq “ Xxpt1q1t|Xxpt1q|HďRu, t ď t1. (86)

Lemma 9.3.1. Let m :“ 2M ´ pK ` ρpyp0qq ` 1qT ą 0. Then,

|yptq ´ yp0q|2H ď e
´
mpt´t1q

T´t1 pR ` |yp0q|Hq2 `

ˆ t

t1

e
´
mpt´sq

T´t1 |Aps, yp0qq|2Hds, t P rt1, T s,

(87)

ˆ T

t1

|yptq ´ yp0q|2Hdt ď
T ´ t1
m

„

pR ` |yp0q|Hq2 `

ˆ T

t1

|Aps, yp0qq|2Hds

ȷ

, (88)

and there exists ϑ ą 0, which is independent of t1, such that

ˆ T

t1

ρpypsqqds ď ϑpT ´ t1q
α´α1

α . (89)
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Proof of Lemma 9.3.1.
By (LM) and Theorem 7.2.9, we get

|yptq ´ yp0q|2H

“

ˆ t

t1

2xApu, ypuqq ´Apu, yp0qq, ypuq ´ yp0qydu´
2M

T ´ t1

ˆ t

t1

|ypuq ´ yp0q|2Hdu

`

ˆ t

t1

2xApu, yp0qq, yptq ´ yp0qydu

ď

ˆ

K ` ρpyp0qq ` 1 ´
2M

T ´ t1

̇ ˆ t

t1

|ypuq ´ yp0q|2Hdu`

ˆ t

t1

|Apu, yp0qq|2Hdu

ď ´
m

T ´ t1

ˆ t

t1

|ypuq ´ yp0q|2Hdu`

ˆ t

t1

|Apu, yp0qq|2Hdu.

Then, by Gronwall’s lemma, we get

|yptq ´ yp0q|2H ď e
´
mpt´t1q

T´t1 pR ` |yp0q|Hq2 `

ˆ t

t1

e
´
mpt´sq

T´t1 |Aps, y0q|2Hds.

Hence (87) and (88) hold.
By (C) and Theorem 7.2.9, we get

|yptq|2H ´ |ypt1q|2H “

ˆ t

t1

„

2xApu, ypuqq, ypuqy ´
2M

T ´ t1
xypuq ´ yp0q, ypuqyH

ȷ

du

ď

ˆ t

t1

„

Cpuq ´ θ|ypuq|αV ` c|ypuq|2H ´
2M

T ´ t1
xypuq ´ yp0q, ypuqyH

ȷ

du.

Let p ě 2. We have

|yptq|
p
H ´ |ypt1q|

p
H

ď

ˆ t

t1

„

p supvPr0,us |Cpvq|

2
|ypuq|

p´2
H ´

θp

2
|ypuq|

p´2
H |ypuq|αV `

cp

2
|ypuq|

p
H

´
pM

T ´ t1
|ypuq|

p´2
H xypuq ´ yp0q, ypuqyH

ȷ

du

ď

ˆ t

t1

„

pp´ 2q supvPr0,us |Cpvq| ` cp

2
|ypuq|

p
H ` sup

vPr0,us

|Cpvq| ´
θp

2
|ypuq|

p´2
H |ypuq|αV

`
pM

T ´ t1
|yp0q|H |ypuq|

p´1
H ´

pM

T ´ t1
|ypuq|

p
H

ȷ

du.

Set

cp “
pp´ 2q supuPr0,ts |Cpuq| ` cp

2
.

Then, for t P rt1, T s, we have

e´cpt|yptq|
p
H `

θp

2

ˆ t

t1

e´cps|ypsq|
p´2
H |ypsq|αV ds`

pM

T ´ t1

ˆ t

t1

e´cps|ypsq|
p
Hds

ď e´cpt1 |ypt1q|
p
H `

pM

T ´ t1
|yp0q|H

ˆ t

t1

e´cps|ypsq|
p´1
H ds`

p1 ´ e´cppt´t1qq supuPr0,ts |Cpuq|

cpecpt1
,

(90)
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which implies that

pM

T ´ t1

ˆ t

t1

e´cps|ypsq|
p
Hds

ďe´cpt1 |ypt1q|
p
H `

pM

T ´ t1
|yp0q|H

ˆ t

t1

e´cps|ypsq|
p´1
H ds`

p1 ´ e´cppt´t1qq supuPr0,ts |Cpuq|

cpecpt1
.

Further, by Young’s inequality, we get

ˆ t

t1

|ypsq|
p
Hds ď

T ´ t1
pM

ecppt´t1q|ypt1q|
p
H ` |yp0q|H

ˆ t

t1

ecppt´sq|ypsq|
p´1
H ds

`
T ´ t1
pM

¨
pecpt ´ ecpt1q supuPr0,ts |Cpuq|

cpecpt1

ď
T ´ t1
pM

ecppt´t1qRp ` |yp0q|He
cppt´t1q

ˆ t

t1

|ypsq|
p´1
H ds

`
T ´ t1
pM

¨
ecppt´t1q supuPr0,ts |Cpuq|

cp

ď
T ´ t1
pM

ecppt´t1q

ˆ

Rp `
supuPr0,ts |Cpuq|

cp

̇

`
2p´1|yp0q|

p
He

pcppt´t1q

p
¨ pT ´ t1q `

1

2

ˆ t

t1

|ypsq|
p
Hds.

Therefore, there exists ϑ1ppq ą 0, which is independent of t1, such that

ˆ T

t1

|ypsq|
p
Hds ď ϑ1ppqpT ´ t1q. (91)

Further, by (90) and (91), we conclude that there exists ϑ2ppq ą 0, which is independent of
t1, such that

ˆ T

t1

|ypsq|αV |ypsq|
p´2
H ds ď ϑ2ppq. (92)

By Assumption 3, we get

ρpyptqq ď cp1 ` |yptq|α
1

V ` |yptq|
β
H ` |yptq|α

1

V |yptq|
β
Hq. (93)

(91) implies that

ˆ T

t1

|yptq|
β
Hdt ď ϑ1pβqpT ´ t1q. (94)

By (91), (92) and Hölder ’s inequality, we get

ˆ T

t1

|yptq|α
1

V dt ď

ˆ ˆ T

t1

|yptq|αV dt

̇
α1

α

pT ´ t1q
α´α1

α ď rϑ2p2qs
α1

α pT ´ t1q
α´α1

α , (95)
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and

ˆ T

t1

|yptq|α
1

V |yptq|
β
Hdt ď

ˆˆ T

t1

|yptq|αV dt

̇
α1

α
ˆ ˆ T

t1

|yptq|

αβ
α´α1

H dt

̇
α´α1

α

ď rϑ2p2qs
α1

α

„

ϑ1

ˆ

αβ

α ´ α1

̇

pT ´ t1q

ȷ
α´α1

α

. (96)

Therefore, by (93)–(96), we conclude that there exists ϑ ą 0, which is independent of t1,
such that (89) holds. This completes the proof of Lemma 9.3.1.

Let ε ą 0 and n P N. We consider the following equation:

dXr
n

ptq “ Apt,Xr
n

ptqqdt`Bpt,Xr
n

ptqqdW ptq `

ˆ
t|z|ă1u

Gpt,Xr
n

ptq, zqNr pdt, dzq

´
M

T ´ t1
pεB´1

n ` Iq´1pyptq ´ yp0qqχrt1,T sptqdt,

Xr
n

p0q “ x, (97)

where typtqutPr0,T s is the solution to (86). Note that Xr
n

pt1q “ Xpt1q. By Theorem 9.1.1

and (87), we know that (97) has a unique solution tXr
n

ptqutPr0,T s.

Lemma 9.3.2. There exists ϑ ą 0, which is independent of ε, n, T,M,R, t1, such that

sup
nPN

"

E
„

sup
sPr0,T s

|Xr
n

psq|2H

ȷ*

ďeϑT
ˆ

ϑpT ` |x|2Hq `
M2

mpT ´ t1q

„

pR ` |yp0q|Hq2 `

ˆ T

t1

|Aps, yp0qq|2Hds

ȷ̇

.

Proof of Lemma 9.3.2.

We will obtain the estimation for the solution Xr
n
by following the argument of [128] and

carefully handling the dependence of constants. By Theorem 7.2.9, we get

|Xr
n

ptq|
2
H ´ |x|

2
H

“

ˆ t

0

„

2xApu,Xr
n

puqq, Xr
n

puqy ´
2M

T ´ t1
1rt1,T spuqxpεB´1

n ` Iq
´1

pypuq ´ yp0qq, Xr
n

puqyH

` }Bpu,Xr
n

puqq}
2
L2pHq

ȷ

du `

ˆ t

0

2xXr
n

puq, Bpu,Xr
n

puqqdW puqyH

`

ˆ t

0

ˆ
t|z|ă1u

r2xXr
n

puq, Gpu,Xr
n

puq, zqyHsNr pdu, dzq

`

ˆ t

0

ˆ
t|z|ă1u

r|Xr
n

puq ` Gpu,Xr
n

puq, zq|
2
H ´ |Xr

n
puq|

2
H ´ 2xXr

n
puq, Gpu,Xr

n
puq, zqyHsNpdu, dzq.

(98)

112



Define

I1ptq :“ 2 sup
sPr0,ts

ˇ

ˇ

ˇ

ˇ

ˆ s

0
xXr

n
puq, Bpu,Xr

n
puqqdW puqyH

ˇ

ˇ

ˇ

ˇ

,

I2ptq :“ 2 sup
sPr0,ts

ˇ

ˇ

ˇ

ˇ

ˆ s

0

ˆ
t|z|ă1u

xXr
n

puq, Gpu,Xr
n

puq, zqyHNr pdu, dzq

ˇ

ˇ

ˇ

ˇ

,

I3ptq :“ sup
sPr0,ts

ˇ

ˇ

ˇ

ˇ

ˆ s

0

ˆ
t|z|ă1u

r|Xr
n

puq `Gpu,Xr
n

puq, zq|2H

´ |Xr
n

puq|2H ´ 2xXr
n

puq, Gpu,Xr
n

puq, zqyHsNpdu, dzq

ˇ

ˇ

ˇ

ˇ

,

I4ptq :“ sup
sPr0,ts

ˇ

ˇ

ˇ

ˇ

ˆ s

0

2M

T ´ t1
1rt1,T spuqxpεB´1

n ` Iq´1pypuq ´ yp0qq, Xr
n

puqyHdu

ˇ

ˇ

ˇ

ˇ

.

Then, by (C) and (98), we get

sup
uPr0,ts

|Xr
n

puq|2H ` θ

ˆ t

0
|Xr

n
puq|αV du

ď |x|2H `

ˆ t

0
pCpuq ` c|Xr

n
puq|2Hqdu` I1ptq ` I2ptq ` I3ptq ` I4ptq. (99)

By the Burkholder-Davis-Gundy inequality and Assumption 3, we get

ErI1ptqs ď C 1E
„"ˆ t

0
|rBpu,Xr

n
puqqs˚Xr

n
puq|2Hdu

*
1
2
ȷ

ď C 1E
„"ˆ t

0
}Bpu,Xr

n
puqq}2L2pHq|X

r

n
puq|2Hdu

*
1
2
ȷ

ď C 1

"

κE
„

sup
uPr0,ts

|Xr
n

puq|2H

ȷ*
1
2
"

1

κ
E
„ˆ t

0
rCpuq ` c|Xr

n
puq|2Hsdu

ȷ*
1
2

for some constants C 1, κ ą 0. Then,

ErI1ptqs ď κE

«

sup
uPr0,ts

|Xr
n

puq|2H

ff

`
pC 1q2

4κ
E
„ˆ t

0
rCpuq ` c|Xr

n
puq|2Hsdu

ȷ

. (100)

Similarly, we get

ErI2ptqs ď κE

«

sup
uPr0,ts

|Xr
n

puq|2H

ff

`
pC 1q2

4κ
E
„ˆ t

0
rCpuq ` c|Xr

n
puq|2Hsdu

ȷ

. (101)

By Assumption 3, we get

ErI3ptqs ď E
„ˆ t

0

ˆ
t|z|ă1u

|Gpu,Xr
n

puq, zq|2Hνpdzqdu

ȷ

ď E
„ˆ t

0
rCpuq ` c|Xr

n
puq|2Hsdu

ȷ

. (102)
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By (88), we get

I4ptq ď

ˆ t

t1

M2

pT ´ t1q2
}pεB´1

n ` Iq´1}2LpHq|ypuq ´ yp0q|2Hdu`

ˆ T

t1

|Xr
n

puq|2Hdu

ď
M2

mpT ´ t1q

„

pR ` |yp0q|Hq2 `

ˆ T

t1

|Apu, yp0qq|2Hdu

ȷ

`

ˆ T

t1

|Xr
n

puq|2Hdu. (103)

Take κ “ 1
4 . Thus, by (99)–(103), we obtain that for t ě t1,

E
„

sup
uPr0,ts

|Xr
n

puq|2H

ȷ

ď 2|x|2H `
2M2

mpT ´ t1q

„

pR ` |yp0q|Hq2 `

ˆ T

t1

|Apu, yp0qq|2Hdu

ȷ

` r2pC 1q2 ` 1sT sup
tPr0,T s

|Cptq| ` 2p2pC 1q2c` c` 1q

ˆ ˆ t

0
E
„

sup
rPr0,us

|Xr
n

prq|2H

ȷ

du

̇

.

Therefore, the proof is complete with the aid of Gronwall’s lemma.

Lemma 9.3.3. Let T ą 0, yp0q P DpA,ϖq for some ϖ ą 2 and η, δ P p0, 1q. Then, there
exist M,R ą 0 and t1 P p0, T q such that for any n P N we can find an ε P p0, 1q satisfying

Pp|Xr
n

pT q ´ yp0q|H ą δq ă η.

Proof of Lemma 9.3.3.
First, note that

t|Xr
n

pT q ´ yp0q|H ą δu Ă

!

|Xr
n

pT q ´ ypT q|H ` |ypT q ´ yp0q|H ą δ
)

Ă

"

|Xr
n

pT q ´ ypT q|H ą
δ

2

*

ď

"

|ypT q ´ yp0q|H ą
δ

2

*

. (104)
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For t P rt1, T s, by Theorem 7.2.9, (LM) and Assumption 3, we get

|Xr
n

ptq ´ yptq|2H ´ |Xr
n

pt1q ´ ypt1q|2H

“

ˆ t

t1

`

2xApu,Xr
n

puqq ´Apu, ypuqq, Xr
n

puq ´ ypuqy ` }Bpu,Xr
n

puqq}2L2pHq

˘

du

` 2

ˆ t

t1

xXr
n

puq ´ ypuq, Bpu,Xr
n

puqqdW puqyH `

ˆ t

t1

ˆ
t|z|ă1u

|Gpu,Xr
n

puq, zq|2Hνpdzqdu

`

ˆ t

t1

ˆ
t|z|ă1u

r|Xr
n

puq ´ ypuq `Gpu,Xr
n

puq, zq|2H ´ |Xr
n

puq ´ ypuq|2sNr pdu, dzq

´
2M

T ´ t1

ˆ t

t1

xprpεB´1
n ` Iq´1 ´ Ispypuq ´ yp0qq, Xr

n
puq ´ ypuqyHdu

ď

ˆ t

t1

“

pK ` ρpypuqq ` 2c` 1q|Xr
n

puq ´ ypuq|2H ` pCpuq ` 2c|ypuq|2Hq
‰

du

`
M2

pT ´ t1q2

ˆ t

t1

|rpεB´1
n ` Iq´1 ´ Ispypuq ´ yp0qq|2Hdu

` 2

ˆ t

t1

xXr
n

puq ´ ypuq, Bpu,Xr
n

puqqdW puqyH

`

ˆ t

t1

ˆ
t|z|ă1u

r|Xr
n

puq ´ ypuq `Gpu,Xr
n

puq, zq|2H ´ |Xr
n

puq ´ ypuq|2sNr pdu, dzq. (105)

Set

ϑ1 “ pK ` 2c` 1qT
α1

α ` ϑ.

Then, by (89), (105) and Gronwall’s lemma, we get

Er|Xr
n

pT q ´ ypT q|2Hs

ď eϑ
1pT´t1q

α´α1

α

"

Er|Xr
n

pt1q|2H1t|Xr
n

pt1q|HąRu
s ` pT ´ t1q sup

tPr0,T s

|Cptq| ` 2cE
„ˆ T

t1

|ypuq|2Hdu

ȷ

`
M2

pT ´ t1q2
E
„ˆ T

t1

|rpεB´1
n ` Iq´1 ´ Ispypuq ´ yp0qq|2Hdu

ȷ*

. (106)

Choose a sufficiently large R such that

Er|Xpt1q|2H1t|Xpt1q|HąRus ă
δ2η

32
. (107)

Then, by (87), we can choose a sufficiently largeM and hence sufficiently large m such that

|ypT q ´ yp0q|2H ď e´mpR ` |yp0q|Hq2 `

ˆ

T pϖ ´ 2q

mϖ

̇1´ 2
ϖ
ˆˆ T

0
|Aps, uq|ϖHds

̇

2
ϖ

ă
δ

2
. (108)

Next, we choose a t1 which is sufficiently close to T such that

eϑ
1pT´t1q

α´α1

α
ă 2, pT ´ t1q sup

tPr0,T s

|Cptq| ă
δ2η

32
, (109)
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and by (91),

E
„ˆ T

t1

|ypuq|2Hdu

ȷ

ă
δ2η

64c
. (110)

With R,M, t1 chosen as above, note that for any n P N and t P rt1, T s,

|rpεB´1
n ` Iq´1 ´ Ispyptq ´ yp0qq|H ď 2|yptq ´ y0|H ,

lim
εÑ0`

|rpεB´1
n ` Iq´1 ´ Ispyptq ´ yp0qq|H “ lim

εÑ0`
|εB´1

n pεB´1
n ` Iq´1pyptq ´ yp0qq|H “ 0.

By (88), we find that |yptq ´ yp0q|2H P L1prt1, T s ˆΩq. Then, by the dominated convergence
theorem, we get

lim
εÑ0`

E
„ˆ T

t1

|rpεB´1
n ` Iq´1 ´ Ispyptq ´ yp0qq|2Hdt

ȷ

“ 0.

Thus, for any n P N, there exists ε ą 0 such that

M2

pT ´ t1q2
E
„ˆ T

t1

|rpεB´1
n ` Iq´1 ´ Ispypsq ´ yp0qq|2Hds

ȷ

ă
δ2η

32
. (111)

Therefore, the proof is complete by (104) and (106)–(111).

The remaining argument is the same as [128, Theorem 1.1], but for completeness, we
include the proof here.

Let 0 ď s ă T , y P H and δ P p0, 1q. We will show that

PpXpT q R BHpy, δq|Xpsq “ xq ă 1, @x P H,

where BHpy, δq :“ tz P H : |z ´ y| ă δu. To simplify notation, we only give the proof for
the case that s “ 0. The proof for the case that s ą 0 is completely similar.

Let tXptqutě0 be the unique solution of (62) with Xp0q “ x and Λptq ” i. By (D), there
exists yp0q P DpAHq such that |y ´ yp0q|H ă δ

2 . Let η P p0, 1q. By Lemmas 9.3.2 and 9.3.3,
there exists n0 ą |x| such that for any n ě n0 we can find an ε P p0, 1q satisfying

1

n2
sup
mPN

E
„

sup
tPr0,T s

|Xr
m

ptq|2H

ȷ

ă
η

2
, P

ˆ

|Xr
n

pT q ´ yp0q|H ą
δ

2

̇

ă
η

2
.

Then, we have that

P
ˆ

|Xr
n

pT q ´ y|H ą δ

̇

ă
η

2
. (112)

Define τn :“ inftt : |Xr
n

ptq|H ě nu. Then,

Ppτn ď T q ď P
ˆ

sup
tPr0,T s

|Xr
n

ptq|H ě n

̇

ď
E
“

suptPr0,T s |Xr
n

ptq|2H

‰

n2
ă
η

2
,

which together with (112) implies that

P
´

tτn ď T u
ď

t|Xr
n

pT q ´ y|H ą δu

¯

ă η. (113)
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Define (abuse of notation)

E´1pt, vq :“ pBpt, vqqrBpt, vqs˚q´1Bpt, vq, v P V.

For v P V with |u|H ď n, we have Bpt, uqrBpt, uqs˚ ě B2
n. Hence,

|E´1pt, vqpεB´1
n ` Iq´1h|2H ď |B´1

n pεB´1
n ` Iq´1h|2H ď

|h|2H

ε2

for all h P H and u P V with |u|H ď n. Then, (87), we get
ˆ T^τn

t1

|E´1ps,Xr
n

psqqpεB´1
n ` Iq´1rypsq ´ yp0qs|2Hds

ď
1

ε2

ˆ T^τn

t1

|ypsq ´ yp0q|2Hds ă 8.

Define

WĂptq :“ W ptq ´
M

T ´ t1

ˆ t^τn

t1

rBpt, vqs˚pBpt, vqqrBpt, vqs˚q´1pεB´1
n ` Iq´1pypsq ´ yp0qqds

and

Rrptq :“ exp

"

M

T ´ t1

ˆ t^τn

t1

xpεB´1
n ` Iq´1pypsq ´ yp0qq, E´1ps,Xr

n
psqqdW psqyH

´
M2

2pT ´ t1q2

ˆ t^τn

t1

|E´1ps,Xr
n

psqqpεB´1
n ` Iq´1pypsq ´ yp0qq|2Hds

*

.

Then, tWĂptqutPr0,T s is a cylindrical Wiener process under the probability measure Q :“

RrpT qP, which is equivalent to P. By (113), we get

Q
´

tτn ď T u
ď

t|Xr
n

pT q ´ y|H ą δu

¯

ă 1. (114)

Define
τ 1
n :“ inftt : |Xptq|H ě nu.

By Girsanov’s theorem, we know that the joint distribution of ptXptq1τ 1
nąT utPr0,T s, τ

1
nq under

P is the same as that of ptXr
n

ptq1τnąT utPr0,T s, τnq under Q. Therefore, by (114), we get

Pp|XpT q ´ y|H ą δq ď P
´

tτ 1
n ď T u

ď

tτ 1
n ą T, |XpT q ´ y|H ą δu

¯

“ Q
´

tτn ď T u
ď

tτn ą T, |Xr
n

pT q ´ y|H ą δu

¯

ď Q
´

tτn ď T u
ď

t|Xr
n

pT q ´ y|H ą δu

¯

ă 1.

The proof is complete when there is no regime-switching.
For the general case, we follow the argument in [51, Theorem 3]. For px, iq P H ˆ N, let

Xpiqptq be defined by Equation (68). We also define XpiqĄ

ptq to be the killing process with

generator Li ` qii. The idea is that using (85), the process XpiqĄ

ptq, and assumption (Q1),
the right-hand-side of (85) is positive if B is a non-empty open subset in H, which implies
the irreducibility. This completes the proof of Theorem 8.0.3.
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9.4 Proof of Theorem 8.0.5

Claims (i) and (ii) follow from Theorems 8.0.1, 8.0.2 and 8.0.3. To prove claims (iii)
and (iv), we are going to apply [52, Theorem 3.13], which also holds with the state space
Rm replaced by H ˆ N.

Let pXptq,Λptqq be the unique solution to the hybrid system (62) and (64) with initial
value px, iq P H ˆ N. For g P C1,2pr0,8q ˆH ˆ N;Rq, define

A gpt, x, iq :“ Ligp¨, ¨, iqpt, xq `
ÿ

jPN
rgpt, x, jq ´ gpt, x, iqsqijpxq,

where Li is defined by (84). Define Vpt, x, iq “ |x|2H ` fpiq, where f is given by condition
(Q2). Then,

A Vpt, x, iq “ 2xApt, x, iq, xy ` }Bpt, x, iq}2L2pHq `

ˆ
t|z|ă1u

|Gpt, x, i, zq|2Hνpdzq

`

ˆ
t|z|ě1u

“

|Jpt, x, i, zq|2H ` 2xx, Jpt, x, i, zqyH
‰

νpdzq `
ÿ

jPN
rfpjq ´ fpiqsqijpxq.

Thus, by conditions (C), (66) and (Q2), we obtain that

lim
|y|H`iÑ8

inf
tě0

Vpt, y, iq “ 8,

lim
nÑ8

sup
|y|V `iąn,iPN,tě0

A Vpt, y, iq “ ´8, (115)

sup
yPV,iPN,tě0

A Vpt, y, iq ă 8.

For n P N, define the stopping time Tn by

Tn :“ inftt ě 0 : |Xptq|V _ Λptq ě nu.

For t ě 0, by [53, Theorem 2], we get

ErVpt^ Tn, Xpt^ Tnq,Λpt^ Tnqqs

“ ErVp0, Xp0q,Λp0qqs ` E
„ ˆ t^Tn

0
A Vpu,Xpuq,Λpuqqdu

ȷ

. (116)

Define
An :“ ´ sup

|y|V `kąn,tě0
A Vpt, y, kq.

By (115), we get lim
nÑ8

An “ 8.

We have

A Vpu,Xpuq,Λpuqq ď ´1t|Xpuq|V `kěnuAn ` sup
|y|V `kăn,uě0

A Vpu, y, kq.

Then, there exist positive constants ϵ1 and ϵ2 such that for sufficiently large n,

E
„ˆ t^Tn

0
1t|Xpuq|V `kěnudu

ȷ

ď
ϵ1t` ϵ2
An

. (117)
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Letting n Ñ 8 in (117), we get

lim
nÑ8

lim sup
TÑ8

1

T

ˆ T

0
P p0, px, iq;u,Bc

nqdu “ 0, (118)

where Bc
n “ tpy, kq P H ˆ N : |y|V ` k ě nu.

By (116), we find that there exists λ ą 0 such that

ErVps,Xpsq,Λpsqqs ď λs` Vp0, x, iq, s ą 0,

which, together with Chebyshev’s inequality, implies that

P p0, px, iq; s,Bc
nq ď

λs` Vp0, x, iq

inf |y|V ąn, iPN,tą0 Vpt, y, iq
.

Hence, there exists a sequence of positive integers γn Ò 8 such that

lim
nÑ8

#

sup
px,iqPBHˆNpγnq, sPp0,ℓq

P p0, px, iq; s,Bc
nq

+

“ 0, (119)

where BHˆNpιq :“ tpy, kq P H ˆ N : |y|H ` k ă ιu for ι ą 0.
By the assumption that functions A,B,H, J are all ℓ-periodic with respect to t, we find

that the transition semigroup tPs,tu is ℓ-periodic, i.e.,

P ps, px, iq; t, Aq “ P ps` ℓ, px, iq; t` ℓ, Aq, @0 ď s ă t, x P H, i P N, A P BpH ˆ Nq. (120)

Since the embedding of V into H is compact, combining the periodicity and the strong
Feller property of tPs,tu with (118), (119) and following the argument of [68, Theorem 3.2
and Remark 3.1], we conclude that tpXptq,Λptqqutě0 has an ℓ-periodic measure µ0.

By Theorems 8.0.2 and 8.0.3, we know that tPs,tu is strong Feller and irreducible. Then,
following the same argument of [52, Lemma 3.12], we can show that tPs,tu is regular. That
is, for any 0 ď s ă t, the transition probability measures P ps, px, iq; t, ¨q are mutually
equivalent for all px, iq P H ˆ N. Further, by virtue of (120), we conclude that there exists
a unique family of probability measures tηsu on BpH ˆ Nq that is ℓ-periodic with respect
to tPs,tu, i.e.,

ηspAq “

ˆ
H
P ps, x; s` ℓ, Aqηspdxq, @s ě 0, A P BpH ˆ Nq.

Hence, we obtain the uniqueness of periodic measures, namely, µ0 :“ η0. Finally, following
the same argument of the proof of [52, Theorem 3.13], we obtain (67). This finishes the
proof.
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Chapter 10

Example

This chapter provides an example explaining how Theorem 8.0.5 can be applied. We
consider stochastic fractional porous medium equations. We first explain how to choose the
coefficients A,B,G, J and the Gelfand triple, and then we verify all conditions of Theorem
8.0.5. This section is also based on [73].

Equations:
The equations read

dXptq “ Apt,Xptq,Λptqqdt`Bpt,Xptq,ΛptqqdW ptq

`

ˆ
t|z|ă1u

Gpt,Xptq,Λptq, zqNr pdt, dzq

`

ˆ
t|z|ě1u

Jpt,Xptq,Λptq, zqNpdt, dzq

and

PpΛpt` ∆q “ j|Λptq “ i,Xptq “ xq “

#

qijpxq∆ ` op∆q, if i ‰ j,

1 ` qijpxq∆ ` op∆q, if i “ j,

whereW is a (cylindrical) I-Wiener process on H and N is a Poisson random measure
on a real Banach space pZ,BpZqq with intensity measure ν. We assume that W and
N are independent.

Choices of H and V :
Let d ě 1 and O Ă Rd be a bounded open set with smooth boundary. For γ ą 0, let ∆
be the Dirichlet Laplacian on O and set L “ ´p´∆qγ . Let λ1 ď λ2 ď ¨ ¨ ¨ ď λj ď ¨ ¨ ¨

be the eigenvalues of ´∆ and teju the corresponding unit eigenvectors. The operator
L is given by Lpejq :“ ´λγj ej for j P N. Let r ą 1. Denote by dµ the normalized
Lebesgue measure on O and define

V “ Lr`1 pO; dµq , H “ H´γ pO; dµq ,

where H´γpO; dµq is the completion of L2pO; dµq with respect to the norm for f P

L2pO;µq

|f |H´γ “

ˆˆ
O

|p´∆q´
γ
2 f |2dµ

̇
1
2

. (121)
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Note that the embedding of V into H is compact. Here H´γpO; dµq is called the
generalized Sobolev space (do not confuse with Hardy spaces introduced in Part I).

Choice of qij:
Let tqiju be measurable functions defined on H such that one of the following condi-
tions is satisfied:

(a) There exist m P N and M ą 0 such that for all x P H,

qijpxq “ 0 if |i´ j| ą m,

qijpxq P p0,M s if 0 ă |i´ j| ď m,

and

inf
xPH,iąm,jPri´m,iq

qijpxq ą sup
xPH,iąm,jPpi,i`ms

qijpxq.

(b)
0 ă inf

xPH, j‰i
tj1`δqijpxqu ă sup

xPH, j‰i
tj1`δqijpxqu ă 8 for some δ ą 0.

Then, conditions (Q0), (Q1) and (Q2) (setting fpiq “ i2 under condition (a), and
fpiq “ iδ{2 under condition (b)) hold (cf. [51, Examples 1 and 2]).

Choice of A:
Let ℓ ą 0 and g be a measurable function on r0,8q ˆ N such that gp¨, iq P L8r0,8q

is ℓ-periodic for each i P N and suptPr0,ℓq,iPN |gpt, iq| ă 8. For t P r0,8q, s P R and
x P V , define

Ψpsq “ |s|r´1s, Φpt, s, iq “ gpt, iqs,

and
Apt, x, iq “ κpt, iqLpΨpxqq ` Φpt, x, iq,

where κp¨, iq is ℓ-periodic for each i P N and k1 ď κpt, iq ď k2 for all t P r0,8q, i P N
and some positive constants k1 ă k2. Then, there exists Cr ą 0 such that for all
t P r0,8q, x1, x2 P V and i P N,

xApt, x1, iq ´Apt, x2, iq, x1 ´ x2y ď ´Crκpt, iq|x1 ´ x2|
r`1
V ` gpt, iq|x1 ´ x2|2H .

(122)

Note that, for ϖ ą 2, there exists ιϖ ą 0 such that

|Aps, x, iq|ϖV ˚ ď ιϖ
`

|κps, iq|ϖ|LpΨpxqq|ϖV ˚ ` |Φps, x, iq|ϖV ˚

˘

, @s ě 0, x P V, i P N.

Choice of B:
Suppose 1

2 ă s ď
γ
d . Define B0 P L2pHq by

B0ej “ j´sej , j P N.

121



Let b ą 0 and tbjujPN be measurable functions defined on r0,8q ˆ H ˆ N satisfying
the following conditions:

bjpt, x, iq “ bjpt` ℓ, x, iq, t P r0,8q, x P H, i P N, j P N,
|bjpt, x, iq ´ bjpt, y, iq| ď b|x´ y|H , t P r0, ℓq, x, y P H, i P N, j P N,

sup
tPr0,ℓq,xPH,iPN,jPN

|bjpt, x, iq| ď b,

inf
tPr0,ℓq,|x|Hďn,iPN,jPN

bjpt, x, iq ą 0, @n P N.

Define
Bpt, x, iqej “ bjpt, x, iqj

´sej , t P r0,8q, x P H, i P N, j P N.

As an explicit example, similar to [128, Example 4.6], we may let

bjpt, x, iq :“
b1pt, iq

1 ` j´
2γ
d |xx, ejyL2pOq|

,

where b1 is a measurable function on r0,8q ˆN such that b1p¨, iq is ℓ-periodic for each
i P N and 0 ă inf

tPr0,ℓq,iPN
b1pt, iq ď sup

tPr0,ℓq,iPN
b1pt, iq ă 8.

Choices of G and J :
Suppose that c ą 0, K ą 0, and G, J : r0,8q ˆ V ˆ N ˆ Z Ñ H are measurable
functions satisfying the following conditions:

� for any t ě 0, x P V , i P N and z P Z, we have Gpt, x, i, zq “ Gpt ` ℓ, x, i, zq and
Jpt, x, i, zq “ Jpt` ℓ, x, i, zq;

� for any t ě 0, x1, x2 P V , i P N and z P Z,
ˆ

t|z|ă1u

|Gpt, x1, i, zq ´Gpt, x2, i, zq|2Hνpdzq ď K|x1 ´ x2|2H ; (123)

� for any t ě 0, x P V , i P N and z P Z,
ˆ

t|z|ă1u

|Gpt, x, i, zq|2Hνpdzq ď cp1 ` |x|2Hq (124)

and ˆ
t|z|ě1u

|Jpt, x, i, zq|2Hνpdzq ď c. (125)

We now verify all the conditions of Theorem 8.0.5.

pV,H, V ˚q is a Gelfand triple with compact embedding:
Here we define HγpOq to be the set of all f P L2pO;µq such that |f |2HγpOq

:“
ř8
k“1 λ

γ
k |xf, ekyL2pOq|

2 “
´
O |p´∆q

γ
2 f |2dµ ă 8 for γ ą 0. Without further men-

tioning, all integrals are with respect to µ. From the definition, H0pOq “ L2pOq.
Moreover, the operator p´∆qγ , which is originally defined on C8

0 pOq, can be extended
to a bounded operator from HγpOq to H´γpOq.
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Since p´∆qγ : HγpOq Ñ pHγpOqq˚, see [4, Section 2.1], and satisfies

xp´∆qγu, vyL2 “

ˆ
O

p´∆qγupxqvpxqµpdxq ď |u|Hγ |v|Hγ .

Hence, we have

xp´∆qγu, p´∆qγvypHγpOqq˚ “ xu, vyHγ .

Thus, following [77, Lemma 4.1.12], we have p´∆q´γ : pHγq˚ Ñ Hγ and

xu, vypHγq˚ “ xp´∆q´γu, p´∆q´γvyHγ .

Therefore, we can identify H´γ and Hγ by p´∆qγ , see that | ¨ |H´γ is the same as
(121) and the space H´γ is the | ¨ |H´γ -closure of L2.

Next, we find that C8
0 pOq Ă Hγ since for arbitrary g P L2pOq,

|xp´∆q
γ
2 f, gyL2 | “ |xp´∆qt

γ
2

u`1f, p´∆q
γ
2

´t
γ
2

u´1gy| ď |f |C8
c
λ
γ
2

´t
γ
2

u´1

1 |g|L2 ă 8.

Therefore, we have the inclusions

C8
0 pOq Ă HγpOq Ă L2pOq Ă L1`εpOq

for any 0 ă ε ă 1. Thus, we have Hγ |¨|L1`ε
“ L1`ε because C8

0
|¨|L1`ε

“ L1`ε; and
this implies for any r ą 1

L1`rpOq Ă H´γpOq; L1`r
|¨|H´γ pOqpOq “ H´γpOq

and |v|H´γpOq ď λ
´
γ
2

1 |v|L1`rpOq. Hence, if V “ L1`rpOq and H “ H´γpOq – HγpOq,
then pV,H, V ˚q is a Gelfand triple.

Finally, the operator p´∆qγ : L1`r´1
pOq Ñ V ˚. Using the argument in [77, Lemma

4.1.13], we have |p´∆qγv|V ˚ “ |v|
L1`r´1 . Thus, we have

|v|V ˚ “ |p´∆q´γv|
L1`r´1 ď |p´∆q´γv|L2 ď λ

´
γ
2

1 |v|L1`rpOq.

In terms of V and H, we have |v|V ˚ ď |v|H ď λ
´
γ
2

1 |v|V for any v P V .

By Rellich-Kondrashov theorem, the embeddingHγpOq Ă L1`εpOq is compact. There-
fore, the embedding L1`rpOq Ă H´γpOq is compact.

(Q0), (Q1) and (Q2) hold:
We refer to [51, Examples 1 and 2].

(HC) holds:
Note that Apt, v1 ` sv2, iq “ κpt, iqLpΨpv1 ` sv2qq ` Φpt, v1 ` sv2, iq. The second
term is continuous in s as it is linear in the second variable. The first term is also
continuous as L is a linear operator and the function Ψpsq is continuous. Therefore,
xApt, v1 ` sv2, iq, vy is continuous in s.
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(C) holds:
First, for x P V

2xApt, x, iq, xy “ 2xκpt, iqLpΨpxqq, xy ` 2gpt, iq|x|2V

“ ´2κpt, iq|x|
r`1
V ` 2gpt, iq|x|2V

ď ´2k1|x|
r`1
V ` 2 sup

tPr0,ℓq,iPN
|gpt, iq||x|2H

For the coefficient B,

}Bpt, x, iq}2L2pHq “

8
ÿ

j“1

|Bpt, x, iqej |
2
H ď

8
ÿ

j“1

|bjpt, x, iq|2j´2s ď bCs,

where we have used the fact that 2s ą 1. Finally, from (124), we can conclude that

2xApt, x, iq, xy ` }Bpt, x, iq}2L2pHq `

ˆ
t|z|ă1u

|Gpt, x, i, zq|2Hνpdzq

ď c` Csb´ 2k1Cr|x|
r`1
V `

`

2 sup
tPr0,ℓq,iPN

|gpt, iq| ` c
˘

|x|2H .

(G1) holds:

|Apt, x, iq|
1`r´1

V ˚ ď 21`r´1

ˆ

|κpt, iqLpΨpxqq|
1`r´1

V ˚ ` |gpt, iq|1`r´1
|x|

1`r´1

V ˚

̇

ď 21`r´1

ˆ

k1`r´1

2 |Ψpxq|
1`r´1

L1`r´1
pOq

` C
`

sup
tPr0,ℓq,iPN

|gpt, iq|
˘1`r´1

|x|
1`r´1

V ˚

̇

ď 21`r´1

ˆ

k1`r´1

2 |x|
1`r
V ` C

`

sup
tPr0,ℓq,iPN

|gpt, iq|
˘1`r´1

|x|
1`r´1

V

̇

ď Ar,k2,g|x|
1`r
V `Br,g,

where the constants Ar,k2,g :“ 21`r´1
”

k1`r´1

2 ` C
`

suptPr0,ℓq,iPN |gpt, iq|
˘1`r´1‰

and

Br,g “ 21`r´1
C
`

suptPr0,ℓq,iPN |gpt, iq|
˘1`r´1

. We have used the fact that |x|V ˚ ď C|x|V ,

and |x|
1`r´1

V ď p|x|
1`r
V ` 1q.

(G2) and (Gβ) hold:
This follows from the computation above. Moreover, when β “ 0, Condition (Gβ)
reduces to Condition (G2).

(LipB) holds:
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Note that for B, we have

}Bpt, x1, iq ´Bpt, x2, iq}2L2pHq

“

8
ÿ

j“1

}rBpt, x1, iq ´Bpt, x2, iqsej}
2
H

ď

8
ÿ

j“1

j´2s|bjpt, x1, iq ´ bjpt, x2, iq|2

ď

8
ÿ

j“1

b|x1 ´ x2|2Hj
´2s ď Cs,b|x1 ´ x2|2H ,

where we have used the fact that 2s ą 1.

(N) holds:
Take

Bn :“

ˆ

inf
tPr0,ℓq,|x|Hďn,iPN,jPN

bjpt, x, iq

̇

B0, n P N.

Then, for all j, k P N,

xBpt, x, iqrBpt, x, iqs˚pejq, ekyH “ bjpt, x, iqbkpt, x, iqxB0ej , B0ekyH ě xB2
nej , ekyH .

Hence, Bpt, x, iqrBpt, x, iqs˚ ě B2
n.

(M) holds:
By (122) and [118, Theorem 2.4.1], we get

xApt, x1, iq ´Apt, x2, iq, x1 ´ x2y

ď ´κpt, iqCr|x1 ´ x2|
r`1
V ` gpt, iq|x1 ´ x2|2H

ď ´κpt, iqCr|B
´1
n px1 ´ x2q|λH |x1 ´ x2|

r`1´λ
H ` gpt, iq|x1 ´ x2|2H .

Finally, Condition (M) holds for G from (123).

(D) holds:

Define DpA,ϖq :“ C8
0 ˆ N. Then, we have C8

0
|¨|H

“ H, and for px, iq P DpA,ϖq and
t ě 0, we have

ˆ t

0
|Aps, x, iq|ϖHds ă 8.

Thus, Condition (D) holds.

(66) holds:
Since α “ r ` 1 ą 2, |x|2H ď C|x|2V and the fact that limdÑ8 ´θdr`1 ` CKd2 “ ´8,
we can deduce (66) holds with aid of (125).

Therefore, all assertions of Theorem 8.0.5 hold.
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ficients driven by Lévy noise, Nonlinear Anal. Real World Appl. 17 (2014), 283–310. MR3158475

[13] Almut Burchard, Galia Dafni, and Ryan Gibara, Vanishing mean oscillation and continuity of rear-
rangements, 2022.

[14] Donald L. Burkholder, Richard F. Gundy, and Martin L. Silverstein, A maximal function characteri-
zation of the class Hp, Trans. Amer. Math. Soc. 157 (1971), 137–153. MR274767

[15] Alberto P. Calderón, Estimates for singular integral operators in terms of maximal functions, Studia
Math. 44 (1972), 563–582. MR348555

[16] Der-Chen Chang and Song-Ying Li, On the boundedness of multipliers, commutators and the second
derivatives of Green’s operators on H1 and BMO, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 28 (1999),
no. 2, 341–356. MR1736232

[17] Feng Chen, Yuecai Han, Yong Li, and Xue Yang, Periodic solutions of Fokker-Planck equations, J.
Differential Equations 263 (2017), no. 1, 285–298. MR3631307

126



[18] Mengyu Cheng and Zhenxin Liu, Periodic, almost periodic and almost automorphic solutions for
SPDEs with monotone coefficients, Discrete Contin. Dyn. Syst. Ser. B 26 (2021), no. 12, 6425–6462.
MR4342169

[19] Samuel N. Cohen and Robert J. Elliott, Stochastic calculus and applications, Second, Probability and
its Applications, Springer, Cham, 2015. MR3443368

[20] Ronald R. Coifman, A real variable characterization of Hp, Studia Math. 51 (1974), 269–274.
MR358318

[21] Ronald R. Coifman, Richard Rochberg, and Guido Weiss, Factorization theorems for Hardy spaces in
several variables, Ann. of Math. (2) 103 (1976), no. 3, 611–635. MR412721

[22] Ronald R. Coifman and Guido Weiss, Extensions of Hardy spaces and their use in analysis, Bull. Amer.
Math. Soc. 83 (1977), no. 4, 569–645. MR447954

[23] John B. Conway, A course in operator theory, Graduate Studies in Mathematics, vol. 21, American
Mathematical Society, Providence, RI, 2000. MR1721402

[24] Mischa Cotlar and Cora Sadosky, Two distinguished subspaces of product BMO and Nehari-AAK
theory for Hankel operators on the torus, Integral Equations Operator Theory 26 (1996), no. 3, 273–
304. MR1415032

[25] Giuseppe Da Prato and Arnaud Debussche, 2D stochastic Navier-Stokes equations with a time-periodic
forcing term, J. Dynam. Differential Equations 20 (2008), no. 2, 301–335. MR2385713

[26] Giuseppe Da Prato and Constantin Tudor, Periodic and almost periodic solutions for semilinear
stochastic equations, Stochastic Anal. Appl. 13 (1995), no. 1, 13–33. MR1313204

[27] Giuseppe Da Prato and Jerzy Zabczyk, Ergodicity for infinite-dimensional systems, London Mathemat-
ical Society Lecture Note Series, vol. 229, Cambridge University Press, Cambridge, 1996. MR1417491

[28] , Stochastic equations in infinite dimensions, Second, Encyclopedia of Mathematics and its
Applications, vol. 152, Cambridge University Press, Cambridge, 2014. MR3236753

[29] Galia Dafni, Local VMO and weak convergence in h1, Canad. Math. Bull. 45 (2002), no. 1, 46–59.
MR1884133

[30] Galia Dafni and Chun Ho Lau, h1 boundedness of localized operators and commutators with bmo and
lmo, 2023. To appear in “Recent progress in function theory and operator theory”, Contemp. Math.

[31] Galia Dafni, Chun Ho Lau, Tiago Picon, and Claudio Vasconcelos, Inhomogeneous cancellation con-
ditions and Calderón-Zygmund type operators on hp, Nonlinear Anal. 225 (2022), Paper No. 113110,
22. MR4475438

[32] , Necessary cancellation conditions for the boundedness of operators on local hardy spaces (2022),
available at 2210.05786.

[33] Galia Dafni and Elijah Liflyand, A local Hilbert transform, Hardy’s inequality and molecular charac-
terization of Goldberg’s local Hardy space, Complex Anal. Synerg. 5 (2019), no. 1, Paper No. 10, 9.
MR3936310

[34] Galia Dafni and Hong Yue, Some characterizations of local bmoand h1 on metric measure spaces, Anal.
Math. Phys. 2 (2012), no. 3, 285–318. MR2958361

[35] Wei Ding, YongSheng Han, and YuePing Zhu, Boundedness of singular integral operators on local
Hardy spaces and dual spaces, Potential Anal. 55 (2021), no. 3, 419–441. MR4313085

[36] Richard Durrett, Brownian motion and martingales in analysis, Wadsworth Mathematics Series,
Wadsworth International Group, Belmont, CA, 1984. MR750829

[37] Charles Fefferman, Inequalities for strongly singular convolution operators, Acta Math. 124 (1970),
9–36. MR257819

[38] , Characterizations of bounded mean oscillation, Bull. Amer. Math. Soc. 77 (1971), 587–588.
MR280994

[39] Charles Fefferman and Elias M. Stein, Hp spaces of several variables, Acta Math. 129 (1972), no. 3-4,
137–193. MR447953

[40] Chunrong Feng and Huaizhong Zhao, Random periodic solutions of SPDEs via integral equations and
Wiener-Sobolev compact embedding, J. Funct. Anal. 262 (2012), no. 10, 4377–4422. MR2900470

127

2210.05786
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[93] Carlos Pérez, Endpoint estimates for commutators of singular integral operators, J. Funct. Anal. 128
(1995), no. 1, 163–185. MR1317714

[94] Szymon Peszat and Jerzy Zabczyk, Stochastic partial differential equations with Lévy noise, Encyclo-
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[102] Carlos Segovia and José L. Torrea, Weighted inequalities for commutators of fractional and singular
integrals, Publ. Mat. 35 (1991), no. 1, 209–235. Conference on Mathematical Analysis (El Escorial,
1989). MR1103616

[103] Stephen Semmes, A primer on Hardy spaces, and some remarks on a theorem of Evans and Müller,
Comm. Partial Differential Equations 19 (1994), no. 1-2, 277–319. MR1257006

[104] Xian Liang Shi and Alberto Torchinsky, Functions of vanishing mean oscillation, Math. Nachr. 133
(1987), 289–296. MR912434

[105] David A. Stegenga, Bounded Toeplitz operators on H1 and applications of the duality between H1 and
the functions of bounded mean oscillation, Amer. J. Math. 98 (1976), no. 3, 573–589. MR420326

[106] Elias M. Stein, Note on the class L log L, Studia Math. 32 (1969), 305–310. MR247534

[107] , Singular integrals and differentiability properties of functions, Princeton Mathematical Series,
No. 30, Princeton University Press, Princeton, N.J., 1970. MR0290095

[108] , Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals, Princeton
Mathematical Series, vol. 43, Princeton University Press, Princeton, NJ, 1993. With the assistance of
Timothy S. Murphy, Monographs in Harmonic Analysis, III. MR1232192

[109] Soichiro Suzuki, The Calderón-Zygmund theorem with an L1 mean Hörmander condition, J. Fourier
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