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#### Abstract

\section*{Boundedness of Operators on Local Hardy Spaces and Periodic Solutions of Stochastic Partial Differential Equations with Regime-Switching}


Chun Ho Lau, Ph.D.<br>Concordia University, 2023

In the first part of the thesis, we discuss the boundedness of inhomogeneous singular integral operators suitable for local Hardy spaces as well as their commutators. First, we consider the equivalence of different localizations of a given convolution operator by giving minimal conditions on the localizing functions; in the case of the Riesz transforms this results in equivalent characterizations of $h^{1}$. Then, we provide weaker integral conditions on the kernel of the operator and sufficient and necessary cancellation conditions to ensure the boundedness on local Hardy spaces for all values of $p$. Finally, we introduce a new class of atoms and use them to establish the boundedness of the commutators of inhomogeneous singular integral operators with bmo function.

In the second part of the thesis, we investigate periodic solutions of a class of stochastic partial differential equations driven by degenerate noises with regime-switching. First, we consider the existence and uniqueness of solutions to the equations. Then, we discuss the existence and uniqueness of periodic measures for the equations. In particular, we establish the uniqueness of periodic measures by proving the strong Feller property and irreducibility of semigroups associated with the equations. Finally, we use the stochastic fractional porous medium equation as an example to illustrate the main results.

## Contribution of Authors

The first part of the thesis is based on [30-32].
The work [31] and [32]:
Galia Dafni: Discussion on the question, providing ideas, proofreading the papers, writing proofs.

Chun Ho Lau: Writing part of the preliminary, some of proofs with Claudio Vasconcelos, proofreading of the proofs.

Tiago Picon: Discussion on the question, providing ideas, proofreading the papers, writing proofs.

Claudio Vasconcelos: Discussion on the question and providing ideas, writing introduction and some of the proofs.

The work [30]:
Galia Dafni: Introducing the problems, providing ideas, writing some proofs, reviewing and editing.

Chun Ho Lau: Discussing on the problems, providing ideas, writing most of the proofs, proofreading.

The second part of the thesis is based on [73].
Wei Sun: Introducing the problems, providing ideas, writing some proofs, reviewing and editing.

Chun Ho Lau: Discussing on the problems, providing ideas, writing most of the proofs, proofreading.

## Acknowledgments

Foremost, I would like to express my sincere gratitude to my supervisors, Dr. Galia Dafni and Dr. Wei Sun, for their continuous support of my research, my PhD study, and non-academic support. Without their help, I would not be able to finish my PhD study.

I would also like to thank the thesis committee members, Dr. Kinzebulatov, Dr. Bramburger, Dr. Gora, and Dr. Zhou, for reading my thesis and providing valuable comments. I would like to thanks Dr. Yousefzadeh for being the Chair of the committee as well.

I would also like to acknowledge Dr. Picon and Claudio for their generous and friendly collaboration, which gave me valuable experiences.

Furthermore, I want to express my heartfelt appreciation to my family and my fiancée Aya. Their constant encouragement and support have been a source of strength and motivation for me during these challenging times.

Last but not least, I would like to express my gratitude to all the friends I met in Montréal. They added significant value to my study experience and enriched my life.

## Contents

1 Introduction ..... 1
1.1 Introduction to Part I ..... 1
1.2 Introduction to Part II ..... 2
1.3 Intermezzo: Connection between Harmonic Analysis and Probability Theory ..... 4
1.4 Structure of Thesis ..... 4
I Boundedness of Operators on Local Hardy Spaces ..... 6
2 Background and Preliminary Results ..... 7
2.1 Real Hardy Spaces ..... 8
2.2 Bounded Mean Oscillation ..... 13
2.3 Singular Integral Operators ..... 18
2.4 Commutators ..... 20
2.5 Non-homogeneous Analogues ..... 22
2.5.1 Local Hardy spaces ..... 22
2.5.2 Non-homogeneous BMO ..... 27
2.5.3 Pseudo-differential operators and commutators ..... 33
2.5.4 Inhomogeneous singular integral operators ..... 36
3 Equivalent Localization of Singular Integral Operators ..... 37
4 A New Molecular Theory of $h^{p}\left(\mathbb{R}^{n}\right)$ ..... 42
4.1 New Atoms and Molecules ..... 42
4.2 Hardy's Inequality ..... 49
5 Boundedness of Inhomogeneous Singular Integral Operators on $h^{p}\left(\mathbb{R}^{n}\right)$ ..... 53
5.1 Sufficient Conditions ..... 53
5.2 Necessary Conditions ..... 60
6 Commutator of Inhomogeneous Singular Integral Operator ..... 66
6.1 Commutator Hardy Spaces ..... 66
6.2 Relations between the Spaces ..... 70
6.3 Boundedness of Commutators on Atomic Spaces ..... 77
II Periodic Solutions of Stochastic Partial Differential Equations with Regime-Switching ..... 84
7 Preliminary of Part II and Framework ..... 85
7.1 Analysis Preliminary ..... 85
7.1.1 Gelfand triple ..... 85
7.1.2 Operators ..... 85
7.1.3 Gronwall's inequalities ..... 86
7.2 Stochastic Integrals ..... 87
7.2.1 Wiener integrals ..... 87
7.2.2 Poisson integrals ..... 88
7.2.3 Itô's formula ..... 89
7.3 Ergodicity ..... 90
7.4 Framework ..... 91
8 Main Results ..... 93
9 Proofs ..... 97
9.1 Proof of Theorem 8.0.1 ..... 97
9.2 Proof of Theorem 8.0.2 ..... 99
9.2.1 Without regime-switching ..... 99
9.2.2 With regime-switching ..... 107
9.3 Proof of Theorem 8.0.3 ..... 109
9.4 Proof of Theorem 8.0.5 ..... 118
10 Example ..... 120
Bibliography ..... 126

## Chapter 1

## Introduction

### 1.1 Introduction to Part I

Singular integral operators and pseudo-differential operators play crucial roles in harmonic analysis. They can be applied to solving partial differential equations and studying the regularity of the solutions. For instance, the Riesz transforms, an important example of singular integral operators, can be used to express the second derivatives of the solution to the Poisson equation on $\mathbb{R}^{n}, \Delta u=f$, in terms of $f$. It is well known that singular integral operators with the Hörmander condition (8) are bounded on $L^{p}\left(\mathbb{R}^{n}\right)$ for $1<p<\infty$, and bounded from $L^{1}\left(\mathbb{R}^{n}\right)$ to weak $L^{1}\left(\mathbb{R}^{n}\right)$. However, it is not possible that such operators are bounded on $L^{1}$. Therefore, the boundedness of the endpoint case becomes an important problem. In many cases, one can prove the boundedness of singular integral operators from $H^{1}\left(\mathbb{R}^{n}\right)$ to $L^{1}\left(\mathbb{R}^{n}\right)$, where $H^{1}\left(\mathbb{R}^{n}\right)$ is the real Hardy space. Determining the optimal conditions on the kernels of these operators for this boundedness to hold is still a topic of current research - see for example $[48,109,110]$ for recent boundedness results with weakened hypotheses on the kernel.

However, the real Hardy spaces $H^{p}\left(\mathbb{R}^{n}\right)$ are not closed under multiplication by smooth functions, which makes them unsuitable for working with partial differential equations. To include this property, Goldberg [46] introduced the local Hardy spaces $h^{p}\left(\mathbb{R}^{n}\right)$, which contain both the real Hardy space $H^{p}\left(\mathbb{R}^{n}\right)$ and the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$. He provided an atomic theory for $h^{p}\left(\mathbb{R}^{n}\right)$, assuming the atoms have exact cancellation on a small scale. This raises a question: what is the optimal "cancellation" condition for all scales? For $\frac{n}{n+1}<p<1$, Komori [69] imposed a cancellation condition through studying molecular theory. Dafni and Yue [34] studied a cancellation condition for $h^{1}\left(\mathbb{R}^{n}\right)$ atoms. In the joint work with Dafni, Picon, and Vasconcelos [31], we studied the approximate cancellation condition for atoms and molecules for all $0<p \leqslant 1$. See Section 4.1 for a discussion of the atoms and molecules for $h^{p}\left(\mathbb{R}^{n}\right)$.

Goldberg [46] introduced local Riesz transform by localizing the multiplier away from the origin on the Fourier side, and used them to characterize $h^{1}\left(\mathbb{R}^{n}\right)$, while in [45] he introduced the local Hilbert transform through localizing near the origin to characterize $h^{1}(\mathbb{R})$. In [30], we provided a minimal condition on the localizing functions so that both types of transforms indeed characterize $h^{1}\left(\mathbb{R}^{n}\right)$ - see Theorem 3.0.3.

Because of the localization of local Hardy spaces, it is common to consider pseudodifferential operators instead of singular integral operators. Some partial results on the
boundedness of pseudo-differential operators are listed in Theorem 2.5.29. Recently, Ding, Han and Zhu [35] generalized pseudo-differential operators to operators which they called inhomogeneous singular integral operators, and established separate sufficient and necessary cancellation conditions for boundedness on $h^{p}\left(\mathbb{R}^{n}\right)$ for $\frac{n}{n+1}<p<1$. Can one have the same sufficient and necessary cancellation conditions for the boundedness of such operators? In [31], we provided a sufficient condition to ensure the boundedness on $h^{p}\left(\mathbb{R}^{n}\right)$ of an inhomogeneous singular integral operator, and in [32], we showed that the same condition is indeed sufficient - see Theorem 5.1.4 and 5.2.5.

Another story begins with the work Coifman, Rochberg and Weiss [21]. They showed that the commutator, $[b, T]$, of a singular integral operator $T$ with a BMO function $b$ is bounded on $L^{p}\left(\mathbb{R}^{n}\right)$ and use this to establish a weak factorization theorem. Another wellknown result is due to Uchiyama [116], who showed that if $b \in \operatorname{CMO}\left(\mathbb{R}^{n}\right)$, then $[b, T]$ is compact. Recently, Hytönen [63] characterized all $L^{p} \rightarrow L^{q}$ boundedness of the commutators of singular integral operators $[b, T]$ with suitable $b$.

What happens in the endpoint case $p=1$ ? Harboure, Segovia and Torrea [55] showed that it is impossible for the commutator of the Hilbert transform with a non-constant BMO function to be bounded on $H^{1}(\mathbb{R})$. Peréz [93] gave an example to show that $[b, T]$ is not bounded from $L^{1}$ to weak $L^{1}$, and provided an atomic space that is suitable for the boundedness of $[b, T]$. Ky [71] then found the largest space that leads to boundedness of $[b, T]=b T(\cdot)-T(b \cdot)$ from $H^{1}\left(\mathbb{R}^{n}\right)$ to $L^{1}\left(\mathbb{R}^{n}\right)$. Ky's space contains the atomic space introduced by Peréz, but it is not known whether they are the same - see Section 2.4 for the background on commutators. Yang, Wang and Chen [124], Hung and Ky [62] proved boundedness of $[b, T]$ on the Hardy space by restricting $b$ to lie in a subclass of BMO of functions of logarithmic mean oscillation, and $T$ in a class of pseudo-differential operators. In [30], we prove the boundedness of commutators of inhomogeneous singular integral operators with bmo functions on a new atomic space (Theorem 6.3.4). Since that space coincides with $h^{1}$ if $b \in \operatorname{lmo}\left(\mathbb{R}^{n}\right)$, we obtain the boundedness of such commutators on $h^{1}$, extending the results of Hung and Ky - see Corollary 6.3.5.

### 1.2 Introduction to Part II

Stochastic partial differential equations (SPDEs) have emerged as a fundamental tool for modeling random phenomena in diverse fields of science, including physics, biology, and ecosystems. There are many disciplines of SPDEs that are interesting, such as the existence and uniqueness of solutions, regularity of solutions, large-time behaviours, and asymptotic properties with small diffusion coefficients, among others. Notably, the works by experts, such as $[28,77,94]$, have provided an extensive overview of SPDEs, their applications, and historical development. In this thesis, we concentrate on the existence and uniqueness of periodic measures for SPDEs.

The investigation of ergodicity for time-homogeneous SPDEs can be approached systematically through several sources, including Da Prato and Zabczyk's book [27], the survey by Maslowski and Seidler [83], and relevant references provided therein. In the past decades, many new results have been obtained for the existence and uniqueness of invariant measures. Here we list some of them which motivated our study. For instance, Hairer and Mattingly's work [54] established the ergodicity of the 2D Navier-Stokes equations with degenerate stochastic forcing. Romito and Xu [98] discussed the invariant measures of the 3D
stochastic Navier-Stokes equations driven by mildly degenerate noise. Xie [121] obtained the uniqueness of invariant measures for general SPDEs driven by non-degenerate Lévy noise. Wang [118] utilized Harnack inequalities to investigate the ergodicity of SPDEs, while Gess and Röckner [44] explored the regularity and characterization of quasilinear SPDEs driven by degenerate Wiener noise. Zhang [127] considered invariant measures of 3D stochastic MHD- $\alpha$ models driven by degenerate noise, and Neuß [89] studied the ergodicity for singular-degenerate stochastic porous medium equations.

If stochastic equations have time-inhomogeneous coefficients, we generally do not expect the existence of invariant measures; instead, we consider periodic measures. Many existing results study the periodic behaviour of stochastic differential equations (SDEs) and SPDEs. For example, in [68], Khasminskii systematically studied periodically varying properties of SDEs driven by Wiener noise. In [129], Zhang et al. investigated the existence and uniqueness of periodic solutions of SDEs driven by Lévy noise. In [52], Guo and Sun generalized Doob's celebrated theorem on the uniqueness of invariant measures for time-homogeneous Markov processes to obtain the ergodicity and uniqueness of periodic solutions for non-autonomous SDEs driven by Lévy noises. For some other results related to periodic measures of SDEs, we refer the reader to Da Prato and Tudor [26], Xu et al. [122, 123], Chen et al. [17], Hu and Xu [61], and Ji et al. [64]. In [40], Feng and Zhao showed that there exist pathwise random periodic solutions to some SPDEs. In [25], Da Prato and Debussche investigated the long time behaviour of solutions to the 2D Stochastic Navier-Stokes equations with a time-periodic forcing term. In [18], Cheng and Liu used the variational approach to study recurrent properties of solutions to SPDEs driven by Wiener noise. Under suitable conditions, in particular, assuming strict monotonicity, they showed that the recurrent solutions are globally asymptotically stable in the mean-square sense. In [126], Yuan and Bao used the semigroup method to establish the exponential stability for a class of finite regime-switching SPDEs driven by Lévy noise. The method of our work is completely different from the methods of [18] and [126]. We shall investigate the ergodicity of SPDEs with countable regime-switching by considering the strong Feller property and irreducibility of the corresponding time-inhomogeneous semigroups.

The study of SDEs with hybrid switching has become increasingly important in different research areas such as biology, wireless communications, and engineering, as well as mathematical finance. We refer the reader to the monographs $[82,125]$ and references therein for detailed discussions.

In the second part of this thesis, our goal is to investigate the existence and uniqueness of periodic measures for a class of SPDEs with regime-switching. The model consists of two component processes, $X(t)$ and $\Lambda(t)$, whose state spaces are continuous and discrete. The evolution of $X(t)$ is described by an SPDE driven by degenerate Lévy noise. More flexibility can be added to applications by introducing regime switching $\Lambda(t)$ to the random dynamical system. Furthermore, our work extends previous studies on hybrid systems in finite dimensions to include some interesting hybrid systems in infinite dimensions. We shall give a detailed explanation of the model in Chapter 7.

### 1.3 Intermezzo: Connection between Harmonic Analysis and Probability Theory

This thesis is separated into two parts, harmonic analysis and stochastic processes. These two research areas have been developed independently but are closely related. Here, we give a brief description of the connection between these areas. Readers may refer to [36, 95] for a detailed discussion of the relation between harmonic analysis and probability theory.

Harmonic analysis and stochastic processes are linked by some of their fundamental objects, the Laplace operator and Brownian motion. The Laplacian $\Delta$ plays a crucial role in harmonic analysis and has been widely studied, while Brownian motion is a cornerstone in stochastic processes. The infinitesimal generator of a $d$-dimensional Brownian motion is precisely $\frac{1}{2} \Delta$. Additionally, the solution to the Dirichlet problem on an open set with continuous boundary conditions, including non-differentiable boundaries, can be written explicitly in terms of the expectation of the Brownian motion. We refer the readers to the book by Karatzas and Shreve [66, Chapters 4 and 5] for the explanation of the relationship between SDEs and PDEs.

Furthermore, martingale theory and harmonic analysis are closely connected. A breakthrough paper is by Burkholder, Gundy and Silverstein [14]. They established a Poisson integral characterization of $H^{p}(\mathbb{R})$ for any $0<p<\infty$ by considering Brownian motion on $\mathbb{R}^{2}$, which led to the fundamental results of Fefferman and Stein [39]. Another example is the dyadic martingale and expansion in the Haar system. The conditional expectation with respect to the $k$-th filtration can be realized as the orthogonal projection onto the subspace generated by the Haar functions with scale $\leqslant k$. Stein [108, Chapter IV Section 6 Part D] elucidated the relation between wavelets and martingales and referenced further reading. The martingale analogues are also of great interest. Herz did much pioneering work in this area, in particular on martingale Hardy spaces and BMO [57,58]. The book [67] is about BMO martingales, while [19, Chapter 10 and Appendix A.8] discuss the martingale Hardy spaces. There are active research areas in the martingale analogue of various spaces nowadays, such as $[78,91,111,120]$. Meanwhile, studying stochastic versions of singular integral operators has allowed for investigating stochastic partial differential equations as shown in [79, 80].

Additionally, the paraproduct method is another harmonic analysis tool that has applications in probability theory, particularly in dealing with singular SPDEs where the noise term is not well-defined. In [50], Gubinelli and Imkeller provided a new method to discuss the existence and uniqueness of solutions to such SPDEs because of the ill-defined term in the classical sense. Later, Bailleul and Bernicot [49] generalized it to the higher-order paraproducts and applied it to singular SPDEs.

It is well-known that Sobolev spaces play an important role in harmonic analysis and the theory of PDEs. In Chapter 10, we use the stochastic fractional porous medium equation as a key example to illustrate the main theory. This example relies heavily on the theory of Sobolev spaces.

### 1.4 Structure of Thesis

This thesis is chapter-based and most of the material is taken from $[30-32,73]$.

In Chapter 2, we provide a comprehensive background for studying real and local Hardy spaces, and some known results on the boundedness of certain kinds of operators. Chapter 3 discusses the equivalence of different localizations of a convolution operator. In Chapter 4, we discuss the molecular theory for $h^{p}\left(\mathbb{R}^{n}\right)$ and prove the Hardy's inequality as an illustration of it. In Chapter 5, we focus on the sufficient and necessary conditions for the boundedness of an inhomogeneous singular integral operators on $h^{p}$. We end the first part in Chapter 6, which discusses lmo, the atomic commutator space, and the boundedness of commutators $[b, T]$.

In Chapter 7, we provide the necessary background and the framework of the SPDE models. We give the assumptions and main theorems in Chapter 8. All proofs of the theorems stated in Chapter 8 are given in Chapter 9. Finally, in Chapter 10, we use the stochastic fractional porous medium equation to illustrate the main theorem, Theorem 8.0.5.

## Part I

## Boundedness of Operators on Local Hardy Spaces

## Chapter 2

## Background and Preliminary Results

In this chapter, we will provide the background knowledge of Hardy spaces, the space of bounded mean oscillations (BMO), Calderón-Zygmund singular integral operators and their commutators with BMO functions, and non-homogeneous analogues.

We shall first fix some notations throughout Part I. We shall write $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$ to denote the set of all non-negative integers. For any real number $a$, the expression $\lfloor a\rfloor$ denotes the greatest integer of $a$, namely $\sup \{n \in \mathbb{Z}: n \leqslant a\}$. We also write $A \lesssim B$ if there is a constant $C$ independent of $B$ such that $A \leqslant C B$, and we write $A \approx B$ if $A \lesssim B$ and $B \lesssim A$. The implicit constants may vary from line to line. If we want to emphasize the dependence on the implicit constants, we will write $\lesssim_{X}$ to represent the constants depending on $X$.

We denote the ball in $\mathbb{R}^{n}$ centered at $x$ with radius $r$ by $B(x, r)$. If a ball $B \subset \mathbb{R}^{n}$ is given, we will use $r(B)$ to denote its radius. For a ball $B=B(x, r)$ and $c>0$, we write $c B:=B(x, c r)$. For a set $A \subset \mathbb{R}^{n}$, we denote the complement of $A$ to be $A^{c}:=\mathbb{R}^{n} \backslash A$ and its indicator function to be $\chi_{A}$. We will denote the Lebesgue measure of a measurable set $B$ as $|B|$. It will be clear from the context whether $|\cdot|$ means the absolute value, the $\mathbb{R}^{n}$ norm, or the Lebesgue measure of a measurable set.

We write $L^{p}\left(\mathbb{R}^{n}\right), 0<p<\infty$, to be the space of functions such that $|f|^{p}$ is an integrable function with respect to Lebesgue measure on $\mathbb{R}^{n}$, and

$$
\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)}:=\left(\int_{\mathbb{R}^{n}}|f(x)|^{p} d x\right)^{\frac{1}{p}}=\left(\int_{\mathbb{R}^{n}}|f|^{p}\right)^{\frac{1}{p}}
$$

This is a norm when $p \geqslant 1$ and a quasi-norm when $0<p<1$. If the underlying space is clear, we omit the expression $\mathbb{R}^{n}$. If $|f|^{p}$ is integrable on every compact subset of $\mathbb{R}^{n}$, we write $f \in L_{l o c}^{p}\left(\mathbb{R}^{n}\right)$. For $p=\infty, L^{\infty}\left(\mathbb{R}^{n}\right)$ is defined to be the space of all essentially bounded measurable functions defined on $\mathbb{R}^{n}$, and

$$
\|f\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}:=\underset{x \in \mathbb{R}^{n}}{\operatorname{ess} \sup }|f(x)| .
$$

We also define $L_{l o c}^{\infty}\left(\mathbb{R}^{n}\right)$ to be the space of the space of all locally bounded measurable functions defined on $\mathbb{R}^{n}$. The sequence space $\ell^{p}$ with $p>0$ is defined to be all complex
sequences $\left\{\lambda_{j}\right\}_{j=1}^{\infty}$ that satisfy

$$
\left(\sum_{j=1}^{\infty}\left|\lambda_{j}\right|^{p}\right)^{\frac{1}{p}}<\infty .
$$

The Schwartz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$, the space of smooth with rapid decay functions, is the space of functions such that $\sup _{x \in \mathbb{R}^{n}}\left|x^{\alpha} \partial_{x}^{\beta}(\phi)(x)\right|<\infty$ for all multiindices $\alpha, \beta \in\left(\mathbb{N}_{0}\right)^{n}$, where $x^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}}$ for $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right)$ and $\partial_{x}^{\beta}$ means $\partial_{x_{1}}^{\beta_{1}} \cdots \partial_{x_{n}}^{\beta_{n}}$ given $\beta=\left(\beta_{1}, \cdots, \beta_{n}\right)$. We denote $|\alpha|=\left|\alpha_{1}\right|+\cdots+\left|\alpha_{n}\right|$ if $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right)$. We denote the dual of $\mathcal{S}\left(\mathbb{R}^{n}\right)$ to be $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, the space of tempered distributions. We write $f * g$ for the convolution of $f$ and $g$; this is a well-defined function when one is in $\mathcal{S}\left(\mathbb{R}^{n}\right)$ and the other is in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. The space of all smooth functions is $C^{\infty}\left(\mathbb{R}^{n}\right)$, and the space of all smooth functions with compact support is $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$.

Moreover, in this thesis the Fourier transform of $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, denoted by $\hat{f}$ or $\mathcal{F}(f)$, is defined to be

$$
\widehat{f}(\xi):=\int_{\mathbb{R}^{n}} f(y) e^{-2 \pi i y \cdot \xi} d y
$$

where $y \cdot \xi$ is the inner product of $\mathbb{R}^{n}$, while the inverse Fourier transform of $g$ is denoted to be $\mathcal{F}^{-1}(g)$, which can be computed by

$$
\mathcal{F}^{-1}(g)(x):=\int_{\mathbb{R}^{n}} g(\xi) e^{2 \pi i \xi \cdot x} d \xi
$$

given $g \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. By duality, we use the same notation for the Fourier transform and inverse Fourier transform if the distribution is in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$.

### 2.1 Real Hardy Spaces

In this section, we will provide the equivalent definitions of Hardy spaces and some properties of Hardy spaces.

The development of real Hardy spaces, which we will denote by $H^{p}\left(\mathbb{R}^{n}\right)$, came after the rich theory of complex (holomorphic) Hardy spaces, such as on the disk $\mathbb{D}$ or the upper half plane $\mathbb{R}_{+}^{2}$. In the critical paper by Fefferman and Stein [39], they proved Theorem 2.1.1 (in different wording).

In order to state the theorem and define $H^{p}\left(\mathbb{R}^{n}\right)$, we begin with the definition of bounded distributions. We say $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ is a bounded distribution if $\phi * f \in L^{\infty}\left(\mathbb{R}^{n}\right)$ for any $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. The Poisson kernel is given by

$$
P(x):=\frac{c_{n}}{\left(1+|x|^{2}\right)^{\frac{n+1}{2}}},
$$

where $c_{n}=\Gamma\left(\frac{n+1}{2}\right) \pi^{-\frac{n+1}{2}}$. For $t>0$, we write $P_{t}(x)=t^{-n} P\left(x t^{-1}\right)$. Then $P_{t} * f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ for a bounded distribution $f$. Now, we can define the nontangential maximal function of the Poisson integral of $f$ to be

$$
M_{P}(f)(x):=\sup _{|x-y| \leqslant t<\infty}\left|P_{t} * f(y)\right| .
$$

We also consider other maximal functions. Fix $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ with $\int \phi \neq 0$. Let $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. We write again $\phi_{t}(x)=t^{-n} \phi\left(x t^{-1}\right)$. We define the smooth maximal function of $f$ with respect to $\phi$

$$
M_{\phi}(f)(x):=\sup _{t>0}\left|\phi_{t} * f(y)\right|
$$

and define the grand maximal function of $f$ to be

$$
M_{\mathcal{F}_{N}}(f)(x):=\sup \left\{M_{\phi}(f)(x): \phi \in \mathcal{S}_{\mathcal{F}_{N}}\right\}
$$

where $\mathcal{S}_{\mathcal{F}_{N}}:=\left\{\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right): \sup _{x \in \mathbb{R}^{n}}\left|x^{\alpha} \partial_{x}^{\beta}(\phi)(x)\right| \leqslant 1,|\alpha|,|\beta| \leqslant N\right\}$ and $N$ is a positive integer.

Theorem 2.1.1 (See [47, Theorem 2.1.4] or [108, Chapter III, Theorem 1]). Let $0<p<\infty$. Let $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. Then the following are equivalent.

1. There exists $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ such that $M_{\phi}(f) \in L^{p}\left(\mathbb{R}^{n}\right)$.
2. There exists $N \in \mathbb{N}$ such that $M_{\mathcal{F}_{N}}(f) \in L^{p}\left(\mathbb{R}^{n}\right)$.
3. The distribution $f$ is a bounded distribution and $M_{P}(f) \in L^{p}\left(\mathbb{R}^{n}\right)$.

In this case, we have

$$
\left\|M_{\phi} f\right\|_{L^{p}} \approx\left\|M_{\mathcal{F}_{N}}(f)\right\|_{L^{p}} \approx\left\|M_{P}(f)\right\|_{L^{p}}
$$

Now we can define real Hardy spaces.
Definition 2.1.2. Let $0<p \leqslant \infty$. Then, we say $f \in H^{p}\left(\mathbb{R}^{n}\right)$ if one of the conditions in Theorem 2.1.1 holds and the $H^{p}$ norm of $f$ is defined to be the corresponding $L^{p}$ norm.

That is, if $f \in H^{p}\left(\mathbb{R}^{n}\right)$, we have

$$
\|f\|_{H^{p}} \approx\left\|M_{\phi} f\right\|_{L^{p}} \approx\left\|M_{\mathcal{F}_{N}}(f)\right\|_{L^{p}} \approx\left\|M_{P}(f)\right\|_{L^{p}}
$$

where $N=N_{p}+1$.
We shall remark that although for $p<1,\|\cdot\|_{L^{p}}$ is not a norm as remarked before, we still call the "norm" of $H^{p},\|\cdot\|_{H^{p}}$, a norm. The following theorem says they coincide with $L^{p}\left(\mathbb{R}^{n}\right)$ for $p>1$.

Theorem 2.1.3 (See [47, Theorem 2.1.2]). For $1<p \leqslant \infty$. The space $L^{p}\left(\mathbb{R}^{n}\right)=H^{p}\left(\mathbb{R}^{n}\right)$ with equivalent norms, that is, $\left\|M_{\phi}(f)\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \approx\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)}$. Moreover, $H^{1}\left(\mathbb{R}^{n}\right) \subset L^{1}\left(\mathbb{R}^{n}\right)$.

We will see that the inclusion $H^{1}\left(\mathbb{R}^{n}\right) \subset L^{1}\left(\mathbb{R}^{n}\right)$ is proper - see Corollary 2.1.11.
Proposition 2.1.4 (See [47, Proposition 2.1.10 (c)]).
The Hardy spaces $H^{p}\left(\mathbb{R}^{n}\right)(0<p \leqslant 1)$ are complete quasi-metrizable spaces. For $p=1$, $H^{1}\left(\mathbb{R}^{n}\right)$ is a complete normed space.

Indeed, we have two more characterizations of Hardy spaces. However, before that, we introduce two more types of functions. Because $H^{p}$ consists of distributions and checking the norm of a distribution in $H^{p}$ using the maximal function is difficult, it is natural to ask if there are any "simple" elements in this space that can generate all elements in $H^{p}$.

Definition 2.1.5 (See [108, Chapter III Section 2]). Let $0<p \leqslant 1 \leqslant q \leqslant \infty$ with $p<q$. We say $a$ is a $(p, q)$ atom if there exists a ball $B=B\left(x_{0}, r\right)$ such that

1. $\operatorname{supp}(a) \subset B$;
2. $\|a\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leqslant|B|^{\frac{1}{q}-1}$;
3. $\int_{B}\left(x-x_{0}\right)^{\alpha} a(x) d x=0$ for all $|\alpha| \leqslant\left\lfloor n\left(p^{-1}-1\right)\right\rfloor$ and $\alpha \in \mathbb{N}_{0}^{n}$.

From now on, we denote $N_{p}:=\left\lfloor n\left(p^{-1}-1\right)\right\rfloor$ and $\gamma_{p}:=n\left(p^{-1}-1\right)$.
Definition 2.1.6 (See [3, Definition 1.1]). Let $0<p \leqslant 1 \leqslant q \leqslant \infty$ with $p<q$ and $\lambda>n\left(\frac{q}{p}-1\right)$. We say $M$ is a $(p, q, \lambda)$ molecule with respect to a ball $B=B\left(x_{0}, r\right)$ if there exists $C>0$ independent of $B$ and $M$ such that

1. $\int_{B}|M(x)|^{q} d x \leqslant C r^{n\left(1-\frac{q}{p}\right)}$;
2. $\int_{B^{c}}\left|x-x_{0}\right|^{\lambda}|M(x)|^{q} d x \leqslant C r^{\lambda+n\left(1-\frac{q}{p}\right)}$;
3. $\int_{\mathbb{R}^{n}}\left(x-x_{0}\right)^{\alpha} M(x) d x=0$ for all $|\alpha| \leqslant N_{p}$ and $\alpha \in \mathbb{N}_{0}^{n}$.

Slightly different definitions of molecules can be found on [42, 85].
We shall remark that some authors may prefer to use $\int_{\mathbb{R}^{n}}$ in both Item 1 and 2 in Definition 2.1.6. Indeed, using Item 2 in Definition 2.1.6,

$$
\int_{B^{c}}|M(x)|^{q} d x \leqslant \int_{B^{c}}|M(x)|^{q}\left|x-x_{0}\right|^{\lambda} r^{-\lambda} d x \leqslant C r^{n\left(1-\frac{q}{p}\right)+\lambda} r^{-\lambda}
$$

and this implies

$$
\int_{\mathbb{R}^{n}}|M(x)|^{q} d x \leqslant C r^{n\left(1-\frac{q}{p}\right)} .
$$

Using Item 1 in Definition 2.1.6,

$$
\int_{B}\left|x-x_{0}\right|^{\lambda}|M(x)|^{q} d x \leqslant r^{\lambda} \int_{B}|M(x)|^{q} d x \leqslant C r^{\lambda+n\left(1-\frac{q}{p}\right)} .
$$

Thus,

$$
\int_{\mathbb{R}^{n}}\left|x-x_{0}\right|^{\lambda}|M(x)|^{q} d x \leqslant C^{\prime} r^{\lambda+n\left(1-\frac{q}{p}\right)} .
$$

From Item 1 and 2 in Definition 2.1.6, we can estimate

$$
\begin{align*}
& \left|\int_{\mathbb{R}^{n}}\left(x-x_{0}\right)^{\alpha} M(x) d x\right| \\
& \leqslant\left|\int_{B}\left(x-x_{0}\right)^{\alpha} M(x) d x\right|+\left|\int_{B^{c}}\left(x-x_{0}\right)^{\alpha} M(x) d x\right| \\
& \leqslant r^{|\alpha|}|B|^{1-q^{-1}}\|M\|_{L^{q}(B)}+\sum_{j=1}^{\infty}\left(2^{j+1} r\right)^{|\alpha|-\frac{\lambda}{q}+n\left(1-q^{-1}\right)}\left(\int_{2^{j} r \leqslant\left|x-x_{0}\right|<2^{j+1} r}\left|x-x_{0}\right|^{\lambda}|M(s)|^{q} d s\right)^{\frac{1}{q}} \\
& \lesssim r^{|\alpha|+n\left(1-q^{-1}\right)+n\left(q^{-1}-p^{-1}\right)}+\sum_{j=0}^{\infty}\left(2^{j} r\right)^{|\alpha|-\frac{\lambda}{q}}\left(2^{j+1} r\right)^{n\left(1-q^{-1}\right)} r^{\lambda q^{-1}+n\left(q^{-1}-p^{-1}\right)} \\
& \approx r^{|\alpha|-n\left(p^{-1}-1\right)} . \tag{1}
\end{align*}
$$

We will use this later. This estimate does not consider Item 3 in Definition 2.1.6.
The following proposition tells us that $a, M$ are the elements in $H^{p}\left(\mathbb{R}^{n}\right)$.
Proposition 2.1.7 (See [108, Chapter III Section 2.1]).
Let $0<p \leqslant 1 \leqslant q$ with $p<q$ and $\lambda>n\left(\frac{q}{p}-1\right)$. Then, for any $(p, q)$ atoms a and $(p, q, \lambda)$ molecules $M$, we have $\|a\|_{H^{p}\left(\mathbb{R}^{n}\right)} \lesssim 1$ and $\|M\|_{H^{p}\left(\mathbb{R}^{n}\right)} \lesssim 1$.

We refer the proof of this proposition to the proof of Proposition 4.1.4 with $\omega=0$. The key is the fact that the remainder term $a_{\omega}$ has the support and size condition of an $H^{p}$ atom with the same cancellation condition as the molecule $M$.

The proof uses Hardy-Littlewood maximal operator, which is defined by

$$
\begin{equation*}
M f(x):=\sup _{B \ni x} \frac{1}{|B|} \int_{B}|f(y)| d y, \tag{2}
\end{equation*}
$$

where the supremum is taken over all balls $B$ that containing $x$.
Theorem 2.1.8. Let $M$ be the Hardy-Littlewood maximal operator. Then,

1. for any $f \in L^{p}\left(\mathbb{R}^{n}\right)$ with $1<p \leqslant \infty$, we have $\|M f\|_{L^{p}} \leqslant A_{p}\|f\|_{L^{p}}$.
2. for any $\alpha>0$,

$$
\left|\left\{x \in \mathbb{R}^{n}:|M f(x)|>\alpha\right\}\right| \leqslant \frac{C}{\alpha}\|f\|_{L^{1}} .
$$

This theorem is a classical result in harmonic analysis. We refer to [108, Chapter I Section 3] for a proof of the theorem.

Theorem 2.1.9. Let $0<p \leqslant 1 \leqslant q$ with $p \neq q$ and $\lambda>n\left(\frac{q}{p}-1\right)$. Let $f \in H^{p}\left(\mathbb{R}^{n}\right)$. Then,

1. there exists a sequence $\left\{\gamma_{j}\right\}_{j} \in \ell^{p}$ and a sequence of $(p, q)$ atoms $\left\{a_{j}\right\}_{j}$ such that $f=\sum_{j=1}^{\infty} \gamma_{j} a_{j}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $H^{p}\left(\mathbb{R}^{n}\right)$; moreover, $\|f\|_{H^{p}} \approx \inf \left(\sum_{j \in \mathbb{N}}\left|\gamma_{j}\right|^{p}\right)^{\frac{1}{p}}$, where the infimum is taken over all such possible decomposition of $f$;
2. there exists a sequence $\left\{\gamma_{j}^{\prime}\right\}_{j} \in \ell^{p}$ and a sequence of $(p, q, \lambda)$ molecules $\left\{M_{j}\right\}_{j}$ such that $f=\sum_{j=1}^{\infty} \gamma_{j}^{\prime} M_{j}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $H^{p}\left(\mathbb{R}^{n}\right)$; moreover, $\|f\|_{H^{p}} \approx \inf \left(\sum_{j \in \mathbb{N}}\left|\gamma_{j}^{\prime}\right|^{p}\right)^{\frac{1}{p}}$, where the infimum is taken over all such possible decomposition of $f$.

We shall call such a decomposition of $f$ as in Theorem 2.1.9 Item 1 as atomic decomposition and in Item 2 a molecular decomposition. Indeed, the first proof of atomic decomposition on $\mathbb{R}$ is by Coifman [20], and on $\mathbb{R}^{n}$ is by Latter [72]. The first discussion of the molecular decomposition on $\mathbb{R}^{n}$ is by Taibleson and Weiss [112].

From Theorem 2.1.9, we have the following properties.
Corollary 2.1.10. For $0<p \leqslant 1 \leqslant q \leqslant \infty$ and $p<q$, the space $H^{p}\left(\mathbb{R}^{n}\right) \cap L^{q}\left(\mathbb{R}^{n}\right)$ is dense in $H^{p}\left(\mathbb{R}^{n}\right)$.

Corollary 2.1.11. If $f \in H^{p}\left(\mathbb{R}^{n}\right)$ for $\frac{n}{n+1}<p \leqslant 1$, then

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} f(x) d x=0 \tag{3}
\end{equation*}
$$

more generally, if $f \in H^{p}\left(\mathbb{R}^{n}\right)$ for $0<p \leqslant 1$, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} x^{\alpha} f(x) d x=0 \quad \forall|\alpha| \leqslant N_{p} \tag{4}
\end{equation*}
$$

A proof of Corollary 2.1.11 without using atoms can be found in [103, Proposition 1.38].
Although every distribution in $H^{p}\left(\mathbb{R}^{n}\right)$ has global cancellation, it can still be positive locally. Indeed, we have the following theorem.

Theorem 2.1.12 (Stein's $L \log L$ theorem, [106]).
Suppose $f \in H^{1}\left(\mathbb{R}^{n}\right)$ is positive on $B \subset \mathbb{R}^{n}$; then for any compact subset $K \subset B, f$ can be identify as a function in $K$ with

$$
\int_{K}|f(x)| \log (2+|f(x)|) d x<\infty .
$$

Moreover, the Fourier transform of an $H^{p}$ distribution behaves well.
Proposition 2.1.13 (See [108, Chapter III Section 5.4]). Let $f \in H^{p}\left(\mathbb{R}^{n}\right)$ for $0<p \leqslant 1$.

1. The Fourier transform $\hat{f}(\xi)$ is continuous on $\mathbb{R}^{n}$ and $|\hat{f}(\xi)| \lesssim|\xi|^{n\left(p^{-1}-1\right)}\|f\|_{H^{p}}$ for all $\xi \in \mathbb{R}^{n}$.
2. Moreover,

$$
\lim _{|\xi| \rightarrow 0} \frac{\hat{f}(\xi)}{|\xi|^{n\left(p^{-1}-1\right)}}=0
$$

3. We have Hardy's inequality:

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{|\widehat{f}(\xi)|^{p}}{|\xi|^{n(2-p)}} d \xi \lesssim\|f\|_{H^{p}}^{p} \tag{5}
\end{equation*}
$$

Using atomic decomposition, one can prove Item 3. We remark that the proof of Hardy's inequality in [31] (Theorem 4.2.1) works in $H^{p}\left(\mathbb{R}^{n}\right)$ when $\omega=0$.

Although atomic decomposition is robust, we have to be careful when we consider the boundedness of an operator on $H^{p}\left(\mathbb{R}^{n}\right)$ because Bownik [10] gave a counter-example of a linear functional which when acting on $(1, \infty)$ atoms is bounded uniformly, but does not admit a bounded extension from $H^{1}$ to $L^{1}$. Fortunately, for $H^{1}\left(\mathbb{R}^{n}\right)$ the "finite atomic norm" is equivalent to the infinite one in the following cases:

Theorem 2.1.14 ([84, Theorem 3.1]).

1. If $q<\infty$, then

$$
\inf \left\{\sum_{j=1}^{N}\left|\lambda_{j}\right|: \exists N \in \mathbb{N}, f=\sum_{j=1}^{N} \lambda_{j} a_{j}, a_{j} \text { is }(1, q)-\text { atom }\right\} \approx\|f\|_{H^{1}} .
$$

2. If $q=\infty$, then

$$
\inf \left\{\sum_{j=1}^{N}\left|\lambda_{j}\right|: \exists N \in \mathbb{N}, f=\sum_{j=1}^{N} \lambda_{j} a_{j}, a_{j} \text { is }(1, q) \text {-atom and continuous }\right\} \approx\|f\|_{H^{1}} .
$$

Before we end this section, we should mention that there are additional essential characterizations of real Hardy spaces using the Lusin area integral, harmonic functions, wavelets, and other important tools. We refer the reader to [108, Chapter III, Section 4] for the characterization in terms of the area integral and harmonic functions, which is first established by Fefferman and Stein [39] and connected to the work of Burkholder, Gundy, and Silverstein [14], and [85] for the characterization using wavelets. We also refer to the book [42] for a detailed development of the theory and history of real Hardy spaces, and in particular the dual of the Hardy spaces, which we will use below.

### 2.2 Bounded Mean Oscillation

We start with the definition of bounded mean oscillation.
Definition 2.2.1 ([65]). Let $b \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$. We say $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$ if

$$
\|b\|_{\mathrm{BMO}\left(\mathbb{R}^{n}\right)}:=\sup _{B} \frac{1}{|B|} \int_{B}\left|b(x)-b_{B}\right| d x<\infty,
$$

where $b_{B}=\frac{1}{|B|} \int_{B} b(y) d y=: f_{B} b(y) d y$ and the supremum is taken over all possible balls $B \subset \mathbb{R}^{n}$.

From the definition, $\|f\|_{\mathrm{BMO}\left(\mathbb{R}^{n}\right)} \leqslant 2\|f\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$ whenever $f \in L^{\infty}\left(\mathbb{R}^{n}\right)$; hence, $L^{\infty}\left(\mathbb{R}^{n}\right) \subset$ $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ and this inclusion is proper. One example is $\log (|x|) \in \operatorname{BMO}\left(\mathbb{R}^{n}\right) \backslash L^{\infty}\left(\mathbb{R}^{n}\right)$.

It is true that if $b$ is a constant function, $\|b\|_{\mathrm{BMO}\left(\mathbb{R}^{n}\right)}=0$. Therefore, to be more rigorous, the space $\left(\operatorname{BMO}\left(\mathbb{R}^{n}\right) / \mathbb{R},\|\cdot\|_{\text {вмо }}\right)$ is a normed space. Moreover, we have the following.

Theorem 2.2.2. The space $\left(\operatorname{BMO}\left(\mathbb{R}^{n}\right) / \mathbb{R},\|\cdot\|_{\mathrm{BMO}}\right)$ is a Banach space.
From now on, we will continue to use $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ to denote $\operatorname{BMO}\left(\mathbb{R}^{n}\right) / \mathbb{R}$.
Here we shall list some basic properties of $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ without proof. The reader may refer to [47, Chapter 3] or [108, Chapter IV].

## Proposition 2.2.3.

1. Let $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$. Then for any ball $B_{1} \subset B_{2}$,

$$
\begin{equation*}
\left|b_{B_{1}}-b_{B_{2}}\right| \leqslant \frac{\left|B_{2}\right|}{\left|B_{1}\right|}\|b\|_{\mathrm{BMO}} \tag{6}
\end{equation*}
$$

indeed, one has a better estimate

$$
\left|b_{B_{1}}-b_{B_{2}}\right| \leqslant \log \left(\frac{\left|B_{2}\right|}{\left|B_{1}\right|}+1\right)\|b\|_{\mathrm{BMO}}
$$

2. Let $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$. For any $x_{0} \in \mathbb{R}^{n}, r>0$, and $\delta>0$,

$$
r^{\delta} \int_{\mathbb{R}^{n}} \frac{\left|b(x)-b_{B\left(x_{0}, r\right)}\right|}{\left(r+\left|x-x_{0}\right|\right)^{n+\delta}} d x \lesssim\|b\|_{\mathrm{BMO}\left(\mathbb{R}^{n}\right)}
$$

3. Suppose there exists a family of constants $\left\{k_{B}\right\}_{B}$ such that $\sup _{B} \frac{1}{|B|} \int_{B}\left|b(x)-k_{B}\right| d x<$ $\infty$, then $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$. We shall remark that the optimal $k_{B}$ in this case is a median value of $b$ over $B$.

John and Nirenberg proved the following inequality.
Theorem 2.2.4 ([65]).
Let $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$. Then, there exist $c_{1}, c_{2}>0$ such that for any $\alpha>0$ and ball $B$,

$$
\left|\left\{x \in B:\left|b(x)-b_{B}\right|>\alpha\right\}\right| \leqslant c_{1} \exp \left(-\frac{c_{2} \alpha}{\| \text { finite } b \|_{\mathrm{BMO}}}\right)|B|
$$

By the John-Nirenberg inequality,

## Corollary 2.2.5.

For any $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$, then for all $c<c_{2}$, where $c_{2}$ is given by Theorem 2.2.4, we have

$$
\frac{1}{|B|} \int_{B} e^{c\left|b(x)-b_{B}\right|} d x<\infty
$$

where $c_{2}$ is from Theorem 2.2.4. Moreover, for any $0<p<\infty$ and ball $B$,

$$
\|b\|_{\mathrm{BMO}}^{p} \leqslant \frac{1}{|B|} \int_{B}\left|b(x)-b_{B}\right|^{p} d x \lesssim_{p}\|b\|_{\mathrm{BMO}}^{p}
$$

In particular, $b \in L_{l o c}^{p}\left(\mathbb{R}^{n}\right)$.
This corollary tells us that if we define

$$
\|b\|_{\mathrm{BMO}^{p}}:=\sup _{B}\left(\frac{1}{|B|} \int_{B}\left|b(x)-b_{B}\right|^{p} d x\right)^{\frac{1}{p}}
$$

and set $b \in \mathrm{BMO}^{p}\left(\mathbb{R}^{n}\right)$ to be the space of all functions that satisfy $\|b\|_{\mathrm{BMO}^{p}}<\infty$, then we have $\mathrm{BMO}^{p}\left(\mathbb{R}^{n}\right) \cong \mathrm{BMO}\left(\mathbb{R}^{n}\right)$ and $\|b\|_{\mathrm{BMO}^{p}} \approx\|b\|_{\mathrm{BMO}}$.

With the atomic decomposition Theorem 2.1.9, for given $b \in$ BMO, we first define the linear functional on finite linear combinations of $(1, q)$ atoms by

$$
\langle b, f\rangle:=\sum_{j=1}^{N} \lambda_{j} \int_{\mathbb{R}^{n}} b(y) a_{j}(y) d y
$$

where $f=\sum_{j=1}^{N} \lambda_{j} a_{j}$. Then, if $a$ is an $(1, q)$ atom with $\operatorname{supp}(a) \subset B$, we have

$$
|\langle b, a\rangle| \leqslant\left|\int_{\mathbb{R}^{n}}\left[b(y)-b_{B}\right] a(y) d y\right| \leqslant\left(\frac{1}{|B|} \int_{B}\left|b-b_{B}\right|^{q}\right)^{\frac{1}{q}} \leqslant\|b\|_{\mathrm{BMO}^{q}} \approx\|b\|_{\mathrm{BMO}}
$$

We have the Fefferman duality theorem.
Theorem 2.2.6 $([38,39])$. 1. Given $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$, we can extend the operator $\langle b, \cdot\rangle$ to $H^{1}\left(\mathbb{R}^{n}\right)$ continuously with

$$
|\langle b, f\rangle| \lesssim\|b\|_{\text {BMO }}\|f\|_{H^{1}} .
$$

2. Conversely, every linear functional on $H^{1}\left(\mathbb{R}^{n}\right)$ can be written as $\langle b, \cdot\rangle$ for some $b \in$ $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ with

$$
\|b\|_{\text {BMO }} \lesssim\|\langle b, \cdot\rangle\|_{\left(H^{1}\right) *} .
$$

Therefore, we can conclude that $\left(H^{1}\right)^{*} \cong \mathrm{BMO}$.
The predual of $H^{1}\left(\mathbb{R}^{n}\right)$ is a smaller subspace of $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ called $\operatorname{CMO}\left(\mathbb{R}^{n}\right)$. This also gives us a crucial difference between $H^{1}\left(\mathbb{R}^{n}\right)$ and $L^{1}\left(\mathbb{R}^{n}\right)$ because $L^{1}\left(\mathbb{R}^{n}\right)$ has no predual.

Definition 2.2.7. The space $\operatorname{CMO}\left(\mathbb{R}^{n}\right)$ is defined to be the closure of $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ with respect to $\|\cdot\|_{\text {BMO }}$.

Uchiyama proved an equivalent definition of CMO.
Theorem 2.2.8 ([116, Lemma in Section 3]).
Let $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$. Then, a function $b$ is in $\operatorname{CMO}\left(\mathbb{R}^{n}\right)$ if and only if the following conditions hold:

1. $\lim _{a \rightarrow 0} \sup _{|B|=a} \frac{1}{|B|} \int_{B}\left|b-b_{B}\right|=0$;
2. $\lim _{a \rightarrow \infty} \sup _{|B|=a} \frac{1}{|B|} \int_{B}\left|b-b_{B}\right|=0$;
3. $\lim _{|x| \rightarrow \infty} \frac{1}{|x+B|} \int_{x+B}\left|b-b_{x+B}\right|=0$ for each ball $B$.

Moreover,
Theorem 2.2.9 $([22])$. We have $\left(\operatorname{CMO}\left(\mathbb{R}^{n}\right)\right)^{*} \cong H^{1}\left(\mathbb{R}^{n}\right)$.
We shall remark that the space CMO in Coifman and Weiss [22] is called VMO. Here we use CMO to distinguish it from the space VMO introduced by Sarason [101].

Definition 2.2.10. The space $\operatorname{VMO}\left(\mathbb{R}^{n}\right)$ consists of $b \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
\lim _{R \rightarrow 0} \sup _{r(B)<R} \frac{1}{|B|} \int_{B}\left|b(x)-b_{B}\right| d x=0 \tag{7}
\end{equation*}
$$

We remark that (7) gives the same condition in the Theorem 2.2.8 Item 1.
Therefore, by Theorem 2.2.8, we have the following inclusion

$$
\operatorname{CMO}\left(\mathbb{R}^{n}\right) \subset \operatorname{VMO}\left(\mathbb{R}^{n}\right) \subset \operatorname{BMO}\left(\mathbb{R}^{n}\right)
$$

Sarason [101] showed that the space $\operatorname{VMO}\left(\mathbb{R}^{n}\right)$ is the same as the $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$-closure of uniformly continuous functions. These spaces do not allow jumps and we have $L^{\infty} \notin$ $\operatorname{CMO}\left(\mathbb{R}^{n}\right)$ and $L^{\infty} \notin \operatorname{VMO}\left(\mathbb{R}^{n}\right)$ because $L^{\infty}$ contains function that have jump discontinuity. For example, consider $b(x)=\chi_{[0, \infty)}(x)$, which is in $L^{\infty}(\mathbb{R}) \subset \operatorname{BMO}(\mathbb{R})$; however, when we consider the ball $B=(-r, r)$, the average is over $B$ is $\frac{1}{2}$ and the integral

$$
\begin{aligned}
\frac{1}{|B|} \int_{B}\left|f(x)-f_{B}\right| d x & =\frac{1}{2 r}\left(\int_{0}^{r}\left(1-\frac{1}{2}\right) d x+\int_{-r}^{0}\left(\frac{1}{2}-0\right) d x\right) \\
& =\frac{r}{2 r}=\frac{1}{2} \nrightarrow 0
\end{aligned}
$$

as $r \rightarrow 0$. This can be generalized to any bounded functions with jumps.
Unlike in $L^{\infty}\left(\mathbb{R}^{n}\right)$, if $f, g \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$, the product $f g$ may not be in $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$, even if one of them is in $L^{\infty}\left(\mathbb{R}^{n}\right)$. This can be seen by considering $f(x)=\chi_{[0, \infty)}(x) \in L^{\infty}(\mathbb{R})$ and $g(x)=\log (|x|) \in \mathrm{BMO}(\mathbb{R})$ on $\mathbb{R}$. The product $f(x) g(x)=\chi_{[0, \infty)}(x) \log (|x|)$ is not in $\operatorname{BMO}(\mathbb{R})$ because the oscillation on intervals centred at zero is unbounded due to the differences between the averages on the right and left halves - see [47, Example 3.1.4].

In order to have a pointwise multiplier, one needs one of the functions to be in a smaller space.

Definition 2.2.11. Let $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$. We say $b \in \operatorname{LMO}\left(\mathbb{R}^{n}\right)$ if

$$
\sup _{B} \frac{\log \left(1+[r(B)]^{-1}\right)}{|B|} \int_{B}\left|b(x)-b_{B}\right| d x<\infty
$$

Bounded functions of logarithmic mean oscillation (LMO) have been identified as the pointwise multipliers of $H^{1}$ and BMO on the circle [105], on the sphere [74], and on spaces of homogeneous type [16] by considering locally $H^{1}$ instead.

A generalization of LMO is called a $\psi$-generalized Campanato space.
Definition 2.2.12. Let $k \in \mathbb{N}_{0}, 1 \leqslant q<\infty$, and $\psi:(0, \infty) \rightarrow(0, \infty)$. We define

$$
\begin{aligned}
& L_{k}^{q, \psi}\left(\mathbb{R}^{n}\right):=\left\{f \in L_{l o c}^{q}\left(\mathbb{R}^{n}\right): \exists C>0 \text { s.t. } \forall B \subset \mathbb{R}^{n}\right. \\
&\left.\left(f_{B}\left|f(y)-\left(P_{B}^{k} f\right)(y)\right|^{q} d y\right)^{\frac{1}{q}} \leqslant C \psi(r(B))\right\}
\end{aligned}
$$

where $P_{B}^{k} f(y)$ is the unique polynomial of degree less than or equal to $k$ that has the same moments as $f$ over $B$ up to order $k$. For the case $q=\infty$, with the same notation as above, we define

$$
L_{k}^{\infty, \psi}\left(\mathbb{R}^{n}\right):=\left\{f \in L_{l o c}^{\infty}\left(\mathbb{R}^{n}\right): \exists C>0 \text { s.t. } \forall B,\left\|f-\left(P_{B}^{k} f\right)\right\|_{L^{\infty}(B)} \leqslant C \psi(r(B))\right\}
$$

The space $L_{k}^{q, \psi}\left(\mathbb{R}^{n}\right)$ is considered as a quotient space of the above classes of functions modulo all polynomials of degree less than or equal to $k$.

Given $f \in L_{k}^{q, \psi}\left(\mathbb{R}^{n}\right)$, we define

$$
\|f\|_{L_{k}^{q, \psi}}:=\sup _{B} \frac{1}{\psi(r(B))}\left(f_{B}\left|f(y)-\left(P_{B}^{k} f\right)(y)\right|^{q} d y\right)^{\frac{1}{q}}
$$

if $1 \leqslant q<\infty$, and

$$
\|f\|_{L_{k}^{\infty, \psi}}:=\sup _{B} \frac{1}{\psi(r(B))}\left\|f(y)-\left(P_{B}^{k} f\right)(y)\right\|_{L^{\infty}(B)},
$$

where the supremum in both cases is taken over all balls in $\mathbb{R}^{n}$.
With this terminology, we can see that $L_{0}^{q, 1}\left(\mathbb{R}^{n}\right) \cong \operatorname{BMO}\left(\mathbb{R}^{n}\right)$, here 1 in the superscript is the constant function 1 , and $L_{k}^{1, \psi}\left(\mathbb{R}^{n}\right) \cong \operatorname{LMO}\left(\mathbb{R}^{n}\right)$ if we take $\psi(r)=\frac{1}{\log \left(1+r^{-1}\right)}$. Note that if $\psi$ is increasing and has doubling property, i.e. $\psi(2 r) \lesssim \psi(r)$, then by following the proof of the John-Nirenberg inequality [104] or the proof in [75], $L_{k}^{1, \psi}\left(\mathbb{R}^{n}\right) \cong L_{k}^{p, \psi}\left(\mathbb{R}^{n}\right)$ for all $1 \leqslant p<\infty$.
Definition 2.2.13. We define the space $\dot{\Lambda}_{\gamma}\left(\mathbb{R}^{n}\right)$ to be all $f$ such that

1. if $0<\gamma<1,|f(x+h)-f(x)| \leqslant C|h|$ for all $x, h \in \mathbb{R}^{n}$;
2. if $\gamma=1,|f(x+h)-2 f(x)+f(x-h)| \leqslant C|h|$ for all $x, h \in \mathbb{R}^{n}$;
3. if $\gamma=N+\theta$ and $\theta \in(0,1)$, $f$ is continuously differentiable up to order $N$, and the $N$-th order derivatives are in $\dot{\Lambda}_{\theta}\left(\mathbb{R}^{n}\right)$;
4. if $\gamma=N$, $f$ is continuously differentiable up to order $N-1$, and the $(N-1)$-th order derivatives are in $\dot{\Lambda}_{1}\left(\mathbb{R}^{n}\right)$.
If $\gamma=N+\theta$, we need to consider the space $\dot{\Lambda}_{\gamma}\left(\mathbb{R}^{n}\right)$ modulo all polynomials up to degree $\lfloor\gamma\rfloor$; if $\gamma=N$, we need to consider the space $\dot{\Lambda}_{\gamma}\left(\mathbb{R}^{n}\right)$ modulo all polynomials up to degree $\lfloor\gamma\rfloor-1$.

The seminorm of $\dot{\Lambda}_{\gamma}$ is: if $\gamma \notin \mathbb{N}$,

$$
\|f\|_{\dot{\Lambda}_{\gamma}}:=\sup _{|\beta|=\lfloor\gamma]} \sup _{h \neq 0, x}|h|^{[\gamma]-\gamma}|f(x+h)-f(x)| ;
$$

and if $\gamma \in \mathbb{N}$,

$$
\|f\|_{\dot{\Lambda}_{\gamma}}:=\sup _{|\beta|=\lfloor\gamma]-1} \sup _{h \neq 0, x}|h|^{-1}|f(x+h)-2 f(x)+f(x-h)| .
$$

Theorem 2.2.14 (See [42, Chapter III Theorem 5.30]). We have $\dot{\Lambda}_{\gamma}\left(\mathbb{R}^{n}\right) \cong L_{[\gamma]}^{1, \psi}\left(\mathbb{R}^{n}\right)$ with $\psi(r)=r^{\gamma}$, with equivalent norms.

With this terminology, we have
Theorem 2.2.15 (See [42, Chapter III Section 5]). Let $0<p<1$. The dual space of $H^{p}\left(\mathbb{R}^{n}\right)$ is $\dot{\Lambda}_{n\left(p^{-1}-1\right)}\left(\mathbb{R}^{n}\right)$.

For the relation between Campanato spaces, Lipschitz and Zygmund spaces, we refer to [42, Chapter III Section 5]; for more on Campanato spaces on different domains and their generalizations, we refer to the exposition [97].

### 2.3 Singular Integral Operators

In this section, we will provide the definitions of Calderón-Zygmund singular integral operators and also the definition of the Hilbert transform and Riesz transforms.

We shall start with the classical singular integral operators of convolution type.
Definition 2.3.1. Let $0<\delta \leqslant 1$. A function $K$ defined on $\mathbb{R}^{n} \backslash\{0\}$ is called $\delta$-kernel of convolution type if there exists $C>0$ such that

1. $|K(x)| \leqslant C|x|^{-n}$ for all $x$;
2. $|K(x-y)-K(x)| \leqslant C|y|^{\delta}|x|^{-n-\delta}$ if $2|y| \leqslant|x|$;
3. $\left|\int_{\varepsilon<|x|<M} K(x) d x\right| \leqslant C$ for all $0<\varepsilon<M<\infty$.

We define the Calderón-Zygmund singular integral operator $T$ associated with a $\delta$-kernel of convolution type $K$ to be

$$
T f(x):=P . V . \int_{\mathbb{R}^{n}} K(x-y) f(y) d y:=\lim _{\varepsilon \rightarrow 0^{+}} \int_{|x-y|>\varepsilon} K(x-y) f(y) d y \quad \forall f \in \mathcal{S}\left(\mathbb{R}^{n}\right)
$$

The following are typical results on the boundedness of the singular integral operators. We refer the reader to [108, Chapter 1 and 3] or [47, Chapter 2] for the proof.

## Theorem 2.3.2.

Let $T$ be a Calderón-Zygmund singular integral operator $T$ associated with a $\delta$-kernel of convolution type. Then,

1. it is bounded on $L^{p}\left(\mathbb{R}^{n}\right)$ for $1<p<\infty$;
2. it is of weak type $(1,1)$, i.e., for all $f \in L^{1}\left(\mathbb{R}^{n}\right)$ and $\alpha>0$,

$$
\left|\left\{x \in \mathbb{R}^{n}:|T f(x)|>\alpha\right\}\right| \lesssim_{T, n} \frac{\|f\|_{L^{1}}}{\alpha} ;
$$

3. it is bounded from $H^{1}\left(\mathbb{R}^{n}\right)$ to $L^{1}\left(\mathbb{R}^{n}\right)$ and also from $L^{\infty}\left(\mathbb{R}^{n}\right)$ to $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$;
4. if we further assume that $\lim _{\varepsilon \rightarrow 0, M \rightarrow \infty} \int_{\varepsilon<|x|<M} K(x) d x=0$, then $T$ is bounded on $H^{1}\left(\mathbb{R}^{n}\right)$.

The critical examples of Calderón-Zygmund singular integral operator $T$ associated with a $\delta$-kernel of convolution type are the Hilbert transform for $n=1$ and Riesz transform for $n \geqslant 2$.
Definition 2.3.3. The Hilbert transform on $\mathbb{R}$ is defined to be

$$
H f(x):=P \cdot V \cdot \frac{1}{\pi} \int_{\mathbb{R}} \frac{f(y)}{x-y} d y
$$

and $j$-th Riesz transform on $\mathbb{R}^{n}$ for $j=1, \cdots, n$ is defined to be

$$
R_{j} f(x):=P . V \cdot \frac{\left.\Gamma \frac{n+1}{2}\right)}{\pi^{\frac{n+1}{2}}} \int_{\mathbb{R}^{n}} \frac{x_{j}-y_{j}}{|x-y|^{n+1}} f(y) d y .
$$

We remark that the Hilbert transform is the one-dimensional Riesz transform. The following theorem tells us that these operators characterize the Hardy space $H^{1}$.

Theorem 2.3.4 (see [107, Chapter VII, Section 3.2 Corollary 1]). Let $f \in L^{1}\left(\mathbb{R}^{n}\right)$. Then $f \in H^{1}\left(\mathbb{R}^{n}\right)$ if and only if $f \in L^{1}\left(\mathbb{R}^{n}\right)$ and $R_{j}(f) \in L^{1}\left(\mathbb{R}^{n}\right)$ for $j=1, \ldots, n$. Moreover, we have

$$
\|f\|_{L^{1}\left(\mathbb{R}^{n}\right)}+\sum_{j=1}^{n}\left\|R_{j} f\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} \approx\|f\|_{H^{1}}
$$

We can generalize the condition of the pointwise smoothness of $K$ to an integral condition, called the Hörmander condition, namely, replace Condition 2 in Definition 2.3.1 by

$$
\begin{equation*}
\sup _{y \neq 0} \int_{2|y| \leqslant|x|}|K(x-y)-K(x)| d x<\infty . \tag{8}
\end{equation*}
$$

Theorem 2.3.2 still holds for these $K$ - see [107, Chapter II Section 3].
We now move on to a more general form of singular integral operators. The following definition is taken from [107, Chapter VII Section 3.2] or [47, Section 4.1.1].

Definition 2.3.5. Let $0<\delta \leqslant 1$. We say $T$ is a singular integral operator associated by a $\delta$-kernel $K$ if $K$, defined on $\mathbb{R}^{2 n} \backslash\left\{(x, x): x \in \mathbb{R}^{n}\right\}$, is locally integrable, and there is a constant $C>0$ such that

1. $|K(x, y)| \leqslant C|x-y|^{-n}$ for all $x$;
2. $|K(x, y)-K(x, z)|+|K(y, x)-K(z, x)| \leqslant C|y-z|^{\delta}|x-y|^{-n-\delta}$ if $2|y-z| \leqslant|x-y|$;
3. the operator $T$ is given (formally) by

$$
\langle T f, g\rangle=\iint K(x, y) f(y) g(x) d y d x, \quad \forall f, g \in \mathcal{S}\left(\mathbb{R}^{n}\right) \text { with disjoint supports }
$$

and extends to a bounded operator on $L^{2}\left(\mathbb{R}^{n}\right)$.
Theorem 2.3.6 ([47, Section 4.2]). The conclusions of Theorem 2.3.2 also hold for a Calderón-Zygmund singular integral operator $T$ associated with a $\delta$-kernel.

Here is also a good place to introduce strongly singular integral operators. Strongly singular integral operators of convolution type were introduced by Fefferman in [37].

Definition 2.3.7 ([3]). Let $0<\delta \leqslant 1$ and $0<\alpha \leqslant 1$. We say $T$ is a strongly singular integral operator associated by $K$ if $K$, defined on $\mathbb{R}^{2 n} \backslash\left\{(x, x): x \in \mathbb{R}^{n}\right\}$, is locally integrable, and there is a constant $C>0$ such that

1. $|K(x, y)-K(x, z)|+|K(y, x)-K(z, x)| \leqslant C|y-z|^{\delta}|x-y|^{-n-\frac{\delta}{\alpha}}$ if $2|y-z|^{\alpha} \leqslant|x-y|$;
2. the operator $T$ is given by

$$
\langle T f, g\rangle=\iint K(x, y) f(y) g(x) d y d x, \quad \forall f, g \in \mathcal{S}\left(\mathbb{R}^{n}\right) \text { with disjoint supports }
$$

and extends to a bounded operator on $L^{2}\left(\mathbb{R}^{n}\right)$;
3. there exists $\frac{n(1-\alpha)}{2} \leqslant \beta<\frac{n}{2}$ such that both $T$ and its adjoint $T^{*}$ can be extended from $L^{q}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(\mathbb{R}^{n}\right)$ with $\frac{1}{q}=\frac{1}{2}+\frac{\beta}{n}$.

Álvarez and Milman proved the following boundedness for a strongly singular integral operator.

Theorem 2.3.8 ([3, Theorem 2.1, 2.2]).
Let $T$ be a strongly singular integral operator. Then,

1. it can be extended to a bounded operator from $L^{\infty}\left(\mathbb{R}^{n}\right)$ to $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$;
2. if we further assume that $T^{*}(1)=0, T$ can be extended to a bounded operator on $H^{p}$ for $p_{0}<p \leqslant 1$, where

$$
\frac{1}{p_{0}}=\frac{1}{2}+\frac{\beta\left(\frac{\delta}{\alpha}+\frac{n}{2}\right)}{n\left(\frac{\delta}{\alpha}-\delta+\beta\right)}
$$

An example of a strongly singular integral operator given by Álvarez and Milman is a class of pseudo-differential operators. Pseudo-differential operators are closely related to the non-homogeneous Hardy space, which will be discussed in Section 2.5.3.

### 2.4 Commutators

This section provides definitions of commutators as well as some boundedness results.
Definition 2.4.1. Let $T$ be an operator. Let $b$ be a function. The commutator of $T$ with $b$ is formally defined to be

$$
[b, T](f):=b(T f)-T(b f)
$$

The story of commutators of Calderón-Zygmund singular integral operator with BMO starts from the outstanding paper by Coifman, Rochberg, and Weiss.

Theorem 2.4.2 ([21]).
Let $T$ be a singular integral operator and $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$. Then the operator $[b, T]$, originally defined on $\mathcal{S}\left(\mathbb{R}^{n}\right)$, can be extended to a continuous operator on $L^{p}\left(\mathbb{R}^{n}\right)$ for all $1<p<\infty$, and $\|[b, T]\|_{L^{p} \rightarrow L^{p}} \lesssim\|b\|_{\mathrm{BMO}}$. Conversely, if $\left[b, R_{j}\right]$ for $j=1, \cdots, n$ are bounded on some $L^{p}\left(\mathbb{R}^{n}\right)$ with $1<p<\infty$, then $b \in \mathrm{BMO}\left(\mathbb{R}^{n}\right)$ and $\|b\|_{\mathrm{BMO}} \lesssim \sum_{j=1}^{n}\left\|\left[b, R_{j}\right]\right\|_{L^{p} \rightarrow L^{p}}$.

Another significant result is the compactness of the commutator.
Theorem 2.4.3 ([116]).
Let $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$. Then $b \in \operatorname{CMO}\left(\mathbb{R}^{n}\right)$ if and only if $[b, T]$ is a compact operator on $L^{p}\left(\mathbb{R}^{n}\right)$ for $1<p<\infty$ and for all Calderón-Zygmund singular integral operators $T$.

However, Pérez [93] gave an example that $[b, T]$ is not of weak type $(1,1)$. Moreover, there is no hope of having $H^{1}-L^{1}$ type boundedness for general $b$ and any singular integral operator $T$ by the following theorem.

Theorem 2.4.4. [55, Theorem 3.1] Let b be a locally integrable function. Then the following are equivalent:

1. $[b, H]$ is bounded from $L_{c}^{\infty}(\mathbb{R})$ to $\operatorname{BMO}(\mathbb{R})$.
2. $[b, H]$ is bounded from $H^{1}(\mathbb{R})$ to $L^{1}(\mathbb{R})$.
3. The function $b$ is constant almost everywhere.

Here, $L_{c}^{\infty}$ is the space of all bounded functions with compact support.
Earlier, Pérez introduced a new type of atoms instead of $H^{1}\left(\mathbb{R}^{n}\right)$ atoms.
Definition 2.4.5 ([93], Definition 1.3). For $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$, a $b$-atom is a function a such that for some cube $Q$
(i) $\operatorname{supp}(a) \subset Q$;
(ii) $\|a\|_{L^{\infty}} \leqslant|Q|^{-1}$;
(iii) $\int a=0$ and $\int a b=0$.

Pérez then proceeded to define an atomic space, which he called $H_{b}^{1}$ (Ky [71] uses $\mathcal{H}_{b}^{1}$ for this space) by taking all $f \in L^{1}$ which can be written as $f=\sum_{j=1}^{\infty} \lambda_{j} a_{j}$, where $a_{j}$ are $b$-atoms and $\left\{\lambda_{j}\right\} \in \ell^{1}$. Note that since $b$-atoms are also $H^{1}$ atoms, such a decomposition will converge in the $H^{1}$ norm with $\|f\|_{H^{1}} \leqslant \sum\left|\lambda_{j}\right|$, and hence Pérez's space is contained in $H^{1}$.

Perez [93] proved that $[b, T](a) \in L^{1}$ for all $b$-atoms $a$. However, this does not imply automatically that $[b, T](f) \in L^{1}$ where $f \in H_{b}^{1}$ because we do not know that the norm of a finite sum of $b$-atoms is equivalent to the norm of an infinite sum of $b$-atoms (i.e. that a version of Theorem 2.1.14 holds in this case).

Afterwards, Ky [71] introduced another approach, which is using an appropriate maximal function.

Definition 2.4.6 ([71], Definition 2.2). Let $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$ be nontrivial. The space $H_{b}^{1}\left(R^{n}\right)$ consists of $f \in H^{1}\left(\mathbb{R}^{n}\right)$ such $\left[b, \mathfrak{M}_{n t}\right] f \in L^{1}\left(\mathbb{R}^{n}\right)$, where

$$
\left[b, \mathfrak{M}_{n t}\right] f(x):=\mathfrak{M}_{n t}[b(x) f(\cdot)-b(\cdot) f(\cdot)](x)
$$

and $\mathfrak{M}_{n t}$ is the non-tangential grand maximal function defined by

$$
\mathfrak{M}_{n t} f(x):=\sup \left\{\left|f * \phi_{t}(y)\right|:|y-x|<t, \varphi \in \mathcal{A}\right\}
$$

with

$$
\mathcal{A}=\left\{\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right):\|\phi\|_{\infty}+\|\nabla \phi\|_{\infty} \leqslant\left(1+|x|^{2}\right)^{-n-1}\right\} .
$$

The norm on $H_{b}^{1}$ is given by $\|f\|_{H_{b}^{1}}:=\|f\|_{H^{1}}\|b\|_{\text {BMO }}+\left\|\left[b, \mathfrak{M}_{n t}\right] f\right\|_{L^{1}}$.
Ky showed that $H_{b}^{1}\left(R^{n}\right)$ is the biggest space on which the commutator is bounded, and that it contains the Pérez space.

We will end this section by introducing several more operators that are related to the discussion of commutators. The following two maximal functions were introduced in [21, Section 6] in the one-dimensional case. Setting

$$
M(b, f)(x):=\sup _{I \ni x}\left|\left(b(x)-b_{I}\right) f_{I}\right|,
$$

it was shown in [21, Theorem IX] that $b \in \operatorname{BMO}(\mathbb{R})$ if and only if $f \mapsto M(b, f)$ is bounded on $L^{p}(\mathbb{R})$ for $1<p<\infty$. The proof uses [21, Theorem X] which states that for a different maximal function,

$$
N(b, f)(x):=\sup _{I \ni x}\left|(b f)_{I}-b(x) f_{I}\right|,
$$

$f \mapsto N(b, f)$ is bounded on $L^{p}(\mathbb{R})$ for $1<p<\infty$ when $b \in \operatorname{BMO}(\mathbb{R})$.
The commutator of the Hardy-Littlewood maximal operator $M$ (see (2)) with multiplication by $b$, that is

$$
[M, b](f)(x):=M(b f)(x)-b(x) M f(x),
$$

was studied in $[1,6,88]$ and shown to be bounded on $L^{p}\left(\mathbb{R}^{n}\right)$ for $1<p<\infty$ if and only if $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$ and $b$ is bounded below.

Finally, one has the following maximal function,

$$
\begin{equation*}
M_{b} f(x)=\sup _{B \ni x} \frac{1}{|B|} \int_{B}|b(x)-b(y)||f(y)| d y, \tag{9}
\end{equation*}
$$

which was studied in $[1,41,102]$ and is sometimes denoted by $C_{b}$. In this case, as in [21], one has that $M_{b}$ is bounded on $L^{p}\left(\mathbb{R}^{n}\right)$ for $1<p<\infty$ if and only if $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$. Moreover, for $b \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$, [1, Corollary 1.11] gives the pointwise domination $M_{b} f(x) \lesssim\|b\|_{\mathrm{BMO}} M^{2} f(x)$ for $f \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$, and therefore

$$
\begin{equation*}
\left\|M_{b}\right\|_{L^{p} \rightarrow L^{p}} \lesssim\|b\|_{\text {BMO }} . \tag{10}
\end{equation*}
$$

### 2.5 Non-homogeneous Analogues

In this section, we will discuss the non-homogeneous analogues of Hardy spaces, bounded mean oscillations, singular integral operators (including pseudo-differential operators) and their commutators. We will separate them into subsections.

### 2.5.1 Local Hardy spaces

The local Hardy spaces $h^{p}\left(\mathbb{R}^{n}\right)(p>0)$ are introduced by Goldberg [45, 46]. As in the case of the usual Hardy spaces, local Hardy spaces have different characterizations.

Theorem 2.5.1. [46, Theorem 1] For $0<p<\infty$, the following are equivalent:

1. For a function $\psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ with $\int \psi \neq 0$, the maximal function

$$
\mathcal{M}_{\psi}(f)(x):=\sup _{0<t<1}\left|\psi_{t} * f(x)\right|
$$

is in $L^{p}\left(\mathbb{R}^{n}\right)$.
2. There exists $N \in \mathbb{N}$ such that

$$
\mathcal{M}_{\mathcal{F}_{N}}(f)(x):=\sup \left\{\mathcal{M}_{\phi}(f)(x): \phi \in \mathcal{S}_{\mathcal{F}}\right\} \in L^{p}\left(\mathbb{R}^{n}\right)
$$

where $\mathcal{S}_{\mathcal{F}_{N}}:=\left\{\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right): \sup _{x \in \mathbb{R}^{n}}\left|x^{\alpha} \partial_{x}^{\beta}(\phi)(x)\right| \leqslant 1, \forall|\alpha|,|\beta| \leqslant N\right\}$.
In this case, $\left\|\mathcal{M}_{\psi}(f)\right\|_{L^{p}} \approx\left\|\mathcal{M}_{\mathcal{F}_{N}}(f)\right\|_{L^{p}}$.

Definition 2.5.2. We say $f \in h^{p}\left(\mathbb{R}^{n}\right)$ if $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ satisfies one of the conclusion in Theorem 2.5.1, and the $h^{p}$ norm of $f$ is defined to be the corresponding $L^{p}$ norm.

That is, if $f \in h^{p}\left(\mathbb{R}^{n}\right)$, we have

$$
\|f\|_{h^{p}} \approx\left\|\mathcal{M}_{\psi} f\right\|_{L^{p}} \approx\left\|\mathcal{M}_{\mathcal{F}_{N}}(f)\right\|_{L^{p}},
$$

where $N=N_{p}+1$.
We shall also remark that Goldberg provided equivalent definitions using the Poisson kernel of the strip $\mathbb{R}^{n} \times(0,1)$.

Comparing Theorem 2.1.1 with 2.5.1, we can see that we localize the variable $t$ from $(0, \infty)$ to $(0,1)$ in the definition of the maximal function and therefore we can conclude that $H^{p}\left(\mathbb{R}^{n}\right) \subset h^{p}\left(\mathbb{R}^{n}\right)$. Still, $H^{p}\left(\mathbb{R}^{n}\right)=h^{p}\left(\mathbb{R}^{n}\right)=L^{p}\left(\mathbb{R}^{n}\right)$ for $1<p<\infty$. We will see that the definition of $h^{p}$ allows us to contain more elements than those with exact cancellations.

Example: Write $\phi(x)=e^{-x^{2}}$ and $\phi_{r}(x)=\frac{1}{r} \phi\left(\frac{x}{r}\right)$. Consider $\mathcal{M}_{\phi}\left(\phi_{r}\right)$ and $M_{\phi}\left(\phi_{r}\right)$. Using the Fourier transform, we can see that

$$
\phi_{t} * \phi_{r}(x)=\frac{1}{\sqrt{t^{2}+r^{2}}} e^{-\frac{x^{2}}{t^{2}+r^{2}}} .
$$

Furthermore,

$$
\sup _{0<t<1} \phi_{t} * \phi_{r}(x)= \begin{cases}\frac{1}{\sqrt{1+r^{2}}} e^{-\frac{x^{2}}{r^{2}+1}}, & \text { if } x^{2}>\frac{1+r^{2}}{2}, \\ \frac{1}{\sqrt{2 e}|x|}, & \text { if } \frac{r^{2}}{2} \leqslant x^{2} \leqslant \frac{1+r^{2}}{2}, \\ \frac{1}{r} e^{-\frac{x^{2}}{r^{2}}}, & \text { if } x^{2}<\frac{r^{2}}{2}\end{cases}
$$

while

$$
\sup _{t>0} \phi_{t} * \phi_{r}(x)=\left\{\begin{array}{ll}
\frac{1}{\sqrt{2 e|x|}}, & \text { if } x^{2} \geqslant \frac{r^{2}}{2}, \\
\frac{1}{r} e^{-\frac{x^{2}}{r^{2}}}, & \text { if } x^{2}<\frac{r^{2}}{2}
\end{array} .\right.
$$

One can see that the first one is in $L^{1}(\mathbb{R})$, and the latter one is not in $L^{1}(\mathbb{R})$. Moreover, we can compute that

$$
\left\|\mathcal{M}_{\phi}\left(\phi_{r}\right)\right\|_{L^{1}(\mathbb{R})}=\frac{\sqrt{\pi}}{2}+\frac{1}{\sqrt{2 e}} \log \left(1+r^{-2}\right) .
$$

From this calculation, we can see that the exact cancellation property no longer holds for $h^{1}$, and, as we will see later, the "log" term plays an important role here.

In fact, the range of $0<t<1$ in Defintion 2.5.2 is not mandatory; one can also consider $0<t<T$ and get the same set of functions - see [34] for $h^{1}\left(\mathbb{R}^{n}\right)$. For $h^{p}\left(\mathbb{R}^{n}\right)$, we introduced the following maximal function.

Definition 2.5.3 ([32]). Given $0<T<\infty$ and $x \in \mathbb{R}^{n}$, consider the family
$\mathcal{F}_{k}^{T, x}=\left\{\phi \in C^{\infty}\left(\mathbb{R}^{n}\right): \operatorname{supp}(\phi) \subset B(x, t), 0<t<T\right.$ and $\left\|\partial^{\alpha} \phi\right\|_{L^{\infty}} \leqslant t^{-n-|\alpha|}$ for all $\left.|\alpha| \leqslant k\right\}$.

We define the local grand maximal function associated to the family $\mathcal{F}_{k}^{T, x}$ of $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ by

$$
\mathcal{M}_{\mathcal{F}_{k}}(f)(x)=\sup _{\phi \in \mathcal{F}_{k}^{T, x}}|\langle f, \phi\rangle|,
$$

where $\langle\cdot, \cdot\rangle$ denotes the dual pairing between $\mathcal{S}\left(\mathbb{R}^{n}\right)$ and $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$.
Lemma 2.5.4 ([32, Lemma 1]). Let $f \in h^{p}\left(\mathbb{R}^{n}\right)$. If $k \in \mathbb{N}$ is such that $\frac{n}{n+k}<p \leqslant \frac{n}{n+k-1}$ (i.e. $k=N_{p}+1$ ) then

$$
\left\|\mathcal{M}_{\mathcal{F}_{k}}(f)\right\|_{L^{p}} \leqslant C_{n, p, T}\|f\|_{h^{p}}
$$

where $C_{n, 1, T} \lesssim 1+\max \{0, \log T\}$ for $p=1$ and $C_{n, p, T} \lesssim \max \left\{1, T^{n(1 / p-1)}\right\}$ for $p<1$.
Before we provide more characterizations of $h^{p}$, we give some of the properties shown by Goldberg.

Theorem 2.5.5 ([46]). Suppose $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $f \in h^{p}\left(\mathbb{R}^{n}\right)$. Then, $\phi f \in h^{1}\left(\mathbb{R}^{n}\right)$. In particular, if $\phi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), \phi f \in h^{1}\left(\mathbb{R}^{n}\right)$.

From this, some authors may suggest the name "localizable Hardy spaces" for $h^{p}$ because we can localize the distribution without leaving the space. In contrast, the usual Hardy spaces $H^{p}$ are not localizable because multiplying by a $C_{c}^{\infty}$ function may destroy the cancellation property (Corollary 2.1.11). Moreover, Theorem 2.5.5 allows us to consider the local Hardy spaces on manifolds and domains.

The local Hardy space $h^{p}\left(\mathbb{R}^{n}\right)$ is not only closed under multiplication by $\mathcal{S}\left(\mathbb{R}^{n}\right)$ functions, but also contains $\mathcal{S}\left(\mathbb{R}^{n}\right)$ as a dense subset.

Theorem 2.5.6 ([46]). We have $\mathcal{S}\left(\mathbb{R}^{n}\right) \subset h^{p}\left(\mathbb{R}^{n}\right)$ and $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is dense in $h^{p}\left(\mathbb{R}^{n}\right)$ for all $0<p<\infty$.

We also have atomic decomposition and molecular decomposition for $h^{1}$. Before stating the theorems, we shall introduce the atoms and molecules.

Definition 2.5.7. Let $0<p \leqslant 1 \leqslant q \leqslant \infty$ with $p<q$. We say $a$ is an $(p, q)$ atom for $h^{p}\left(\mathbb{R}^{n}\right)$ if there exists a ball $B=B\left(x_{0}, r\right)$ such that

1. $\operatorname{supp}(a) \subset B ;$
2. $\|a\|_{L^{q}(B)} \leqslant|B|^{-\frac{1}{p}+\frac{1}{q}}$;
3. if $r<1, \int_{\mathbb{R}^{n}}\left(x-x_{0}\right)^{\alpha} a(x) d x=0$ for all $|\alpha| \leqslant N_{p}$.

Theorem 2.5.8 ([46, Lemma 5]). Let $0<p \leqslant 1$ and $f \in h^{p}\left(\mathbb{R}^{n}\right)$. Then, there exist a sequence $\left\{\gamma_{j}\right\}_{j} \in \ell^{p}$ and a sequence of $(p, \infty)$ atoms for $h^{p},\left\{a_{j}\right\}_{j}$, such that $f=\sum_{j=1}^{\infty} \gamma_{j} a_{j}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and in $h^{p}\left(\mathbb{R}^{n}\right)$; moreover, $\|f\|_{h^{p}} \approx \inf \left(\sum_{j \in \mathbb{N}}\left|\gamma_{j}\right|^{p}\right)^{\frac{1}{p}}$, where the infimum is taken over all such possible decomposition of $f$.

Comparing Theorem 2.1.9 and 2.5.8, we can see that the definition of atom for $h^{p}$ has the additional restriction if $r<1$ for Item (3).

From the atomic decomposition, we have the following property.

Proposition 2.5.9. For $0<p \leqslant 1 \leqslant q \leqslant \infty$ and $p<q$, the space $h^{p}\left(\mathbb{R}^{n}\right) \cap L^{q}\left(\mathbb{R}^{n}\right)$ is dense in $h^{p}\left(\mathbb{R}^{n}\right)$.

Unlike for the spaces $H^{p}$, Corollary 2.1.11 is no longer true for $h^{p}\left(\mathbb{R}^{n}\right)$ by observing that we do not require the cancellation condition when $r(B) \geqslant 1$. For example, the function $\frac{1}{2023} \chi_{[0,2023]}$ will be an $h^{1}(\mathbb{R})$ atom.

We are now ready to prove Lemma 2.5.4.
Proof of Lemma 2.5.4.
The proof is taken from the proof of [32, Lemma 1]. Since the atomic decomposition converges in the sense of distributions, and $\mathcal{M}_{\mathcal{F}_{k}}$ is sub-linear, it suffices to prove that

$$
\left\|\mathcal{M}_{\mathcal{F}_{k}}(a)\right\|_{L^{p}} \leqslant C
$$

for a $(p, \infty)$ atom a supported on some ball $B=B\left(x_{0}, r\right) \subset \mathbb{R}^{n}$. Indeed, writing $f=$ $\sum_{j \in \mathbb{N}} \lambda_{j} a_{j}$, this will give

$$
\left\|\mathcal{M}_{\mathcal{F}_{k}}(f)\right\|_{L^{p}} \leqslant\left(\sum_{j \in \mathbb{N}}\left|\lambda_{j}\right|^{p}\left\|\mathcal{M}_{\mathcal{F}_{k}}(a)\right\|_{L^{p}}^{p}\right)^{1 / p} \leqslant C\left(\sum_{j \in \mathbb{N}}\left|\lambda_{j}\right|^{p}\right)^{1 / p}
$$

and we can take the decomposition so that the right-hand-side is bounded by a constant multiple of $\|f\|_{h^{p}}$.

So fix $a$ and split

$$
\left\|\mathcal{M}_{\mathcal{F}_{k}}(a)\right\|_{L^{p}}^{p}=\int_{B\left(x_{0}, 2 r\right)}\left[\mathcal{M}_{\mathcal{F}_{k}}(a)(x)\right]^{p} d x+\int_{\mathbb{R}^{n} \backslash B\left(x_{0}, 2 r\right)}\left[\mathcal{M}_{\mathcal{F}_{k}}(a)(x)\right]^{p} d x
$$

To deal with the first integral, note that for any $\phi \in \mathcal{F}_{k}^{T, x}$ one has

$$
\left|\int a \phi\right| \leqslant\|a\|_{L^{\infty}}\|\phi\|_{L^{\infty}}\left|B\left(x_{0}, r\right) \cap B(x, t)\right| \leqslant C_{n} r^{-\frac{n}{p}}
$$

Then

$$
\int_{B\left(x_{0}, 2 r\right)}\left[\mathcal{M}_{\mathcal{F}_{k}}(a)(x)\right]^{p} d x \leqslant C_{n, p} r^{-n}\left|B\left(x_{0}, 2 r\right)\right| \simeq C_{n, p}
$$

When $x \notin B\left(x_{0}, 2 r\right)$, note that $\int a \phi$ vanishes unless $B(x, t) \cap B\left(x_{0}, r\right) \neq \varnothing$, hence $r \leqslant \frac{\left|x-x_{0}\right|}{2}<t<T$. Thus, if $r \geqslant 1$ we have

$$
\left|\int a \phi\right| \leqslant\|a\|_{L^{1}}\|\phi\|_{L^{\infty}} \leqslant C_{n} r^{n\left(1-\frac{1}{p}\right)} t^{-n} \leqslant C_{n}\left|x-x_{0}\right|^{-n}
$$

and therefore
$\int_{\mathbb{R}^{n} \backslash B\left(x_{0}, 2 r\right)}\left[\mathcal{M}_{\mathcal{F}_{k}}(a)(x)\right]^{p} d x \lesssim \int_{2 r<\left|x-x_{0}\right|<2 T}\left|x-x_{0}\right|^{-n p} d x \lesssim \int_{2<\left|x-x_{0}\right|<2 T}\left|x-x_{0}\right|^{-n p} d x<\infty$.
Note that the integral on the right is of the order of $\log T$ when $p=1$ and $T^{n(1-p)}$ when $p<1$.

For $0<r<1$, we have the standard $H^{p}\left(\mathbb{R}^{n}\right)$ argument, using the moment conditions of $a$ up to the order $N_{p}=k-1$ and the Taylor expansion of $\phi \in \mathcal{F}_{k}^{T, x}$ to write

$$
\begin{aligned}
\left|\int a(y) \phi(y) d y\right| & =\left|\int\left[\phi(y)-\sum_{|\alpha| \leqslant k-1} C_{\alpha} \partial^{\alpha} \phi\left(x-x_{0}\right)\left(y-x_{0}\right)^{\alpha}\right] a(y) d y\right| \\
& \leqslant \sum_{|\alpha|=k} C_{\alpha}\left\|\partial^{\alpha} \phi\right\|_{L^{\infty}} r^{|\alpha|+n}\|a\|_{L^{\infty}} \\
& \leqslant C_{n} t^{-n-k} r^{k+n\left(1-\frac{1}{p}\right)} .
\end{aligned}
$$

Then

$$
\int_{\mathbb{R}^{n} \backslash B\left(x_{0}, 2 r\right)}\left[\mathcal{M}_{\mathcal{F}_{k}}(a)(x)\right]^{p} d x \leqslant C_{n, p} r^{k p+n p-n} \int_{\left|x-x_{0}\right|>2 r}\left|x-x_{0}\right|^{p(-k-n)} d x<\infty,
$$

since $p>n /(n+k)$.
There are different definitions of atoms for $h^{p}\left(\mathbb{R}^{n}\right)$. Komori defined an $h^{p}\left(\mathbb{R}^{n}\right)$ atom, for $\frac{n}{n+1}<p<1$, as follows.

Definition 2.5.10 ([69]).
We say $a$ is an $\left(h^{p}, 1\right)$ atom for $\frac{n}{n+1}<p<1$ if

- $\operatorname{supp}(a) \subset B\left(x_{0}, r\right)$ for some $x_{0} \in \mathbb{R}^{n}$ and $r>0$;
- $\|a\|_{L^{\infty}} \leqslant r^{-\frac{n}{p}}$;
- $\left|\int a\right| \leqslant 1$.

In other words, there is room for non-vanishing moment conditions for an $h^{p}\left(\mathbb{R}^{n}\right)$ atom. However, one cannot include $p=1$ in the definition. We will explain this in Section 4.1. For $p=1$, Dafni and Yue gave the following approximate cancellation conditions on atoms for $h^{1}\left(\mathbb{R}^{n}\right)$.

Definition 2.5.11 ([34]). Fix $R>0,1<q \leqslant \infty$. We say $a$ is an $R$-approximate $(1, q)$ atom if

- $\operatorname{supp}(a) \subset B\left(x_{0}, r\right)$ for some $x_{0} \in \mathbb{R}^{n}$ and $r>0$;
- $\|a\|_{L^{q}} \leqslant\left|B\left(x_{0}, r\right)\right|^{\frac{1}{q}-1}$;
- $\left|\int a\right| \leqslant\left[\log \left(1+\frac{R}{r}\right)\right]^{-1}$.

Next, we discuss molecular theory. Unlike for the $H^{p}$ spaces, the molecular theory for $h^{p}$ was not fully understood before the work [31]. The first discussion of molecular decomposition for $h^{p}\left(\mathbb{R}^{n}\right)$ is by Komori [69].

Definition 2.5.12 ([69]).
Let $\alpha>\gamma_{p}$ and $\frac{n}{n+1}<p<1$. We say $M$ is an $\left(h^{p}, 1, \alpha\right)$ molecule centered at $x_{0}$ if there is $r>0$ such that

- $\int_{\left|x-x_{0}\right| \leqslant 2 r}|M(x)| d x \leqslant r^{n\left(1-p^{-1}\right)} ;$

$$
\begin{aligned}
& \text { - } \int_{\left|x-x_{0}\right| \geqslant 2 r}|M(x)|\left|x-x_{0}\right|^{\alpha} d x \leqslant r^{\alpha+n\left(1-p^{-1}\right)} \\
& \text { - }\left|\int_{\mathbb{R}^{n}} M(x) d x\right| \leqslant 1
\end{aligned}
$$

We will introduce atoms and molecules for general $p$ in Chapter 4.
Finally, we end this subsection by introducing Hardy's inequality for $h^{1}(\mathbb{R})$. Goldberg claimed this inequality in [45] without proof, and it was proved by Dafni and Liflyand [33]. The $n$-dimensional version is stated in Theorem 4.2.1.

Theorem 2.5.13 ([33, Theorem 1]). For any $f \in h^{1}(\mathbb{R})$, we have

$$
\int_{\mathbb{R}} \frac{|\widehat{f}(\xi)|^{2}}{1+|\xi|} \lesssim\|f\|_{h^{1}(\mathbb{R})}
$$

### 2.5.2 Non-homogeneous BMO

We start with the definition of non-homogeneous BMO.
Definition 2.5.14. Let $b \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$. We say $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$, the non-homogeneous BMO if

$$
\begin{equation*}
\|b\|_{\mathrm{bmo}\left(\mathbb{R}^{n}\right)}:=\sup _{B} \frac{1}{|B|} \int_{B}\left|b(x)-c_{B}\right| d x<\infty, \tag{11}
\end{equation*}
$$

where the constant $c_{B}$ is given by

$$
c_{B}:= \begin{cases}b_{B}=f_{B} b, & \text { if } r(B)<1  \tag{12}\\ 0, & \text { if } r(B) \geqslant 1\end{cases}
$$

for each ball $B$, and the supremum is taken over all balls $B \subset \mathbb{R}^{n}$.
We will continue to use this notation when $b$ is a fixed bmo function.
We remark that

$$
\sup _{B} f_{B}\left|b(x)-c_{B}\right| d x \approx \sup _{r(B)<1} f_{B}\left|b(x)-b_{B}\right| d x+\sup _{r(B) \geqslant 1} f_{B}|b(x)| d x .
$$

Therefore, this explains why we call the space non-homogeneous. In some contexts, the space $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$ may be called as "local BMO"; however, it is more appropriate to "local BMO" to be the space of $b \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
\|b\|_{\mathrm{BMO}_{\mathrm{loc}}\left(\mathbb{R}^{n}\right)}:=\sup _{r(B)<R} f_{B}\left|b(x)-b_{B}\right| d x<\infty
$$

for some fixed $R$ - see [114]. This space is strictly larger than BMO and $\dot{\Lambda}_{\gamma} \subset \mathrm{BMO}_{l o c}$. Also, there is a space called "small bmo", which is related to the product setting, see [24].

We observe that the constant function $c$ has bmo norm $c$. As a result, unlike BMO, we do not need to take bmo modulo all the constant functions to obtain a Banach space. In other words,

Theorem 2.5.15. The space $\left(\operatorname{bmo}\left(\mathbb{R}^{n}\right),\|\cdot\|_{\mathrm{bmo}\left(\mathbb{R}^{n}\right)}\right)$ is a complete normed space.
Let us state some basic properties of $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$.

## Proposition 2.5.16.

1. $\left(\left[34\right.\right.$, Lemma 6.1]) Let $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$. The averages $\left|b_{B}\right| \lesssim \frac{\|b\|_{\text {bmo }}}{\log \left(1+[r(B)]^{-1}\right)}$.
2. Let $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$. For any $x_{0} \in \mathbb{R}^{n}, r>0, \delta>0$, and $1 \leqslant p<\infty$,

$$
r^{\delta} \int_{\mathbb{R}^{n}} \frac{\left|b(x)-c_{B\left(x_{0}, r\right)}\right|^{p}}{\left(r+\left|x-x_{0}\right|\right)^{n+\delta}} d x \lesssim_{n, p, \delta}\|b\|_{\operatorname{bmo}\left(\mathbb{R}^{n}\right)}^{p} .
$$

3. We have the relations $L^{\infty}\left(\mathbb{R}^{n}\right) \subset \operatorname{bmo}\left(\mathbb{R}^{n}\right) \subset \operatorname{BMO}\left(\mathbb{R}^{n}\right)$ and these inclusions are proper.

## Proof of Proposition 2.5.16.

1. Since we will use this argument later, it is good to provide proof. Let $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$ and $B$ be a ball in $\mathbb{R}^{n}$. If $r(B) \geqslant 1$, then $\left|b_{B}\right| \leqslant \frac{1}{|B|} \int_{B}|b(x)| d x \leqslant\|b\|_{\mathrm{bmo}\left(\mathbb{R}^{n}\right)}$ and we use the fact that $\frac{1}{\log \left(1+r^{-1}\right)}$ is an increasing function on $\mathbb{R}$. When $r(B)<1$, there exists $N \in \mathbb{N}$ such that $2^{N-1} r(B)<1 \leqslant 2^{N} r(B)$. With this $N$, we obtain

$$
\begin{aligned}
\left|b_{B}\right| & \leqslant \sum_{j=1}^{N}\left|b_{2^{j} B}-b_{2^{j-1} B}\right|+\left|b_{2^{N} B}\right| \\
& \leqslant \sum_{j=1}^{N}\left|b_{2^{j} B}-b_{2^{j-1} B}\right|+\|b\|_{\mathrm{bmo}\left(\mathbb{R}^{n}\right)} \\
& \leqslant \sum_{j=1}^{N} 2\|b\|_{\mathrm{bmo}\left(\mathbb{R}^{n}\right)}+\|b\|_{\mathrm{bmo}\left(\mathbb{R}^{n}\right)} \\
& \leqslant(2 N+1)\|b\|_{\mathrm{bmo}\left(\mathbb{R}^{n}\right)} \lesssim \frac{\|b\|_{\mathrm{bmo}\left(\mathbb{R}^{n}\right)}}{\log \left(1+[r(B)]^{-1}\right)} .
\end{aligned}
$$

We have used the estimate (6) for small balls.
2. This proof is from the work [30]. By translation invariance of $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$, we may assume $x_{0}=0$. Denote $B\left(0,2^{k} r\right)$ by $B_{k}, k=0,1,2, \ldots$. Then using (14) and the fact that for $2^{j} r<1$

$$
\begin{equation*}
\left|c_{B_{j}}-c_{B_{j-1}}\right|=\left|b_{B_{j}}-b_{B_{j-1}}\right| \leqslant 2^{n}\|b\|_{\text {bmo }} \tag{13}
\end{equation*}
$$

and Item 1, we have

$$
\begin{aligned}
& r^{\delta} \int_{\mathbb{R}^{n} \backslash B_{0}} \frac{\left|b(x)-c_{B_{0}}\right|^{p}}{|x|^{n+\delta}} d x \\
& \lesssim \sum_{k=0}^{\infty} 2^{-k \delta}\left|B_{k}\right|^{-1} \int_{B_{k+1} \backslash B_{k}}\left(\left|b(x)-c_{B_{k+1}}\right|^{p}+\left|c_{B_{k+1}}-c_{B_{0}}\right|^{p}\right) d x \\
& \lesssim \sum_{k=0}^{\infty} 2^{-k \delta}\|b\|_{\text {bmo }}^{p}\left(1+\left(\min \left\{k+1, \log _{+} r^{-1}\right\}\right)^{p}\right) d x \lesssim\|b\|_{\text {bmo }}^{p} .
\end{aligned}
$$

3. The first inclusion is proper by considering $\log \left(\frac{1}{|x|}\right)$ on $[-1,1]$. We can see that $\log |x|$ is not in bmo since as $R \rightarrow \infty$,

$$
\frac{1}{R} \int_{1}^{R+1}|\log (x)| d x=\left(1+R^{-1}\right) \log (R+1)-1 \rightarrow \infty
$$

We also have a John-Nirenberg inequality for $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$.
Theorem 2.5.17 ([34, Theorem 3.1]).
For $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$, there exist $C, c>0$ such that for any ball $B$,

$$
\left|\left\{x \in B:\left|b(x)-c_{B}\right|>\lambda\right\}\right| \leqslant C|B| e^{-\lambda c /\|b\|_{\mathrm{bmo}}}
$$

for all $\lambda>0$. As a result, one gets that

$$
\begin{equation*}
\|b\|_{\mathrm{bmo}} \approx\|b\|_{\mathrm{bmo}}{ }^{p}:=\left(\sup _{B} f_{B}\left|b(x)-c_{B}\right|^{p} d x\right)^{1 / p} \tag{14}
\end{equation*}
$$

for $1 \leqslant p<\infty$, with constants depending on $p$.
Goldberg proved that the dual of $h^{1}\left(\mathbb{R}^{n}\right)$ is the space $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$.
Theorem 2.5.18 ([46, Corollary 1]). We have $\left(h^{1}\left(\mathbb{R}^{n}\right)\right)^{*} \cong \operatorname{bmo}\left(\mathbb{R}^{n}\right)$ in the sense of Theorem 2.2.6.

Similarly to the usual BMO case, we have the following definition.

## Definition 2.5.19.

1. The space $\operatorname{vmo}\left(\mathbb{R}^{n}\right)$ is the $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$-closure of all bounded uniformly continuous functions.
2. The space $\operatorname{cmo}\left(\mathbb{R}^{n}\right)$ is the $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$-closure of $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$.

Theorem 2.5.20. [29] Let $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$.

1. A function $b \in \operatorname{vmo}\left(\mathbb{R}^{n}\right)$ iff $b$ satisfies (7).
2. A function $b \in \operatorname{cmo}\left(\mathbb{R}^{n}\right)$ iff $b$ satisfies (7) and

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \sup _{\substack{| | B \mid \geqslant 1 \\ B \subset(B(0, R))^{c}}} f_{B}|b|=0 . \tag{15}
\end{equation*}
$$

One should notice that vmo in [29] is cmo in this thesis. Also,
Theorem 2.5.21 $([29])$. We have $\left(\operatorname{cmo}\left(\mathbb{R}^{n}\right)\right)^{*} \cong h^{1}\left(\mathbb{R}^{n}\right)$.
Therefore, we have $\operatorname{cmo}\left(\mathbb{R}^{n}\right) \subset \operatorname{vmo}\left(\mathbb{R}^{n}\right) \subset \operatorname{bmo}\left(\mathbb{R}^{n}\right) \subset \operatorname{BMO}\left(\mathbb{R}^{n}\right)$ (in the sense of sets).
As for BMO, if $f, g \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$, we do not expect that $f g \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$. One needs to consider a smaller space.

Definition 2.5.22. Let $b \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$.

1. We say $b \in \mathrm{LMO}_{l o c}\left(\mathbb{R}^{n}\right)$ if

$$
\|b\|_{\mathrm{LMO}_{l o c}\left(\mathbb{R}^{n}\right)}:=\sup _{r(B)<1} \frac{\left[\log \left(1+r(B)^{-1}\right)\right]}{|B|} \int_{B}\left|b(x)-b_{B}\right| d x<\infty .
$$

2. We define $\operatorname{lmo}\left(\mathbb{R}^{n}\right):=\mathrm{LMO}_{\text {loc }}\left(\mathbb{R}^{n}\right) \cap \operatorname{bmo}\left(\mathbb{R}^{n}\right)$ and

$$
\|b\|_{\operatorname{lmo}\left(\mathbb{R}^{n}\right)}:=\|b\|_{\mathrm{LMO}_{\text {loc }}\left(\mathbb{R}^{n}\right)}+\sup _{r(B) \geqslant 1}|b|_{B}<\infty .
$$

Bonami and Fetou [9] showed that the pointwise multipliers of $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$ are the elements of $L^{\infty}\left(\mathbb{R}^{n}\right) \cap \operatorname{lmo}\left(\mathbb{R}^{n}\right)$. Furthermore, the space $\operatorname{lmo}\left(\mathbb{R}^{n}\right)$ is useful in PDE. In [113], coefficients with logarithmic mean oscillation condition of a parabolic equation are considered, while in $[7,8]$, a range of such conditions are imposed on the initial vorticity in the Euler and Navier-Stokes equations. We note that the latter articles use a little different notation (for example, bmo there refers to "local BMO" rather than Goldberg's non-homogeneous space) and an $L^{2}$ oscillation, which is equivalent to the $L^{1}$ one by the John-Nirenberg inequality for these spaces (see [104]).

From the definition of $\operatorname{lmo}\left(\mathbb{R}^{n}\right)$, because $\left[\log \left(1+r(B)^{-1}\right)\right]^{-1} \rightarrow 0$ as $r \rightarrow 0$, functions in $\mathrm{LMO}_{\mathrm{loc}}\left(\mathbb{R}^{n}\right)$ satisfy ( 7 ) and therefore $\operatorname{lmo}\left(\mathbb{R}^{n}\right) \subset \operatorname{vmo}\left(\mathbb{R}^{n}\right)$. If $b \in \operatorname{LMO}_{\text {loc }}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right)$ with $1 \leqslant p<\infty$, then $b$ will also satisfy condition (15). In fact, if $|B| \geqslant 1$ and $B \subset$ $\mathbb{R}^{n} \backslash B(0, R) \subset \mathbb{R}^{n}$, then

$$
f_{B}|b| \leqslant\|b\|_{L^{p}\left(B(0, R)^{c}\right)} \rightarrow 0
$$

as $R \rightarrow \infty$. Thus, $\mathrm{LMO}_{\mathrm{loc}}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right) \subset \mathrm{cmo}\left(\mathbb{R}^{n}\right)$.
We give some examples for $\operatorname{lmo}\left(\mathbb{R}^{n}\right)$.
Example 1. The first example is $L(x)=\log \left(\log \left(\frac{2 e}{|x|}\right)\right) \chi_{[-2,2]}(x)$. Brezis and Nirenberg [11] showed that $L \in \operatorname{VMO}(\mathbb{R})$. We shall show $L(x) \in \mathrm{LMO}_{\text {loc }}(\mathbb{R})$. We will use the fact that for any interval $I$,

$$
f_{I}\left|L(x)-L_{I}\right| d x \approx f_{I} f_{I}|L(x)-L(y)| d y d x .
$$

For simplicity, we write $\theta(r)=\left[\log \left(1+r^{-1}\right)\right]^{-1}$. Let $0<r<1, x_{0} \in[-2,2]$, and $0<\varepsilon \leqslant 1$.
Case 1: if $\left|x_{0}\right| \geqslant(1+\varepsilon) r$
Without loss of generality, we assume $x_{0} \geqslant(1+\varepsilon) r$. Then,

$$
\begin{aligned}
\int_{x_{0}-r}^{x_{0}+r} \int_{x_{0}-r}^{x_{0}+r}|L(x)-L(y)| d y d x & \leqslant \int_{x_{0}-r}^{\left(x_{0}+r\right)} \int_{x_{0}-r}^{\left(x_{0}+r\right)}|x-y|\left|L^{\prime}\left(x_{0}-r\right)\right| d y d x \\
& \leqslant C \varepsilon^{-1} r^{2}\left[\log \left(\frac{2 e}{\varepsilon r}\right)\right] \leqslant C^{\prime} \varepsilon^{-1} r^{2}[\theta(\varepsilon r)]
\end{aligned}
$$

We have used that $\left|L^{\prime}(x)\right|=\left[x \log \left(\frac{2 e}{x}\right)\right]^{-1}$ and it is decreasing on $(0,2]$; also the fact that there are $0<c<C$ such that for all $x \leqslant 2$,

$$
c \leqslant \frac{\log \left(\frac{2 e}{x}\right)}{\theta(x)} \leqslant C .
$$

In particular, if $\left|x_{0}\right| \geqslant 2 r$, we have

$$
\frac{1}{(2 r)^{2}} \int_{x_{0}-r}^{x_{0}+r} \int_{x_{0}-r}^{x_{0}+r}|L(x)-L(y)| d y d x \leqslant C^{\prime} \theta(r)
$$

where the constant $C^{\prime}$ is independent of $x_{0}$.
Case 2: $\left|x_{0}\right| \leqslant 2 r$
First, we can reduce to the case $[0,3 r]$. If we let $I=\left[x_{0}-r, x_{0}+r\right]$ and $0 \in I$, then by evenness of $L$, we have

$$
\begin{aligned}
\int_{x_{0}-r}^{x_{0}+r} \int_{x_{0}-r}^{x_{0}+r}|L(x)-L(y)| d y d x & \leqslant \int_{-3 r}^{3 r} \int_{-3 r}^{3 r}|L(x)-L(y)| d y d x \\
& =4 \int_{0}^{3 r} \int_{0}^{3 r}|L(x)-L(y)| d y d x
\end{aligned}
$$

and this shows that we can focus on the case $[0, r]$ (as $r$ is arbitrarily fixed).
Now, we write $I=(0, r]$ and $I_{j}=\left(\frac{r}{2^{j}}, \frac{r}{2^{j-1}}\right]$ for $j \in \mathbb{N}$, and we have

$$
f_{I}\left|L(x)-L_{I}\right| d x \leqslant 2 \int_{I}\left|L(x)-L_{I_{1}}\right| d x .
$$

Now by observing $I=\bigcup_{j=1}^{\infty} I_{j}$, we can write as

$$
\frac{1}{|I|} \int_{I}\left|L(x)-L_{I_{1}}\right| d x \leqslant \sum_{j=1}^{\infty} 2^{-j}\left(\frac{1}{\left|I_{j}\right|} \int_{I_{j}}\left|L(x)-L_{I_{j}}\right| d x+\left|L_{I_{j}}-L_{I_{1}}\right|\right)=:(A) .
$$

For the first term, the center of $I_{j}$ is $\frac{3 r}{2^{j+1}}$ and the radius of $I_{j}$ is $\frac{r}{2^{j+1}}$, which satisfies Case 1. Hence, we can apply Case 1 with $\varepsilon=1$.
For the second term, write $J_{k}=I_{k-1} \cup I_{k}$ and observe that $\left[\log \left(1+r^{-1}\right)\right]^{-1}$ is an increasing concave function, then for $j \geqslant 2$

$$
\begin{aligned}
\left|L_{I_{j}}-L_{I_{1}}\right| & \leqslant \sum_{k=2}^{j}\left|L_{I_{k}}-L_{I_{k-1}}\right| \\
& \leqslant C \sum_{k=2}^{j}\left[\frac{1}{\left|J_{k}\right|} \int_{J_{k}}\left|L(x)-L_{J_{k}}\right| d x\right] \\
& \leqslant C \sum_{k=2}^{j} \theta\left(3 \cdot 2^{-k} r\right) \\
& \leqslant C(j-1) \theta\left(\sum_{k=2}^{j} \frac{3 \cdot 2^{-k} r}{j-1}\right) \leqslant C(j-1) \cdot \theta(2 r) .
\end{aligned}
$$

We have used Case 1 with $\varepsilon=\frac{2}{3}$. Now, we have

$$
(A) \leqslant \sum_{j=1}^{\infty} 2^{-j}[[\theta(r)]+(j-1)[\theta(2 r)]] \leqslant C^{\prime}[\theta(2 r)] \leqslant C^{\prime \prime}[\theta(r)] .
$$

In the last line, we have used the fact that

$$
1 \leqslant \frac{\theta(2 r)}{\theta(r)} \leqslant 2
$$

for all $r>0$.
Therefore, if $\left|x_{0}\right| \leqslant 2 r$, we have

$$
f_{I}\left|L(x)-L_{I}\right| d y d x \leqslant C^{\prime \prime \prime} \theta(r)
$$

and the constant $C^{\prime \prime \prime}$ is independent of $x_{0}$.
Combining both cases, there exists $C>0$ such that

$$
f_{\left[x_{0}-r, x_{0}+r\right]}\left|L(x)-L_{\left[x_{0}-r, x_{0}+r\right]}\right| d x \leqslant C \theta(r)=\frac{C}{\log \left(1+\frac{1}{r}\right)},
$$

which implies that

$$
\sup _{0<r<1} \log \left(1+\frac{1}{r}\right) f_{\left[x_{0}-r, x_{0}+r\right]}\left|L(x)-L_{\left[x_{0}-r, x_{0}+r\right]}\right| d x \leqslant C<\infty .
$$

Example 2. Following the idea in Section 3.1 in [13], let $\Lambda(x)=\sum_{j \in \mathbb{Z}} a_{j} L\left(x-n_{j}\right)$, where $a_{j}$ is bounded and $n_{j}$ satisfy $n_{j+1}-n_{j} \geqslant 2023$. Using the same argument as in the first example, we can show that $\Lambda \in \mathrm{LMO}_{\mathrm{loc}}(\mathbb{R})$. Moreover, if $\left\{a_{j}\right\} \in \ell^{1}(\mathbb{Z})$, then we can also see that for $p \geqslant 1$,

$$
\|\Lambda\|_{L^{p}}^{p}=C \int_{0}^{\infty} \exp \left(-e^{y^{\frac{1}{p}}}\right) d y<\infty
$$

Example 3. The function $\ell_{\alpha}(x)=\left(\log \left(|x|^{-1}\right)\right)^{\alpha} \chi_{[-1,1]}$ for $\alpha \in(0,1]$ is not in $\mathrm{LMO}_{\text {loc }}(\mathbb{R})$. For $\alpha \in(0,1), \ell_{\alpha}(x) \in \operatorname{vmo}(\mathbb{R}) \backslash \mathrm{LMO}_{\mathrm{loc}}(\mathbb{R})$. By considering the interval $B=(r, 2 r)$ where $0<r<\frac{1}{2}$ and using the Mean Value Theorem, we have

$$
\begin{aligned}
\frac{1}{r^{2}} \int_{r}^{2 r} \int_{r}^{2 r}\left|\ell_{\alpha}(x)-\ell_{\alpha}(y)\right| d y d x & \geqslant \frac{1}{r^{2}} \int_{r}^{2 r} \int_{r}^{2 r} \frac{\alpha|x-y|}{(2 r)\left[\log \left((2 r)^{-1}\right)\right]^{1-\alpha}} d x d y \\
& =\frac{\alpha}{24} \frac{1}{\left[\log \left((2 r)^{-1}\right)\right]^{1-\alpha}},
\end{aligned}
$$

which gives us

$$
\lim _{r \rightarrow 0} \frac{\log \left(1+\frac{1}{r}\right)}{\left[\log \left((2 r)^{-1}\right)\right]^{1-\alpha}}=\infty
$$

For $\alpha=1$, it is not even in $v m o(\mathbb{R})$, so it cannot be in $\mathrm{LMO}_{\text {loc }}(\mathbb{R})$.

Finally, we introduce the non-homogeneous Zygmund space.
Definition 2.5.23. The non-homogeneous Zygmund space is defined to be $\Lambda_{\gamma}\left(\mathbb{R}^{n}\right):=$ $\dot{\Lambda}_{\gamma}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$. The norm is given by

$$
\|f\|_{\Lambda_{\gamma}}:=\|f\|_{\dot{\Lambda}_{\gamma}}+\|f\|_{L^{\infty}}
$$

Example 4. In fact, $\Lambda_{\gamma}\left(\mathbb{R}^{n}\right) \subset \operatorname{lmo}\left(\mathbb{R}^{n}\right)$ for all $\gamma>0$. Let $b \in \Lambda_{\gamma}\left(\mathbb{R}^{n}\right)$. From the boundedness of $b$, we have

$$
\sup _{r(B) \geqslant 1} \frac{1}{|B|} \int_{B}|b(x)| d x \leqslant\|b\|_{\Lambda_{\gamma}} .
$$

Therefore, we need to show that $\|b\|_{\mathrm{LMO}_{\mathrm{loc}}}<\infty$. Let $B=B\left(x_{0}, r\right)$.

$$
\begin{aligned}
\log \left(1+r^{-1}\right) f_{B}\left|b(y)-b_{B}\right| d y & \leqslant \log \left(1+r^{-1}\right) \frac{r^{\gamma}}{r^{\gamma}} f_{B}\left|b(y)-b_{B}\right| d y \\
& \leqslant \log \left(1+r^{-1}\right) r^{\gamma}\|b\|_{\Lambda_{\gamma}} .
\end{aligned}
$$

Since $\log \left(1+r^{-1}\right) r^{\gamma} \leqslant C_{\gamma}$ for $0<r<1$, we can conclude that $\|b\|_{\mathrm{LMO}_{\text {loc }}}<\infty$.
As expected, Goldberg also identified the dual of $h^{p}$ spaces:
Theorem 2.5.24 ([46, Theorem 5]).
Let $0<p<1$. The dual space of $h^{p}\left(\mathbb{R}^{n}\right)$ is $\Lambda_{n\left(p^{-1}-1\right)}\left(\mathbb{R}^{n}\right)$.

### 2.5.3 Pseudo-differential operators and commutators

We begin with the definition of a symbol.
Definition 2.5.25. Let $a \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$, $m \in \mathbb{R}$, and $\rho, \delta \in[0,1]$. We say $a \in S_{\rho, \delta}^{m}$ if for any $\alpha, \beta \in \mathbb{N}_{0}$ there exists $A_{\alpha, \beta}$ such that

$$
\begin{equation*}
\left|\partial_{x}^{\beta} \partial_{\xi}^{\alpha} a(x, \xi)\right| \leqslant A_{\alpha, \beta}(1+|\xi|)^{m-\rho|\alpha|+\delta|\beta|} \tag{16}
\end{equation*}
$$

for all $(x, \xi) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$. We also define the pseudo-differential operator associated with symbol $a, T_{a}$, to be

$$
T_{a} f(x):=\int_{\mathbb{R}^{n}} a(x, \xi) \hat{f}(\xi) e^{2 \pi i x \cdot \xi} d \xi
$$

given $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$.
Some authors may write $O p S_{\rho, \delta}^{m}$ to denote the space of all pseudo-differential operators associated with a symbol $a \in S_{\rho, \delta}^{m}$.

We have that $T_{a}: \mathcal{S}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{S}\left(\mathbb{R}^{n}\right)$ continuously for all $\rho, \delta \in[0,1]$ - see [108, Chapter VI Section 1.3 and Chapter VII Section 1.1.1].

Two notable examples of pseudo-differential operators are multipliers and multiplication operators. More precisely, if $a(x, \xi)=m(\xi) \in S_{1,0}^{0}$, then $\widehat{T_{a} f}(\xi)=m(\xi) \widehat{f}(\xi)$, which is also known as a Fourier multiplier operator; if $a(x, \xi)=M(x) \in S_{1,0}^{m}$, then $T_{a} f(x)=M(x) f(x)$ by using the Fourier inversion formula, and this operator is known as a multiplication operator. However, the multiplication operators by functions in $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ or $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$ are not pseudo-differential operators because these functions do not satisfy (16).

Pseudo-differential operators are an example of generalized singular integral operators. The proof of the following proposition can be found in [108] or [2].

Proposition 2.5.26. Let $a \in S_{\rho, \delta}^{m}$ with $0<\rho \leqslant 1$ and $0 \leqslant \delta \leqslant 1$. Let

$$
K(x, y):=\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{n}} e^{2 \pi i(x-y) \cdot \xi} a(x, \xi) \psi(\varepsilon \xi) d \xi
$$

for a $\psi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\psi \equiv 1$ on $|\xi| \leqslant 1$, where the limit is taken in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. Then, we can write $T_{a} f(x):=\int_{\mathbb{R}^{n}} K(x, y) f(y) d y, K$ is smooth away from the diagonal, and $K$ satisfies

$$
\sup _{|\alpha|+|\beta|=M}\left|\partial_{x}^{\alpha} \partial_{y}^{\beta} K(x, y)\right| \lesssim_{\alpha, \beta}|x-y|^{-\frac{M+m+n}{\rho}}
$$

given that $x \neq y$ and $M \in \mathbb{N}$ such that $M+m+n>0$. Furthermore, for any $N \in \mathbb{N}$ and $\alpha, \beta \in \mathbb{N}_{0}$

$$
\sup _{|x-y| \geqslant 1}|x-y|^{N}\left|\partial_{x}^{\alpha} \partial_{y}^{\beta} K(x, y)\right| \lesssim_{\alpha, \beta, N} 1 .
$$

The pseudo-differential operators associated to an $S_{\rho, \delta}^{m}$ symbol is a strongly singular integral operator if $0<\delta \leqslant \rho<1$ and $-\frac{n}{2}<m \leqslant-\frac{n(1-\rho)}{2}-$ see [3, Section 3].

We now introduce an important example of pseudo-differential operators.
Definition 2.5.27. [46] Let $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ with $\varphi \equiv 1$ on $B(0,1)$. For $j=1, \cdots, n$, we define the $j$-th local Riesz transform to be

$$
\begin{equation*}
r_{j} f:=\mathcal{F}^{-1}\left(i(1-\varphi) \frac{\xi_{j}}{|\xi|} \widehat{f}\right), \tag{17}
\end{equation*}
$$

where $\mathcal{F}^{-1}$ denotes the inverse Fourier transform.
These are pseudo-differential operators with symbols in $S_{1,0}^{0}$ because the symbol (1$\varphi(\xi) \frac{\xi_{j}}{|\xi|}$ is smooth away from 0 and it is identically 0 in $B(0,1)$. Moreover, the symbol is bounded above by a constant for all $\xi$, so $m=0$; when we differentiate the symbols, we reduce the power of $\xi$ by 1 . Thus, the symbol is in $S_{1,0}^{0}$.

Goldberg used these operators to characterize $h^{1}\left(\mathbb{R}^{n}\right)$.
Theorem 2.5.28 ([46, Theorem 2]). A distribution $f \in h^{1}\left(\mathbb{R}^{n}\right)$ if and only if $f \in L^{1}\left(\mathbb{R}^{n}\right)$ and $r_{j}(f) \in L^{1}\left(\mathbb{R}^{n}\right)$ for all $j=1, \cdots, n$.

Later, Peloso and Secco [92] provided a characterization using local Riesz transform for some range of $p \leqslant 1$.

Next, we discuss the boundedness of pseudo-differential operators, which means there exists an extension of $T$ such that it is a bounded operator. For $a \in S_{1,0}^{0}$ symbols, $T_{a}$ is bounded on $L^{2}\left(\mathbb{R}^{n}\right)$, see [108, Chapter VI Section 2]. For $a \in S_{1,1}^{0}$, it may not be bounded on $L^{2}\left(\mathbb{R}^{n}\right)$, but it is bounded on $\Lambda_{\gamma}\left(\mathbb{R}^{n}\right)$ for $\gamma>0$, see [108, Chapter VII Section 1.2 and 1.3]. If $a \in S_{1,0}^{m}$, then $T_{a}$ maps $W^{s, 2}\left(\mathbb{R}^{n}\right)$ to $W^{s-m, 2}\left(\mathbb{R}^{n}\right)(s \in \mathbb{R})$, where $W^{s, 2}\left(\mathbb{R}^{n}\right)$ is the generalized Sobolev space and its norm is $\|f\|_{W^{s, p}}:=\left\|(I-\Delta)^{\frac{s}{2}} f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}$, see [100, Theorem 2.6.11]; $T_{a}$ also maps $\Lambda_{\gamma}\left(\mathbb{R}^{n}\right)$ to $\Lambda_{\gamma-m}\left(\mathbb{R}^{n}\right)$ where $\gamma>m$.

Now we focus on the boundedness on local Hardy spaces. Let us first explain why the classical Calderón-Zygmund singular integral operators are unsuitable for $h^{1}$.

Example. Consider $f=\chi_{\left[-\frac{1}{2}, \frac{1}{2}\right]}$, which is an $h^{1}$ atom on $\mathbb{R}$, and the Hilbert transform. Then we have

$$
H(f)(t)=\frac{1}{\pi} \log \left|\frac{t+\frac{1}{2}}{t-\frac{1}{2}}\right|
$$

and it is not in $L^{1}(\mathbb{R})$. Indeed, for $t \geqslant 1$, one has $H f(t) \geqslant \frac{c}{\left(t-\frac{1}{2}\right)}$ for some $c>0$.
Next, we will record some results about the boundedness of pseudo-differential operators acting on $h^{p}$, which we will not use in later chapters.

## Theorem 2.5.29.

1. [46, Theorem 4] If $a \in S_{1,0}^{0}$, then $T_{a}$ can be extended to a bounded operator on $h^{p}\left(\mathbb{R}^{n}\right)$ for any $0<p \leqslant 1$.
2. [115, Chapter 1 Section 2] If $a \in S_{1, \delta}^{0}$ for $0<\delta<1$, then $T_{a}$ can be extended to $a$ bounded operator on $h^{1}\left(\mathbb{R}^{n}\right)$.
3. [60, Theorem 4.1] If $a \in S_{\rho, \delta}^{-n(1-\rho) / 2}$ for $\delta \leqslant \rho \leqslant 1$ and $0 \leqslant \delta<1$, then $T_{a}$ can be extended to a bounded operator on $h^{1}\left(\mathbb{R}^{n}\right)$.
4. [59] If $a \in S_{1, \delta}^{m}$ for $-n<m \leqslant 0,0 \leqslant \delta<1$, then $T_{a}$ can be extended to a bounded operator from $h^{p}\left(\mathbb{R}^{n}\right)$ to $h^{q}\left(\mathbb{R}^{n}\right)$ for any $p \leqslant q \leqslant \frac{p n}{n-\alpha p}$ and $0<p \leqslant 1$. Moreover, if $m<0, T_{a}$ maps continuously $h^{p}\left(\mathbb{R}^{n}\right)$ to $h^{\frac{p n}{n-\alpha p}}\left(\mathbb{R}^{n}\right)$ if $p<\frac{n}{-m}$; to $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$ if $p=\frac{n}{-m}$; and to $\Lambda_{\alpha-n / p}$ if $p>\frac{n}{-m}$.
5. [90, Theorem 4.1] Let $0<p \leqslant 1$. If $a \in S_{\rho, \rho}^{m}$ with $0 \leqslant \rho<1$ and $m=-n(1-\rho)\left(p^{-1}-\right.$ $\frac{1}{2}$ ), then $T_{a}$ can be extended to a bounded operator on $h^{p}\left(\mathbb{R}^{n}\right)$.
6. [59] Let $0<p \leqslant 1$ and $-n<m \leqslant 0$. If $a \in S_{\rho, \delta}^{m}$ with $0<\delta \leqslant \rho<1$, then $T_{a}$ can be extended to a bounded operator from $h^{p}\left(\mathbb{R}^{n}\right)$ to $h^{q}\left(\mathbb{R}^{n}\right)$ where $q$ satisfies $-m=n\left[p^{-1}-q^{-1}+(1-\rho)\left(q^{-1}-\frac{1}{2}\right)\right]$.
7. [59] Let $0<p \leqslant 1$. If $a \in S_{0,0}^{-n\left(p^{-1}-\frac{1}{2}\right)}$, then $T_{a}$ can be extended to a bounded operator from $h^{p}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(\mathbb{R}^{n}\right)$.

Finally, we state some results related to commutators of pseudo-differential operators with some functions.

Theorem 2.5.30 ([70, Theorem 1]). Let b be a function such that $\nabla b \in \Lambda_{\alpha}$ for $0<\alpha<1$. Suppose $a \in S_{1,0}^{1}$. Then, $\left[b, T_{a}\right]$ acts continuously on $h^{p}\left(\mathbb{R}^{n}\right)$ for all $\frac{n}{n+\alpha} \leqslant p \leqslant 1$.

Theorem 2.5.31. Let $b \in L_{0}^{1, \psi}\left(\mathbb{R}^{n}\right)$ with $\psi(r)=\frac{\left(1+r^{n}\right)^{\theta}}{\log \left(e+r^{-n}\right)}$ and $\theta \geqslant 0$.

1. [124] Suppose $a \in S_{1, \delta}^{0}$ with $0 \leqslant \delta<1$, then $[b, T]$ is bounded from $H^{1}\left(\mathbb{R}^{n}\right)$ to $L^{1}\left(\mathbb{R}^{n}\right)$.
2. [62] Suppose $a \in S_{\rho, \delta}^{m}$ with $0 \leqslant \delta<1,0<\rho \leqslant 1, \delta \leqslant \rho$ and $-n-1<m \leqslant$ $-(n+1)(1-\rho)$, then $[b, T]$ is bounded on $h^{1}\left(\mathbb{R}^{n}\right)$.

### 2.5.4 Inhomogeneous singular integral operators

Another generalization of singular integral operators that fits local Hardy spaces is called inhomogeneous Calderón-Zygmund singular integral operators, which [35] introduced.
Definition 2.5.32. A locally integrable function $K$ defined on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ away from the diagonal is called $a(\mu, \delta)$-inhomogeneous standard kernel if there exist $\mu>0$ and $0<\delta \leqslant 1$ such that

$$
\begin{equation*}
|K(x, y)| \leqslant C \min \left\{\frac{1}{|x-y|^{n}}, \frac{1}{|x-y|^{n+\mu}}\right\}, \quad x \neq y \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
|K(x, y)-K(x, z)|+|K(y, x)-K(z, x)| \leqslant C \frac{|y-z|^{\delta}}{|x-z|^{n+\delta}} \tag{19}
\end{equation*}
$$

for all $|x-z| \geqslant 2|y-z|$. A linear bounded operator $T: \mathcal{S}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ is called inhomogeneous Calderón-Zygmund operator if

1. $T$ extends to a continuous operator from $L^{2}\left(\mathbb{R}^{n}\right)$ to itself;
2. $T$ is associated to an $(\mu, \delta)$-inhomogeneous standard kernel given by

$$
\langle T f, g\rangle=\iint K(x, y) f(y) g(x) d y d x, \quad \forall f, g \in \mathcal{S}\left(\mathbb{R}^{n}\right) \text { with disjoint supports. }
$$

Theorem 2.5.33 ([35]). Let $T$ be an inhomogeneous Calderón-Zygmund operator satisfying the pointwise controls (18) and (19). Suppose $n /(n+\min \{\delta, \mu\})<p<1$. If $T^{*}(1) \in$ $\dot{\Lambda}_{\gamma_{p}}\left(\mathbb{R}^{n}\right)$, then $T$ is a bounded operator from $h^{p}\left(\mathbb{R}^{n}\right)$ to itself. Moreover, if $T$ is a bounded operator from $h^{p}\left(\mathbb{R}^{n}\right)$ to itself, then $T^{*}(1) \in \Lambda_{\gamma_{p}}\left(\mathbb{R}^{n}\right)$.

This thesis will also generalize this result to wider class of kernels and for all $0<p \leqslant 1$.
One example of a $(\mu, 1)$-inhomogeneous standard kernel is $K(x, y)=\frac{\phi(x-y)}{x-y}$, where $\phi(t) \equiv 1$ on $|t| \leqslant 1, \phi(t) \in(0,1)$ for $|t| \in(1,2), \phi(t) \equiv 0$ on $|t| \geqslant 2$ and $\phi \in C_{c}^{\infty}(\mathbb{R})$. It is true that $K(x, y) \equiv 0$ if $|x-y| \geqslant 2$ and

$$
|K(x, y)| \leqslant \frac{1}{|x-y|} \quad \text { if }|x-y| \leqslant 2 .
$$

Moreover, if $2|y-z| \leqslant|x-y|$,

$$
|K(x, y)-K(x, z)| \leqslant \frac{|\phi(x-y)-\phi(x-z)|}{|x-y|}+\frac{|y-z|}{|x-y|^{2}} \leqslant C \frac{|y-z|}{|x-y|^{2}}
$$

Indeed, this example is the kernel of the local (or localized) Hilbert transform introduced by Goldberg in [45]:

$$
\begin{equation*}
\mathcal{H} f(x):=P . V . \int K(x, y) f(y) d y \tag{20}
\end{equation*}
$$

He claimed the operator $\mathcal{H}$ characterizes $h^{1}(\mathbb{R})$, in the same way that the usual Hilbert transform characterizes $H^{1}(\mathbb{R})$. This claim was proved by Dafni and Liflyand [33]. Comparing with Theorem 2.5.28, we see that there are two different characterizations of $h^{1}$. Some natural questions arise: how are these operators related? What are sufficient conditions on the localizing functions so that those operators can characterize $h^{1}$ ? We will answer these questions in the next chapter.

## Chapter 3

## Equivalent Localization of Singular Integral Operators

This chapter will establish a relation between localization in physical spaces near 0 and frequency space away from 0 . It is taken from [30] with minor changes.

Let $K$ be a $\delta$-kernel of convolution type (Definition 2.3.1) that satisfies (8) instead. We define two types of operators via localizations of the kernel $K$. On the one hand, we look at operators of the form

$$
T^{\psi}(f):=T(f-\psi * f)
$$

for suitable functions $\psi$. These are modelled on Goldberg's localized Riesz transforms in (17), with $\psi=\mathcal{F}^{-1}(\varphi)$. On the other hand, based on the definition of the local Hilbert transform (20), we look at the operators $T_{\eta}$, associated with the kernel $K \eta$, for a class of functions $\eta$.

We now show that under certain weak smoothness and decay conditions on $\eta$, the kernel $K \eta$ satisfies the same conditions as $K$ and so we can associate to it an operator $T_{\eta}$ in the same way that we associate $T$ to $K$, and this operator enjoys the same boundedness properties as $T$.
Lemma 3.0.1. Suppose that $\eta$ is a bounded function and

$$
\sup _{y \neq 0} \int_{|x| \geqslant 2|y|} \frac{|\eta(x-y)-\eta(x)|}{|x|^{n}} d x<\infty .
$$

Then K $\eta$ satisfies $|K(x) \eta(x)| \leqslant\|\eta\|_{L^{\infty}}|x|^{-n}$ and (8).
Proof of Lemma 3.0.1.
We have that $|K(x) \eta(x)| \leqslant|K(x)|\|\eta\|_{L^{\infty}} \leqslant\|\eta\|_{L^{\infty}}|x|^{-n}$, and for any $y \neq 0$, we get

$$
\begin{aligned}
& \int_{|x| \geqslant 2|y|}|K(x-y) \eta(x-y)-K(x) \eta(x)| d x \\
& \leqslant \int_{|x| \geqslant 2|y|}|[K(x-y)-K(x)] \eta(x-y)+K(x)[\eta(x-y)-\eta(x)]| d x \\
& \leqslant\|\eta\|_{L^{\infty}} \int_{|x| \geqslant 2|y|}|K(x-y)-K(x)| d x+\int_{|x| \geqslant 2|y|} \frac{|\eta(x-y)-\eta(x)|}{|x|^{n}} d x \\
& \leqslant C_{K, \eta} .
\end{aligned}
$$

Note that the condition on $\eta$ in Lemma 3.0.1 is satisfied whenever $\eta$ is $\delta$-Lipschitz for some $\delta>0$, and the Lipschitz constant in $B(x,|x| / 2)$ decays like $|x|^{-\delta}$. In particular, if $\eta$ has compact support, then it is enough to require $\eta \in \operatorname{Lip}_{\delta}$.

Next we show that $K \eta$ satisfies Definition 2.3.1 Item 3. For this we need further assumptions on $\eta$ guaranteeing that $\eta$ has a certain decay at infinity and $\eta-1$ vanishes sufficiently fast at the origin. Note that we do not require that $\eta \equiv 1$ in a neighborhood of the origin. For example, if $\eta \in \operatorname{Lip}_{\delta}$ then it suffices that $\eta(0)=1$.
Lemma 3.0.2. If $\eta$ satisfies,

$$
\begin{equation*}
\int_{0<|x|<1} \frac{|\eta(x)-1|}{|x|^{n}} d x+\int_{|x| \geqslant 1} \frac{|\eta(x)|}{|x|^{n}} d x<\infty, \tag{21}
\end{equation*}
$$

then

$$
\sup _{0<r<R<\infty}\left|\int_{r<|x|<R} K(x) \eta(x) d x\right| \leqslant C_{\eta, K} .
$$

Proof of Lemma 3.0.2.
Without loss of generality, we assume that $0<r<1<R$. For $0<r<R$, by the assumptions on $K$ and $\eta$,

$$
\begin{aligned}
& \left|\int_{r<|y|<R} K(y) \eta(y) d y\right| \\
& \leqslant\left|\int_{r<|y|<1} K(y)[\eta(y)-1] d y\right|+C_{K}+\left|\int_{1 \leqslant|y|<R} K(y) \eta(y) d y\right| \\
& \lesssim_{K} \int_{0<|y|<1} \frac{|\eta(y)-1|}{|y|^{n}} d y+\int_{|y| \geqslant 1} \frac{|\eta(y)|}{|y|^{n}} d y+1 \leqslant C_{\eta, K},
\end{aligned}
$$

where $C_{K}$ is the constant from Definition 2.3.1 Item 3 of $K$ and the constant $C_{\eta, K}$ is independent of $r$ and $R$.

If $\eta$ satisfies the hypotheses of both lemmas, we get the boundedness of $T_{\eta}$ on $L^{2}\left(\mathbb{R}^{n}\right)$; and hence the boundedness on $L^{p}\left(\mathbb{R}^{n}\right)$ and $L^{1}\left(\mathbb{R}^{n}\right)$ to weak- $L^{1}$.

Theorem 3.0.3. Suppose $\eta$ satisfies the hypotheses of Lemmas 3.0.1 and 3.0.2, and $\psi$ satisfies

$$
\begin{align*}
& \psi \in L^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(\mathbb{R}^{n}\right), \quad \int \psi=1, \\
& \int_{|x| \geqslant 1}\left[\frac{1}{|x|^{n}} \int_{|y| \geqslant|x| / 2}|\psi(y)| d y\right] d x<\infty \tag{22}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{|x| \geqslant 1}\left[\int_{|y| \leqslant|x| / 2} \frac{|\psi(x-y)-\psi(x)|}{|y|^{n}} d y\right] d x<\infty . \tag{23}
\end{equation*}
$$

Then the operator $T_{\eta}$ is bounded on $h^{1}\left(\mathbb{R}^{n}\right)$ if and only if $T^{\psi}$ is bounded on $h^{1}\left(\mathbb{R}^{n}\right)$.

Note that condition (22) will hold, for example, if the function $|x|^{\eta} \psi(x)$ is integrable for some $\eta>0$, while (23) will hold if $\psi \in \operatorname{Lip}_{\alpha}$ for $0<\alpha \leqslant 1$ and $|x|^{\alpha}\|\psi\|_{\operatorname{Lip}_{\alpha}(B(x,|x| / 2))}$ is integrable.

Proof of Theorem 3.0.3.
We will show that the operator $T_{E}:=T_{\eta}-T^{\psi}$ is bounded on $L^{1}\left(\mathbb{R}^{n}\right)$, and from that deduce that $T_{E}$ is bounded on $h^{1}\left(\mathbb{R}^{n}\right)$.

For $0<\varepsilon<1 / 2$, let $K_{\varepsilon}(x)=\chi_{|x|>\varepsilon} K(x)$ be the usual truncation of the kernel. Applying the same to $K \eta$, we consider $(K \eta)_{\varepsilon}-K_{\varepsilon}+K_{\varepsilon} * \psi$. Set

$$
K_{*}(x)=\sup _{\varepsilon>0}\left|(K \eta)_{\varepsilon}(x)-K_{\varepsilon}(x)+K_{\varepsilon} * \psi(x)\right| .
$$

We claim that $K_{*} \in L^{1}\left(\mathbb{R}^{n}\right)$.
For the local estimate, we write

$$
K_{*}(x) \leqslant|K(x)(\eta(x)-1)|+T_{*}(\psi)(x),
$$

where $T_{*}(\psi)(x)=\sup _{\varepsilon>0}\left|K_{\varepsilon} * \psi(x)\right|$. Recall that the maximal operator $T_{*}$ has the same boundedness as $T$ (see [108, Section I.7],[47, Section 4.2.2]). Thus we have

$$
\int_{|x|<1} K_{*}(x) d x \lesssim \int_{|x|<1} \frac{|\eta(x)-1|}{|x|^{n}} d x+\|\psi\|_{L^{2}}<\infty
$$

For $|x| \geqslant 1$, we can write

$$
K_{*}(x) \leqslant|K \eta(x)|+\sup _{\varepsilon>0}\left|K(x)-K_{\varepsilon} * \psi(x)\right| .
$$

The first term is integrable for $|x| \geqslant 1$ by condition (21) on $\eta$, so it remains to bound the integral of the second term. We do this by fixing $\varepsilon$ and obtaining a pointwise estimate on $\left|K(x)-K_{\varepsilon} * \psi(x)\right|$ in terms of $\psi$.

Using the hypotheses on $\psi$, we can write, for $|x| \geqslant 1$ and $\varepsilon<1 / 2$,

$$
\begin{align*}
\left|K(x)-\int_{|x-y|>\varepsilon} K(x) \psi(y) d y\right| & \leqslant|K(x)| \int_{|x-y| \leqslant \varepsilon}|\psi(y)| d y \\
& \lesssim|x|^{-n} \int_{|y| \geqslant|x| / 2}|\psi(y)| d y \tag{24}
\end{align*}
$$

Thus it remains to consider

$$
\begin{aligned}
& \int_{|x-y|>\varepsilon}[K(x)-K(x-y)] \psi(y) d y \\
& =\int\left\{\begin{array}{c}
|y| \leqslant|x| / 2 \\
|x-y| \geqslant|x| / 2
\end{array}\right\}
\end{aligned}+\int\left\{\begin{array}{c}
|y| \geqslant|x| / 2 \\
|x-y| \geqslant|x| / 2
\end{array}\right\}+\int_{\varepsilon<|x-y| \leqslant|x| / 2}[K(x)-K(x-y)] \psi(y) d y
$$

To estimate $I_{1}$, note that $B(0,|x| / 2) \subset B(x,|x| / 2)^{c}$ so we can use the smoothness condition (8) on $K$ to write

$$
\begin{aligned}
\int_{|x| \geqslant 1} \sup _{\epsilon>0}\left|I_{1}\right| & \leqslant \int_{|x| \geqslant 1} \int_{|y| \leqslant|x| / 2}|K(x)-K(x-y) \| \psi(y)| d y d x \\
& \lesssim \int_{\mathbb{R}^{n}} \int_{|x| \geqslant 2|y|}|K(x)-K(x-y)| d x|\psi(y)| d y \\
& \leqslant C\|\psi\|_{L^{1}\left(\mathbb{R}^{n}\right)} .
\end{aligned}
$$

For $I_{2}$, we use the decay bound on $K$ (Definition 2.3.1 Item 1) to get, as in (24),

$$
\begin{aligned}
\int_{|x| \geqslant 1} \sup _{\epsilon>0}\left|I_{2}\right| & \left.\leqslant \int_{|x| \geqslant 1} \iint_{\{|y| \geqslant|x| / 2}^{|x-y| \geqslant x \mid / 2}\right\} \\
& \left.\lesssim \int_{|x| \geqslant 1} \frac{1}{|x|^{n}} \int_{|y| \geqslant|x| / 2}|\psi(x)||\psi(y)|+|K(x-y)||\psi(y)|\right) d y
\end{aligned}
$$

Finally, for $I_{3}$, we again use the decay bound (Definition 2.3.1 Item 1) as well as the cancellation condition on $K$ (Definition 2.3.1 Item 3) to obtain

$$
\begin{aligned}
&\left|I_{3}\right| \leqslant\left|\int_{\varepsilon<|x-y| \leqslant|x| / 2}[K(x) \psi(y)-K(x-y)(\psi(y)-\psi(x))] d y\right| \\
&+\left|\int_{\varepsilon<|x-y| \leqslant|x| / 2} K(x-y) \psi(x) d y\right| \\
& \lesssim \int_{|y| \geqslant|x| / 2} \frac{|\psi(y)|}{|x|^{n}} d y+\int_{|x-y| \leqslant|x| / 2} \frac{|\psi(y)-\psi(x)|}{|x-y|^{n}} d y+|\psi(x)| \\
& \lesssim \frac{1}{|x|^{n}} \int_{|y| \geqslant|x| / 2}|\psi(y)| d y+\int_{\left|y^{\prime}\right| \leqslant|x| / 2} \frac{\left|\psi\left(x-y^{\prime}\right)-\psi(x)\right|}{\left|y^{\prime}\right|^{n}} d y^{\prime}+|\psi(x)| .
\end{aligned}
$$

Since the last estimate is independent of $\varepsilon$, we can bound $\int_{|x| \geqslant 1} \sup _{\varepsilon>0}\left|I_{3}\right|$ by

$$
\int_{|x| \geqslant 1} \frac{1}{|x|^{n}} \int_{|y| \geqslant|x| / 2}|\psi(y)| d y+\int_{|x| \geqslant 1} \int_{\left|y^{\prime}\right| \leqslant|x| / 2} \frac{\left|\psi\left(x-y^{\prime}\right)-\psi(x)\right|}{\left|y^{\prime}\right|^{n}} d y^{\prime}+\|\psi(x)\|_{L^{1}}
$$

Combining (24), Conditions (22) and (23) on $\psi$ and the estimates above, we get

$$
\int_{|x| \geqslant 1} \sup _{\varepsilon>0}\left|K(x)-K_{\varepsilon} * \psi(x)\right|<\infty
$$

and as a result, $K_{*} \in L^{1}\left(\mathbb{R}^{n}\right)$. Let

$$
K_{E}(x)=\lim _{\varepsilon \rightarrow 0}\left((K \eta)_{\varepsilon}-K_{\varepsilon}+K_{\varepsilon} * \psi\right)(x)=K \eta(x)-K(x)+\lim _{\varepsilon \rightarrow 0} K_{\varepsilon} * \psi(x) .
$$

This limit exists for almost every $x \in \mathbb{R}^{n}$ by the properties of $T_{*}$ (see [107, P. 45]). By the Dominated Convergence Theorem, $K_{E} \in L^{1}\left(\mathbb{R}^{n}\right)$ and

$$
\lim _{\varepsilon \rightarrow 0}\left((K \eta)_{\varepsilon}-K_{\varepsilon}+K_{\varepsilon} * \psi\right) * f=K_{E} * f \quad \text { for } f \in L^{1}\left(\mathbb{R}^{n}\right)
$$

Let $f \in h^{1}\left(\mathbb{R}^{n}\right)$. Then $T_{E} f \in L^{1}\left(\mathbb{R}^{n}\right)$ with

$$
\left\|T_{E} f\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} \leqslant\left\|K_{E}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}\|f\|_{L^{1}\left(\mathbb{R}^{n}\right)}
$$

Moreover, the localized Riesz transforms $r_{j}, j=1, \ldots, n$ of Goldberg (see Theorem 2.5.28) commute with convolution with the $L^{1}$ function $K_{E}$, so

$$
r_{j}\left(T_{E}(f)\right)=T_{E}\left(r_{j}(f)\right) .
$$

Since $r_{j}(f) \in L^{1}\left(\mathbb{R}^{n}\right)$, hence $T_{E}\left(r_{j}(f)\right) \in L^{1}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{aligned}
\left\|T_{E} f\right\|_{h^{1}\left(\mathbb{R}^{n}\right)} & \lesssim\left\|T_{E} f\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}+\sum_{j=1}^{n}\left\|r_{j}\left(T_{E}(f)\right)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} \\
& \leqslant\left\|K_{E}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}\left(\|f\|_{L^{1}\left(\mathbb{R}^{n}\right)}+\sum_{j=1}^{n}\left\|r_{j}(f)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}\right) \\
& \lesssim\|f\|_{h^{1}\left(\mathbb{R}^{n}\right)} .
\end{aligned}
$$

Corollary 3.0.4. Suppose that $\eta$ and $\psi$ satisfy assumptions in Theorem 3.0.3. For $j=$ $1, \ldots, n$, define, for $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$,

$$
\begin{aligned}
& \mathcal{R}_{j, \eta} f(x):=c_{n} \lim _{\varepsilon \rightarrow 0} \int_{|x-y| \geqslant \varepsilon} \frac{\left(x_{j}-y_{j}\right) \eta(x-y)}{|x-y|^{n+1}} f(y) d y \\
& \quad \text { and } \\
& \mathcal{R}_{j, \psi} f(x):=R_{j}(f-\psi * f),
\end{aligned}
$$

where $c_{n}=\Gamma\left(\frac{n+1}{2}\right) \pi^{-\frac{n+1}{2}}$. Then

1. $\mathcal{R}_{j, \eta}$ and $\mathcal{R}_{j, \psi}$ both map $h^{1}\left(\mathbb{R}^{n}\right)$ to $L^{1}\left(\mathbb{R}^{n}\right)$;
2. for $f \in L^{1}\left(\mathbb{R}^{n}\right), f \in h^{1}\left(\mathbb{R}^{n}\right) \Longleftrightarrow \mathcal{R}_{j, \eta}(f) \in L^{1}\left(\mathbb{R}^{n}\right), j=1, \ldots, n \Longleftrightarrow \mathcal{R}_{j, \psi}(f) \in$ $L^{1}\left(\mathbb{R}^{n}\right), j=1, \ldots, n$.

As seen above, because convolution operators commute with the $r_{j}$, the boundedness from $h^{1}\left(\mathbb{R}^{n}\right)$ to $L^{1}\left(\mathbb{R}^{n}\right)$ implies the boundedness on $h^{1}\left(\mathbb{R}^{n}\right)$, and extra cancellation conditions on the kernel are not needed (see also the remark following the proof of [45, Theorem 4]).

## Chapter 4

## A New Molecular Theory of $h^{p}\left(\mathbb{R}^{n}\right)$

In this chapter, we will discuss a generalization of Definition 2.5.10 and 2.5.11, as well as the Definition 2.5.12. Moreover, we will consider the Hardy inequality in higher dimensions on local Hardy space.

This chapter is the joint work $[31,32]$.

### 4.1 New Atoms and Molecules

In this section, we consider the cancellation conditions in the definition of $h^{p}\left(\mathbb{R}^{n}\right)$ atoms. They are different in Definition 2.5.10 and 2.5.11. Moreover, we cannot simply take $p=1$ in Definition 2.5.10 as shown in the example below.

Example: In the paper [31, Example 3.4], we have shown that for each $r>0$ there exists a function $a$, which is supported in an interval of length $r$, such that $a$ has vanishing moments up to order $n\left(p^{-1}-1\right)-1$, and if $a$ has bounded norm in $h^{p}$, then the highest order moment must decay logarithmically in $r$. We shall consider two particular cases, namely, on $h^{1}(\mathbb{R})$ and $h^{\frac{1}{2}}(\mathbb{R})$.
Let us start with

$$
a_{0}(x):=\frac{\phi(r)}{r} \chi_{\left[-\frac{r}{2}, \frac{r}{2}\right]}(x) .
$$

Here $\phi:[0, \infty) \rightarrow[0,1]$. We can see that this function satisfies $\operatorname{supp}(a) \subset\left[-\frac{r}{2}, \frac{r}{2}\right]$ and $\|a\|_{L^{\infty}} \leqslant \frac{\phi(r)}{r}$.
We take $f(x):=\log \left(|x|^{-1}\right) \chi_{[-1,1]}(x) \in \operatorname{bmo}(\mathbb{R})$. Since $f(x) \geqslant \log \left(2 r^{-1}\right)$ for all $x \in$ [ $-\frac{r}{2}, \frac{r}{2}$ ], by using Theorem 2.5.18,

$$
\phi(r) \log \left(2 r^{-1}\right) \leqslant \int a_{0}(x) f(x) d x=\left|\int a_{0}(x) f(x) d x\right| \leqslant\|f\|_{\text {bmo }}\|a\|_{h^{1}}
$$

If we want $a_{0}$ satisfies $\|a\|_{h^{1}} \leqslant 1$, then we have $\phi(r) \lesssim\left[\log \left(r^{-1}\right)\right]^{-1}$. In other words, one cannot replace $\phi$ by a constant.
To establish the case for $h^{\frac{1}{2}}(\mathbb{R})$, we shall now translate $a_{0}$ to the right by $\frac{r}{2}$ units and extending it to $[-r, 0]$ in such a way that the resulting function is odd. More precisely,

$$
\widetilde{a_{0}}(x):=\frac{\phi(r)}{r} \chi_{[0, r]}(x)-\frac{\phi(r)}{r} \chi_{[-r, 0]}(x) .
$$

Note that $\int \widetilde{a_{0}}=0$ and $\int x \widetilde{a_{0}}(x) d x=\phi(r) r$; so we normalize $\widetilde{a_{0}}$ so that $\int x a_{1}(x) d x=$ $\phi(r)$, i.e.

$$
a_{1}(x):=\frac{\phi(r)}{r^{2}} \chi_{[0, r]}(x)-\frac{\phi(r)}{r^{2}} \chi_{[-r, 0]}(x) .
$$

Similar to above, take $g(x):=x \log (|x|) \eta(x) \in \Lambda_{1}(\mathbb{R})$, where $\eta \in C_{c}^{\infty}(\mathbb{R})$ with $\eta \equiv 1$ on $\left[-\frac{1}{2}, \frac{1}{2}\right]$ and $\eta \equiv 0$ outside $[-2,2]$; and by restricting ourselves to $r<\frac{1}{2}$, we have

$$
\begin{aligned}
\left|\int a_{1}(x) g(x) d x-\int x a_{1}(x) \log (r) d x\right| & \leqslant\left|\int_{-r}^{r} a_{1}(x) x \log \left(\frac{|x|}{r}\right) d x\right| \\
& \leqslant\left|2 \int_{0}^{1} a_{1}(r y) r y \log (y) r d y\right| \\
& \leqslant 2 r^{2} \frac{1}{r} \int_{0}^{1} y \log \left(y^{-1}\right) d y=\frac{1}{2} r<\frac{1}{4}
\end{aligned}
$$

This implies

$$
\phi(r) \log (r) \leqslant \frac{1}{4}+\left|\int a_{1}(x) g(x) d x\right| \lesssim 1+\left\|a_{1}\right\|_{h^{\frac{1}{2}}}
$$

A similar explanation shows that $\phi(r) \lesssim\left[\log \left(r^{-1}\right)\right]^{-1}$.
We now give the definition of an approximate atoms for all $0<p \leqslant 1$. Recall that $\gamma_{p}=n\left(p^{-1}-1\right)$ and $N_{p}=\left\lfloor n\left(p^{-1}-1\right)\right\rfloor$.
Definition 4.1.1 ([31, Definition 3.2]). Let $0<p \leqslant 1 \leqslant s \leqslant \infty$ with $p<s, \omega \geqslant 0$, and define $\varphi_{p}:(0, \infty) \rightarrow(0, \infty)$ by

$$
\varphi_{p}(t):=\left[\log \left(1+\frac{1}{\omega t}\right)\right]^{-\frac{1}{p}}
$$

where $\varphi_{p}(t)=0$ in the limiting case $\omega=0$. We say that a measurable function $a$ is $a$ $(p, s, \omega)$ atom (for $h^{p}\left(\mathbb{R}^{n}\right)$ ) if there exists a ball $B \subset \mathbb{R}^{n}$ such that

1. $\operatorname{supp}(a) \subset B$;
2. $\|a\|_{L^{s}\left(\mathbb{R}^{n}\right)} \leqslant r(B)^{n\left(\frac{1}{s}-\frac{1}{p}\right)}$;
3. $\begin{cases}\left|\int_{B} a(x)\left(x-x_{B}\right)^{\alpha} d x\right| \leqslant \omega, & \text { if }|\alpha|<\gamma_{p}, \\ \left|\int_{B} a(x)\left(x-x_{B}\right)^{\alpha} d x\right| \leqslant \varphi_{p}(r(B)) & \text { if }|\alpha|=N_{p}=\gamma_{p} .\end{cases}$

Proposition 4.1.2 ([31, Proposition 3.3]). If $a$ is $a(p, s, \omega)$ atom, then $\|a\|_{h^{p}} \lesssim_{p, s, \omega} 1$ and the constant is independent of $a$.

Proof of Proposition 4.1.2.
This proof is taken from the proof of [31, Proposition 3.3]. Let $a$ be a $(p, s, \omega)$ atom supported in $B=B\left(x_{B}, r\right)$. The idea is to split according to

Split

$$
\left\|\mathcal{M}_{\phi} a\right\|_{L^{p}}^{p}=\int_{2 B}\left(\sup _{0<t<1}\left|\phi_{t} * a(x)\right|\right)^{p} d x+\int_{(2 B)^{c}}\left(\sup _{0<t<1}\left|\phi_{t} * a(x)\right|\right)^{p} d x .
$$

Using the fact that $\sup _{0<t<1}\left|\phi_{t} * a(x)\right| \leqslant C_{\phi} M a(x)$, where $M$ denotes the Hardy-Littlewood maximal function, by Theorem 2.1.8 it follows that

$$
\int_{2 B}\left(\sup _{0<t<1}\left|\phi_{t} * a(x)\right|\right)^{p} d x \leqslant C_{\phi, s}|2 B|^{1-\frac{p}{s}}\|a\|_{L^{s}}^{p} \leqslant C_{\phi, s, p, n} r^{n\left(1-\frac{p}{s}\right)} r^{n\left(\frac{p}{s}-1\right)}=C_{\phi, s, p, n} .
$$

Note the last estimate holds for all $0<p \leqslant 1$. For $s=1$ and $p<1$, using that $M$ is of weak type $(1,1)$ and following the argument in [42, Lemma 3.1 p. 248], we have

$$
\begin{aligned}
\int_{2 B}\left(\sup _{0<t<1}\left|\phi_{t} * a(x)\right|\right)^{p} d x & \leqslant \int_{2 B}|M a(x)|^{p} d x \\
& =\int_{0}^{\infty} p \alpha^{p-1}|\{x \in 2 B:|M a(x)|>\alpha\}| d \alpha \\
& \leqslant|2 B| \int_{0}^{r^{-n p^{-1}}} p \alpha^{p-1} d \alpha+\int_{r^{-n p^{-1}}}^{\infty} p \alpha^{p-1} \frac{\|a\|_{L^{1}}}{\alpha} d \alpha \\
& \lesssim p r^{n} r^{-n}+r^{n\left(1-p^{-1}\right)} r^{-n p^{-1}(p-1)} \\
& \lesssim 1 .
\end{aligned}
$$

Now we deal with the estimate outside $2 B$. From the Taylor expansion of the function $y \mapsto \phi_{t}(x-y)$ up to order $N_{p}$, we may write

$$
\begin{aligned}
\sup _{0<t<1}\left|\phi_{t} * a(x)\right|= & \sup _{0<t<1} \mid \int_{\mathbb{R}^{n}} \sum_{|\alpha| \leqslant N_{p}-1} C_{\alpha} \partial^{\alpha} \phi_{t}\left(x-x_{B}\right)\left(x_{B}-y\right)^{\alpha} a(y) d y \\
& +\int_{\mathbb{R}^{n}} \sum_{|\alpha|=N_{p}} C_{\alpha} \partial^{\alpha} \phi_{t}\left(x-x_{B}+c\left(x_{B}-y\right)\right)\left(x_{B}-y\right)^{\alpha} a(y) d y \mid
\end{aligned}
$$

for some $c \in(0,1)$. As $\left|x-x_{B}\right| \geqslant 2 r$ and $\left|y-x_{B}\right| \leqslant r$, we have $\left|x-x_{B}+c\left(x_{B}-y\right)\right| \geqslant\left|x-x_{B}\right| / 2$.
For $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, we will use the bound $\left|\partial^{\alpha} \phi(x)\right| \leqslant C_{\alpha}|x|^{-N}$, where $N>0$, depending on $|\alpha|$, will be chosen conveniently. Breaking the integral into the integrals over the regions $2 r<\left|x-x_{B}\right| \leqslant 2$ (empty if $r \geqslant 1$ ) and $\left|x-x_{B}\right| \geqslant 2$, we take $N=n+|\alpha|$ for the first region and $N=n+N_{p}+1$ for the second one. Since the supremum in $t$ is taken over ( 0,1 ), we
have $t^{-n-|\alpha|+n+N_{p}+1} \leqslant 1$ for all $|\alpha| \leqslant N_{p}$. Thus

$$
\begin{aligned}
& \int_{(2 B)^{c}}\left(\sup _{0<t<1}\left|\phi_{t} * a(x)\right|\right)^{p} d x \\
& \leqslant \int_{2 r<\left|x-x_{B}\right| \leqslant 2}\left(\sup _{0<t<1} \sum_{|\alpha| \leqslant N_{p}} C_{\alpha} t^{-n-|\alpha|}\left|\frac{x-x_{B}}{t}\right|^{-n-|\alpha|}\left|\int_{\mathbb{R}^{n}} a(y)\left(y-x_{B}\right)^{\alpha} d y\right|\right)^{p} d x \\
& \quad+\int_{\left|x-x_{B}\right| \geqslant 2}\left(\sup _{0<t<1} \sum_{|\alpha| \leqslant N_{p}} C_{\alpha} t^{-n-|\alpha|}\left|\frac{x-x_{B}}{t}\right|^{-n-N_{p}-1}\left|\int_{\mathbb{R}^{n}} a(y)\left(y-x_{B}\right)^{\alpha} d y\right|\right)^{p} d x \\
& \left.\begin{array}{l}
|\alpha| \leqslant N_{p} \\
\\
\end{array} \int_{\mathbb{R}^{n}} a(y)\left(y-x_{B}\right)^{\alpha} d y\right|^{p}\left(\int_{2 r<\left|x-x_{B}\right| \leqslant 2}\left|x-x_{B}\right|^{-n p-|\alpha| p} d x\right. \\
& \left.\quad+\int_{\left|x-x_{B}\right| \geqslant 2}\left|x-x_{B}\right|^{-p\left(n+N_{p}+1\right)} d x\right) . \\
& \lesssim \\
& \vdots \sum_{|\alpha| \leqslant N_{p}}\left|\int_{\mathbb{R}^{n}} a(y)\left(y-x_{B}\right)^{\alpha} d y\right|^{p} \int_{2 r<\left|x-x_{B}\right| \leqslant 2}\left|x-x_{B}\right|^{-n p-|\alpha| p} d x+C_{n, p, \omega} .
\end{aligned}
$$

Here we have used the fact that $p\left(n+N_{p}+1\right)>n$ to bound the terms involving the integral over $\left|x-x_{B}\right| \geqslant 2$ and the estimate

$$
\left|\int a(x)\left(x-x_{B}\right)^{\alpha}\right| \lesssim \omega, p 1
$$

for $r(B) \geqslant 1$.
The other terms are nonzero only when $r<1$. In the case $p \neq n /(n+k)$ for any $k \in \mathbb{N}$, meaning $N_{p}<\gamma_{p}$, we have $-n p-|\alpha| p>-n$ for all $|\alpha| \leqslant N_{p}$ so the integral over $\left|x-x_{B}\right| \leqslant 2$ is convergent, and together with condition 3 in Definition 4.1.1, this gives a bound which is a constant multiple of $\omega$.

The same bound also works when $p=n /(n+k), k \in \mathbb{N}$, but $|\alpha|<N_{p}$. When $|\alpha|=$ $N_{p}=\gamma_{p}$, we have $-n p-|\alpha| p=-n$ and therefore $\int_{2 r<\left|x-x_{B}\right| \leqslant 2}\left|x-x_{B}\right|^{-n p-|\alpha| p} d x \approx \log r^{-1}$. Using condition 3 again, this time with the log bound on the moments, gives a multiple of $\log r^{-1} \varphi_{p}(r)^{p}$, which is bounded for $r \leqslant 1$.

Next, we shall establish the approximate molecular theory.
Definition 4.1.3. [31, Definition 3.5] Let $0<p \leqslant 1 \leqslant s<\infty$ with $p<s, \lambda>n\left(\frac{s}{p}-1\right)$, and $\omega, \varphi_{p}$ be as in Definition 4.1.1. We say that a measurable function $M$ is a $(p, s, \lambda, \omega)$ molecule (for $h^{p}\left(\mathbb{R}^{n}\right)$ ) if there exists a ball $B \subset \mathbb{R}^{n}$ and a constant $C>0$ such that
(M1) $\|M\|_{L^{s}(B)} \leqslant C r(B)^{n\left(\frac{1}{s}-\frac{1}{p}\right)}$;

$$
\begin{equation*}
\left(\int_{B^{c}}|M(x)|^{s}\left|x-x_{B}\right|^{\lambda} d x\right)^{1 / s} \leqslant C r(B)^{\frac{\lambda}{s}+n\left(\frac{1}{s}-\frac{1}{p}\right)} \tag{M2}
\end{equation*}
$$

$$
\begin{cases}\left|\int_{\mathbb{R}^{n}} M(x)\left(x-x_{B}\right)^{\alpha} d x\right| \leqslant \omega, & \text { if }|\alpha|<\gamma_{p}  \tag{M3}\\ \left|\int_{\mathbb{R}^{n}} M(x)\left(x-x_{B}\right)^{\alpha} d x\right| \leqslant \varphi_{p}(r(B)) & \text { if }|\alpha|=N_{p}=\gamma_{p}\end{cases}
$$

We call the molecule "normalized" if $C=1$.
Proposition 4.1.4. [31, Proposition 3.7] If $M$ is a normalized ( $p, s, \lambda, \omega$ )-molecule, then $\|M\|_{h^{p}} \lesssim_{p, n, s, \lambda, \omega} 1$ and the constant is independent of $M$.

## Proof of Proposition 4.1.4.

This proof is taken from the proof of [31, Proposition 3.7]. The proof is inspired by the classical molecular decomposition for real Hardy spaces. We will outline only the main ideas, highlighting the parts that diverge from the classical proof, which can be consulted in [42, Theorem III.7.16], preserving some of the notation from that proof below. Let $M$ be a normalized $(p, s, \lambda, \omega)$ molecule associated to a ball $B=B\left(x_{B}, r\right) \subset \mathbb{R}^{n}$. We show that

$$
\begin{equation*}
M=\sum_{k=0}^{\infty} t_{k} a_{k}+\sum_{k=0}^{\infty} s_{k} b_{k}+a_{\omega}, \tag{25}
\end{equation*}
$$

where $a_{k}, b_{k}$ are $(p, s)$ and $(p, \infty)$ atoms with full cancellation, respectively, and $a_{\omega}$ is a $(p, s, \omega)$ atom. Moreover,

$$
\sum_{k=0}^{\infty}\left|t_{k}\right|^{p}<\infty \text { and } \sum_{k=0}^{\infty}\left|s_{k}\right|^{p}<\infty
$$

independently of $B$. Let $B_{0}=E_{0}=B, B_{k}=B\left(x_{B}, 2^{k} r\right), E_{k}=B_{k} \backslash B_{k-1}$ and $M_{k}(x)=$ $M(x) \chi_{E_{k}}(x)$ for $k \in \mathbb{N}$. Let $P_{k}=\sum_{|\alpha| \leqslant N_{p}} m_{\alpha}^{k} \phi_{\alpha}^{k}$ to be the polynomial of degree at most $N_{p}$, restricted to the set $E_{k}$, for which, for every $|\alpha| \leqslant N_{p}$,

$$
\begin{equation*}
f_{E_{k}} P_{k}(x)\left(x-x_{B}\right)^{\alpha} d x=m_{\alpha}^{k} f_{E_{k}} \phi_{\alpha}^{k}(x)\left(x-x_{B}\right)^{\alpha} d x=m_{\alpha}^{k}:=f_{E_{k}} M(x)\left(x-x_{B}\right)^{\alpha} d x \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|P_{k}(x)\right| \leqslant C_{n, p} f_{E_{k}}|M(x)| d x \tag{27}
\end{equation*}
$$

for some constant independent of $k$. This is done by choosing the polynomials $\phi_{\alpha}^{k}$ to have $\beta$ th moment equal to $\left|E_{k}\right|$ when $\beta=\alpha$, and zero otherwise, and noting that $\left(2^{k} r\right)^{|\alpha|}\left|\phi_{\alpha}^{k}(x)\right| \leqslant$ $C$ uniformly in $k$.

Setting, for $|\alpha| \leqslant N_{p}$, for $k \in \mathbb{N}_{0}$

$$
\begin{aligned}
\nu_{\alpha} & :=\sum_{j=0}^{\infty}\left|E_{j}\right| m_{\alpha}^{j}=\int_{\mathbb{R}^{n}} M(x)\left(x-x_{B}\right)^{\alpha} d x, \\
N_{\alpha}^{k} & :=\sum_{j=k+1}^{\infty}\left|E_{j}\right| m_{\alpha}^{j}=\int_{E_{k}^{c}} M(x)\left(x-x_{B}\right)^{\alpha} d x
\end{aligned}
$$

we can represent the sum of $P_{k}$ as

$$
\begin{aligned}
\sum_{k=0}^{\infty} P_{k}(x) & =\sum_{|\alpha| \leqslant N_{p}}\left(\sum_{k=1}^{\infty}\left(N_{\alpha}^{k-1}-N_{\alpha}^{k}\right)\left|E_{k}\right|^{-1} \phi_{\alpha}^{k}(x)+\left(\nu_{\alpha}-N_{\alpha}^{0}\right)\left|E_{0}\right|^{-1} \phi_{\alpha}^{0}(x)\right) \\
& =\sum_{|\alpha| \leqslant N_{p}}\left(\sum_{k=0}^{\infty} N_{\alpha}^{k}\left|E_{k+1}\right|^{-1} \phi_{\alpha}^{k+1}(x)-\sum_{k=0}^{\infty} N_{\alpha}^{k}\left|E_{k}\right|^{-1} \phi_{\alpha}^{k}(x)+\nu_{\alpha}\left|E_{0}\right|^{-1} \phi_{\alpha}^{0}(x)\right) \\
& =\sum_{k=0}^{\infty} \sum_{|\alpha| \leqslant N_{p}} \Phi_{\alpha}^{k}(x)+\sum_{|\alpha| \leqslant N_{p}} \nu_{\alpha}\left|E_{0}\right|^{-1} \phi_{\alpha}^{0}(x),
\end{aligned}
$$

where

$$
\Phi_{\alpha}^{k}(x)=N_{\alpha}^{k+1}\left[\left|E_{k+1}\right|^{-1} \phi_{\alpha}^{k+1}(x)-\left|E_{k}\right|^{-1} \phi_{\alpha}^{k}(x)\right], \quad k \in \mathbb{N}_{0}
$$

Note that last sum appears since we do not have the vanishing moment conditions on the molecule compared with the case $H^{p}$.

This allows us to decompose $M$ as follows:

$$
\begin{equation*}
M=\sum_{k=0}^{\infty}\left(M_{k}-P_{k}\right)+\sum_{k=0}^{\infty} \sum_{|\alpha| \leqslant N_{p}} \Phi_{\alpha}^{k}(x)+\sum_{|\alpha| \leqslant N_{p}} \nu_{\alpha}\left|E_{0}\right|^{-1} \phi_{\alpha}^{0}(x)=S_{1}+S_{2}+S_{3} . \tag{28}
\end{equation*}
$$

We deal first with the terms $S_{1}$. From conditions (M1) and (M2) one gets

$$
\begin{equation*}
\left\|M_{k}\right\|_{L^{s}} \leqslant 2^{\frac{\lambda}{s}} C_{n, s}\left|B_{k}\right|^{\frac{1}{s}-\frac{1}{p}}\left(2^{k}\right)^{-\frac{\lambda}{s}+n\left(\frac{1}{p}-\frac{1}{s}\right)} \tag{29}
\end{equation*}
$$

and it follows from (27) that $\left\|P_{k}\right\|_{L^{s}} \leqslant C_{n, p}\left\|M_{k}\right\|_{L^{s}}$. Moreover, from (26) we get that $M_{k}-P_{k}$ has vanishing moments up the order $N_{p}$. Thus $M_{k}-P_{k}$ is a multiple of a $(p, s)$ atom. Writing $\left(M_{k}-P_{k}\right)(x)=t_{k} a_{k}(x)$ where $t_{k}=\left\|M_{k}-P_{k}\right\|_{L^{s}}\left|B_{k}\right|^{\frac{1}{p}-\frac{1}{s}}, a_{k}(x)=\frac{M_{k}(x)-P_{k}(x)}{\left\|M_{k}-P_{k}\right\|_{L^{s}}}\left|B_{k}\right|^{\frac{1}{s}-\frac{1}{p}}$ and note that from (29) one gets

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left|t_{k}\right|^{p} \leqslant 2^{\frac{\lambda p}{s}} C_{n, p, s} \sum_{k=0}^{\infty}\left(2^{k}\right)^{-\frac{\lambda p}{s}+n\left(1-\frac{p}{s}\right)}=C_{n, p, s, \lambda}<\infty \tag{30}
\end{equation*}
$$

provided $\lambda>n(s / p-1)$. We point out that the closer $\lambda$ gets to $n(s / p-1)$, the bigger the constant appearing in (30).

For $S_{2}$, we claim that $\Phi_{\gamma}^{j}(x)$ is a multiple of a $(p, \infty)$ atom with full cancellation conditions. The cancellation follows from the moment conditions on $\phi_{\alpha}^{k}$. For the size condition, from Hölder inequality and (29), for every $|\alpha| \leqslant N_{p}$ and $k \in \mathbb{N}$, one has

$$
\left|N_{\alpha}^{k}\right| \leqslant C_{n, p, s, \lambda}\left|B_{k}\right|^{1-\frac{1}{p}}\left(2^{k} r\right)^{|\alpha|}\left(2^{k}\right)^{-\frac{\lambda}{s}+n\left(\frac{1}{p}-\frac{1}{s}\right)}
$$

Hence, since $\left(2^{k} r\right)^{|\alpha|}\left|\phi_{\alpha}^{k}(x)\right| \leqslant C$ uniformly, it follows

$$
\left.\left.\left|N_{\alpha}^{k}\right| E_{k}\right|^{-1} \phi_{\alpha}^{k}(x)\left|\leqslant C_{n, p, s, \lambda}\right| B_{k}\right|^{-\frac{1}{p}}\left(2^{k}\right)^{-\frac{\lambda}{s}+n\left(\frac{1}{p}-\frac{1}{s}\right)} .
$$

Therefore, writing $\sum_{|\alpha| \leqslant N_{p}} \Phi_{\alpha}^{j}(x)=s_{k} b_{k}(x)$, where $s_{k}=C_{n, p, s, \lambda}\left(2^{k}\right)^{-\frac{\lambda}{n}+n\left(\frac{1}{p}-\frac{1}{s}\right)}$ for some appropriate constants $C_{n, p, s, \lambda}$, we get that $b_{k}$ are $(p, \infty)$ atoms and

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left|s_{k}\right|^{p}=C_{n, p, s, \lambda} \sum_{k=0}^{\infty}\left(2^{k}\right)^{-\frac{\lambda p}{s}+n\left(1-\frac{p}{s}\right)}<\infty, \tag{31}
\end{equation*}
$$

where again we used that $\lambda>n(s / p-1)$.
Finally, for $S_{3}$ let

$$
a_{\omega}=\sum_{|\alpha| \leqslant N_{p}} \nu_{\alpha}\left|E_{0}\right|^{-1} \phi_{\alpha}^{0}(x) .
$$

This function is supported on $E_{0}=B_{0}$ and, proceeding as in (1), (M1) and (M2) give

$$
\left|\nu_{\alpha}\right|=\left|\int_{\mathbb{R}^{n}} M(x)\left(x-x_{B}\right)^{\alpha} d x\right| \lesssim r^{|\alpha|+n\left(1-\frac{1}{p}\right)} .
$$

The $L^{s}$-estimate then follows immediately from the fact that $r^{|\alpha|}\left|\phi_{\alpha}^{0}(x)\right| \leqslant C$ :

$$
\begin{aligned}
\left\|\sum_{|\alpha| \leqslant N_{p}} \nu_{\alpha}\left|E_{0}\right|^{-1} \phi_{\alpha}^{0}\right\|_{L^{s}} & \leqslant \sum_{|\alpha| \leqslant N_{p}}\left|N_{\alpha}^{0}\right|\left|E_{0}\right|^{-1}\left(\int_{E_{0}}\left|\phi_{\alpha}^{0}(x)\right|^{s} d x\right)^{\frac{1}{s}} \\
& \leqslant \sum_{|\alpha| \leqslant N_{p}}\left|\nu_{\alpha}\right|\left|E_{0}\right|^{\frac{1}{s}-1} r^{-|\alpha|} \lesssim r^{n\left(\frac{1}{s}-\frac{1}{p}\right)} .
\end{aligned}
$$

It remains to show the moment conditions on $a_{\omega}$, which follow immediately from (M3), since by the choice of $\nu_{\alpha}$ and $\phi_{\alpha}^{0}$, the moments of $a_{\omega}$ are the same as those of $M$. Indeed, for $|\beta| \leqslant N_{p}$,

$$
\begin{aligned}
\int a_{\omega}(x)\left(x-x_{B}\right)^{\beta} d x & =\sum_{|\alpha| \leqslant N_{p}} \nu_{\alpha}\left(\left|E_{0}\right|^{-1} \int_{E_{0}} \phi_{\alpha}^{0}(x)\left(x-x_{B}\right)^{\beta} d x\right) \\
& =\nu_{\alpha}=\int_{\mathbb{R}^{n}} M(x)\left(x-x_{B}\right)^{\beta} d x .
\end{aligned}
$$

Thus $a_{\omega}$ is a multiple of a $(p, s, \omega)$ atom.
From Proposition 4.1.2 and 4.1.4 and Theorem 2.5.8, we have
Theorem 4.1.5 ([31, Corollary 3.8]).
Let $0<p \leqslant 1 \leqslant q$ with $p<q$ and $\lambda>n\left(\frac{q}{p}-1\right)$.

1. Given $f \in h^{p}\left(\mathbb{R}^{n}\right)$, there exists a sequence $\left\{\gamma_{j}\right\}_{j} \in \ell^{p}$ and a sequence of $(p, q, \omega)$ atoms for $h^{p},\left\{a_{j}\right\}_{j}$, such that $f=\sum_{j=1}^{\infty} \gamma_{j} a_{j}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $h^{p}\left(\mathbb{R}^{n}\right)$; moreover, $\|f\|_{h^{p}} \approx$ $\inf \left(\sum_{j \in \mathbb{N}}\left|\gamma_{j}\right|^{p}\right)^{\frac{1}{p}}$, where the infimum is taken over all such possible decomposition of $f$.
2. Given $f \in h^{p}\left(\mathbb{R}^{n}\right)$, there exists a sequence $\left\{\gamma_{j}\right\}_{j} \in \ell^{p}$ and a sequence of $(p, q, \lambda, \omega)$ molecules for $h^{p},\left\{M_{j}\right\}_{j}$, such that $f=\sum_{j=1}^{\infty} \gamma_{j}^{\prime} M_{j}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $h^{p}\left(\mathbb{R}^{n}\right)$; moreover, $\|f\|_{h^{p}} \approx \inf \left(\sum_{j \in \mathbb{N}}\left|\gamma_{j}^{\prime}\right|^{p}\right)^{\frac{1}{p}}$, where the infimum is taken over all such possible decomposition of $f$.

### 4.2 Hardy's Inequality

As an example of our new molecular theory, we will use it to prove the following.
Theorem 4.2.1 ([31, Theorem 4.1]). Let $0<p \leqslant 1$. Then, there exists $C>0$ such that

$$
\int_{\mathbb{R}^{n}} \frac{|\hat{f}(\xi)|^{p}}{(1+|\xi|)^{n(2-p)}} d \xi \leqslant C\|f\|_{h^{p}}^{p} \quad \forall f \in h^{p}\left(\mathbb{R}^{n}\right)
$$

Lemma 4.2.2 ([31, Lemma 4.2]). Let $0<p \leqslant 1 \leqslant s<\infty$ with $p<s$ and $\lambda>n\left(\frac{s}{p}-1\right)$. Suppose $M$ satisfies conditions (M1) and (M2) with respect to the ball $B=B\left(x_{B}, r\right) \subset \mathbb{R}^{n}$. Then the Fourier transform of $M$ satisfies

$$
\begin{equation*}
|\widehat{M}(\xi)| \lesssim|\xi|^{\gamma} r^{\gamma-\gamma_{p}}+\sum_{|\alpha| \leqslant N}|\xi|^{|\alpha|}\left|\int_{\mathbb{R}^{n}} M(x)\left(x-x_{B}\right)^{\alpha} d x\right| \tag{32}
\end{equation*}
$$

for any $\gamma \in\left(\gamma_{p}, \frac{\lambda}{s}-\frac{n}{s^{\prime}}\right)$ and integer $N$ with $N<\gamma \leqslant N+1$.
Proof of Lemma 4.2.2.
The proof is taken from the paper [31]. Since the absolute value of the Fourier transform is preserved under translation of the function, we may assume $x_{B}=0$. For $\xi=0$, we see that equality holds by in (32) by considering the $\alpha=0$ term in the sum on the right-hand-side, so we need only consider $\xi \neq 0$.

Suppose first that $\gamma=N+1<\frac{\lambda}{s}-\frac{n}{s^{\prime}}$. Denoting $e^{-2 \pi i x \cdot \xi}$ by $\varphi(x)$, we write $P_{N, \varphi, 0}(x)=$ $\sum_{|\alpha| \leqslant N} C_{\alpha}\left(\partial^{\alpha} \varphi\right)(0) x^{\alpha}$ for its Taylor polynomial of order $N$ at 0 , and use the formula for the remainder to get, for $t \in(0,1)$,

$$
\begin{align*}
|\widehat{M}(\xi)| & =\left|\int_{\mathbb{R}^{n}} M(x)\left[\varphi(x)-P_{N, \varphi, 0}(x)\right] d x+\sum_{|\alpha| \leqslant N} C_{\alpha}\left(\partial^{\alpha} \varphi\right)(0) \int_{\mathbb{R}^{n}} M(x) x^{\alpha} d x\right| \\
& \leqslant\left|\int_{\mathbb{R}^{n}} M(x) \sum_{|\alpha|=N+1} C_{\alpha}\left(\partial^{\alpha} \varphi\right)(t x) x^{\alpha} d x\right|+\sum_{|\alpha| \leqslant N} C_{\alpha}|2 \pi \xi|^{|\alpha|}\left|\int_{\mathbb{R}^{n}} M(x) x^{\alpha} d x\right| \\
& \lesssim|\xi|^{N+1} \int_{\mathbb{R}^{n}}|M(x)||x|^{N+1} d x+\sum_{|\alpha| \leqslant N}|\xi|^{|\alpha|}\left|\int_{\mathbb{R}^{n}} M(x) x^{\alpha} d x\right| \tag{33}
\end{align*}
$$

Similarly to (1), from conditions (M1) and (M2) of the molecule and Hölder's inequality, one has

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}|M(x)||x|^{N+1} d x & \leqslant r^{\frac{n}{s^{\prime}}+N+1}\|M\|_{L^{s}(B)}+\left\|M|\cdot|^{\frac{\lambda}{s}}\right\|_{L^{s}\left(B^{c}\right)}\left\||\cdot|^{-\frac{\lambda}{s}+N+1}\right\|_{L^{s^{\prime}}\left(B^{c}\right)} \\
& =r^{\frac{n}{s^{\prime}}+N+1}\|M\|_{L^{s}(B)}+r^{-\frac{\lambda}{s}+N+1+\frac{n}{s^{\prime}}}\left\|M|\cdot|^{\frac{\lambda}{s}}\right\|_{L^{s}\left(B^{c}\right)} \\
& \lesssim r^{N+1-\gamma_{p}},
\end{aligned}
$$

where the convergence of the integral follows from the assumption that $N+1<\frac{\lambda}{s}-\frac{n}{s^{\prime}}$. This gives the result in the case $\gamma=N+1$.

Now suppose $\gamma<N+1$. Recalling that $\xi \neq 0$, we write

$$
\widehat{M}(\xi)=\int_{|x| \geqslant|\xi|^{-1}} e^{-2 \pi i x \cdot \xi} M(x) d x+\int_{|x| \leqslant|\xi|^{-1}} e^{-2 \pi i x \cdot \xi} M(x) d x=: I_{1}+I_{2}
$$

We estimate the first integral using Hölder's inequality, together with the bound the $L^{s}\left(\mathbb{R}^{n}\right)$ norm of $M(x)|x|^{\frac{\lambda^{\prime}}{s}}$ with $\lambda^{\prime}=s\left(\gamma+\frac{n}{s^{\prime}}\right)<\lambda$, as follows:

$$
\left|I_{1}\right| \leqslant \int_{|x| \geqslant|\xi|^{-1}}|M(x)| d x \leqslant\left\|M|\cdot|^{\frac{\lambda^{\prime}}{s}}\right\|_{L^{s}\left(\mathbb{R}^{n}\right)}\left\||\cdot|^{-\frac{\lambda^{\prime}}{s}}\right\|_{L^{s^{\prime}}\left(|x| \geqslant|\xi|^{-1}\right)} \leqslant r^{\gamma-\gamma_{p}}|\xi|^{\gamma} .
$$

For the second integral, we again proceed via the Taylor expansion of $\varphi(x)=e^{-2 \pi i x \cdot \xi}$, to get, as in (33)

$$
\begin{aligned}
\left|I_{2}\right| & \lesssim|\xi|^{N+1} \int_{|x| \leqslant|\xi|^{-1}}|M(x)||x|^{N+1} d x+\sum_{|\alpha| \leqslant N}|\xi|^{|\alpha|}\left|\int_{|x| \leqslant|\xi|^{-1}} M(x) x^{\alpha} d x\right| \\
& \lesssim|\xi|^{N+1} \int_{|x| \leqslant|\xi|^{-1}}|M(x)||x|^{\frac{\lambda^{\prime}}{s}}|x|^{N+1-\frac{\lambda^{\prime}}{s}} d x \\
& \quad+\sum_{|\alpha| \leqslant N}|\xi|^{|\alpha|}\left|\int_{\mathbb{R}^{n}} M(x) x^{\alpha} d x-\int_{|x| \geqslant|\xi|^{-1}} M(x) x^{\alpha} d x\right| \\
& \lesssim|\xi|^{N+1}\left\|M|\cdot|^{\frac{\lambda^{\prime}}{s}}\right\|_{L^{s}\left(\mathbb{R}^{n}\right)}\left\||\cdot|^{N+1-\frac{\lambda^{\prime}}{s}}\right\|_{L^{s^{\prime}}\left(|x| \leqslant|\xi|^{-1}\right)}|\xi| \begin{array}{l}
|\alpha|
\end{array}\left|\int_{\mathbb{R}^{n}} M(x) x^{\alpha} d x\right| \\
& \quad+\sum_{|\alpha| \leqslant N}|\xi|^{|\alpha|} \int_{|x| \geqslant|\xi|^{-1}}|M(x)||x|^{\alpha} d x+\left.\sum_{|\alpha| \leqslant N}|\xi| \xi\right|^{N+1} r^{\frac{\lambda^{\prime}}{s}-\frac{n}{s^{\prime}}-\gamma_{p}}|\xi|^{-\left(N+1-\frac{\lambda^{\prime}}{s}+\frac{n}{s^{\prime}}\right)}+\sum_{|\alpha| \leqslant N}|\xi|^{|\alpha|}\left\|M|\cdot|^{\frac{\lambda^{\prime}}{s}}\right\|_{L^{s}\left(\mathbb{R}^{n}\right)}\left\||\cdot|^{|\alpha|-\frac{\lambda^{\prime}}{s}}\right\|_{L^{s^{\prime}}\left(|x| \geqslant|\xi|^{-1}\right)} \\
& \quad+\sum_{|\alpha| \leqslant N}|\xi|^{|\alpha|}\left|\int_{\mathbb{R}^{n}} M(x) x^{\alpha} d x\right| \\
& \lesssim r^{\gamma-\gamma_{p}}|\xi|^{\gamma}+\sum_{|\alpha| \leqslant N}|\xi|^{|\alpha|}\left|\int_{\mathbb{R}^{n}} M(x) x^{\alpha} d x\right| .
\end{aligned}
$$

Here we have used that $\gamma=\frac{\lambda^{\prime}}{s}-\frac{n}{s^{\prime}}<N+1$ for the local integrability and that $|\alpha| \leqslant N<$ $\gamma=\frac{\lambda^{\prime}}{s}-\frac{n}{s^{\prime}}$ implies $s^{\prime}\left(|\alpha|-\frac{\lambda^{\prime}}{s}\right)<-n$. This concludes the case $\gamma<N+1$.

For a molecule, the above estimate on the Fourier transform and the control of the moments allows us to prove the following more refined version of Hardy's inequality:
Lemma 4.2.3 ([31, Lemma 4.3]). If $1 \leqslant s \leqslant 2$ with $p<s$ and $M$ is $a(p, s, \lambda, \omega)$ molecule in $h^{p}\left(\mathbb{R}^{n}\right)$ associated to the ball $B=B\left(x_{B}, r\right)$, then for $a>0$,

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{|\widehat{M}(\xi)|^{p}}{(a \omega+|\xi|)^{n(2-p)}} d \xi \leqslant C_{a, \omega} \tag{34}
\end{equation*}
$$

In the homogeneous case, $\omega=0$, we recover Hardy's inequality for $H^{p}\left(\mathbb{R}^{n}\right)$ (Proposition 2.1.13 Item 3). For $\omega>0$, taking $a=\omega^{-1}$ shows that Goldberg's Hardy inequality holds uniformly for molecules with a constant depending on $\omega$. Applying the Fourier transform to the molecular decomposition of $f$ in Theorem 4.1.5 gives the result of the Theorem 4.2.1.

## Proof of Lemma 4.2.3.

The proof is taken from the paper [31]. To show (34) we split integral in the following way:

$$
\int_{\mathbb{R}^{n}} \frac{|\widehat{M}(\xi)|^{p}}{(a \omega+|\xi|)^{n(2-p)}} d \xi=\int_{|\xi|<r^{-1}}+\int_{|\xi|>r^{-1}}:=I_{1}+I_{2}
$$

Control of $I_{2}$ : Applying the Hölder and Hausdorff-Young inequalities, one gets

$$
\begin{aligned}
\int_{|\xi|>r^{-1}} \frac{|\widehat{M}(\xi)|^{p}}{(a \omega+|\xi|)^{n(2-p)}} d \xi & \leqslant\|\widehat{M}\|_{L^{s^{\prime}}}^{p}\left(\int_{|\xi|>r^{-1}}|\xi|^{-\frac{n(2-p)}{1-p / s^{\prime}}} d \xi\right)^{1-\frac{p}{s^{\prime}}} \\
& \leqslant\|M\|_{L^{s^{\prime}}}^{p} r^{n(2-p)-n\left(1-\frac{p}{s^{\prime}}\right)}\left(\int_{|\xi|>1}|\xi|^{-\frac{n(2-p)}{1-p / s^{\prime}}} d \xi\right)^{1-\frac{p}{s^{\prime}}} \\
& \leqslant C
\end{aligned}
$$

Here we've used condition (M1), and the integrability of the second term follows since

$$
1>p\left(1-\frac{1}{s^{\prime}}\right) \Leftrightarrow-\frac{n(2-p)}{1-p / s^{\prime}}<-n
$$

Control of $I_{1}$ : Taking $N=N_{p}$ and $\gamma \in\left(\gamma_{p}, \frac{\lambda}{s}-\frac{n}{s^{\prime}}\right) \cap\left(N_{p}, N_{p}+1\right]$ in Lemma 4.2.2, one has

$$
\begin{aligned}
& I_{1} \lesssim r^{p\left(\gamma-\gamma_{p}\right)} \int_{|\xi|<r^{-1}}|\xi|^{p \gamma}(a \omega+|\xi|)^{n(p-2)} d \xi \\
& \quad+\sum_{|\alpha| \leqslant N_{p}}\left|\int_{\mathbb{R}^{n}} M(x)\left(x-x_{B}\right)^{\alpha} d x\right|^{p} \int_{|\xi|<r^{-1}}|\xi|^{|\alpha| p}(a \omega+|\xi|)^{n(p-2)} d \xi \\
&:=I_{3}+I_{4}
\end{aligned}
$$

For $I_{3}$, using that $(1+|\xi|)^{n(p-2)} \leqslant|\xi|^{n(p-2)}$ we get

$$
\begin{aligned}
\left|I_{3}\right| & \leqslant r^{p\left(\gamma-\gamma_{p}\right)} \int_{|\xi|<r^{-1}}|\xi|^{n(p-2)+p \gamma} d \xi \\
& \simeq r^{p \gamma+n(p-1)} r^{-p \gamma-n(p-2)-n}=1
\end{aligned}
$$

where the integrability follows from $p \gamma>p \gamma_{p}=n(1-p)$.
For $I_{4}$, using the approximate moment conditions (M3) of the molecule when $\omega>0$, we
get

$$
\begin{aligned}
& \sum_{|\alpha| \leqslant N_{p}}\left|\int_{\mathbb{R}^{n}} M(x)\left(x-x_{B}\right)^{\alpha} d x\right|^{p} \int_{|\xi|<r^{-1}}|\xi|^{|\alpha| p}(a \omega+|\xi|)^{n(p-2)} d \xi \\
& =\sum_{|\alpha| \leqslant N_{p}}\left|\int_{\mathbb{R}^{n}} M(x)\left(x-x_{B}\right)^{\alpha} d x\right|^{p}(a \omega)^{n p-n+|\alpha| p} \int_{|\xi|<(a \omega r)^{-1}}|\xi|^{|\alpha| p}(1+|\xi|)^{n(p-2)} d \xi \\
& \leqslant \sum_{|\alpha| \leqslant N_{p}}\left|\int_{\mathbb{R}^{n}} M(x)\left(x-x_{B}\right)^{\alpha} d x\right|^{p}(a \omega)^{n p-n+|\alpha| p} \int_{1}^{1+(a \omega r)^{-1}} t^{p|\alpha|+n p-n-1} d t \\
& \leqslant \sum_{|\alpha|<\gamma_{p}} \omega^{p}(a \omega)^{\left(|\alpha|-\gamma_{p}\right) p} \int_{1}^{\infty} t^{\left(|\alpha|-\gamma_{p}\right) p-1} d t+\sum_{|\alpha|=\gamma_{p}=N_{p}}\left[\log \left(1+\frac{1}{\omega r}\right)\right]^{-1} \int_{1}^{1+(a \omega r)^{-1}} t^{-1} d t \\
& \leqslant C_{a, \omega, p}+\sum_{\substack{|\alpha|=N_{p} \\
N_{p} \in \mathbb{N}_{0}}}\left[\log \left(1+\frac{1}{\omega r}\right)\right]^{-1} \log \left(1+\frac{1}{a \omega r}\right) \\
& \leqslant C_{a, \omega, p} .
\end{aligned}
$$

## Chapter 5

## Boundedness of Inhomogeneous Singular Integral Operators on $h^{p}\left(\mathbb{R}^{n}\right)$

In this chapter, we discuss sufficient conditions and necessary conditions for the boundedness of inhomogeneous singular integral operators on $h^{p}\left(\mathbb{R}^{n}\right)$. It is based on [31,32].

### 5.1 Sufficient Conditions

We shall define a more general class of singular integral operators than Definition 2.5.32.
Definition 5.1.1. We say $T$ is an inhomogeneous Calderón-Zygmund operator with $L_{\delta}^{s}$ integral-type condition associated with $K$, where $1 \leqslant s<\infty, \mu>0$ and $\delta>0$ if

1. the kernel $K$ satisfies (18), i.e. $|K(x, y)| \leqslant C \min \left\{|x-y|^{-n},|x-y|^{-n-\mu}\right\}, \quad x \neq y$;
2. for each $x, z \in \mathbb{R}^{n}$ there exist two polynomials $P_{x, z}^{1}(y)$ and $P_{x, z}^{2}(y)$ with degree at most $\lfloor\delta\rfloor$ such that

$$
\begin{equation*}
\left(\int_{A_{j}(z, r)}\left|K(x, y)-P_{x, z}^{1}(y)\right|^{s}+\left|K(y, x)-P_{x, z}^{2}(y)\right|^{s} d x\right)^{\frac{1}{s}} \lesssim\left|A_{j}(z, r)\right|^{\frac{1}{s}-1} 2^{-j \delta} \tag{35}
\end{equation*}
$$

for $|y-z|<r$, where $0<r<1, j \in \mathbb{N}$,

$$
A_{j}(z, r):=\left\{x \in \mathbb{R}^{n}: 2^{j} r \leqslant|x-z|<2^{j+1} r\right\} .
$$

3. the operator $T$ is given by

$$
\langle T f, g\rangle=\iint K(x, y) f(y) g(x) d y d x, \quad \forall f, g \in \mathcal{S}\left(\mathbb{R}^{n}\right) \text { with disjoint supports }
$$

and extends to a bounded operator on $L^{2}\left(\mathbb{R}^{n}\right)$.

If $K$ satisfies (35) for some $s_{0}>1$, then $K$ also satisfies (35) for all $1 \leqslant s \leqslant s_{0}$ using Hölder's inequality.

## Remark.

1. We compare this definition with the one in [31]. In the paper [31], the following condition is imposed. For all for $|y-z|<r$, where $0<r<1, j \in \mathbb{N}$

$$
\left(\int_{A_{j}(z, r)}|K(x, y)-K(x, z)|^{s}+|K(y, x)-K(z, x)|^{s} d x\right)^{\frac{1}{s}} \lesssim\left|A_{j}(z, r)\right|^{\frac{1}{s}-1} 2^{-j \delta}
$$

The condition (35) is a generalization because we can take $P_{x, z}^{1}(y)=K(x, z)$ and $P_{x, z}^{2}(y)=K(z, x)$, which are constant polynomials in the $y$-variable.
2. In [96, Section 4.2], they imposed the condition that $K \in C^{[\delta]}$ and

$$
\begin{align*}
& \left(\int_{A_{j}(z, r)}\left|\partial_{2}^{\beta} K(x, y)-\partial_{2}^{\beta} K(x, z)\right|^{s}+\left|\partial_{1}^{\beta} K(y, x)-\partial_{1}^{\beta} K(z, x)\right|^{s} d x\right)^{\frac{1}{s}} \\
& \lesssim r^{-\lfloor\delta\rfloor}\left|A_{j}(z, r)\right|^{\frac{1}{s}-1} 2^{-j \delta} \tag{36}
\end{align*}
$$

for all for $|y-z|<r$, where $0<r<1, j \in \mathbb{N}$, and $\partial_{1}$ and $\partial_{2}$ denote the partial derivative with respect to the first variable and the second variable respectively. We show that the condition (36) implies the condition (35). We take the polynomials

$$
P_{x, z}^{1}(y):=\sum_{|\beta| \leqslant\lfloor\delta\rfloor} c_{\beta}(y-z)^{\beta} \partial_{2}^{\beta} K(z, y) ; \quad P_{x, z}^{2}(y):=\sum_{|\beta| \leqslant\lfloor\delta\rfloor} c_{\beta}(y-z)^{\beta} \partial_{1}^{\beta} K(z, x),
$$

namely the Taylor polynomials of $K$ expanding in the $y$-variable centered at $z$. Then, if we expand $K$ using Taylor's theorem with derivative remainder, we have

$$
K(x, y)=\sum_{|\beta| \leqslant\lfloor\delta\rfloor-1} c_{\beta}(y-z)^{\beta} \partial_{2}^{\beta} K(x, z)+\sum_{|\beta|=\mid \delta\rfloor} c_{\beta}(y-z)^{\beta} \partial_{2}^{\beta} K\left(x, \xi_{y, z}\right)
$$

and

$$
K(y, x)=\sum_{|\beta| \leqslant\lfloor\delta\rfloor-1} c_{\beta}(y-z)^{\beta} \partial_{2}^{\beta} K(z, x)+\sum_{|\beta|=[\delta\rfloor} c_{\beta}(y-z)^{\beta} \partial_{2}^{\beta} K\left(\xi_{y, z}^{\prime}, x\right)
$$

for some $\xi_{y, z}, \xi_{y, z}^{\prime}$ lying on the line segment joining $y$ and $z$, and for some constant $c_{\beta}$ depending on $\beta$ only.
Therefore,

$$
K(x, y)-P_{x, z}^{1}(y)=\sum_{|\beta|=\mid \delta\rfloor} c_{\beta}(y-z)^{\beta}\left[\partial_{2}^{\beta} K\left(x, \xi_{y, z}\right)-\partial_{2}^{\beta} K(x, z)\right]
$$

and $\left|\xi_{y, z}-y\right| \leqslant|y-z|<r$. We now can apply condition (36) and get

$$
\begin{aligned}
& \left(\int_{A_{j}(z, r)}\left|K(x, y)-P_{x, z}^{1}(y)\right|^{s} d x\right)^{\frac{1}{s}} \\
& \leqslant \sum_{|\beta|=\mid \delta \delta}\left|c_{\beta}\right| r^{\mid \delta]}\left(\int_{A_{j}(z, r)}\left|\partial_{2}^{\beta} K\left(x, \xi_{y, z}\right)-\partial_{2}^{\beta} K(x, z)\right|^{s} d x\right)^{\frac{1}{s}} \\
& \lesssim \sum_{|\beta|=\mid \delta \delta}\left|c_{\beta}\right| r^{[\delta]} r^{-\lfloor\delta\rfloor}\left|A_{j}(z, r)\right|^{\frac{1}{s}-1} 2^{-j \delta} \\
& \lesssim \delta\left|A_{j}(z, r)\right|^{\frac{1}{s}-1} 2^{-j \delta} .
\end{aligned}
$$

The same argument shows that

$$
\begin{aligned}
& \left(\int_{A_{j}(z, r)}\left|K(y, x)-P_{x, z}^{2}(y)\right|^{s} d x\right)^{\frac{1}{s}} \\
& \leqslant \sum_{|\beta|=\mid \delta]}\left|c_{\beta}\right| r^{[\delta]}\left(\int_{A_{j}(z, r)}\left|\partial_{2}^{\beta} K\left(\xi_{y, z}^{\prime}, x\right)-\partial_{2}^{\beta} K(z, x)\right|^{s} d x\right)^{\frac{1}{s}} \\
& \lesssim \delta\left|A_{j}(z, r)\right|^{\frac{1}{s}-1} 2^{-j \delta} .
\end{aligned}
$$

Therefore, the condition (35) is weaker than (36).
3. Condition (35) should be compared with Campanato-type condition given in Definition 2.2.12. The idea of subtracting some polynomial instead of subtracting the unique polynomial as in Definition 2.2.12 can be traced back to the work of Calderón [15], where he defined the maximal function

$$
N(F, x):=\sup _{\rho>0} \rho^{-m}\left(f_{B(x, \rho)}|F(y)-P(x, y)|^{s} d y\right)^{\frac{1}{s}}
$$

assuming there exists some polynomial $P(x, \cdot)$ of degree at most $m-1(m \in \mathbb{N})$ such that $N(F, x)<\infty$.

Before we provide the sufficient conditions, we need to define the meaning of $T^{*}(f)$. We will define this for $f$ being a monomial.

Definition 5.1.2 ([31, Definition 5.1]). Let $N \in \mathbb{N}_{0}$. We denote by $L_{c, N}^{2}\left(\mathbb{R}^{n}\right)$ the space of all $g \in L^{2}\left(\mathbb{R}^{n}\right)$ compactly supported functions such that $\int g(x) x^{\alpha}=0$ for all $|\alpha| \leqslant N$. For such an $\alpha$, define $T^{*}\left(x^{\alpha}\right)$ in the distributional sense by

$$
\begin{equation*}
\left\langle T^{*}\left(x^{\alpha}\right), g\right\rangle:=\left\langle x^{\alpha}, T(g)\right\rangle=\int_{\mathbb{R}^{n}} x^{\alpha} T g(x) d x \tag{37}
\end{equation*}
$$

for all $g \in L_{c, N}^{2}\left(\mathbb{R}^{n}\right)$.
The space $L_{c, N_{p}}^{2}\left(\mathbb{R}^{n}\right)$ corresponds to multiples of $(p, 2)$ atoms in $H^{p}\left(\mathbb{R}^{n}\right)$. That $T^{*}\left(x^{\alpha}\right)$ is well-defined by (37) has been stated for standard Calderón-Zygmund operators in [86, p. 23].

We need to verify that the integral on the right-hand-side of (5.1.2) converges absolutely. From the definition of the space $L_{c, N}^{2}\left(\mathbb{R}^{n}\right)$, for any $N \in \mathbb{N}_{0}$ we have

$$
L_{c, N+1}^{2}\left(\mathbb{R}^{n}\right) \subset L_{c, N}^{2}\left(\mathbb{R}^{n}\right) \subset L_{c, 0}^{2}\left(\mathbb{R}^{n}\right) \subset L^{2}\left(\mathbb{R}^{n}\right)
$$

Proposition 5.1.3 ([31, Proposition 5.2]). Let $T$ be an operator given by Definition 5.1.1 with $s=1$ and some $\mu, \delta>0$. Then $x^{\alpha} T g \in L^{1}\left(\mathbb{R}^{n}\right)$ for all $g \in L_{c,[\delta \delta]}^{2}\left(\mathbb{R}^{n}\right)$ given that $|\alpha|<\min \{\mu, \delta\}$.

## Proof of Proposition 5.1.3.

The proof is taken from the proof in [31, Proposition 5.2] with adaptation. Let $g \in L_{c, 0}^{2}\left(\mathbb{R}^{n}\right)$, fix a ball $B=B\left(x_{B}, r\right)$ containing the support of $f$, and write

$$
\int_{\mathbb{R}^{n}}\left|x^{\alpha} T g(x)\right| d x=\int_{2 B}\left|x^{\alpha} T g(x)\right| d x+\int_{(2 B)^{c}}\left|x^{\alpha} T g(x)\right| d x .
$$

From the boundedness of $T$ on $L^{2}\left(\mathbb{R}^{n}\right)$ we get

$$
\int_{2 B}\left|x^{\alpha} T g(x)\right| d x \leqslant\left\|x^{\alpha}\right\|_{L^{\infty}(2 B)}|2 B|^{\frac{1}{2}}\|T g\|_{L^{2}} \lesssim r^{|\alpha|+\frac{n}{2}}\|g\|_{L^{2}}<\infty
$$

Suppose now that $r \geqslant 1$. The estimation of the second integral follows by (18):

$$
\begin{aligned}
\int_{(2 B)^{c}}|x|^{|\alpha|}|T g(x)| d x & \leqslant \sum_{j \in \mathbb{N}} \int_{A_{j}\left(x_{B}, r\right)} \int_{B}|K(x, y)||g(y)|\left(\left|x_{B}\right|+2^{j} r\right)^{|\alpha|} d y d x \\
& \lesssim\|g\|_{L^{2}} r^{\frac{n}{2}} \sum_{\left|\alpha^{\prime}\right| \leqslant|\alpha|}\left|x_{B}\right|^{|\alpha|-\left|\alpha^{\prime}\right|} \sum_{j \in \mathbb{N}}\left(2^{j} r\right)^{\left|\alpha^{\prime}\right|} \int_{A_{j}\left(x_{B}, r\right)}\left|x-x_{B}\right|^{-n-\mu} d x \\
& \lesssim\|g\|_{L^{2}} \sum_{\left|\alpha^{\prime}\right| \leqslant|\alpha|}\left|x_{B}\right|^{|\alpha|-\left|\alpha^{\prime}\right|} r^{\left|\alpha^{\prime}\right|+\frac{n}{2}-\mu} \sum_{j \in \mathbb{N}}\left(2^{j}\right)^{\left|\alpha^{\prime}\right|-\mu}<\infty
\end{aligned}
$$

since $\left|\alpha^{\prime}\right| \leqslant|\alpha|<\mu$.
For $r<1$, since $g$ has vanishing moments up to order $\lfloor\delta\rfloor$, the bound follows by applying (35):

$$
\begin{aligned}
\int_{(2 B)^{c}}\left|T g(x) x^{\alpha}\right| d x & \leqslant \sum_{j \in \mathbb{N}} \int_{A_{j}\left(x_{B}, r\right)} \int_{B}\left|K(x, y)-P_{x, x_{B}}^{1}(y)\right||g(y)||x|^{|\alpha|} d y d x \\
& \lesssim\|g\|_{L^{2}} \sum_{\left|\alpha^{\prime}\right| \leqslant|\alpha|}\left|x_{B}\right|^{|\alpha|-\left|\alpha^{\prime}\right|} r^{\left|\alpha^{\prime}\right|+\frac{n}{2}-\delta} \sum_{j \in \mathbb{N}}\left(2^{j}\right)^{\left|\alpha^{\prime}\right|-\delta}<\infty
\end{aligned}
$$

since $\left|\alpha^{\prime}\right|<\delta$. This completes the proof.
Theorem 5.1.4 (cf. [31, Theorem 5.3]). Let $0<p \leqslant 1$ and $T$ be an operator given by Definition 5.1.1 for some $1 \leqslant s \leqslant 2$ with $p<s$ and $\lfloor\kappa\rfloor=N_{p}$. Then $T$ can be extended to $a$ bounded operator from $h^{p}\left(\mathbb{R}^{n}\right)$ to itself provided that $\min \{\mu, \delta\}>\gamma_{p}$ and there exists $C>0$ such that for any ball $B \subset \mathbb{R}^{n}$ with $r(B)<1$ and $\alpha \in\left(\mathbb{N}_{0}\right)^{n}$ with $|\alpha| \leqslant N_{p}$,

$$
\begin{equation*}
f=T^{*}\left[\left(\cdot-x_{B}\right)^{\alpha}\right] \quad \text { satisfies } \quad\left(f_{B}\left|f(y)-P_{B}^{N_{p}}(f)(y)\right|^{2} d y\right)^{1 / 2} \leqslant C \Psi_{p, \alpha}(r(B)) \tag{38}
\end{equation*}
$$

where $P_{B}^{N_{p}}(f)$ is the polynomial of degree $\leqslant N_{p}$ that has the same moments as $f$ over $B$ up to order $N_{p}$, and for $\varphi_{p}$ is as in Definition 4.1.1,

$$
\Psi_{p, \alpha}(t):= \begin{cases}t^{\gamma_{p}} & \text { if }|\alpha|<\gamma_{p}, \\ t^{\gamma_{p}} \varphi_{p}(t) & \text { if }|\alpha|=\gamma_{p}=N_{p} \in \mathbb{N}_{0}\end{cases}
$$

with $\omega>0$.

## Proof of Theorem 5.1.4.

The proof is taken from the work [31] with adaptation. Let $a$ be a $(p, 2)$ atom in the sense of Definition 2.5.7, supported in $B:=B\left(x_{B}, r\right)$. We will show that $T a$ is a $(p, s, \lambda, \omega)$ molecule for $\lambda$ satisfying $\gamma_{p}<\frac{\lambda}{s}-\frac{n}{s^{\prime}}<\min \{\mu, \delta\}$. By Theorem 4.1.5 and the $h^{p}$ analogue of the results of [84], this suffices to show the boundedness of $T$ on $h^{p}$.

As $1 \leqslant s \leqslant 2$, condition (M1) follows from $L^{2}$-continuity of $T$ :

$$
\int_{2 B}|T a(x)|^{s} d x \lesssim|B|^{1-\frac{s}{2}}\|T a\|_{L^{2}}^{s} \lesssim|B|^{1-\frac{s}{2}}\|a\|_{L^{2}}^{s} \lesssim r(B)^{n\left(1-\frac{s}{p}\right)} .
$$

For (M2), suppose first $r \geqslant 1$. From condition (18) it follows that for $\left|x-x_{B}\right|>2 r$ we have $|K(x, y)| \lesssim\left|x-x_{B}\right|^{-n-\mu}$ for all $y \in B$ and therefore

$$
|T a(x)| \leqslant \int_{B}|K(x, y)||a(y)| d y \lesssim\|a\|_{L^{2}}|B|^{1 / 2} \int_{B}\left|x-x_{B}\right|^{-n-\mu} \lesssim r^{-\gamma_{p}}\left|x-x_{B}\right|^{-n-\mu} .
$$

Then, for $\lambda$ satisfying $\frac{\lambda}{s}-\frac{n}{s^{\prime}}<\mu$, which means $\lambda-s(n+\mu)<-n$, we have

$$
\int_{(2 B)^{c}}|T a(x)|^{s}\left|x-x_{B}\right|^{\lambda} d x \lesssim r^{-s \gamma_{p}} \int_{(2 B)^{c}}\left|x-x_{B}\right|^{\lambda-s(n+\mu)} d x \lesssim r^{\lambda+n\left(1-\frac{s}{p}\right)} .
$$

Condition (M3) follows from (1).
Suppose now $r<1$. Using the vanishing moment condition of the atom and (35) we can apply Minkowski inequality for integrals to get

$$
\begin{aligned}
& \int_{(2 B)^{c}}|T a(x)|^{s}\left|x-x_{B}\right|^{\lambda} d x \\
& =\sum_{j=0}^{\infty} \int_{A_{j}\left(x_{B}, r\right)}\left|\int_{B}\left[K(x, y)-P_{x, x_{B}}^{1}(y)\right] a(y) d y\right|^{s}\left|x-x_{B}\right|^{\lambda} d x \\
& \leqslant \sum_{j=0}^{\infty}\left\{\left[\int_{A_{j}\left(x_{B}, r\right)}\left(\int_{B}\left|K(x, y)-P_{x, x_{B}}^{1}(y)\right||a(y)|\left|x-x_{B}\right|^{\frac{\lambda}{s}} d y\right)^{s} d x\right]^{\frac{1}{s}}\right\}^{s} \\
& \leqslant \sum_{j=0}^{\infty}\left(2^{j+1} r\right)^{\lambda}\left\{\int_{B}|a(y)|\left[\int_{A_{j}\left(x_{B}, r\right)}\left|K(x, y)-P_{x, x_{B}}^{1}(y)\right|^{s} d x\right]^{\frac{1}{s}} d y\right\}^{s} \\
& \leqslant \sum_{j=0}^{\infty}\left(2^{j} r\right)^{\lambda}\left(2^{j} r\right)^{-n(s-1)} 2^{-j s \delta}\left(\int_{B}|a(y)| d y\right)^{s} \\
& \leqslant \sum_{j=0}^{\infty}\left(2^{j} r\right)^{\lambda}\left(2^{j} r\right)^{-n(s-1)} 2^{-j s \delta} r^{-s \gamma_{p}} \\
& =C r^{\lambda+n\left(1-\frac{s}{p}\right)} \sum_{j=0}^{\infty} 2^{j[\lambda-n(s-1)-s \delta]}=C^{\prime} r^{\lambda+n\left(1-\frac{s}{p}\right)}
\end{aligned}
$$

assuming $\lambda<n(s-1)+s \delta$, which is the same as $\frac{\lambda}{s}-\frac{n}{s^{\prime}}<\delta$. Finally, in order to verify that (M3) holds, note that for $r<1$ the function $a$ is in particular a $(p, 2)$ atom in $H^{p}\left(\mathbb{R}^{n}\right)$ with full cancellation condition. From condition (38), setting $f=T^{*}\left[\left(\cdot-x_{B}\right)^{\alpha}\right]$, we have, by (37),

$$
\begin{aligned}
\left|\int T a(x)\left(x-x_{B}\right)^{\alpha} d x\right| & =|\langle f, a\rangle| \leqslant\left(\int_{B}\left|f(y)-P_{B}^{N_{p}}(f)(y)\right|^{2} d y\right)^{1 / 2}\|a\|_{L^{2}(B)} \\
& \lesssim \Psi_{p}(r)|B|^{1 / 2}\|a\|_{L^{2}(B)} \\
& \lesssim \Psi_{p}(r) r^{-\gamma_{p}}
\end{aligned}
$$

which is bounded by $C_{n, p}$ if $|\alpha|<\gamma_{p}$ and by $\varphi_{p}(r(B))$ if $|\alpha|=\gamma_{p}$ from (38).
We now define inhomogeneous strongly singular integral operators.
Definition 5.1.5 ([31, Section 5.2]). We say $T$ is an inhomogeneous strongly singular integral operator with $L_{\delta}^{s}$ integral-type condition associated with $K$, where $1 \leqslant s<\infty, \mu>0$ and $\delta>0$ if

1. the kernel $K$ satisfies (18);
2. for each $x, z \in \mathbb{R}^{n}$ there exist two polynomials $P_{x, z}^{1}(y)$ and $P_{x, z}^{2}(y)$ with degree at most \ $\delta$ 〕 such that

$$
\begin{align*}
& \left(\int_{A_{j}\left(z, r^{\rho}\right)}\left|K(x, y)-P_{x, z}^{1}(y)\right|^{s}+\left|K(y, x)-P_{x, z}^{2}(y)\right|^{s} d x\right)^{\frac{1}{s}} \\
& \lesssim\left|A_{j}\left(z, r^{\rho}\right)\right|^{\frac{1}{s}-1+\frac{\delta}{n}\left(\frac{1}{\rho}-\frac{1}{\sigma}\right)} 2^{-\frac{j \delta}{\rho}} \tag{39}
\end{align*}
$$

for $|y-z|<r$, where $0<r<1, j \in \mathbb{N}, \delta>0,0<\rho \leqslant \sigma \leqslant 1$, and

$$
A_{j}(z, r):=\left\{x \in \mathbb{R}^{n}: 2^{j} r \leqslant|x-z|<2^{j+1} r\right\}
$$

3. the operator $T$ is given by

$$
\langle T f, g\rangle=\iint K(x, y) f(y) g(x) d y d x, \quad \forall f, g \in \mathcal{S}\left(\mathbb{R}^{n}\right) \text { with disjoint supports }
$$

and extends to a bounded operator on $L^{2}\left(\mathbb{R}^{n}\right)$ as well as $L^{q}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(\mathbb{R}^{n}\right)$ for some $\beta \in\left[(1-\rho) \frac{n}{2}, \frac{n}{2}\right)$ and $\frac{1}{q}=\frac{1}{2}+\frac{\beta}{n}$.

Theorem 5.1.6 ([31, Theorem 5.8]). Let $0<p \leqslant 1$ and $T$ an operator in Definition 5.1.5 for some $\delta>0$ and $1 \leqslant s \leqslant 2$ with $p<s$. Then $T$ can be extended to a bounded operator from $h^{p}\left(\mathbb{R}^{n}\right)$ to itself provided that

$$
\max \left\{\frac{n}{n+\mu}, p_{0}\right\}<p \leqslant 1 \text { where } \frac{1}{p_{0}}:=\frac{1}{2}+\frac{\beta\left(\frac{\delta}{\sigma}+\frac{n}{2}\right)}{n\left(\frac{\delta}{\sigma}-\delta+\beta\right)}
$$

and the cancellation condition (38) holds.

Proof of Theorem 5.1.6.
The proof is taken from the paper [31] with adaptation. Let $a$ be a $(p, 2)$ atom in the sense of Definition 2.5.7, supported in $B:=B\left(x_{B}, r\right)$. We will show that $T a$ is a $(p, s, \lambda, \omega)$ molecule for $\lambda$ satisfying

$$
\gamma_{p}<\frac{\lambda}{s}-\frac{n}{s^{\prime}}<\min \left\{\mu, \gamma_{p_{0}}\right\}, \quad \gamma_{p_{0}}:=n\left(\frac{1}{p_{0}}-1\right)=-\frac{n}{2}+\frac{\beta\left(\frac{n}{2}+\frac{\delta}{\sigma}\right)}{\beta+\frac{\delta}{\sigma}+\delta} .
$$

If $r \geqslant 1$, conditions (M1) and (M2) will follow by the same arguments presented in the proof of Theorem 5.1.4, provided $\frac{\lambda}{s}-\frac{n}{s^{\prime}}<\mu$.

Suppose now that $r<1$. Analogously to [3, Lemma 2.1], we will actually show some better estimates on $T a$. In fact, since $1 \leqslant s \leqslant 2$, from the stronger continuity $L^{q}-L^{2}$ assumption it follows

$$
\int_{B}|T a(x)|^{s} d x \leqslant|B|^{1-\frac{s}{2}}\|T a\|_{L^{2}}^{s} \lesssim|B|^{1-\frac{s}{2}}\|a\|_{L^{q}}^{s} \lesssim|B|^{1+\frac{s}{q}-s}\|a\|_{L^{2}}^{s} \lesssim|B|^{1-\frac{s}{p}+s\left(\frac{1}{q}-\frac{1}{2}\right)}
$$

and so (M1) holds since $1 / q-1 / 2 \geqslant 0$.
To show (M2), consider $0<\rho \leqslant \sigma \leqslant 1$, where $\rho$ is a parameter that will be chosen conveniently later. Denote by $2 B^{\rho}:=B\left(x_{B}, 2 r^{\rho}\right)$ and split

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}|T a(x)|^{s}\left|x-x_{B}\right|^{\lambda} d x & =\int_{2 B^{\rho}}|T a(x)|^{s}\left|x-x_{B}\right|^{\lambda} d x+\int_{\left(2 B^{\rho}\right)^{c}}|T a(x)|^{s}\left|x-x_{B}\right|^{\lambda} d x \\
& :=I_{1}+I_{2} .
\end{aligned}
$$

To estimate $I_{1}$, we use the $L^{q}-L^{2}$ continuity again and get

$$
\begin{aligned}
\int_{2 B^{\rho}}|T a(x)|^{s}\left|x-x_{B}\right|^{\lambda} d x & \lesssim r^{\lambda \rho}\left|B^{\rho}\right|^{1-\frac{s}{2}}\|T a\|_{L^{2}}^{s} \lesssim r^{\rho \lambda+n\left(\rho-\frac{s \rho}{2}\right)}\|a\|_{L^{q}}^{s} \\
& \lesssim r^{\rho \lambda+n\left[\rho-\frac{s \rho}{2}+s\left(\frac{1}{q}-\frac{1}{p}\right)\right]} \lesssim r^{\lambda+n\left(1-\frac{s}{p}\right)}
\end{aligned}
$$

assuming

$$
\begin{equation*}
\lambda \leqslant-n\left(1-\frac{s}{2}\right)+\frac{n s}{1-\rho}\left(\frac{1}{q}-\frac{1}{2}\right) . \tag{40}
\end{equation*}
$$

Note that this control would not be possible using only the $L^{2}$-boundedness. For $I_{2}$, we use
(39) and then

$$
\begin{align*}
& \int_{\left(2 B^{\rho}\right)^{c}}|T a(x)|^{s}\left|x-x_{B}\right|^{\lambda} d x \\
& \leqslant \sum_{j=0}^{\infty}\left(2^{j} r^{\rho}\right)^{\lambda}\left\{\int_{B}|a(y)|\left[\int_{A_{j}\left(x_{B}, r^{\rho}\right)}\left|K(x, y)-P_{x, x_{B}}^{1}(y)\right|^{s} d x\right]^{\frac{1}{s}} d y\right\}^{s} \\
& \lesssim \sum_{j=0}^{\infty}\left(2^{j} r^{\rho}\right)^{\lambda}\left(\left|A_{j}\left(x_{B}, r^{\rho}\right)\right|^{\frac{1}{s}-1+\frac{\delta}{n}\left(\frac{1}{\rho}-\frac{1}{\sigma}\right)} 2^{-\frac{j \delta}{\rho}}\right)^{s}\|a\|_{L^{2}}^{s}|B|^{\frac{s}{2}} \\
& \lesssim \sum_{j=0}^{\infty}\left(2^{j} r^{\rho}\right)^{\lambda}\left(\left|A_{j}\left(x_{B}, r^{\rho}\right)\right|^{\frac{1}{s}-1+\frac{\delta}{n}\left(\frac{1}{\rho}-\frac{1}{\sigma}\right)} 2^{-\frac{j \delta}{\rho}}\right)^{s} r^{s n\left(1-\frac{1}{p}\right)} \\
& =C r^{\rho \lambda+n\left[s+\frac{s \delta}{n}-s \rho\left(1-\frac{1}{s}+\frac{\delta}{n \sigma}\right)-\frac{s}{p}\right]} \sum_{j=0}^{\infty} 2^{j\left[\lambda-n(s-1)-\frac{s \delta}{\sigma}\right]}  \tag{41}\\
& \lesssim r^{\rho \lambda+n\left[\rho\left(1-\frac{s}{2}\right)+s\left(\frac{1}{q}-\frac{1}{p}\right)\right]} \lesssim r^{\lambda+n\left(1-\frac{s}{p}\right)}
\end{align*}
$$

in which we choose $\rho$ to be such that

$$
s+\frac{s \delta}{n}-\rho\left(s-1+\frac{s \delta}{n \sigma}\right)=\rho\left(1-\frac{s}{2}\right)+\frac{s}{q}, \text { i.e. } \rho:=\frac{n\left(1-\frac{1}{q}\right)+\delta}{\frac{n}{2}+\frac{\delta}{\sigma}} .
$$

The convergence of the series in (41) follows from (40), since by the choice of $\rho$ we have

$$
-n\left(1-\frac{s}{2}\right)+\frac{n s}{1-\rho}\left(\frac{1}{q}-\frac{1}{2}\right)<n(s-1)+s \delta<n(s-1)+\frac{s \delta}{\sigma} .
$$

In particular, the restriction on $\lambda$ for this particular choice of $\rho$ is

$$
\lambda \leqslant-n\left(1-\frac{s}{2}\right)+\frac{s \beta\left(\frac{n}{2}+\frac{\delta}{\sigma}\right)}{\beta+\frac{\delta}{\sigma}+\delta} .
$$

For the validity of (M3) we proceed in the same way as in the proof of Theorem 5.1.4. Therefore, $T a$ is a $(p, s, \lambda, \omega)$ molecule provided that $\max \left\{\frac{n}{n+\mu}, p_{0}\right\}<p \leqslant 1$.

### 5.2 Necessary Conditions

In this subsection, we will prove that the cancellation conditions (38) are also necessary for the singular (or strongly singular) integral operator to be bounded on $h^{p}\left(\mathbb{R}^{n}\right)$.

As we have seen in the example in Section 2.5.1, the function $\frac{1}{r} e^{-\frac{x^{2}}{r^{2}}}$ has $h^{1}$ norm $\frac{\sqrt{\pi}}{2}+\frac{1}{\sqrt{2 e}} \log \left(1+r^{-2}\right)$ while its integral is $\frac{\sqrt{\pi}}{2}$. Therefore, the ratio of its integral to its $h^{1}$ norm is approximately $\left[\log \left(1+r^{-1}\right)\right]^{-1}$. Let us now observe the general case for compactly supported distributions in $h^{p}\left(\mathbb{R}^{n}\right)$.

Proposition 5.2.1 ([32, Proposition 1]).
Let $g \in h^{p}\left(\mathbb{R}^{n}\right)$ be supported in $B\left(x_{0}, r\right)$ for some $x_{0} \in \mathbb{R}^{n}$ and $0<r<1$. Then for $\alpha \in \mathbb{N}_{0}^{n}$, the moments $\left\langle g,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle$ are well-defined and satisfy

$$
\left|\left\langle g,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle\right| \leqslant \begin{cases}C_{\alpha, p}\|g\|_{h^{p}} & \text { if }|\alpha|<\gamma_{p}  \tag{42}\\ C_{\alpha, p}\|g\|_{h^{p}}\left[\log \left(1+\frac{1}{r}\right)\right]^{-1 / p} & \text { if }|\alpha|=\gamma_{p}=N_{p}\end{cases}
$$

Proof of Proposition 5.2.1.
The proof is taken from [32].
Since $g$ is a distribution of compact support and hence acts on $C^{\infty}\left(\mathbb{R}^{n}\right)$, we can define $\left\langle g,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle$ unambiguously for any multi-index $\alpha \in \mathbb{N}_{0}^{n}$, and $\left\langle g,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle=\langle g, \phi\rangle$ for all $\phi \in C^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\phi(y)=\left(y-x_{0}\right)^{\alpha}$ on the support of $g$.

By a translation argument we may assume that $x_{0}=0$. For each unit vector on $v \in \mathbb{S}^{n-1}$ and $\alpha \in \mathbb{N}_{0}^{n}$ such that $|\alpha| \leqslant N_{p}$, we choose $\phi_{0}^{v, \alpha}$ satisfying the following conditions:
(i) $\phi_{0}^{v, \alpha} \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ with support in $B\left(\frac{v}{2}, 2\right)$ and $\left\|\partial^{\beta} \phi_{0}^{v, \alpha}\right\|_{L^{\infty}} \leqslant 2^{|\beta|-2 n}$ for all $|\beta| \leqslant N_{p}+1$;
(ii) $\phi_{0}^{v, \alpha}(y)=C_{\alpha} y^{\alpha}$ for all $|y|<1$ for some constant $C_{\alpha}$ depending only on $n$ and $\alpha$;
(iii) $\int \phi_{0}^{v, \alpha}(y) d y \neq 0$.

For each $x \in \mathbb{R}^{n}$ with $|x|>\frac{r}{2}$ we define

$$
\phi^{x, \alpha}(y)=\frac{1}{|x|^{n}} \phi_{0}^{\frac{x}{x \mid x}, \alpha}\left(\frac{y}{2|x|}\right) .
$$

We claim $\phi^{x, \alpha} \in \mathcal{F}_{k}^{T, x}$ for $T=2$ and $k \leqslant N_{p}+1$. Indeed, note first that $\operatorname{supp}\left(\phi^{x, \alpha}\right) \subset B(x, t)$ for $t=4|x|$ since if $|y-x|>t$ we have

$$
\left|\frac{y}{2|x|}-\frac{x}{2|x|}\right|=\frac{|y-x|}{2|x|} \geqslant \frac{t}{2|x|}=2
$$

and then $\phi_{0}^{\frac{x}{|x|}, \alpha}(y / 2|x|)=0$. Moreover, for $|\beta| \leqslant N_{p}+1$, by assumption (i),

$$
\left\|\partial^{\beta} \phi^{x, \alpha}\right\|_{L^{\infty}}=2^{-|\beta|}|x|^{-n-|\beta|}\left\|\partial^{\beta} \phi_{0}^{\frac{x}{x \mid x}, \alpha}\right\|_{L^{\infty}} \leqslant t^{-n-|\beta|} .
$$

On the support of $g,|y|<r$ and $|x|>\frac{r}{2}$ so $\frac{|y|}{2|x|}<1$ and by assumption (ii), $\phi^{x, \alpha}(y)=$ $\frac{C_{\alpha} y^{\alpha}}{|x|^{n+|\alpha|}}$. Hence

$$
\mathcal{M}_{\mathcal{F}_{k}}(g)(x)=\sup _{\phi \in \mathcal{F}_{k}^{T, x}}|\langle g, \phi\rangle| \geqslant\left|\left\langle g, \phi^{x, \alpha}\right\rangle\right|=C_{\alpha}|x|^{-n-|\alpha|}\left|\left\langle g,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle\right| .
$$

When $|\alpha|=\gamma_{p}=N_{p}$, this gives

$$
\begin{aligned}
\|g\|_{h^{p}}^{p} & \geqslant \int_{\frac{r}{2}<|x|<\frac{r+1}{2}}\left[\mathcal{M}_{\mathcal{F}_{k}}(f)(x)\right]^{p} d x \\
& \geqslant C_{\alpha}\left|\left\langle g,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle\right|^{p} \int_{\frac{r}{2}<|x| \leqslant \frac{r+1}{2}}|x|^{-p(n+|\alpha|)} d x \\
& \geqslant C_{\alpha}\left|\left\langle g,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle\right|^{p} \log \left(1+\frac{1}{r}\right) .
\end{aligned}
$$

When $|\alpha|<\gamma_{p}$, we consider $1<|x|<\frac{3}{2}$. Since in particular $|x|>\frac{r}{2}$, the same calculations as above give

$$
\begin{aligned}
\|g\|_{h^{p}}^{p} & \geqslant \int_{1<|x|<\frac{3}{2}}\left[\mathcal{M}_{\mathcal{F}_{k}}(g)(x)\right]^{p} d x \geqslant C_{\alpha}\left|\left\langle g,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle\right|^{p} \int_{1<|x| \leqslant \frac{3}{2}}|x|^{-p(n+|\alpha|)} d x \\
& =C_{n, \alpha, p}\left|\left\langle g,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle\right|^{p}
\end{aligned}
$$

Before we move on to a larger class of $h^{p}\left(\mathbb{R}^{n}\right)$ distributions, we shall observe that in the decomposition of a molecule (25) in the proof of Proposition 4.1.4, a molecule can be written as a sum of three components, the first two terms are infinite sums of $H^{p}$ atoms, which are distributions in $H^{p}\left(\mathbb{R}^{n}\right)$, while the last term is an $h^{p}$ atom. This observation leads to the following definition.

Definition 5.2.2 ([32, Definition 2]).
Let $\mathcal{C}>0$ be a constant. We say $\mathscr{M} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ is a $\mathcal{C}$-pseudo-molecule in $h^{p}\left(\mathbb{R}^{n}\right)$ associated to the ball $B$ if $\mathscr{M}=g+h$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, where $g \in h^{p}\left(\mathbb{R}^{n}\right)$ supported in $B, h \in H^{p}\left(\mathbb{R}^{n}\right)$, and

$$
\|g\|_{h^{p}}+\|h\|_{H^{p}} \leqslant \mathcal{C} .
$$

Proposition 5.2.3 ([32, Proposition 2]). Let $0<p \leqslant 1$ and $\mathscr{M}$ a $\mathcal{C}$-pseudo-molecule in $h^{p}\left(\mathbb{R}^{n}\right)$ associated to the ball $B=B\left(x_{0}, r\right)$ with $0<r<1$. Then for $\alpha \in \mathbb{Z}_{+}^{n},|\alpha| \leqslant N_{p}$, the moments $\left\langle\mathscr{M},\left(\cdot-x_{0}\right)^{\alpha}\right\rangle$ are well-defined and satisfy

$$
\left|\left\langle\mathscr{M},\left(\cdot-x_{0}\right)^{\alpha}\right\rangle\right| \lesssim \begin{cases}C_{\alpha, p} \mathcal{C} & \text { if }|\alpha|<\gamma_{p} ;  \tag{43}\\ C_{\alpha, p} \mathcal{C}\left[\log \left(1+\frac{1}{r}\right)\right]^{-1 / p} & \text { if }|\alpha|=\gamma_{p}=N_{p} .\end{cases}
$$

Proof of Proposition 5.2.3.
The following proof is taken directly from [32]. Writing $\mathscr{M}=g+h$ as in Definition 5.2.2, since $h \in H^{p}\left(\mathbb{R}^{n}\right)$ satisfies vanishing moment conditions up the order $N_{p}$, we have $\langle h,(\cdot-$ $\left.\left.x_{0}\right)^{\alpha}\right\rangle=0$ (the pairing here is the one between $H^{p}$ and its dual space, the homogeneous Lipschitz space $\left.\dot{\Lambda}_{n(1 / p-1)}\right)$.

For $g \in h^{p}\left(\mathbb{R}^{n}\right)$ supported in $B$, the moments $\left\langle g,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle$ can be defined as in Proposition 5.2.1. Thus we can set

$$
\left\langle\mathscr{M},\left(\cdot-x_{0}\right)^{\alpha}\right\rangle:=\left\langle g,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle+\left\langle h,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle=\left\langle g,\left(\cdot-x_{0}\right)^{\alpha}\right\rangle .
$$

If $\mathscr{M}$ has an alternative decomposition $g^{\prime}+h^{\prime}$ satisfying the conditions of Definition 5.2.2, then we must have that $g-g^{\prime}=h^{\prime}-h \in H^{p}$ and therefore the moments of $g^{\prime}$ are the same as those of $g$.

The estimates (43) now follow immediately from (42).
Now we give an example of pseudo-molecules, which are $(p, s, \lambda, \omega)$ molecules (Definition 4.1.3) without (M3).

Definition 5.2.4 ([32, Definition 3]). Let $0<p \leqslant 1 \leqslant s<\infty$ with $p<s, \lambda>n(s / p-1)$, and $C>0$. We say that a measurable function $M \in h^{p}\left(\mathbb{R}^{n}\right)$ is a $(p, s, \lambda, C)$ pre-molecule in $h^{p}\left(\mathbb{R}^{n}\right)$ if there exist a ball $B\left(x_{0}, r\right) \subset \mathbb{R}^{n}$ and a constant $C>0$ such that
$\|M\|_{L^{s}(B)} \leqslant C r^{n\left(\frac{1}{s}-\frac{1}{p}\right)} ;$

$$
\begin{equation*}
\left\|M\left|\cdot-x_{0}\right|^{\frac{\lambda}{s}}\right\|_{L^{s}\left(B^{c}\right)} \leqslant C r^{\frac{\lambda}{s}+n\left(\frac{1}{s}-\frac{1}{p}\right)} . \tag{M1}
\end{equation*}
$$

To see it is a $\mathcal{C}$-pseudo-molecule for some $\mathcal{C}$, we will follow the proof of [32, Lemma 2]. We observe that from the decomposition (25), the condition (M3) is only used when we estimate the term $a_{\omega}$. If we take $h:=\sum_{k=0}^{\infty} t_{k} a_{k}+\sum_{k=0}^{\infty} s_{k} b_{k}$ and $g:=a_{\omega}$, then from (30) and (31),

$$
\|h\|_{H^{p}\left(\mathbb{R}^{n}\right)} \leqslant C_{n, p, s, \lambda}
$$

and

$$
\|g\|_{h^{p}\left(\mathbb{R}^{n}\right)} \leqslant\|M\|_{h^{p}\left(\mathbb{R}^{n}\right)}+\|h\|_{h^{p}\left(\mathbb{R}^{n}\right)} \leqslant\|M\|_{h^{p}\left(\mathbb{R}^{n}\right)}+\|h\|_{H^{p}\left(\mathbb{R}^{n}\right)} \leqslant\|M\|_{h^{p}\left(\mathbb{R}^{n}\right)}+C_{n, p, s, \lambda} .
$$

We can now state the main theorem in this subsection.
Theorem 5.2.5 ([32, Theorem 1]).
Let $0<p \leqslant 1, \mathcal{C}>0$, and $T$ be a linear and bounded operator on $h^{p}\left(\mathbb{R}^{n}\right)$ that maps each $(p, 2)$ atom in $h^{p}\left(\mathbb{R}^{n}\right)$ into a $\mathcal{C}$-pseudo-molecule centered in the same ball as the support of the atom. Then the following cancellation conditions must hold:

For any ball $B=B\left(x_{0}, r\right) \subset \mathbb{R}^{n}$ with $r<1$ and $\alpha \in \mathbb{N}_{0}^{n}$ such that $|\alpha| \leqslant N_{p}:=$ $\left\lfloor\gamma_{p}\right\rfloor, \gamma_{p}:=n\left(\frac{1}{p}-1\right)$,

$$
\begin{equation*}
f=T^{*}\left[\left(\cdot-x_{0}\right)^{\alpha}\right] \quad \text { satisfies } \quad\left(f_{B}\left|f(y)-P_{B}^{N_{p}}(f)(y)\right|^{2} d y\right)^{1 / 2} \leqslant C \Psi_{p, \alpha}(r), \tag{44}
\end{equation*}
$$

where $P_{B}^{N_{p}}(f)$ is the polynomial of degree less then or equal to $N_{p}$ that has the same moments as $f$ over $B$ up to order $N_{p}$, and

$$
\Psi_{p, \alpha}(t):= \begin{cases}t^{\gamma_{p}} & \text { if }|\alpha|<\gamma_{p} \\ t^{\gamma_{p}}\left[\log \left(1+\frac{1}{t}\right)\right]^{-1 / p} & \text { if }|\alpha|=\gamma_{p}=N_{p}\end{cases}
$$

Proof of Theorem 5.2.5.
The proof is taken from [32]. Let $0<p \leqslant 1$ and $T$ be a linear and bounded operator on $h^{p}\left(\mathbb{R}^{n}\right)$ that maps each $(p, 2)$ atom in $h^{p}\left(\mathbb{R}^{n}\right)$ into a pseudo-molecule centered in the same ball as the support of the atom.

As Definition 5.1.2 and Proposition 5.1.3 rely on the specific form of the operators considered there, namely those with a nice kernel, we first need to make sense of the cancellation conditions (44) in this more general context. Fix $\alpha \in \mathbb{N}_{0}^{n}$ with $|\alpha| \leqslant N_{p}$. We want to show $T^{*}\left[\left(--x_{0}\right)^{\alpha}\right]$ is well defined locally in the following sense.

Fix a ball $B=B\left(x_{0}, r\right) \subset \mathbb{R}^{n}$ with $r<1$. We will show that $T^{*}\left[\left(\cdot-x_{0}\right)^{\alpha}\right]$ can be identified with $f$ in $\left(L_{c, N_{p}}^{2}(B)\right)^{*}$. Here $L_{c, N_{p}}^{2}(B)$ denotes the space of functions in $L^{2}(B)$ with vanishing moments up to order $N_{p}$, and its dual space can be identified with the quotient of $L^{2}(B)$ by the subspace $\mathcal{P}_{N_{p}}$ of polynomials of order up to $N_{p}$. We then have

$$
\begin{equation*}
\|f\|_{\left(L_{c, N_{p}}^{2}(B)\right)^{*}}:=\sup _{\substack{\psi \in L_{C, N_{p}}^{2}(B) \\\|\psi\|_{L^{2}(B)} \leqslant 1}}|\langle f, \psi\rangle|=\inf _{P \in \mathcal{P}_{N_{p}}}\|f-P\|_{L^{2}(B)}=\left\|f-P_{B}^{N_{p}}(f)\right\|_{L^{2}(B)}, \tag{45}
\end{equation*}
$$

where $P_{B}^{N_{p}}(f)$ is the element of $\mathcal{P}_{N_{p}}$ with the same moments as $f$ over $B$ up to order $N_{p}$.
Given a $\psi \in L_{N_{p}}^{2}(B)$ with $\|\psi\|_{L^{2}(B)} \leqslant 1$, let

$$
a(x)=\psi(x)|B|^{\frac{1}{2}-\frac{1}{p}} .
$$

Note that $a$ is a $(p, 2)$ atom supported on $B$ (strictly speaking we have $\operatorname{supp}(a) \subset \bar{B}$ but in the calculation of the norm we may always take $\psi$ of compact support in $B$ ). By the boundedness assumptions on $T,\|T a\|_{h^{p}\left(\mathbb{R}^{n}\right)} \lesssim\|a\|_{h^{p}\left(\mathbb{R}^{n}\right)} \leqslant C$ independent of $a$ and $\mathscr{M}=T a$ is a pseudo-molecule, where the choice of the constant $\mathcal{C}$ in Definition 5.2 .2 should be consistent with the norm of $T$. Therefore, by (43),

$$
\begin{aligned}
\left|\left\langle T^{*}\left[\left(\cdot-x_{0}\right)^{\alpha}\right], a\right\rangle\right| & :=\left|\left\langle\left(\cdot-x_{0}\right)^{\alpha}, T a\right\rangle\right| \\
& \leqslant \begin{cases}C_{\alpha, p} \mathcal{C} & \text { if }|\alpha|<\gamma_{p}, \\
C_{\alpha, p} \mathcal{C}\left[\log \left(1+\frac{1}{r}\right)\right]^{-1 / p} & \text { if }|\alpha|=\gamma_{p}=N_{p} .\end{cases}
\end{aligned}
$$

Replacing $a$ by $\psi$, we see that the left-hand-side defines a bounded linear functional $f \in$ $\left(L_{c, N_{p}}^{2}(B)\right)^{*}$ with

$$
\begin{aligned}
|\langle f, \psi\rangle| & =|B|^{\frac{1}{p}-\frac{1}{2}}\left|\left\langle T^{*}\left[\left(\cdot-x_{0}\right)^{\alpha}\right], a\right\rangle\right| \\
& \leqslant \begin{cases}C_{\alpha, p}|B|^{\frac{1}{p}-\frac{1}{2}} \mathcal{C} & \text { if }|\alpha|<\gamma_{p}, \\
C_{\alpha, p}|B|^{\frac{1}{p}-\frac{1}{2}} \mathcal{C}\left[\log \left(1+\frac{1}{r}\right)\right]^{-1 / p} & \text { if }|\alpha|=\gamma_{p}=N_{p} .\end{cases}
\end{aligned}
$$

Thus by (45), we have

$$
\begin{aligned}
\left(f_{B}\left|f-P_{N_{p}}(f)\right|^{2}\right)^{1 / 2} & =|B|^{-\frac{1}{2}}\left(\int_{B}\left|f-P_{N_{p}}(f)\right|^{2}\right)^{1 / 2} \\
& =|B|^{-\frac{1}{2}} \sup _{\substack{\psi \in L_{N_{p}}^{2}(B) \\
\|\psi\|_{L^{2}(B)} \leqslant 1}}|\langle f, \psi\rangle| \\
& \leqslant \begin{cases}C_{n, p} r^{\gamma_{p}} \\
C_{n, p} r^{\gamma_{p}}\left[\log \left(1+\frac{1}{r}\right)\right]^{-1 / p} & \text { if }|\alpha|<\gamma_{p}, \\
\text { if }|\alpha|=\gamma_{p}=N_{p},\end{cases} \\
& =C_{n, p} \Psi_{p, \alpha}(r) .
\end{aligned}
$$

Since a special case of pseudo-molecules are pre-molecules (see Definition 5.2.4), we obtain the following $T^{*}$ characterization result, in the spirit of [86, Proposition 4].

Corollary 5.2.6 ([32, Corollary 1]).
Let $0<p \leqslant 1$ and $T: \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ be a linear and bounded operator that maps each $(p, 2)$ atom in $h^{p}\left(\mathbb{R}^{n}\right)$ into a pre-molecule centered in the same ball as the support of the atom. Then the cancellation conditions (44) hold if and only if $T$ is bounded on $h^{p}\left(\mathbb{R}^{n}\right)$.

Proof of Corollary 5.2.6.
This proof is directly taken from [32].
One direction follows from the fact that pre-molecules are pseudo-molecules and Theorem 5.2.5: if $T: \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ is bounded on $h^{p}\left(\mathbb{R}^{n}\right)$ and takes each $(p, 2)$ atom to a pre-molecule centered in the same ball as the support of the atom, then it satisfies the hypotheses of the Theorem and the cancellation conditions (44) hold.

We now show the converse. Suppose $T: \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. If, for some appropriate fixed constants $s, \lambda$ and $C, T$ takes each $(p, 2)$ atom in $h^{p}\left(\mathbb{R}^{n}\right)$ to a $(p, s, \lambda, C)$ pre-molecule centered in the same ball as the support of the atom, and in addition it satisfies the cancellation conditions (44), then we want to show that it maps each $(p, 2)$ atoms to a bona fide molecule $M$ as in Definition 4.1.3. By Proposition 4.1.4 such a molecule will have $h^{p}$ norm bounded by a constant (depending on $s, \lambda$ and $C$ ), so the atomic decomposition and the continuity of $T$ on $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ will give us the boundedness of $T$ on $h^{p}\left(\mathbb{R}^{n}\right)$.

Since the size conditions (M1) and (M2) in Definition 5.2.4 are identical to the ones in Definition 4.1.3, it just remains to verify that (M3) in Definition 4.1.3 holds for some $\omega$. This follows from the cancellation conditions (44) on $T$ in the same way as at the end of the proof of Theorem 5.1.4. That argument does not use the specific properties of $T$ besides the cancellation conditions and, of course, the definition of $T^{*}\left[\left(\cdot-x_{0}\right)^{\alpha}\right]$, which, as shown in the proof Theorem 5.2.5 above, is well defined precisely because $T$ takes atoms to pre-molecules, which are pseudo-molecules. The constant $\omega$ in (M3) will depend on the constant $C$ in (44).

In the case of inhomogeneous (strongly) Calderón-Zygmund operators, we can conclude that (44) are both sufficient and necessary conditions for the boundedness of such operators on $h^{p}\left(\mathbb{R}^{n}\right)$.

Theorem 5.2.7 ([32, Theorem 2]).
Let $0<p \leqslant 1$ and $T$ a (strongly) inhomogeneous Calderón-Zygmund operator given by Definition 5.1.1 (Definition 5.1.5, respectively). Then, $T$ is bounded on $h^{p}\left(\mathbb{R}^{n}\right)$ iff the condition (44) holds.

## Proof of Theorem 5.2.7.

The proof is taken from [32].
Assume $T: \mathcal{S}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ is a strongly singular inhomogeneous Calderón-Zygmund operator. This means it extends continuously from $L^{2}\left(\mathbb{R}^{n}\right)$ to itself, from $L^{q}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(\mathbb{R}^{n}\right)$, where

$$
\frac{1}{q}=\frac{1}{2}+\frac{\beta}{n}, \text { for some } \frac{n}{2}(1-\sigma) \leqslant \beta<\frac{n}{2}, \quad 0<\sigma \leqslant 1
$$

The size conditions (18) and (35) (or (39) if it is a strongly singular integral operator) on the kernel, together with the boundedness assumptions on $T$, with no further cancellation assumption, imply that if $a$ is a $(p, 2)$ atom in $h^{p}\left(\mathbb{R}^{n}\right)$, then $T a$ satisfies the size conditions of a molecule in $h^{p}\left(\mathbb{R}^{n}\right)$, namely (M1) and (M2) in Definition 5.2.4, as shown in the proofs of Theorem 5.1.4 and 5.1.6. The desired result is then a consequence of Corollary 5.2.6.

## Chapter 6

## Commutator of Inhomogeneous Singular Integral Operator

This chapter will discuss a new type of atom that generalizes Pérez atoms to the nonhomogeneous case. Moreover, we will establish some properties of this space. We will apply these atoms to establish the boundedness of the commutator of an inhomogeneous singular integral operators with a bmo function.

This chapter is based on the work [30, Sections 4 and 5].

### 6.1 Commutator Hardy Spaces

We shall start with a local version of Ky's maximal operators.
Definition 6.1.1 ([30, Definition 4.2]). Given $b \in L_{\text {loc }}^{2}\left(\mathbb{R}^{n}\right)$, we define the commutator maximal function of $f \in L_{l o c}^{2}\left(\mathbb{R}^{n}\right)$ to be

$$
\mathcal{M}_{b} f(x):=[b, \mathcal{M}](x):=\mathcal{M}[b(x) f(\cdot)-b(\cdot) f(\cdot)](x),
$$

where $\mathcal{M}$ here is the local grand maximal function in Definition 2.5.3 with $T=1$ and $k=1$.
We therefore have that for $b, f \in L_{l o c}^{2}\left(\mathbb{R}^{n}\right)$,

$$
\mathcal{M}_{b} f(x)=\sup _{\phi}|\langle b(x) f(\cdot)-b(\cdot) f(\cdot), \phi\rangle|=\sup _{\phi}\left|\int_{\mathbb{R}^{n}}[b(x)-b(y)] f(y) \phi(y) d y\right| .
$$

Since $(b(x)-b) f \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$ for almost every $x \in \mathbb{R}^{n}$, the integral is well-defined almost everywhere, and by the size and support conditions on $\phi$,

$$
\begin{equation*}
\mathcal{M}_{b} f(x) \lesssim M_{b} f(x) \tag{46}
\end{equation*}
$$

For fixed $\phi \in C^{1}\left(\mathbb{R}^{n}\right)$ such that $\operatorname{supp}(\phi) \subset B(x, r)$ and $\|\phi\|_{L^{\infty}} \leqslant|B(x, r)|^{-1}$. If $g \in$ $L_{l o c}^{2}\left(\mathbb{R}^{n}\right)$, then the function $g \phi$ is a constant multiple of an $h^{1}$-atom with norm $\|g \phi\|_{h^{1}}$ depending on $r$. Therefore, using Theorem 2.5.18, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}[b-b(x)] a \phi={ }_{\mathrm{bmo}}\langle b-b(x), a \phi\rangle_{h^{1}} \tag{47}
\end{equation*}
$$

where ${ }_{\text {bmo }}\langle\cdot, \cdot\rangle_{h^{1}}$ denotes the dual pairing between $h^{1}$ and bmo.
From this observation, we can also define the following extension of the commutator maximal function directly for $f \in h^{1}\left(\mathbb{R}^{n}\right)$ with $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$.

Definition 6.1.2. Given $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$, we define the commutator maximal function $\mathcal{M}_{b}^{\prime}$ of $f \in h^{1}\left(\mathbb{R}^{n}\right)$ to be

$$
\mathcal{M}_{b}^{\prime} f(x):=\left.\sup _{\phi}\right|_{\mathrm{bmo}}\langle b-b(x), f \phi\rangle_{h^{1}} \mid,
$$

where ${ }_{\mathrm{bmo}}\langle\cdot, \cdot\rangle_{h^{1}}$ denotes the dual pairing between $h^{1}$ and bmo, and the supremum is taken over all $\phi \in C^{1}\left(\mathbb{R}^{n}\right)$ with $\operatorname{supp}(\phi) \subset B(x, t)$ for some $0<t<1,\|\phi\|_{L^{\infty}} \leqslant|B(x, t)|^{-1}$ and $\|\nabla \phi\|_{L^{\infty}} \leqslant[t|B(x, t)|]^{-1}$.

This maximal function is well-defined because $f \phi \in h^{1}\left(\mathbb{R}^{n}\right)$ and $b-b(x) \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$ for almost every $x$. From (47), we have $\mathcal{M}_{b}^{\prime}(f)(x)=\mathcal{M}_{b}(f)(x)$ for all $f \in h^{1}\left(\mathbb{R}^{n}\right) \cap L_{\text {loc }}^{2}\left(\mathbb{R}^{n}\right)$. Thus, $\mathcal{M}_{b}^{\prime}(f)(x) \lesssim M_{b}(f)(x)$ for all $f \in h^{1}\left(\mathbb{R}^{n}\right) \cap L_{l o c}^{2}\left(\mathbb{R}^{n}\right)$.

The following is the definition of the local version of Pérez atoms. It also appears in [62].

Definition 6.1.3. Fix $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$. We say a is a Pérez $h_{b}^{1}$ atom if for some ball $B\left(x_{0}, r\right)$ we have

1. $\operatorname{supp}(a) \subset B\left(x_{0}, r\right)$
2. $\|a\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leqslant\left|B\left(x_{0}, r\right)\right|^{-\frac{1}{2}}$
3. $\int a=0$ and $\int a b=0$ whenever $r<1$.

For $f \in L^{1}\left(\mathbb{R}^{n}\right)$, we say $f \in h_{\text {Perez }, b}^{1}\left(\mathbb{R}^{n}\right)$ if $f$ can be written as $f=\sum_{j=1}^{\infty} \lambda_{j} a_{j}$, where $a_{j}$ are Pérez $h_{b}^{1}$ atoms and $\left\{\lambda_{j}\right\} \in \ell^{1}$. For such functions, we define

$$
\|f\|_{h_{\text {Perez }, b}^{1}}:=\inf \sum_{j}\left|\lambda_{j}\right|,
$$

where the infimum is taken over all such decompositions.
We note that a Pérez $h_{b}^{1}$ atom is a $(1,2)$ atom in $h^{1}$ and therefore the decomposition converges in $h^{1}$ and we have $\|f\|_{h^{1}} \lesssim \sum\left|\lambda_{j}\right|$. Moreover, each Pérez $h_{b}^{1}$ atom supported in a ball $B=B\left(x_{0}, r\right)$ also satisfies that $a\left(b-c_{B}\right) \in h^{1}$, where $c_{B}$ is as in (12). In fact, we have that $a\left(b-c_{B}\right)$ is supported in $B$, has integral zero whenever $r<1$, and by (14)

$$
\begin{align*}
\left\|a\left(b-c_{B}\right)\right\|_{L^{s}\left(\mathbb{R}^{n}\right)} & \leqslant\|a\|_{L^{2}\left(\mathbb{R}^{n}\right)}\left\|b-c_{B}\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \\
& \leqslant\left|B\left(x_{0}, r\right)\right|^{-\frac{1}{2}}\|b\|_{\mathrm{bmo}, p}\left|B\left(x_{0}, r\right)\right|^{\frac{1}{p}}=\|b\|_{\mathrm{bmo}, p}\left|B\left(x_{0}, r\right)\right|^{\frac{1}{s}-1} \tag{48}
\end{align*}
$$

for $1 \leqslant s<2$ and $\frac{1}{2}+\frac{1}{p}=\frac{1}{s}$; taking $s>1$ makes $a\left(b-c_{B}\right)$ a multiple of a $(1, s)$ atom and we have

$$
\left\|a\left(b-c_{B}\right)\right\|_{h^{1}} \lesssim\|b\|_{\mathrm{bmo}, p} .
$$

These two observations allow us to have the following generalization of Pérez $h_{b}^{1}$ atoms.

Definition 6.1.4 ([30, Definition 4.5]). Fix $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$ and let $C_{b}=\|b\|_{b m o, 2}$ as defined in (14). We say a is an approximate $h_{b}^{1}$ atom if for some ball $B\left(x_{0}, r\right)$ we have

1. $\operatorname{supp}(a) \subset B\left(x_{0}, r\right) ;$

$$
\begin{aligned}
& \text { 2. }\|a\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leqslant\left|B\left(x_{0}, r\right)\right|^{-\frac{1}{2}} \text {; } \\
& \text { 3. }\left|\int a\right| \leqslant \frac{1}{\left[\log \left(1+r^{-1}\right)\right]^{2}} \text { and }\left|\int a\left(b-c_{B}\right)\right| \leqslant \frac{C_{b}}{\log \left(1+r^{-1}\right)} \text {. }
\end{aligned}
$$

For $f \in L^{1}\left(\mathbb{R}^{n}\right)$, we say $f \in h_{\text {atom, } b}^{1}\left(\mathbb{R}^{n}\right)$ if $f$ can be written as $f=\sum_{j=1}^{\infty} \lambda_{j} a_{j}$, where $a_{j}$ are approximate $h_{b}^{1}$ atoms and $\left\{\lambda_{j}\right\} \in \ell^{1}$. For such functions, we define

$$
\|f\|_{h_{\mathrm{atom}, b}^{1},}:=\inf \sum_{j}\left|\lambda_{j}\right|,
$$

where the infimum is taken over all such decompositions.
The choice of $C_{b}=\|b\|_{\mathrm{bmo}, 2}$ guarantees that, by Cauchy-Schwarz, Condition 2 in Definition 6.1.4 implies Condition 3 in Definition 6.1 .4 when $r \geqslant 1$. Thus every Pérez $h_{b}^{1}$ atom is an approximate $h_{b}^{1}$ atom, and

$$
h_{\text {Perez }, b}^{1}\left(\mathbb{R}^{n}\right) \subset h_{\text {atom }, b}^{1}\left(\mathbb{R}^{n}\right) .
$$

Moreover, compared with Definition 2.5.11 for $R=1$ and $q=2$, we see, as in (48), that not only is every approximate $h_{b}^{1}$ atom $a$ an approximate $(1,2)$ atom (up to a factor of $\log 2$ ), but also $a\left(b-c_{B}\right)$ is a multiple of an approximate $(1, s)$ atom for $1<s<2$ and $\frac{1}{2}+\frac{1}{p}=\frac{1}{s}$, with

$$
\begin{equation*}
\left\|a\left(b-c_{B}\right)\right\|_{h^{1}} \lesssim\|b\|_{\mathrm{bmo}, p} . \tag{49}
\end{equation*}
$$

Recall that in $h^{1}$ (or $h^{p}$ ), every atom (or molecule) with approximate cancellation conditions can be written as an infinite linear combination of atoms with exact cancellation, see Theorem 4.1.5. Our question is whether it is possible to decompose an approximate $h_{b}^{1}$ atom into Pérez $h_{b}^{1}$ atoms with exact cancellation. Although we do not achieve the exact cancellation against $b$, we give a partial result in showing that every approximate $h_{b}^{1}$ atom can be written as a finite sum of atoms of integral zero. It will be interesting to see whether it is possible to express approximate $h_{b}^{1}$ atoms in terms of Pérez $h_{b}^{1}$ atoms or if there is a counterexample to show approximate $h_{\text {atom }, b}^{1}\left(\mathbb{R}^{n}\right)$ atoms is indeed a larger space.

Proposition 6.1.5 ([30, Proposition 4.1]).
Suppose $A$ is an approximate $h_{b}^{1}$ atom with respect to the ball $B\left(x_{0}, r\right)$, and $r<1$. Then $A=\sum \lambda_{j} a_{j}$ where the sum is finite, $a_{j}$ are approximate $h_{b}^{1}$ atoms supported in balls $B_{j}$, respectively, and in addition, when $r\left(B_{j}\right)<1$,

$$
\int a_{j}=0
$$

Moreover, for some constant depending only on $n, \sum\left|\lambda_{j}\right| \leqslant C_{n}$.

Proof of Proposition 6.1.5.
The proof is taken from the work [30].
Set $\alpha=\int A \neq 0$ (otherwise we are done). Denote $B\left(0,2^{j} r\right)$ by $B_{j}, j=0,1,2, \ldots, k$, where $2^{k-1} r<1 \leqslant 2^{k} r$, and let $\eta_{j}=\frac{\chi_{B_{j}}}{\left|B_{j}\right|}$ be the normalized characteristic function of $B_{j}$. Then

$$
A=A-\alpha \eta_{0}+\sum_{j=1}^{k} \alpha\left(\eta_{j-1}-\eta_{j}\right)+\alpha \eta_{k}=\sum_{i=0}^{k+1} A_{j}
$$

where

$$
\begin{aligned}
& A_{0}:=A-\alpha \eta_{0}, \\
& A_{j}:=\alpha\left(\eta_{j-1}-\eta_{j}\right), \quad j=1, \ldots, k, \quad \text { and } \\
& A_{k+1}:=\alpha \eta_{k}
\end{aligned}
$$

First observe that $\operatorname{supp}\left(A_{j}\right) \subset B_{j}$ for $j=1, \ldots, k$, and $\operatorname{supp}\left(A_{k+1}\right) \subset B_{k}$. Moreover, since $\int \eta_{j}=1$ for all $j$, we have that $\int A_{j}=0$ for $j=0, \ldots, k$.

Write $A_{j}=\lambda_{j} a_{j}$ where

$$
a_{0}:=\frac{1}{2} A_{0}, \quad \lambda_{0}:=2, \quad a_{k+1}:=\alpha^{-1} A_{k+1}, \quad \lambda_{k+1}:=\alpha,
$$

and

$$
a_{j}:=\frac{A_{j}}{\alpha 2^{n} \log \left(1+\left[2^{j} r\right]^{-1}\right)}, \quad \lambda_{j}:=\alpha 2^{n} \log \left(1+\left[2^{j} r\right]^{-1}\right), \quad j=1, \ldots, k
$$

Since $|\alpha| \leqslant\|A\|_{L^{1}} \leqslant 1,\left\|\eta_{j}\right\|_{L^{\infty}} \leqslant\left|B_{j}\right|^{-1}$, and $2^{n} \log \left(1+\left[2^{j} r\right]^{-1}\right)>1$ for $j=1, \ldots, k$, we have that $\left\|a_{0}\right\|_{L^{2}} \leqslant\left|B_{0}\right|^{-\frac{1}{2}},\left\|a_{j}\right\|_{L^{\infty}} \leqslant\left|B_{j}\right|^{-1}$ for $j=1, \ldots, k$, and $\left\|a_{k+1}\right\|_{L^{\infty}} \leqslant\left|B_{k}\right|^{-1}$. Thus, all the $a_{j}$ satisfy Conditions 1 and conditions in Definition 6.1.4, and in addition $\int a_{j}=0$ for $j=0, \ldots, k$. Since $r\left(B_{k}\right)=2^{k} r \geqslant 1$, the latter condition is not required for $a_{k+1}$.

To verify Condition (3) in Definition 6.1.4, we need to check that the $a_{j}$ satisfy the approximate cancellation condition against $b$. For $j=0$, we get the approximate cancellation for $a_{0}$ from that of $A$ :

$$
\left|\int a_{0} b\right|=\frac{1}{2}\left|\int A b-\alpha \int b \eta_{0}\right|=\frac{1}{2}\left|\int A\left[b-b_{B}\right]\right| \leqslant \frac{C_{b}}{\log \left(1+r^{-1}\right)} .
$$

For $j=1, \ldots, k$, we have, using (13),

$$
\begin{aligned}
\left|\int a_{j} b\right| & =\frac{1}{2^{n} \log \left(1+\left[2^{j} r\right]^{-1}\right)}\left|\int b\left(\eta_{j-1}-\eta_{j}\right)\right| \\
& =\frac{1}{2^{n} \log \left(1+\left[2^{j} r\right]^{-1}\right)}\left|b_{2^{j-1} B}-b_{2^{j} B}\right| \\
& \leqslant \frac{\|b\|_{\text {bmo }}}{\log \left(1+\left[2^{j} r\right]^{-1}\right)},
\end{aligned}
$$

and for $j=k+1$, since $r\left(B_{k}\right)=2^{k} r \geqslant 1$,

$$
\left|\int a_{k+1} b\right|=\left|b_{B_{k}}\right| \leqslant \frac{\|b\|_{\text {bmo }}}{\log \left(1+\left(2^{k} r\right)^{-1}\right)} .
$$

If, as noted after Definition 6.1.4, we take $C_{b}=\|b\|_{\text {bmo }, 2} \geqslant\|b\|_{\text {bmo }}$, then we can conclude that $a_{j}$ for $j=0, \ldots, k+1$ are all approximate $h_{b}^{1}$ atoms.

Finally, we have

$$
\begin{aligned}
\sum\left|\lambda_{j}\right| & =2+\alpha 2^{n} \sum_{j=1}^{k} \log \left(1+\left[2^{j} r\right]^{-1}\right)+\alpha \\
& \leqslant 3+\frac{2^{n}}{\left[\log \left(1+r^{-1}\right)\right]^{2}} \sum_{j=1}^{k} \log \left(1+\left[2^{j} r\right]^{-1}\right) \\
& \leqslant 3+\frac{2^{n} k \log \left(1+r^{-1}\right)}{\left[\log \left(1+r^{-1}\right)\right]^{2}} \\
& \leqslant 3+\frac{2^{n}\left(\log 2 r^{-1}+1\right)}{\left[\log \left(1+r^{-1}\right)\right]} \leqslant C_{n}
\end{aligned}
$$

### 6.2 Relations between the Spaces

The discussion following the definitions of the atomic spaces in the previous section gave us the inclusions

$$
h_{\text {Perez }, b}^{1}\left(\mathbb{R}^{n}\right) \subset h_{\text {atom }, b}^{1}\left(\mathbb{R}^{n}\right) \subset h^{1}\left(\mathbb{R}^{n}\right) .
$$

In the trivial case, i.e. when $b$ is a constant function, the cancellation conditions against $b$ reduce to the conditions on the integral of the atoms. Thus every $h^{1}$ atom with exact cancellation is a Pérez $h_{b}^{1}$ atom, so

$$
\begin{equation*}
h_{\text {Perez }, b}^{1}\left(\mathbb{R}^{n}\right)=h_{\text {atom }, b}^{1}\left(\mathbb{R}^{n}\right)=h^{1}\left(\mathbb{R}^{n}\right) . \tag{50}
\end{equation*}
$$

In the next section, we will see later that the second equality can hold for $b$ in a nontrivial subspace of bmo. The next proposition is an analogue of $\mathcal{M}_{b}$ acting to the atoms.

Proposition 6.2.1 ([30, Proposition 4.2]). Let $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$. Then for every $h_{b}^{1}$ atom $a$,

$$
\left\|\mathcal{M}_{b} a\right\|_{L^{1}} \lesssim\|b\|_{\mathrm{bmo}} .
$$

Proof of Proposition 6.2.1.
The proof is taken from [30].
Let $a$ be an approximate $h_{b}^{1}$ atom with support in $B=B\left(x_{0}, r\right)$. We want to bound $\mathcal{M}_{b}(a)$.

For the local estimate, using (46), we can apply the $L^{p}$ boundedness of the maximal commutator operator $M_{b} f$ defined in (9), with the bound (10). Thus, using the $L^{2}$ size condition on $a$ we have

$$
\int_{2 B} \mathcal{M}_{b}(a) \leqslant|2 B|^{1 / 2}\left\|M_{b} a\right\|_{L^{2}(2 B)} \lesssim|B|^{\frac{1}{2}}\|a\|_{L^{2}}\left\|M_{b}\right\|_{L^{2} \mapsto L^{2}} \lesssim\|b\|_{\mathrm{bmo}}
$$

Next we handle the integral on $(2 B)^{c}$. Note that

$$
\left|\int_{B(x, t)} \phi(y)[b(x)-b(y)] a(y) d y\right| \neq 0
$$

implies that there exists $y \in B(x, t) \cap B\left(x_{0}, r\right)$, which in turn implies

$$
\begin{equation*}
r \leqslant \frac{\left|x-x_{0}\right|}{2} \leqslant\left|x-x_{0}\right|-\left|x_{0}-y\right| \leqslant|x-y| \leqslant t<1 \tag{51}
\end{equation*}
$$

This cannot happen when $r \geqslant 1$, so the integral vanishes for all test functions $\phi$ and $\mathcal{M}_{b}(a)=0$ on $(2 B)^{c}$.

For $r<1$, we may assume, by Proposition 6.1.5, that $\int a=0$. Thus we have, for almost all $x \in(2 B)^{c}$,

$$
\begin{align*}
& \left|\int[b(x)-b(y)] a(y) \phi(y) d y\right| \\
& \leqslant\left|\int[b(x)-b(y)] a(y)\left[\phi(y)-\phi\left(x_{0}\right)\right] d y\right|+\left|\phi\left(x_{0}\right) \int b(y) a(y) d y\right| \\
& \leqslant\left|b(x)-b_{B}\right|\|\nabla \phi\|_{L^{\infty} r} \int|a(y)| d y+\|\nabla \phi\|_{L^{\infty} r} \int\left|b(y)-b_{B}\right||a(y)| d y \\
& +\|\phi\|_{L^{\infty}}\left|\int b(y) a(y) d y\right| \\
& \lesssim \frac{\left|b(x)-b_{B}\right| r}{\left|x-x_{0}\right|^{n+1}}+\frac{r\|b\|_{\text {bmo }, 2}}{\left|x-x_{0}\right|^{n+1}}+\frac{C_{b}}{\left|x-x_{0}\right|^{n} \log \left(1+r^{-1}\right)}, \tag{52}
\end{align*}
$$

where in the last step we used the conditions on $\phi,(51)$, the $L^{1}$ estimate on $a\left(b-b_{B}\right)$ (see (48) with $s=1, p=2$ ), and condition (3) in Definition 6.1.4. Since the estimate above is independent of $\phi$, it holds for $\mathcal{M}_{b}(a)(x)$ and therefore, again using (51),

$$
\begin{align*}
\int_{(2 B)^{c}} \mathcal{M}_{b}(a)(x) d x & =\int_{2 r<\left|x-x_{0}\right|<2} \mathcal{M}_{b}(a)(x) d x \\
& \lesssim \int_{(2 B)^{c}} \frac{\left|b(x)-b_{B}\right| r}{\left|x-x_{0}\right|^{n+1}}+\int_{(2 B)^{c}} \frac{r\|b\|_{\text {bmo } 2}}{\left|x-x_{0}\right|^{n+1}}  \tag{53}\\
& \quad+\int_{2 r<\left|x-x_{0}\right|<2} \frac{C_{b}}{\left|x-x_{0}\right|^{n} \log \left(1+r^{-1}\right)} \\
& \lesssim\|b\|_{\text {bmo }} .
\end{align*}
$$

Here we have used Proposition 2.5.16 Item 2, (14), and the fact that $C_{b}=\|b\|_{\mathrm{bmo}, 2}$.
If we take an $h^{1}$ atom $a$ without assuming any cancellation against $b$, the boundedness of the maximal function $\mathcal{M}_{b}$ turns out to be equivalent to whether $a\left(b-c_{B}\right)$ belongs to $h^{1}$, where $B$ is the ball containing the support of $a$. Such boundedness automatically gives us the approximate cancellation against $b$.

Proposition 6.2.2 ([30, Proposition 4.3]). Let $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$, $b$ nontrivial. Suppose $a$ is an $h^{1}$ atom supported in a ball $B=B\left(x_{0}, r\right)$, and has vanishing integral when $r<1$. Then

$$
\left\|\mathcal{M}_{b} a\right\|_{L^{1}} \lesssim\left\|a\left(b-c_{B}\right)\right\|_{h^{1}}+\|b\|_{\text {bmo }} \lesssim\left\|\mathcal{M}_{b} a\right\|_{L^{1}}+\|b\|_{\text {bmo }}
$$

Moreover,

$$
\left|\int a b\right| \lesssim \min \left\{\frac{\left\|\mathcal{M}_{b} a\right\|_{L^{1}}+\|b\|_{\text {bmo }}}{\log \left(1+r^{-1}\right)},\|b\|_{\text {bmo }}\right\} .
$$

## Proof of Proposition 6.2.2.

The proof is taken from [30].
We assume that $a$ satisfies an $L^{2}$ size condition. First note that by (48), $a\left(b-c_{B}\right) \in$ $L^{s}\left(\mathbb{R}^{n}\right)$ for $1<s<2$, and it has compact support, $a\left(b-c_{B}\right)$ is in $h^{1}\left(\mathbb{R}^{n}\right)$. By Definition 6.1.1, we have, for almost every $x \in \mathbb{R}^{n}$,

$$
\mathcal{M}_{b}(a)(x)=\mathcal{M}([b(x)-b] a)(x) \leqslant\left|b(x)-c_{B}\right| \mathcal{M}(a)(x)+\mathcal{M}\left(\left[b-c_{B}\right] a\right)(x)
$$

hence

$$
\begin{aligned}
\left\|\mathcal{M}_{b}(a)\right\|_{L^{1}} & \leqslant \int\left|b(x)-c_{B}\right| \mathcal{M}(a)(x) d x+\left\|\mathcal{M}\left(\left[b-c_{B}\right] a\right)\right\|_{L^{1}} \\
& \lesssim \int\left|b(x)-c_{B}\right| \mathcal{M}(a)(x) d x+\left\|a\left(b-c_{B}\right)\right\|_{h^{1}}
\end{aligned}
$$

Conversely,

$$
\mathcal{M}\left(\left[b-c_{B}\right] a\right)(x) \leqslant \mathcal{M}_{b}(a)(x)+\left|b(x)-c_{B}\right| \mathcal{M}(a)(x)
$$

so

$$
\left\|a\left(b-c_{B}\right)\right\|_{h^{1}} \leqslant\left\|\mathcal{M}_{b}(a)\right\|_{L^{1}}+\int\left|b(x)-c_{B}\right| \mathcal{M}(a)(x) d x
$$

It thus remains to show that the integral of $\left|b-c_{B}\right| \mathcal{M}(a)$ is controlled by $\|b\|_{\text {bmo }}$. The arguments are similar to those in the proof of Proposition 6.2.1. First, we have

$$
\int_{2 B}\left|b-c_{B}\right| \mathcal{M}(a) \leqslant\left\|b-c_{B}\right\|_{L^{2}(2 B)}\|M a\|_{L^{2}(2 B)} \lesssim\|b\|_{\mathrm{bmo}}|B|^{\frac{1}{2}}\|a\|_{L^{2}} \lesssim\|b\|_{\mathrm{bmo}}
$$

Moreover, (51) implies that if $r \geqslant 1, \mathcal{M}(a)$ vanishes outside $2 B$. For $r<1$, we can use the cancellation condition on $a$ to write, as in (52), for every test function $\phi$, and for almost every $x \in(2 B)^{c}$,

$$
\begin{aligned}
\left|b(x)-c_{B}\right|\left|\int a(y) \phi(y) d y\right| & \leqslant\left|b(x)-b_{B}\right|\|\nabla \phi\|_{L^{\infty} r} \int|a(y)| d y \\
& \lesssim \frac{\left|b(x)-b_{B}\right| r}{\left|x-x_{0}\right|^{n+1}}
\end{aligned}
$$

The integral on $(2 B)^{c}$ is then estimated as in the first term of (53).
By applying Proposition 5.2 .1 to $a\left(b-c_{B}\right) \in h^{1}\left(\mathbb{R}^{n}\right)$, followed by the estimates above, we have

$$
\left|\int a b\right|=\left|\int a\left(b-c_{B}\right)\right| \lesssim \frac{\left\|a\left(b-c_{B}\right)\right\|_{h^{1}}}{\log \left(1+r^{-1}\right)} \lesssim \frac{\left(\left\|\mathcal{M}_{b} a\right\|_{L^{1}}+\|b\|_{\mathrm{bmo}}\right)}{\log \left(1+r^{-1}\right)}
$$

The other upper bound follows from the duality of bmo and $h^{1}$, or by Cauchy-Schwartz.
It is interesting to note that if we had not assumed $\int a=0$ in the hypotheses of Proposition 6.2 .2 when $r<1$, we would have ended up having to estimate an extra term of the form

$$
\int_{2 r<\left|x-x_{0}\right|<2} \frac{\left|b(x)-b_{B}\right|}{\left|x-x_{0}\right|^{n}} d x\left|\int a\right|
$$

Looking at the proof of Proposition 2.5.16 Item 2, if $\delta=0$ and $p=1$, the integral in $x$ can be estimated by $\|b\|_{\text {bmo }}\left(\log \frac{1}{r}\right)^{2}$. Therefore, we would need a cancellation condition of the form $\left|\int a\right| \leqslant\left[\log \left(1+r^{-1}\right)\right]^{-2}$, as in Condition 3 of Definition 6.1.4.

Combining Propositions 6.1.5, 6.2.1 and 6.2.2, we get the following.
Corollary 6.2.3. Let $f \in h^{1}\left(\mathbb{R}^{n}\right)$. Then the following are equivalent.

1. The function $f \in h_{\text {atom, } b}^{1}\left(\mathbb{R}^{n}\right)$.
2. There exist a sequence $\left\{\lambda_{j}\right\} \in \ell^{1}$ and a collection of $h^{1}$ atoms $\left\{a_{j}\right\}$, where $B_{j}$ denotes the ball containing the support of $a_{j}$ and $a_{j}$ has vanishing integral when $r\left(B_{j}\right)<1$, so that $f=\sum_{j} \lambda_{j} a_{j}$ and $\mathcal{M}_{b} a_{j}$ are uniformly bounded in $L^{1}\left(\mathbb{R}^{n}\right)$.
3. There exist a sequence $\left\{\lambda_{j}\right\} \in \ell^{1}$ and a collection of $h^{1}$ atoms $\left\{a_{j}\right\}$, where $B_{j}$ denotes the ball containing the support of $a_{j}$ and $a_{j}$ has vanishing integral when $r\left(B_{j}\right)<1$, so that $f=\sum_{j} \lambda_{j} a_{j}$ and

$$
\sum_{j} \lambda_{j} a_{j}\left(b-c_{B_{j}}\right) \text { converges absolutely in } h^{1}\left(\mathbb{R}^{n}\right) .
$$

One may also consider what $\mathcal{M}_{b}^{\prime}(f)$ tells us.
Proposition 6.2.4. Let $f \in h^{1}\left(\mathbb{R}^{n}\right)$ and $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$. Then the following are equivalent.

1. The function $f$ satisfies $\mathcal{M}_{b}^{\prime}(f) \in L^{1}\left(\mathbb{R}^{n}\right)$.
2. There exist a sequence $\left\{\lambda_{j}\right\} \in \ell^{1}$ and a collection of $h^{1}$ atoms $\left\{a_{j}\right\}$, where $B_{j}$ denotes the ball containing the support of $a_{j}$ and $a_{j}$ has vanishing integral when $r\left(B_{j}\right)<1$, so that $f=\sum_{j} \lambda_{j} a_{j}$ and

$$
\sum_{j} \lambda_{j} a_{j}\left(b-c_{B_{j}}\right) \text { converges in } h^{1}\left(\mathbb{R}^{n}\right) .
$$

We remark that Item 1 implies Item 2 for an arbitrary atomic decomposition of $f$, while Item 2 implies Item 1 when there is an atomic decomposition for which the series $\sum_{j} \lambda_{j} a_{j}\left(b-c_{B_{j}}\right)$ is in $h^{1}\left(\mathbb{R}^{n}\right)$, and that of course the norm inequalities depend on which decomposition is used.

Proof of Proposition 6.2.4.
Consider a function $f \in h^{1}$ and take an atomic decomposition $f=\sum_{j} \lambda_{j} a_{j}$ into $h^{1}$ atoms with exact cancellation for $r<1$.

Since for $j \in \mathbb{N}$ one has $\left|b(x)-c_{B_{j}}\right|\left|\int a_{j} \phi\right| \leqslant\left|b-c_{B_{j}}\right| \mathcal{M}\left(a_{j}\right)(x)$, where $\phi$ is in Definition 6.1.2, and the proof of Proposition 6.2.2 gives

$$
\left\|\left|b-c_{B_{j}}\right| \mathcal{M}\left(a_{j}\right)\right\|_{L^{1}} \lesssim\|b\|_{\mathrm{bmo}}
$$

the series $\sum_{j} \lambda_{j}\left[b(x)-c_{B_{j}}\right] \int a_{j} \phi$ converges absolutely in $L^{1}\left(\mathbb{R}^{n}\right)$ and hence converges absolutely for almost every $x$.

Furthermore, for fixed $x$, we have

$$
\begin{equation*}
\sum_{j=1}^{\infty} \int_{\mathbb{R}^{n}}\left|\lambda_{j}\left\|b(y)-c_{B_{j}}| | a_{j}(y)\right\| \phi(y)\right| d y \leqslant\|\phi\|_{L^{\infty}}\|b\|_{\text {bmo }} \sum_{j=1}^{\infty}\left|\lambda_{j}\right| . \tag{54}
\end{equation*}
$$

Therefore, we can write the dual pairing as a difference of two absolutely convergent series for almost every $x \in \mathbb{R}^{n}$ :

$$
\begin{aligned}
\mathrm{bmo}\langle b-b(x), f \phi\rangle_{h^{1}} & =\sum_{j=1}^{\infty} \lambda_{j \mathrm{bmo}}\left\langle b-b(x), a_{j} \phi\right\rangle_{h^{1}} \\
& =\sum_{j=1}^{\infty} \lambda_{j} \int_{\mathbb{R}^{n}}[b(y)-b(x)] a_{j}(y) \phi(y) d y \\
& =\sum_{j=1}^{\infty} \lambda_{j} \int_{\mathbb{R}^{n}}\left[b(y)-c_{B_{j}}\right] a_{j}(y) \phi(y) d y-\sum_{j=1}^{\infty} \lambda_{j}\left[b(x)-c_{B_{j}}\right] \int_{\mathbb{R}^{n}} a_{j}(y) \phi(y) d y \\
& =\int_{\mathbb{R}^{n}} \sum_{j=1}^{\infty} \lambda_{j}\left[b(y)-c_{B_{j}}\right] a_{j}(y) \phi(y) d y-\sum_{j=1}^{\infty} \lambda_{j}\left[b(x)-c_{B_{j}}\right] \int_{\mathbb{R}^{n}} a_{j}(y) \phi(y) d y .
\end{aligned}
$$

Because of (54), we can could Fubini's theorem to the first term to interchange the sum and the integral.

Taking supremum over all $\phi$, we have

$$
\mathcal{M}_{b}^{\prime}(f)(x) \leqslant \mathcal{M}_{\phi}\left(\sum_{j=1}^{\infty} \lambda_{j}\left[b-c_{B_{j}}\right] a_{j}\right)(x)+\sum_{j}\left|\lambda_{j}\right|\left|b(x)-c_{B_{j}}\right| \mathcal{M}\left(a_{j}\right)(x)
$$

and

$$
\mathcal{M}\left(\sum_{j=1}^{\infty} \lambda_{j}\left[b-c_{B_{j}}\right] a_{j}\right)(x) \leqslant \mathcal{M}_{b}^{\prime}(f)(x)+\sum_{j}\left|\lambda_{j}\right|\left|b(x)-c_{B_{j}}\right| \mathcal{M}\left(a_{j}\right)(x),
$$

from which we can conclude the equivalence of the statements.

In the remainder of this section, we consider the case $b \in \operatorname{lmo}\left(\mathbb{R}^{n}\right)$. We now come to the result which gives us the second equality in (50) even when $b$ is not constant. Recall that the pointwise multipliers of $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$, and hence $h^{1}\left(\mathbb{R}^{n}\right)$, were identified as the elements of $L^{\infty} \cap \operatorname{lmo}\left(\mathbb{R}^{n}\right)$ in [9]. It is therefore not surprising that we have the following results.

Theorem 6.2.5 ([30, Theorem 4.6]). Let $b \in \operatorname{lmo}\left(\mathbb{R}^{n}\right)$. Then $h_{\text {atom }, b}^{1}\left(\mathbb{R}^{n}\right)=h^{1}\left(\mathbb{R}^{n}\right)$. Moreover,

$$
\|f\|_{h^{1}} \leqslant\|f\|_{h_{\text {atom }, b}^{1}} \lesssim \frac{\|b\|_{\mathrm{LMO}_{\text {loc }}}}{\|b\|_{\mathrm{BMO}_{\text {loc }}}}\|f\|_{h^{1}} .
$$

Proof of Theorem 6.2.5.
This is taken from [30]. It was already observed following Definition 6.1.4 that for $b \in \mathrm{bmo}$, $h_{b}^{1}$ atoms are approximate $h^{1}$ atoms (up to a factor of $\log 2$ ) and therefore $h_{b}^{1}\left(\mathbb{R}^{n}\right) \subset h^{1}\left(\mathbb{R}^{n}\right)$ with $\|f\|_{h^{1}} \lesssim\|f\|_{h_{\text {atom, },}^{1}}$. We only need the lmo condition for the reverse inclusion.

Let $a$ be an $h^{1}$ atom with support in the ball $B=B\left(x_{0}, r\right)$, with $L^{2}$ size condition and such that $\int a=0$. This means that conditions (1), (2), and the first part of (3) in Definition 6.1.4 are satisfied, and we only need to check the approximate cancellation against $b$. Since this holds automatically for $r \geqslant 1$, we assume $r<1$. By the $L^{2}$ size condition on $a$,

$$
\begin{aligned}
&\left|\int_{\mathbb{R}^{n}} a(x)\left[b(x)-b_{B}\right] d x\right| \leqslant \frac{1}{\log \left(1+r^{-1}\right)} \frac{\log \left(1+r^{-1}\right)}{|B|^{\frac{1}{2}}}\left(\int_{B}\left|b(x)-b_{B}\right|^{2} d x\right)^{\frac{1}{2}} \\
& \leqslant \frac{\|b\|_{\mathrm{LMO}}^{\mathrm{loc}, 2}}{} \\
& \log \left(1+r^{-1}\right)
\end{aligned}
$$

where

$$
\|b\|_{\mathrm{LMO}_{\mathrm{loc}, 2} 2}:=\sup _{r(B)<1} \log \left(1+r(B)^{-1}\right)\left(f_{B}\left|b(x)-b_{B}\right|^{2} d x\right)^{\frac{1}{2}}
$$

Since

$$
\gamma:=\frac{\log 2\|b\|_{\mathrm{BMO}_{\mathrm{loc}, 2}}}{\|b\|_{\mathrm{LMO}_{\mathrm{loc}, 2}}} \leqslant 1
$$

and $\log 2\|b\|_{\mathrm{BMO}_{\text {loc }, 2}} \leqslant\|b\|_{\mathrm{bmo}, 2}=C_{b}$, we have that $\gamma a$ is an $h_{b}^{1}$ atom.
Finally, for $f \in h^{1}$ with an atomic decomposition $f=\sum_{j=1}^{\infty} \lambda_{j} a_{j}$, we can regard it as a decomposition using $h_{b}^{1}$ atoms multiplied by $\gamma^{-1}$, so $f \in h_{\text {atom, } b}^{1}\left(\mathbb{R}^{n}\right)$ with

$$
\|f\|_{h_{\text {atom }, b}^{1}} \leqslant \gamma^{-1} \sum_{j=1}^{\infty}\left|\lambda_{j}\right| .
$$

Taking the infimum over all such decompositions, we get $\|f\|_{h_{\text {atom }, b}^{1}} \leqslant \gamma^{-1}\|f\|_{h^{1}}$. The inequality in the statement of the theorem is obtained by applying the John-Nirenberg inequality for LMO - see [104].

We give a partial converse to the theorem.
Proposition 6.2.6 ([30, Proposition 4.4]). Let $b \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$. Suppose there exists a constant $C_{b}$ such that every $h^{1}$ atom a satisfies

$$
\left|\int a b\right| \leqslant \min \left\{C_{b}, \frac{C_{b} \log (2)}{\log \left(1+r^{-1}\right)}\right\},
$$

where $r$ is the radius of the ball $B$ containing the support of $a$. Then $b \in \operatorname{lmo}\left(\mathbb{R}^{n}\right)$.
Proof of Proposition 6.2.6.
The proof is taken from [30].
We first handle a ball $B$ with radius $r<1$. We define $s(x):=\operatorname{sgn}\left[b(x)-b_{B}\right]$ and
$a(x):=\frac{s(x)-s_{B}}{|B|} \chi_{B}(x)$. Then $a$ is an $h^{1}$ atom. Moreover, we can write

$$
\begin{aligned}
\log \left(1+r^{-1}\right) f_{B}\left|b(x)-b_{B}\right| d x & =\log \left(1+r^{-1}\right) f_{B} s(x)\left(b(x)-b_{B}\right) d x \\
& =\frac{\log \left(1+r^{-1}\right)}{|B|} \int_{B}\left(s(x)-s_{B}\right)\left(b(x)-b_{B}\right) d x \\
& =\log \left(1+r^{-1}\right) \int_{B} a(x) b(x) d x \\
& =\log \left(1+r^{-1}\right)\left|\int_{B} a b\right| \\
& \leqslant C_{b}
\end{aligned}
$$

If $r \geqslant 1$, we define $a(x):=\frac{\operatorname{sgn}[b(x)]}{|B|} \chi_{B}(x)$. A similar argument shows that

$$
\frac{1}{|B|} \int_{B}|b(x)| d x=\left|\int_{B} a(x) b(x) d x\right| \leqslant C_{b} .
$$

Therefore, we can conclude that $b \in \operatorname{lmo}\left(\mathbb{R}^{n}\right)$ with $\|b\|_{\text {lmo }} \leqslant C_{b}$.
In a similar vein, we give a partial converse to Proposition 6.2.1.
Proposition 6.2.7 ([30, Proposition 4.5]). Let $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$. Suppose there exists a constant $\kappa_{b}$ such that every $h^{1}$ atom a satisfies

$$
\left\|\mathcal{M}_{b} a\right\|_{L^{1}} \leqslant \kappa_{b}
$$

Then b satisfies

$$
\sup _{r(B)<1} \frac{1}{|B|}\left\|\left|b-b_{B}\right| \chi_{B}\right\|_{h^{1}}+\sup _{r(B) \geqslant 1} \frac{1}{|B|}\left\||b| \chi_{B}\right\|_{h^{1}}<\infty .
$$

## Proof of Proposition 6.2.7.

The proof is taken from [30].
Fix a ball $B$ with radius $r<1$. As in the previous proof, set $s(x):=\operatorname{sgn}\left[b(x)-b_{B}\right]$ and $a(x):=\frac{s(x)-s_{B}}{|B|} \chi_{B}(x)$. Then $a$ is an $h^{1}$ atom, and from Proposition 6.2.2,

$$
\begin{aligned}
\left\|\left|b-b_{B}\right| \frac{\chi_{B}}{|B|}\right\|_{h^{1}} & =\left\|\left(b-b_{B}\right) s(x) \frac{\chi_{B}}{|B|}\right\|_{h^{1}} \\
& \leqslant\left\|a\left(b-b_{B}\right)\right\|_{h^{1}}+\left|s_{B}\right|\left\|\frac{\left(b-b_{B}\right) \chi_{B}}{|B|}\right\|_{h^{1}} \\
& \lesssim\left\|\mathcal{M}_{b}(a)\right\|_{L^{1}}+\|b\|_{\mathrm{bmo}}+\left|s_{B}\right|\left\|\frac{\left(b-b_{B}\right) \chi_{B}}{|B|}\right\|_{h^{1}} \\
& \lesssim\left\|\mathcal{M}_{b}(a)\right\|_{L^{1}}+\|b\|_{\mathrm{bmo}} .
\end{aligned}
$$

In the last step we used the fact that $\left|s_{B}\right| \leqslant 1$ and $\frac{\left(b-b_{B}\right) \chi_{B}}{\mid B\|b\|_{b m o, 2}}$ is a $(1,2)$ atom.
For $B$ with radius $r \geqslant 1$, we again put $a(x)=\frac{\operatorname{sgn}(b(x)) \chi_{B}(x)}{|B|}$ and use Proposition 6.2.2:

$$
\left\||b| \frac{\chi_{B}}{|B|}\right\|_{h^{1}}=\left\|a\left(b-c_{B}\right)\right\|_{h^{1}} \lesssim\left\|\mathcal{M}_{b}(a)\right\|_{L^{1}}+\|b\|_{\mathrm{bmo}} .
$$

One interesting corollary from Propositions 6.2.1 and 6.2.7 is the following.
Corollary 6.2.8 ([30, Corollary 4.2]). Let $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$. Then the following are equivalent.

1. The function $b$ is in $\operatorname{lmo}\left(\mathbb{R}^{n}\right)$.
2. The function $b$ satisfies

$$
A_{b}:=\sup _{r(B)<1} \frac{1}{|B|}\left\|\left|b-b_{B}\right| \chi_{B}\right\|_{h^{1}}+\sup _{r(B) \geqslant 1} \frac{1}{|B|}\left\||b| \chi_{B}\right\|_{h^{1}}<\infty .
$$

## Proof of Corollary 6.2.8.

The proof is taken from [30].
Suppose $b \in \operatorname{lmo}\left(\mathbb{R}^{n}\right)$. Then from the proof of Theorem 6.2.5, for an $h^{1}$ atom $a, \gamma a$ is an $h_{b}^{1}$ atom, hence by Proposition 6.2.1

$$
\left\|\mathcal{M}_{b} a\right\|_{L^{1}} \lesssim \gamma^{-1}\|b\|_{\mathrm{bmo}} \approx \kappa_{b}:=\frac{\|b\|_{\mathrm{LMO}_{\mathrm{loc}}}}{\|b\|_{\mathrm{BMO}_{\mathrm{loc}}}}\|b\|_{\mathrm{bmo}}
$$

which is exactly the hypothesis of Proposition 6.2.7.
Conversely, suppose $A_{b}<\infty$. Observe that from Proposition 5.2.1, we can estimate

$$
\sup _{r(B)<1} \frac{\log \left(1+[r(B)]^{-1}\right)}{|B|} \int_{B}\left|b(x)-b_{B}\right| d x \lesssim \sup _{r(B)<1} \frac{1}{|B|}\left\|\left|b-b_{B}\right| \chi_{B}\right\|_{h^{1}} .
$$

Meanwhile, using the fact that $\|f\|_{L^{1}\left(\mathbb{R}^{n}\right)} \leqslant\|f\|_{h^{1}\left(\mathbb{R}^{n}\right)}$, we have

$$
\sup _{r(B) \geqslant 1} \frac{1}{|B|} \int_{B}|b(x)| d x \leqslant \sup _{r(B) \geqslant 1} \frac{1}{|B|}\left\||b| \chi_{B}\right\|_{h^{1}} .
$$

Thus $\|b\|_{\text {lmo }} \lesssim A_{b}<\infty$.

### 6.3 Boundedness of Commutators on Atomic Spaces

Theorem 6.3.1 (cf. [30, Theorem 5.1]). Suppose $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$ and $T$ is a inhomogeneous singular integral operator defined in Definition 5.1 .1 with $s>2,0<\delta \leqslant 1, \eta>0$ and $P_{x, z}^{1}(y)=K\left(x, x_{B}\right)=P_{x, z}^{2}(y)$. Then $[b, T](a) \in L^{1}\left(\mathbb{R}^{n}\right)$ and

$$
\|[b, T] a\|_{L^{1}} \lesssim\|b\|_{\text {bmo }}
$$

for all $h_{b}^{1}$ atoms $a$. Thus, $[b, T]: h_{\text {finite }, b}^{1}\left(\mathbb{R}^{n}\right) \rightarrow L^{1}\left(\mathbb{R}^{n}\right)$ continuously, where $h_{\text {finite }, b}^{1}\left(\mathbb{R}^{n}\right)$ denotes the space of finite linear combinations of $h_{b}^{1}$ atoms.

Proof of Theorem 6.3.1.
The proof is adapted from [30].
Let $a$ be an $h_{b}^{1}$ atom with $\operatorname{supp}(a) \subset B=B\left(x_{0}, r\right)$. Note that we can write the commutator acting on $a$ as $[b, T](a)=\left(b-c_{B}\right) T(a)-T\left(a\left(b-c_{B}\right)\right)$.

We first show that $T\left(a\left(b-c_{B}\right)\right) \in L^{1}\left(\mathbb{R}^{n}\right)$. By the $L^{p}$ boundedness of $T$ for $p=\frac{3}{2}$, we have

$$
\begin{aligned}
\left\|T\left(a\left(b-c_{B}\right)\right)\right\|_{L^{1}(2 B)} & \leqslant|2 B|^{\frac{1}{3}}\left\|T\left(a\left(b-c_{B}\right)\right)\right\|_{L^{\frac{3}{2}}(2 B)} \\
& \lesssim|B|^{\frac{1}{3}}\|T\|_{L^{\frac{3}{2}} \rightarrow L^{\frac{3}{2}}}\left\|a\left(b-c_{B}\right)\right\|_{L^{\frac{3}{2}}\left(\mathbb{R}^{n}\right)} \\
& \lesssim\|T\|_{L^{\frac{3}{2}} \rightarrow L^{\frac{3}{2}}}|B|^{\frac{1}{3}}\left\|b-c_{B}\right\|_{L^{6}(B)}\|a\|_{L^{2}(B)} \\
& \lesssim\|T\|_{L^{\frac{3}{2}} \rightarrow L^{\frac{3}{2}}}|B|^{-\frac{1}{6}}\left\|b-c_{B}\right\|_{L^{6}(B)} \lesssim\|T\|_{L^{\frac{3}{2}} \rightarrow L^{\frac{3}{2}}}\|b\|_{\mathrm{bmo}, 6} .
\end{aligned}
$$

Looking at $x \in(2 B)^{c}$, first consider the case $r<1$. From Proposition 6.1.5, we may assume $\int a=0$. Since $x \notin \operatorname{supp}\left(a\left(b-b_{B}\right)\right)$, we can use the kernel representation to write

$$
\begin{aligned}
& \left\|T\left(a\left(b-b_{B}\right)\right)\right\|_{L^{1}\left((2 B)^{c}\right)} \\
& \leqslant \int_{(2 B)^{c}}\left|\int_{B} K(x, y) a(y)\left(b(y)-b_{B}\right) d y\right| d x \\
& \leqslant \int_{(2 B)^{c}}\left|\int_{B}\left[K(x, y)-K\left(x, x_{0}\right)\right] a(y)\left(b(y)-b_{B}\right) d y\right| d x+\int_{(2 B)^{c}}\left|K\left(x, x_{0}\right)\right|\left|\int a b\right| d x \\
& =: I+I I .
\end{aligned}
$$

We first estimate $I$.

$$
\begin{aligned}
I & \lesssim \int_{(2 B)^{c}}\left(\int_{B}\left|K(x, y)-K\left(x, x_{0}\right)\right|^{s} d y\right)^{\frac{1}{s}} \frac{1}{|B|^{\frac{1}{2}}}\left(\int_{B}\left|b(y)-b_{B}\right|^{\frac{2 s}{s-2}} d y\right)^{\frac{1}{2}-\frac{1}{s}} d x \\
& \lesssim \frac{\|b\|_{\mathrm{bmo}, \frac{2 s}{s-2}}^{|B|^{\frac{1}{s}}} \int_{(2 B)^{c}}\left(\int_{B}\left|K(x, y)-K\left(x, x_{0}\right)\right|^{s} d y\right)^{\frac{1}{s}} d x}{} \\
& =: \tilde{I}
\end{aligned}
$$

As $2\left|y-x_{0}\right|<2 r \leqslant\left|x-x_{0}\right|$, we can use the smoothness of $K$ (Condition (2) in Definition 5.1.1).

Therefore, we have

$$
\begin{aligned}
\widetilde{I} & \lesssim \frac{\|b\|_{\mathrm{bmo}, \frac{2 s}{s-2}}}{|B|^{\frac{1}{s}}} \sum_{j=1}^{\infty}\left|A_{j}\left(x_{0}, r\right)\right|^{1-\frac{1}{s}}\left(\int_{A_{j}\left(x_{0}, r\right)} \int_{B}\left|K(x, y)-K\left(x, x_{0}\right)\right|^{s} d y d x\right)^{\frac{1}{s}} \\
& \lesssim \frac{\|b\|_{\mathrm{bmo}, \frac{2 s}{s-2}}^{|B|^{\frac{1}{s}}} \sum_{j=1}^{\infty}\left|A_{j}\left(x_{0}, r\right)\right|^{1-\frac{1}{s}}\left(\int_{B} \int_{A_{j}(z, r)}\left|K(x, y)-K\left(x, x_{0}\right)\right|^{s} d y d x\right)^{\frac{1}{s}}}{} \\
& \lesssim \frac{\|b\|_{\text {bmo }, \frac{2 s}{s-2}}^{|B|^{\frac{1}{s}}} \sum_{j=1}^{\infty}\left|A_{j}(z, r)\right|^{1-\frac{1}{s}}\left(\int_{B}\left|A_{j}\left(x_{0}, r\right)\right|^{1-s} 2^{-j s \delta} d x\right)^{\frac{1}{s}}}{} \\
& \lesssim\|b\|_{\text {bmo }} \sum_{j=1}^{\infty} 2^{-j \delta} \lesssim\|b\|_{\text {bmo }} .
\end{aligned}
$$

Using the decay property of $K$ and the cancellation of $a$ against $b$, recalling that we chose
$C_{b}=\|b\|_{\mathrm{bmo}, 2}$, we have

$$
\begin{aligned}
I I & \leqslant \int_{(2 B)^{c}}\left|K\left(x, x_{0}\right)\right|\left|\int a b\right| d x \\
& \lesssim\left(\int_{2 r \leqslant\left|x-x_{0}\right| \leqslant 1} \frac{1}{\left|x-x_{0}\right|^{n}} d x+\int_{\left|x-x_{0}\right| \geqslant 1} \frac{1}{\left|x-x_{0}\right|^{n+\mu}} d x\right) \frac{C_{b}}{\log \left(1+r^{-1}\right)} \\
& \lesssim\|b\|_{\mathrm{bmo}, 2} \frac{\log \left(1+r^{-1}\right)+1}{\log \left(1+r^{-1}\right)} \lesssim\|b\|_{\mathrm{bmo}} .
\end{aligned}
$$

When $r \geqslant 1$, using the fact that $2\left|y-x_{0}\right| \leqslant\left|x-x_{0}\right|$ implies $|x-y| \geqslant \frac{1}{2}\left|x-x_{0}\right|$, the decay of $K$ again gives

$$
\begin{aligned}
\left\|T\left(a\left(b-c_{B}\right)\right)\right\|_{L^{1}\left((2 B)^{c}\right)} & \leqslant \int_{(2 B)^{c}}\left|\int_{B} K(x, y) a(y) b(y) d y\right| d x \\
& \lesssim \int_{\left|x-x_{0}\right| \geqslant 2 r} \frac{1}{\left|x-x_{0}\right|^{n+\mu}}\|b\|_{\mathrm{bmo}, 2} \\
& \lesssim \int_{\left|x-x_{0}\right| \geqslant 2} \frac{1}{\left|x-x_{0}\right|^{n+\mu}}\|b\|_{\mathrm{bmo}, 2} \lesssim\|b\|_{\mathrm{bmo}} .
\end{aligned}
$$

Now we can handle the term $\left(b-c_{B}\right) T(a)$. Using the boundedness of $T$ on $L^{2}$, we have

$$
\begin{aligned}
\left\|\left(b-c_{B}\right) T(a)\right\|_{L^{1}(2 B)} & \leqslant\left\|b-c_{B}\right\|_{L^{2}(2 B)}\|T(a)\|_{L^{2}\left(\mathbb{R}^{n}\right)} \\
& \lesssim\|b\|_{\mathrm{bmo}, 2}|B|^{\frac{1}{2}}\|T\|_{L^{2} \rightarrow L^{2}}\|a\|_{L^{2}\left(\mathbb{R}^{n}\right)} \\
& \lesssim\|b\|_{\mathrm{bmo}}\|T\|_{L^{2} \rightarrow L^{2}} .
\end{aligned}
$$

When $r<1$, we apply the cancellation of $a$ to get

$$
\begin{align*}
& \left\|\left(b-c_{B}\right) T(a)\right\|_{L^{1}\left((2 B)^{c}\right)} \\
& \leqslant \int_{(2 B)^{c}}\left|b(x)-c_{B}\right|\left|\int_{B}\left[K(x, y)-K\left(x, x_{0}\right)\right] a(y) d y\right| d x \\
& \leqslant \frac{1}{|B|^{\frac{1}{2}}} \int_{(2 B)^{c}}\left|b(x)-c_{B}\right|\left(\int_{B}\left|K(x, y)-K\left(x, x_{0}\right)\right|^{2} d y\right)^{\frac{1}{2}} d x \tag{55}
\end{align*}
$$

Then, using Fubini's theorem and (35), we have

$$
\begin{aligned}
(55) & \leqslant \frac{1}{|B|^{\frac{1}{2}}} \sum_{j=1}^{\infty} \int_{A_{j}\left(x_{0}, r\right)}\left|b(x)-c_{B}\right|\left(\int_{B}\left|K(x, y)-K\left(x, x_{0}\right)\right|^{2} d y\right)^{\frac{1}{2}} d x \\
& \leqslant \frac{1}{|B|^{\frac{1}{2}}} \sum_{j=1}^{\infty}\left(\int_{A_{j}\left(x_{0}, r\right)}\left|b(x)-c_{B}\right|^{2} d x\right)^{\frac{1}{2}}\left(\int_{A_{j}\left(x_{0}, r\right)} \int_{B}\left|K(x, y)-K\left(x, x_{0}\right)\right|^{2} d y d x\right)^{\frac{1}{2}} \\
& \lesssim \frac{1}{|B|^{\frac{1}{2}}} \sum_{j=1}^{\infty}\left(\int_{A_{j}\left(x_{0}, r\right)}\left|b(x)-c_{B}\right|^{2} d x\right)^{\frac{1}{2}}\left(\int_{B}\left|A_{j}\left(x_{0}, r\right)\right|^{-1} 2^{-2 j \delta} d y\right)^{\frac{1}{2}} \\
& \lesssim \sum_{j=1}^{\infty}\left[\left(\int_{2^{j+1} B}\left|b(x)-b_{2^{j+1} B}\right|^{2} d x\right)^{\frac{1}{2}}+\left|2^{j+1} B\right|^{\frac{1}{2}}(j+1)\|b\|_{\mathrm{bmo}}\right]\left|A_{j}\left(x_{0}, r\right)\right|^{-\frac{1}{2}} 2^{-j \delta} \\
& \lesssim \sum_{j=1}^{\infty} \frac{1}{\left|2^{j} B\right|^{\frac{1}{2}}}\left[\left(\int_{2^{j+1} B}\left|b(x)-b_{2^{j+1} B}\right|^{2} d x\right)^{\frac{1}{2}}+\left|2^{j+1} B\right|^{\frac{1}{2}}(j+1)\|b\|_{\mathrm{bmo}}\right] 2^{-j \delta} \\
& \lesssim \sum_{j=1}^{\infty}(j+2)\|b\|_{\mathrm{bmo}} 2^{-j \delta} \lesssim\|b\|_{\mathrm{bmo}} .
\end{aligned}
$$

When $r \geqslant 1$, similar to the estimate of $\left\|T\left(a\left(b-c_{B}\right)\right)\right\|_{L^{1}\left((2 B)^{c}\right)}$, we have, again by Theorem 2.5.16,

$$
\begin{align*}
\left\|\left(b-c_{B}\right) T(a)\right\|_{L^{1}\left((2 B)^{c}\right)} & \leqslant \int_{(2 B)^{c}}|b(x)| \int_{B} K(x, y) a(y) d y \mid d x \\
& \leqslant \int_{(2 B)^{c}} \frac{|b(x)|}{\left|x-x_{0}\right|^{n+\mu}} d x \\
& \leqslant \int_{(2 B)^{c}} r^{\varepsilon} \frac{\left|b(x)-c_{B}\right|}{\left|x-x_{0}\right|^{n+\mu}} d x \lesssim\|b\|_{\mathrm{bmo}} . \tag{56}
\end{align*}
$$

We have thus shown $\|[b, T] a\|_{L^{1}} \lesssim\|b\|_{\text {bmo }}$ for all $h_{b}^{1}$ atoms $a$. Finally, $f \in h_{\text {finite }, b}^{1}\left(\mathbb{R}^{n}\right)$ means it can be written as a finite linear combination $\sum_{k} \gamma_{k} a_{k}$ of $h_{b}^{1}$ atoms, so by linearity and taking the infimum over all such decompositions, we have

$$
\|[b, T] f\|_{L^{1}\left(\mathbb{R}^{n}\right)} \lesssim\|b\|_{\text {bmo }} \inf \sum_{k}\left|\gamma_{k}\right| .
$$

It is not possible to extend the conclusion to all $h_{\text {atom, } b}^{1}\left(\mathbb{R}^{n}\right)$ because it is unknown whether the infimum $\inf \sum_{k}\left|\gamma_{k}\right|$ taken over all finite linear combinations of atoms is comparable to $\|f\|_{h_{\text {atom }, b}^{1}}$, the infimum taken over all possible atomic decomposition. However, if $h_{\text {atom }, b}^{1}\left(\mathbb{R}^{n}\right)=h^{1}\left(\mathbb{R}^{n}\right)$, the infimum over the finite linear combinations of atoms is comparable to the $h^{1}$ norm. In this case, verifying the boundedness on one $h^{1}$ atom is enough to obtain a bounded extension to the entire space (see [84, Theorem 3.1, Corollary 3.4] for the case of $H^{1}$ and [56, Proposition 7.1] for the case of $h^{1}$ on a space of homogeneous type). This gives us the following corollary.

Corollary 6.3.2 ([30, Corollary 5.1]). Let $b \in \operatorname{lmo}\left(\mathbb{R}^{n}\right)$, and $T$ be an inhomogeneous singular integral operator given by Theorem 6.3.1. Then there exists a unique extension $L_{b}$ of $[b, T]$ that is bounded from $h^{1}\left(\mathbb{R}^{n}\right)$ to $L^{1}\left(\mathbb{R}^{n}\right)$.

In particular, this corollary implies the boundedness of the commutators $\left[b, \mathcal{R}_{j, \eta}\right]$ and [ $b, \mathcal{R}_{j, \psi}$ ] defined in Corollary 3.0.4, given that the resulting localized convolution kernels have extra decay away from the origin, which requires some extra assumptions on $\eta$ and $\psi$ in addition to those in Theorem 3.0.3, and $b \in \operatorname{lmo}\left(\mathbb{R}^{n}\right)$.

We can also compare this corollary with the results of [62]. While our assumption $b \in \operatorname{lmo}$ is stronger than their assumption on $b$ in Theorem 2.5.31, which allows the oscillation to grow on large balls, and they obtain $h^{1}$ to $h^{1}$ boundedness, their results only apply to a class of pseudo-differential operators, which have kernels with much better decay and smoothness (see [62, Proposition 2.1]).

We next discuss the boundedness from $h_{\text {finite }, b}^{1}\left(\mathbb{R}^{n}\right)$ to $h^{1}$. We first impose some approximate cancellation conditions, the same idea as in Definition 5.1.2.

Definition 6.3.3 ([30, Definition 5.2]).
Suppose $T$ is an inhomogeneous singular integral operator. For $b \in \mathrm{bmo}$, define $T_{B}^{*}(b)$, relative to this ball $B$, in the distributional sense, by

$$
\begin{equation*}
\left\langle T_{B}^{*}(b), g\right\rangle:=\int_{\mathbb{R}^{n}}\left(b-b_{B}\right) T g(x) d x, \quad \forall g \in L_{0}^{2}(B) . \tag{57}
\end{equation*}
$$

As in (55), the conditions on the kernel and the vanishing integral of $g$ guarantee that the integral on the right-hand-side of (57) converges absolutely and $T_{B}^{*}(b)$ is a bounded linear functional on $L_{0}^{2}(B)$ with norm bounded by a constant multiple of $\|b\|_{\text {bmo }}|B|^{1 / 2}$. Therefore, we can identify $T_{B}^{*}(b)$ with an equivalence class of functions in $L^{2}(B)$ modulo constants. In particular, we can impose the following condition, denoting $f:=T_{B}^{*}(b)$, without ambiguity:

$$
\begin{equation*}
\left(f_{B}\left|f-f_{B}\right|^{2}\right)^{1 / 2} \leqslant \frac{1}{\log \left(1+r(B)^{-1}\right)} \tag{58}
\end{equation*}
$$

Theorem 6.3.4 ([30, Theorem 5.3]). Let $b \in \operatorname{bmo}\left(\mathbb{R}^{n}\right)$. Suppose $T$ is a inhomogeneous singular integral operator defined in Definition 5.1 .1 with $s>\frac{3}{2}, 0<\delta \leqslant 1, \eta>0$ and $P_{x, z}^{1}(y)=K\left(x, x_{B}\right)=P_{x, z}^{2}(y)$. If $T^{*}(1) \in \mathrm{LMO}_{\text {loc }}\left(\mathbb{R}^{n}\right)$, and, for any ball $B$ with $r(B)<1$, $f:=T_{B}^{*}(b)$ satisfies (58), then

$$
\|[b, T](a)\|_{h^{1}} \leqslant C\|b\|_{\text {bmo }}
$$

for all $h_{b}^{1}$ atoms a.

## Proof of Theorem 6.3.4.

The proof is adapted from [30].
Let $a$ be an $h_{b}^{1}$ atom supported in a ball $B=B\left(x_{0}, r\right)$; as above, we may assume that when $r<1, \int a=0$. Again write $[b, T](a)=\left(b-c_{B}\right) T(a)-T\left(a\left(b-c_{B}\right)\right)$.

The assumption $T^{*}(1) \in \mathrm{LMO}_{\text {loc }}\left(\mathbb{R}^{n}\right)$ allows us to apply Theorem 5.1.4 get the boundedness of $T$ on $h^{1}$; thus from (49) we get

$$
\left\|T\left(a\left(b-c_{B}\right)\right)\right\|_{h^{1}} \lesssim\left\|a\left(b-c_{B}\right)\right\|_{h^{1}} \lesssim\|b\|_{\mathrm{bmo}} .
$$

It remains to estimate the term $\left\|\left(b-c_{B}\right) T(a)\right\|_{h^{1}}$. We will show that $M=\left(b-c_{B}\right) T(a)$ is a multiple of an $\left(1, \frac{3}{2}, \lambda, 1\right)$ molecule (see Definition 4.1.3) associated to the ball $2 B$, where we choose

$$
\lambda=\frac{n}{2}+\varepsilon, \quad 0<\varepsilon<\frac{3}{2} \min (\delta, \mu) .
$$

We first verify condition (M1). Proceeding as in (48) and using the boundedness of $T$ on $L^{2}$, we have

$$
\begin{aligned}
\left\|\left(b-b_{B}\right) T(a)\right\|_{L^{\frac{3}{2}}(2 B)} & \lesssim\left\|\left(b-b_{B}\right)\right\|_{L^{6}(2 B)}\|T(a)\|_{L^{2}} \\
& \lesssim\left\|b-b_{B}\right\|_{L^{6}(2 B)}\|a\|_{L^{2}} \\
& \lesssim\|b\|_{\mathrm{bmo}, 6} r^{-\frac{n}{3}} .
\end{aligned}
$$

Next, we need to show condition M2: $\int_{(2 B)^{c}}|M(x)|^{\frac{3}{2}}\left|x-x_{0}\right|^{\lambda} d x \lesssim r^{\varepsilon}$. Suppose that $r<1$. Note that

$$
\begin{align*}
& \int_{(2 B)^{c}}\left|\left(b(x)-b_{B}\right) T(a)(x)\right|^{\frac{3}{2}}\left|x-x_{0}\right|^{\lambda} d x \\
& =\int_{(2 B)^{c}}\left|b(x)-b_{B}\right|^{\frac{3}{2}}\left|\int_{B}\left[K(x, y)-K\left(x, x_{0}\right)\right] a(y) d y\right|^{\frac{3}{2}}\left|x-x_{0}\right|^{\lambda} d x \\
& \leqslant|B|^{\frac{1}{2}} \int_{(2 B)^{c}} \int_{B}\left|b(x)-b_{B}\right|^{\frac{3}{2}}\left|K(x, y)-K\left(x, x_{0}\right)\right|^{\frac{3}{2}}|a(y)|^{\frac{3}{2}}\left|x-x_{0}\right|^{\lambda} d y d x \\
& \leqslant|B|^{\frac{1}{2}} \sum_{j=1}^{\infty} \int_{B} \int_{A_{j}\left(x_{0}, r\right)}\left|b(x)-b_{B}\right|^{\frac{3}{2}}\left|K(x, y)-K\left(x, x_{0}\right)\right|^{\frac{3}{2}}|a(y)|^{\frac{3}{2}}\left|x-x_{0}\right|^{\lambda} d x d y \\
& \lesssim|B|^{\frac{1}{2}} \sum_{j=1}^{\infty} 2^{j \lambda} r^{\lambda} \int_{B} \int_{A_{j}\left(x_{0}, r\right)}\left|b(x)-b_{B}\right|^{\frac{3}{2}}\left|K(x, y)-K\left(x, x_{0}\right)\right|^{\frac{3}{2}}|a(y)|^{\frac{3}{2}} d x d y \\
& \lesssim|B|^{\frac{1}{2}} \sum_{j=1}^{\infty} 2^{j \lambda} r^{\lambda} \int_{B}\left(\int_{A_{j}\left(x_{0}, r\right)}\left|b-b_{B}\right|^{\tilde{s}}\right)^{\frac{3}{2 s}}\left(\int_{A_{j}\left(x_{0}, r\right)}\left|K(\cdot, y)-K\left(\cdot, x_{0}\right)\right|^{s}\right)^{\frac{3}{2 s}}|a(y)|^{\frac{3}{2}} d y \tag{59}
\end{align*}
$$

where $\widetilde{s}=\frac{3 s}{2 s-3}$.
Since

$$
\begin{aligned}
& \left(\int_{A_{j}\left(x_{0}, r\right)}\left|b-b_{B}\right|^{\tilde{s^{s}}}\right)^{\frac{3}{2 s}} \\
& \lesssim|B|^{\frac{3}{2 s}}\left(2^{j}\right)^{\frac{3}{2 s}}\left[\left(\int_{B\left(x_{0}, 2^{j+1} r\right)}\left|b-b_{B\left(x_{0}, 2^{j+1} r\right)}\right|^{\widetilde{s}}\right)^{\frac{3}{2 s}}+\left(\min \left\{j+1, \log _{+}\left(r^{-1}\right)\right\}\|b\|_{\mathrm{bmo}}\right)^{\frac{3}{2}}\right] \\
& \lesssim|B|^{\frac{3}{2 s}}\left(2^{j}\right)^{\frac{3 n}{2 s}} j^{\frac{3}{2}}\|b\|_{\text {bmo }}^{\frac{3}{2}}
\end{aligned}
$$

and using (35) of $K$,

$$
\left(\int_{A_{j}\left(x_{0}, r\right)}\left|K(\cdot, y)-K\left(\cdot, x_{0}\right)\right|^{s}\right)^{\frac{3}{2 s}} \leqslant\left|A_{j}\left(x_{0}, r\right)\right|^{\frac{3}{2 s}-\frac{3}{2}} 2^{-\frac{3}{2} j \delta} \lesssim|B|^{\frac{3}{2 s}-\frac{3}{2}} 2^{n j\left(\frac{3}{2 s}-\frac{3}{2}\right)-\frac{3}{2} j \delta}
$$

substituting into (59) we have

$$
\begin{aligned}
(59) & \lesssim|B|^{\frac{1}{2}} \sum_{j=1}^{\infty} 2^{j \lambda} r^{\lambda} j^{\frac{3}{2}}|B|^{\frac{3}{2 s}}\left(2^{j}\right)^{\frac{3 n}{2 s}}\|b\|_{\text {bmo }}^{\frac{3}{2}}|B|^{\frac{3}{2 s}-\frac{3}{2}} 2^{n j\left(\frac{3}{2 s}-\frac{3}{2}\right)-\frac{3}{2} j \delta}|B|^{-\frac{1}{2}} \\
& \lesssim\|b\|_{\text {bmo }}^{\frac{3}{2}} \sum_{j=1}^{\infty} r^{-\frac{1}{2} n+\lambda} j^{\frac{3}{2}} 2^{j\left(\lambda-\frac{n}{2}-\frac{3}{2} \delta\right)} \lesssim\|b\|_{\text {bmo }}^{\frac{3}{2}} r^{-\frac{1}{2} n+\lambda}=r^{\varepsilon}\|b\|_{\text {bmo }}^{\frac{3}{2}} .
\end{aligned}
$$

Here we have used the fact that $\lambda-\frac{n}{2}-\frac{3}{2} \delta<0$.
Finally, condition (58) on $f=T_{B}^{*}(b)$ gives us

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{n}}\left[b(x)-b_{B}\right] T(a)(x) d x\right| & =\left|\left\langle T_{B}^{*}(b), a\right\rangle\right| \leqslant\left(\int_{B}\left|f-f_{B}\right|^{2}\right)^{1 / 2}\|a\|_{L^{2}(B)} \\
& \leqslant\left[\log \left(1+r(B)^{-1}\right)\right]^{-1}
\end{aligned}
$$

Now looking at the case $r \geqslant 1$, we can proceed as in (56) to write

$$
\begin{aligned}
& \int_{(2 B)^{c}}\left|\left(b(x)-c_{B}\right) T(a)(x)\right|^{\frac{3}{2}}\left|x-x_{0}\right|^{\lambda} d x \\
& \lesssim|B|^{\frac{1}{2}} \int_{(2 B)^{c}} \int_{B}\left|b(x)-c_{B}\right|^{\frac{3}{2}}|K(x, y)|^{\frac{3}{2}}|a(y)|^{\frac{3}{2}}\left|x-x_{0}\right|^{\lambda} d y d x \\
& \lesssim \int_{(2 B)^{c}} \frac{\left|b(x)-c_{B}\right|^{\frac{3}{2}}}{\left|x-x_{0}\right|^{\frac{3}{2} n+\frac{3}{2} \mu-\lambda}} d x \\
& \lesssim\|b\|_{\text {bmo }} r^{\lambda-\frac{n}{2}-\frac{3}{2} \mu} \lesssim\|b\|_{\text {bmo }} r^{\varepsilon} .
\end{aligned}
$$

Here we have used Theorem 2.5.16 and the fact that $r \geqslant 1, \varepsilon<\frac{3}{2} \mu$.
To proceed to the one with $\left|\int a\right| \leqslant\left[\log \left(1+r^{-1}\right)\right]^{-2}$, note that if we write $a=\sum_{j=1}^{N} \lambda_{j} a_{j}$ according to Proposition 6.1.5, we have

$$
\|[b, T](a)\|_{h^{1}} \lesssim\|b\|_{\text {bmo }} \sum\left|\lambda_{j}\right| \lesssim\|b\|_{\text {bmo }} .
$$

Similarly to Corollary 6.3 .2 , when $h_{b, a t o m}^{1}=h^{1}$, the boundedness extends from one atom to all functions in the space.

Corollary 6.3.5 ([30, Corollary 5.2]). Assuming the hypotheses of Theorem 6.3.4, if in addition $b \in \operatorname{lmo}\left(\mathbb{R}^{n}\right)$, then $[b, T]$ is bounded from $h^{1}\left(\mathbb{R}^{n}\right)$ to $h^{1}\left(\mathbb{R}^{n}\right)$.

## Part II

## Periodic Solutions of Stochastic Partial Differential Equations with Regime-Switching

## Chapter 7

## Preliminary of Part II and Framework

This chapter provides the background and definitions that will be used in later chapters as well as the framework for the SPDE model. We fix some notations for Part II of this thesis. We use the set $\mathbb{N}:=\{1,2,3, \ldots\}$ and denote $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}, \mathbb{N}_{0, \infty}=\mathbb{N} \cup\{0, \infty\}$. We also use the notation $B_{b}(H)\left(C_{b}(H)\right)$ to denote the space of all bounded measurable functions (bounded continuous functions, respectively) defined on $H$.

In addition, we work with a complete probability space $(\Omega, \mathscr{F}, \mathbb{P})$, and denote the expectation of a random variable $X$ with respect to $\mathbb{P}$ by $\mathbb{E}(X)$. Then, we have $\mathbb{P}(A)=\mathbb{E}\left(1_{A}\right)$, where $1_{A}$ is the indicator function of an event $A$. We also fix a filtration $\left\{\mathscr{F}_{t}\right\}_{t \geqslant 0}$ such that $\left(\Omega, \mathscr{F},\left\{\mathscr{F}_{t}\right\}_{t \geqslant 0}, \mathbb{P}\right)$ is the complete filtered probability space throughout Part II.

The remaining part of this chapter is organized as follows. In Section 7.1, we introduce definitions related to functional analysis. In Section 7.2, we give the basic definitions of stochastic integrals and their properties. In Section 7.3, we recall some concepts related to ergodicity. In Section 7.4, we describe the framework of our SPDE model.

### 7.1 Analysis Preliminary

### 7.1.1 Gelfand triple

We consider a Gelfand triple $\left(V, H, V^{*}\right)$ such that $V \subseteq H \subseteq V^{*}$. Here, $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ is a real separable Hilbert space, $\left(V,|\cdot|_{V}\right)$ is a real reflexive Banach space that is continuously and densely embedded into $H$, and $V^{*}$ is the dual of $V$. The dual pairing of $V$ and $V^{*}$ is denoted by $\langle\cdot, \cdot\rangle$, and if $h \in H, v \in V$ then $\langle h, v\rangle=\langle h, v\rangle_{H}$.

### 7.1.2 Operators

Let $H_{1}, H_{2}$ be two separable Hilbert spaces. The set $L\left(H_{1} ; H_{2}\right)$ is defined to be the space of all bounded linear operators from $H_{1}$ to $H_{2}$ with the norm denoted by $\|\cdot\|_{L\left(H_{1} ; H_{2}\right)}$. In this thesis, the following two subspaces of $L\left(H_{1} ; H_{2}\right)$ are considered.

Definition 7.1.1. Let $T \in L\left(H_{1} ; H_{2}\right),\left\{e_{k}\right\}_{k=1}^{\infty}$ and $\left\{e_{k}^{\prime}\right\}_{k=1}^{\infty}$ be a orthonormal basis of $H_{1}$ and $H_{2}$, respectively.

1. We say $T$ is a trace class operator and we write $T \in L_{1}\left(H_{1} ; H_{2}\right)$ if

$$
\sum_{k=1}^{\infty}\left|\left\langle T\left(e_{k}\right), e_{k}^{\prime}\right\rangle_{H_{2}}\right|<\infty
$$

2. We say $T$ is a Hilbert-Schmidt operator and we write $T \in L_{2}\left(H_{1} ; H_{2}\right)$ if

$$
\sum_{k=1}^{\infty}\left|T\left(e_{k}\right)\right|_{H_{2}}^{2}<\infty
$$

The definitions are independent of the choices of basis. This can be seen by writing one basis in terms of the second basis and interchanging the sums. For shortening the notations, if $H_{2}=H_{1}=H$, we write $L(H), L_{1}(H)$ and $L_{2}(H)$ as $L(H ; H), L_{1}(H ; H)$ and $L_{2}(H ; H)$ respectively. For a Hilbert space $H$, it is also known that $T \in L_{1}(H)$ iff there exists $Q \in L_{2}(H)$ such that $T=Q^{*} Q$ (see [99, Theorem 12.33]).

In our applications, we are interested in the case that $H_{1}=H_{2}=H$. We define the Hilbert-Schmidt norm for $L_{2}(H)$ to be

$$
\|T\|_{L_{2}(H)}:=\left(\sum_{j=1}^{\infty}\left|T\left(e_{j}\right)\right|_{H}^{2}\right)^{\frac{1}{2}}
$$

where the $\left\{e_{j}\right\}$ is an orthonormal basis of $H$ and the trace norm to be

$$
\|T\|_{L_{1}(H)}:=\sum_{j=1}^{\infty}\left|\left\langle T\left(e_{j}\right), e_{j}\right\rangle_{H}\right|
$$

We refer to [23, Chapter 3] for a detailed discussion. We also denote the identity operator on $H$ as $I$, which is not in $L_{1}(H)$ nor $L_{2}(H)$ if $H$ is infinite-dimensional since these are classes of compact operators.

### 7.1.3 Gronwall's inequalities

In this thesis, we use the following two forms of Gronwall's lemma.
Proposition 7.1.2. If $\beta(t)$ is non-negative, $\alpha(x) \geqslant 0$, and $u(t)$ satisfies

$$
u(t) \leqslant \alpha(t)+\int_{t_{0}}^{t} \beta(s) u(s) d s
$$

then

$$
u(t) \leqslant \alpha(t)+\int_{t_{0}}^{t} \alpha(s) \beta(s) e^{\int_{s}^{t} \beta(r) d r} d s
$$

Proposition 7.1.3. Suppose $u$ is differentiable on $I$ and satisfies

$$
u^{\prime}(t) \leqslant a(t) u(t)+b(t) \quad \forall t \in\left(t_{0}, T\right)
$$

for some integrable $a(t)$ and $b(t)$ on $\left[t_{0}, T\right]$. Then,

$$
u(t) \leqslant e^{\int_{0}^{t} a(s) d s} u(0)+\int_{0}^{t} b(s) e^{\int_{s}^{t} a(r) d r} d s
$$

for all $t \in\left[t_{0}, T\right]$.

### 7.2 Stochastic Integrals

### 7.2.1 Wiener integrals

We now introduce $H$-valued Wiener processes.
Definition 7.2.1. Let $Q \in L_{1}(H)$, non-negative and symmetric. An $H$-valued adapted stochastic process $W=\{W(t)\}_{t \geqslant 0}$ is called $Q$-Wiener process if

1. for any $0 \leqslant t_{0}<t_{1}<\cdots<t_{n}$, the set $\left\{W\left(t_{i}\right)-W\left(t_{i-1}\right)\right\}_{i=1}^{n}$ is an independent collection of random variables;
2. $W(t)-W(s)$ has normal distribution with mean 0 and variance $(t-s) Q$.
3. $W(0)=0$; and
4. $t \mapsto W(t)$ is continuous a.s.

We can express $W(t)$ as $\sum_{j \in \mathbb{N}} \sqrt{\lambda_{j}} W_{j}(t) e_{j}$, where $\left\{\lambda_{j}\right\}$ are the eigenvalues (all positive) of $Q$ with eigenvectors $\left\{e_{j}\right\}, W_{j}(t):=\left(\lambda_{j}\right)^{-\frac{1}{2}}\left\langle W(t), e_{j}\right\rangle_{H}$ and each $W_{j}$ are independent one dimensional Brownian motion, see [81, Theorem 2.119].

If $Q \in L_{1}(H)$, then one can directly define (see [77, Page 53] and [81, Section 2.10]) the stochastic integral $\int_{0}^{T} f(t) d W(t)$ with respect to $Q$-Wiener process for progressively measurable (and adapted) $f$ that satisfies

$$
\begin{equation*}
\int_{0}^{T}\left\|f(t) Q^{\frac{1}{2}}\right\|_{L_{2}(H)}^{2} d t<\infty \quad \text { a.s. } \tag{60}
\end{equation*}
$$

For $Q \notin L_{1}(H)$, we need another way to define Wiener processes.
Definition 7.2.2 (See [81, Definition 2.120]). Let $Q$ be a non-negative and symmetric operator on $H$. An H-valued adapted stochastic process $W=\{W(t)\}_{t \geqslant 0}$ is called Wiener process with covariance $Q$ if we have the following formal series

$$
W(t)=\sum_{j=1}^{\infty} w_{j}(t) Q^{\frac{1}{2}}\left(e_{j}\right)
$$

where $\left\{e_{j}\right\}_{j \in \mathbb{N}}$ are the eigenvectors of $Q$ and $\left\{w_{j}(t)\right\}_{j \in \mathbb{N}}$ are independent real-valued standard Brownian motions.

For such a Wiener process, the series does not converges in $H$ but in a larger Hilbert space, see [81, Theorem 2.121], so we can define $\langle W(t), h\rangle_{H}$ for all $h \in H$. We refer the reader to [81, Section 2.9] or [28, Sections 4.1.2] for the construction of Wiener processes with generalized covariance $Q$. We can also define the stochastic integral for progressively measurable functions, but the integrand still has to satisfy (60), which requires a stronger assumption on $f$. One particular choice of $Q \notin L_{1}(H)$ is the identity operator $I$ and the Wiener process with this covariance operator is called the cylindrical Wiener process. For a detailed discussion of the construction of the stochastic integrals with respect to Wiener processes, we refer the reader to [28, Chapter 4] and [77, Chapter 2].

We give some useful results on stochastic integrals with respect to Wiener processes.

Theorem 7.2.3 (See [81, Sections 2.10 and 2.11] or [28, Chapter 4]). Let $T>0$ and $W$ be a $Q$-Wiener process. Suppose $f$ satisfies (60). Then, for $t \in[0, T]$,

1. $\mathbb{E}\left(\int_{0}^{t} f(s) d W(s)\right)=0$;
2. $\int_{0}^{t} f(s) d W(s)$ is a $H$-valued and continuous local martingale;
3. $\mathbb{E}\left(\left|\int_{0}^{t} f(s) d W(s)\right|_{H}^{2}\right)=\mathbb{E}\left(\int_{0}^{t}\left\|f(s) Q^{\frac{1}{2}}\right\|_{L_{2}(H)}^{2} d s\right)$.

### 7.2.2 Poisson integrals

We introduce the Poisson measure on a measurable and separable Banach space ( $E, \mathcal{E}$ ). The space $\mathcal{M}\left(E ; \mathbb{N}_{0, \infty}\right)$ is defined to be the space of all $\mathbb{N}_{0, \infty}$-valued measures defined on $(E, \mathcal{E})$. We equip $\mathcal{M}\left(E ; \mathbb{N}_{0, \infty}\right)$ with a $\sigma$-field (also known as $\sigma$-algebra) $\mathscr{A}$ generated by the $\operatorname{map} \mathcal{M}\left(E ; \mathbb{N}_{0, \infty}\right) \ni \rho \mapsto \rho(A)$ for all $A \in \mathcal{E}$.

Definition 7.2.4. A map $N: \Omega \times \mathcal{E} \rightarrow \mathbb{N}_{0, \infty}$ is called Poisson random measure if

1. $N(\omega, \cdot)$ is a measure on $E$ for any $\omega \in \Omega$ and $N(\cdot, A)$ is a random variable on $\left(\Omega, \mathscr{F},\{\mathscr{F}\}_{t \geqslant 0}, \mathbb{P}\right)$ for any $A \in \mathcal{E}$;
2. for any $A \in \mathcal{E}$ that $\lambda(A):=\mathbb{E}(N(\cdot, A))<\infty$, the random variable $N(\omega, A)$ is a Poisson random variable with parameter $\eta$, that is

$$
\mathbb{P}(\{\omega \in \Omega: N(\omega, A)=n\})=\frac{[\lambda(A)]^{n}}{n!} e^{-\lambda(A)} .
$$

3. for any pairwise disjoint sets $A_{1}, \cdots, A_{n} \in \mathcal{E}$, $\left\{N\left(\cdot, A_{i}\right)\right\}_{i=1}^{n}$ are independent random variables.

We write $N(A)$ instead of $N(\cdot, A)$. Moreover, the measure $\lambda$ defined on $\mathcal{E}$ is called the intensity measure of $N$.

Definition 7.2.5. Let $N$ be a Poisson random measure with intensity $\lambda$. The compensated Poisson measure is defined

$$
\tilde{N}(A):=N(A)-\lambda(A) \quad \forall A \in \mathcal{E}
$$

We are particularly interested in the Poisson random measure defined on $[0, \infty) \times Z$, where $(Z, \mathcal{Z})$ is a measurable Banach space. We say $N$ is stationary in $t$ if for any $t \geqslant 0$ and $\mathcal{T} \times A \in \mathscr{B}([0, \infty)) \times \mathcal{Z}$, the law of the random variables $N(\mathcal{T} \times A)$ and $N((\mathcal{T}+t) \times A)$ are the same. It is equivalent to saying the intensity measure is of the form $d t \nu(d \sigma)$ for some non-negative $\sigma$-additive measure on $Z$. We assume that $\nu$ is finite.

Definition 7.2.6. We say $p$ is a Poisson point process corresponding to $N(d t, d z)$ if $p$ is $Z$-valued adapted process such that

$$
N(\omega,(0, t] \times A)=\#\{s: p(s, \omega) \in A\} \quad \forall A \in \mathcal{Z}, t \in(0, T] .
$$

Definition 7.2.7. We say a point process $p$ is stationary if $p(\cdot, \cdot)$ and $p(\cdot+t, \cdot)$ have the same probability distribution for all $t>0$.

We denote the collection

$$
\mathscr{B}_{\mathscr{P}}:=\left\{A \subset[0, \infty) \times \Omega: A \cap([0, t] \times \Omega) \in \mathscr{B}([0, t]) \otimes \mathscr{F}_{t} \quad \forall t \in[0, T]\right\} .
$$

By [130, Corollary 3.2.26], we can define the stochastic integral for $H$-valued function $f$ that is measurable with respect to $\mathscr{B}_{\mathscr{P}} \otimes \mathcal{Z}$ (also known as progressively measurable) that is

$$
\int_{0}^{T} \int_{Z} \mathbb{E}\left(|f(s, \omega, z)|_{H}^{r}\right) \nu(d z) d s<\infty
$$

where $1 \leqslant r \leqslant 2$. We remark that Zhu [130] introduced Poisson integrals for the Banach spaces $E$ of martingale type $p \in[1,2]$, of which the Hilbert space $H$ is (see [130, Remark 3.2.10]).

Now we state some properties of stochastic integrals with respect to $\tilde{N}$.
Theorem 7.2.8 ([130, Theorem 3.3.2]). Suppose $f$ that is measurable with respect to $\mathscr{B}_{\mathscr{P}} \otimes \mathcal{Z}$ that is

$$
\int_{0}^{T} \int_{Z} \mathbb{E}\left(|f(s, \cdot, z)|_{H}^{r}\right) \nu(d z) d s<+\infty,
$$

for $1 \leqslant r \leqslant 2$. Then, for all $t \in[0, T]$,

1. $\mathbb{E}\left(\int_{0}^{t} \int_{Z} f(s, \cdot, z) \tilde{N}(d s, d z)\right)=0$;
2. $\mathbb{E}\left(\left|\int_{0}^{t} \int_{Z} f(s, \cdot, z) \tilde{N}(d s, d z)\right|_{H}^{r}\right) \leqslant C_{p} \int_{0}^{t} \int_{Z} \mathbb{E}\left(|f(s, \cdot, z)|_{H}^{r}\right) \nu(d z) d s$; in particular, if $p=2, \mathbb{E}\left(\left|\int_{0}^{t} \int_{Z} f(s, \cdot, z) \tilde{N}(d s, d z)\right|_{H}^{2}\right)=\int_{0}^{t} \int_{Z} \mathbb{E}\left(|f(s, \cdot, z)|_{H}^{2}\right) \nu(d z) d s$.
3. Moreover, the stochastic integral with respect to $\tilde{N}$ has a càdlàg modification.

Next, we define the stochastic integral with respect to Poisson random measure $N$. For our purpose, we only consider the case where $|z|_{Z} \geqslant 1$. In this case, there are only finitely number of jumps by time $T$, and we denote them by $0<t_{1}<t_{2}<\cdots<t_{n}<T$. Then we can define

$$
\int_{0}^{T} \int_{|z|_{Z} \geqslant 1} g(s, \omega, z) N(d t, d z):=\sum_{j=1}^{n} g\left(s, \omega, p\left(t_{j}\right)(\omega)\right) .
$$

### 7.2.3 Itô's formula

In this thesis, we apply the following infinite-dimensional Itô's formula.
Theorem 7.2.9 (Itô's formula).
Suppose $\left(V, H, V^{*}\right)$ is a Gelfand triple. Suppose $W$ is a $I$-Wiener process; $N$ is a Poisson random measure defined on $[0, \infty) \times Z$, where $Z$ is a Banach space, independent of $W$; and

$$
X(t)=\int_{0}^{t} A(s) d s+\int_{0}^{t} B(s) d W(s)+\int_{0}^{t} \int_{|z|_{Z}<1} G(s, z) \tilde{N}(d s, d z)
$$

where $A(s)$ is $V^{*}$-valued, $B(s) \in L_{2}(H)$ for all $s$, and $G(s, z)$ is $H$-valued. Then we have (a.s.)

$$
\begin{aligned}
|X(t)|_{H}^{2}= & |X(0)|_{H}^{2}+\int_{0}^{t} 2\langle A(s), \bar{X}(s)\rangle d s+\int_{0}^{t}\|B(s)\|_{L_{2}(H)}^{2} d s \\
& +2 \int_{0}^{t}\langle X(s), B(s) d W(s)\rangle_{H}+ \\
& +\int_{0}^{t} \int_{|z|_{Z<1}}\left(|X(s)+G(s, z)|_{H}^{2}-|X(s)|_{H}^{2}-|G(s, z)|_{H}^{2}\right) \tilde{N}(d s, d z) \\
& +\int_{0}^{t} \int_{|z|_{Z}<1}\left(|X(s)+G(s, z)|_{H}^{2}-|X(s)|_{H}^{2}\right) \nu(d z) d s
\end{aligned}
$$

where $\bar{X}(t)$ is a $V$-valued process that is $\bar{X}(t)=X(t)$ for $d t \times d \mathbb{P}$-a.e.
We will also apply the following argument in later chapter.

$$
\begin{equation*}
|X(t)|_{H}^{\gamma}-|X(0)|_{H}^{\gamma}=\int_{0}^{t} \frac{d}{d s}\left(\left[|X(s)|_{H}^{2}\right]^{\frac{\gamma}{2}}\right) d s=\int_{0}^{t} \frac{\gamma}{2}|X(s)|_{H}^{\gamma-2} \frac{d}{d s}\left(|X(s)|_{H}^{2}\right) d s \tag{61}
\end{equation*}
$$

### 7.3 Ergodicity

In this section, we recall the concepts related to ergodicity. We refer to [27] for the comprehensive discussion of ergodicity of SPDEs.

## Definition 7.3.1.

- We say $P(s, x ; t, A)$ for $t \geqslant s \geqslant 0, x \in H$ and $A \in \mathscr{B}(H)$ is a Markovian transition function if

1. for each $x \in H$ and $t \geqslant s \geqslant 0, P(s, x ; t, \cdot)$ is a probability measure on $(H, \mathscr{B}(H))$;
2. for each $A \in \mathscr{B}(H)$ and $t \geqslant s \geqslant 0$, the function $x \mapsto P(s, x ; t, A)$ is a $\mathscr{B}(H)$ measurable function defined on $H$; and
3. for each $x \in H$ and $A \in \mathscr{B}(H)$, we have $P(s, x ; s, A)=\chi_{A}(x)$.

- For this $P(s, x ; t, A)$, define $P_{s, t}$ as a linear operator on $B_{b}(H)$ by

$$
P_{s, t} f(x):=\int_{H} f(y) P(s, x ; t, d y) \quad \forall f \in B_{b}(H) .
$$

Such $\left\{P_{s, t}\right\}_{t \geqslant s}$ is called Markovian transition semigroup.
It is clear that if $f$ is a characteristic function of a measurable set $A$, then $P_{s, t} f(x)=$ $P_{s, t}\left(1_{A}\right)(x)=P(s, x ; t, A)$.

Definition 7.3.2. Let $\left\{P_{s, t}\right\}_{t \geqslant s}$ be a Markovian transition semigroup.

- We say $P_{s, t}$ is strong Feller at $t_{0}>0$ if $P_{t_{0}, s} f \in C_{b}(H)$ whenever $f \in B_{b}(H)$.
- We say $P_{s, t}$ is strong Feller if $P_{s, t}$ is strong Feller at all $t>0$.

Definition 7.3.3. Let $\left\{P_{s, t}\right\}_{t \geqslant s}$ be a Markovian transition semigroup.

- We say $P_{s, t}$ is irreducible at $t_{0}>s$ if for any non-empty set $A \in \mathscr{B}(H)$ and $x \in H$, the transition semigroup satisfies

$$
P_{t_{0}, s}(x, A)=P_{t_{0}, s}\left(\chi_{A}\right)(x)>0 .
$$

- We say $P_{s, t}$ is irreducible if $P_{s, t}$ is irreducible at all $t>s$.


### 7.4 Framework

This section provides the framework of our SPDE model. Let $\left(V, H, V^{*}\right)$ be a Gelfand triple. Let $\{W(t)\}_{t \geqslant 0}$ be an $H$-valued cylindrical Wiener process (i.e. $Q=I$ ) on a complete filtered probability space $\left(\Omega, \mathscr{F},\left\{\mathscr{F}_{t}\right\}_{t \geqslant 0}, \mathbb{P}\right)$ which we fixed at the beginning. To ease the notation, we let $Z$ be a real Banach space with norm $|\cdot|$ instead of $|\cdot|_{Z}$. Let $N$ be a Poisson random measure on $(Z, \mathscr{B}(Z))$ with intensity measure $\nu$. We assume that $W$ and $N$ are independent.

We consider the SPDE

$$
\begin{align*}
d X(t)= & A(t, X(t), \Lambda(t)) d t+B(t, X(t), \Lambda(t)) d W(t) \\
& +\int_{\{|z|<1\}} G(t, X(t), \Lambda(t), z) \widetilde{N}(d t, d z) \\
& +\int_{\{|z| \geqslant 1\}} J(t, X(t), \Lambda(t), z) N(d t, d z) \tag{62}
\end{align*}
$$

with $X(0)=x \in H$. From now on, we assume that the functions $A:[0, \infty) \times V \times \mathbb{N} \rightarrow V^{*}$, $B:[0, \infty) \times V \times \mathbb{N} \rightarrow L_{2}(H)$ and $G, J:[0, \infty) \times V \times \mathbb{N} \times Z \rightarrow H$ are all measurable. We also assume that the process $\Lambda(t)$ has the state space $\mathbb{N}$ such that when $\Delta \rightarrow 0$,

$$
\mathbb{P}(\Lambda(t+\Delta)=j \mid \Lambda(t)=i, X(t)=x)= \begin{cases}q_{i j}(x) \Delta+o(\Delta), & \text { if } i \neq j,  \tag{63}\\ 1+q_{i j}(x) \Delta+o(\Delta), & \text { if } i=j\end{cases}
$$

Hereafter, we assume that $\left\{q_{i j}\right\}$ are Borel measurable functions on $H ; q_{i j}(x) \geqslant 0$ for any $x \in H$ and $i, j \in \mathbb{N}$ with $i \neq j$; and $\sum_{j \in \mathbb{N}} q_{i j}(x)=0$ for any $x \in H$ and $i \in \mathbb{N}$. In the remaining discussion, we assume
(Q0)

$$
L:=\sup _{x \in H, i \in \mathbb{N}} \sum_{j \neq i} q_{i j}(x)<\infty .
$$

According to Guo and Sun [51], $\Lambda(t)$ can be written as a stochastic integral with respect to a Poisson random measure. More precise, for each $x \in H$ and $i, j \in \mathbb{N}$ that $i \neq j$, define $q_{i 0}(x)=0$ and

$$
\Delta_{i j}(x):=\left[\sum_{m=0}^{j-1} q_{i m}(x), \sum_{m=0}^{j} q_{i m}(x)\right) .
$$

Set

$$
\Gamma(x, i, r)=\sum_{j \in \mathbb{N}}(j-i) 1_{\Delta_{i j}(x)}(r), \quad(x, i, r) \in H \times \mathbb{N} \times[0, L] .
$$

Then, $\Lambda(t)$ can be written as

$$
\begin{equation*}
d \Lambda(t)=\int_{[0, L]} \Gamma(X(t-), \Lambda(t-), r) N_{1}(d t, d r), \tag{64}
\end{equation*}
$$

where $N_{1}$ is a Poisson random measure with the Lebesgue measure on $[0, L]$ as its characteristic measure. We assume that $N_{1}$ is independent of $W$ and $N$ henceforth.

## Chapter 8

## Main Results

In this chapter, we will state the main results. All the statements are from work [73]. We start with the existence and uniqueness of solutions. Therefore, we first impose the following assumption.
Assumption 1. Suppose that there exist $\alpha>1, \beta \geqslant 0, \theta>0, K \in \mathbb{R}, \gamma<\frac{\theta}{2 \beta}, c>0$, $\rho \in L_{l o c}^{\infty}(V ;[0, \infty))$ and $C \in L_{l o c}^{\frac{\beta+2}{2}}([0, \infty) ;[0, \infty))$ such that for $v_{1}, v_{2}, v \in V, i \in \mathbb{N}$ and $t \in[0, \infty)$,
(HC) (Hemicontinuity) $s \mapsto\left\langle A\left(t, v_{1}+s v_{2}, i\right), v\right\rangle$ is continuous on $\mathbb{R}$.
(LM) (Local monotonicity)

$$
\begin{aligned}
& 2\left\langle A\left(t, v_{1}, i\right)-A\left(t, v_{2}, i\right), v_{1}-v_{2}\right\rangle+\left\|B\left(t, v_{1}, i\right)-B\left(t, v_{2}, i\right)\right\|_{L_{2}(H)}^{2} \\
& +\int_{\{|z|<1\}}\left|G\left(t, v_{1}, i, z\right)-G\left(t, v_{2}, i, z\right)\right|_{H}^{2} \nu(d z) \\
\leqslant & {\left[K+\rho\left(v_{2}\right)\right]\left|v_{1}-v_{2}\right|_{H}^{2} . }
\end{aligned}
$$

(C) (Coercivity)

$$
\begin{aligned}
& 2\langle A(t, v, i), v\rangle+\|B(t, v, i)\|_{L_{2}(H)}^{2}+\int_{\{|z|<1\}}|G(t, v, i, z)|_{H}^{2} \nu(d z) \\
\leqslant & C(t)-\theta|v|_{V}^{\alpha}+c|v|_{H}^{2} .
\end{aligned}
$$

(G1) (Growth of A)

$$
|A(t, v, i)|_{V^{*}}^{\frac{\alpha}{\alpha-1}} \leqslant\left[C(t)+c|v|_{V}^{\alpha}\right]\left(1+|v|_{H}^{\beta}\right) .
$$

(G2) (Growth of B and H)

$$
\|B(t, v, i)\|_{L_{2}(H)}^{2}+\int_{\{|z|<1\}}|G(t, v, i, z)|_{H}^{2} \nu(d z) \leqslant C(t)+\gamma|v|_{V}^{\alpha}+c|v|_{H}^{2} .
$$

( $\boldsymbol{G} \beta$ ) (Growth of $H$ in $L^{\beta+2}$ )

$$
\int_{\{|z|<1\}}|G(t, v, i, z)|_{H}^{\beta+2} \nu(d z) \leqslant[C(t)]^{\frac{\beta+2}{2}}+c|v|_{H}^{\beta+2} .
$$

( $\boldsymbol{G} \rho$ ) (Growth of $\rho$ )

$$
\rho(v) \leqslant c\left(1+|v|_{V}^{\alpha}\right)\left(1+|v|_{H}^{\beta}\right) .
$$

Now we can state the theorem of the existence and uniqueness of solutions to the equations (62) and (64).

Theorem 8.0.1. Suppose that Assumption 1 and condition (Q0) hold. Let $T>0, x \in H$ and $i \in \mathbb{N}$. Then, there exists a unique $H \times \mathbb{N}$-valued adapted càdlàg process $\{(X(t), \Lambda(t))\}_{t \in[0, T]}$ such that

1. any $d t \times \mathbb{P}$-equivalent class $\hat{X}$ of $X$ is in $L^{\alpha}([0, T] ; V) \bigcap L^{2}([0, T] ; H), \mathbb{P}$-a.s.;
2. for any $V$-valued progressively measurable $d t \times \mathbb{P}$-version $\bar{X}$ of $\hat{X}$, the following holds for all $t \in[0, T]$ and $\mathbb{P}$-a.s.:

$$
\begin{align*}
X(t)= & x+\int_{0}^{t} A(s, \bar{X}(s), \Lambda(s)) d s+\int_{0}^{t} B(s, \bar{X}(s), \Lambda(s)) d W(s) \\
& +\int_{0}^{t} \int_{\{|z|<1\}} G(s, \bar{X}(s), \Lambda(s), z) \widetilde{N}(d s, d z) \\
& +\int_{0}^{t} \int_{\{|z| \geqslant 1\}} J(s, \bar{X}(s), \Lambda(s), z) N(d s, d z) ; \tag{65}
\end{align*}
$$

3. $\Lambda(0)=i$ and Equation (64) holds.

By the standard argument, we know that $\{(X(t), \Lambda(t))\}_{t \geqslant 0}$ is a Markov process (cf. [43, Theorem 4.8] and [5, Theorem 6.4.5]). We now shall establish the strong Feller property and irreducibility under the assumption that the noise is degenerate.

Assumption 2. Suppose that $\alpha \geqslant 2$ and the following conditions hold:
1.(LipB) For any $n \in \mathbb{N}$, there exists $C_{n}>0$ such that

$$
\left\|B\left(t, v_{1}, i\right)-B\left(t, v_{2}, i\right)\right\|_{L_{2}(H)} \leqslant C_{n}\left|v_{1}-v_{2}\right|_{H}
$$

for all $v_{1}, v_{2} \in V$ with $\left|v_{1}\right|_{H},\left|v_{2}\right|_{H} \leqslant n, t \geqslant 0$ and $i \in \mathbb{N}$.
2. There exist $\lambda \in[2, \infty) \cap(\alpha-2, \infty),\left\{B_{n}\right\} \subset L_{2}^{+, s}(H)$ and $n_{0} \in \mathbb{N}$ such that the following conditions hold:
(N) For any $n \in \mathbb{N}, t \geqslant 0, v \in V$ with $|v|_{H} \leqslant n$ and $i \in \mathbb{N}$,

$$
B(t, v, i)[B(t, v, i)]^{*} \geqslant B_{n}^{2} .
$$

(M) Each $B_{n}$ has a Moore-Penrose pseudo-inverse $B_{n}^{-1}: V \rightarrow H$ and for any $n \geqslant n_{0}$, there exist $\widetilde{K_{n}} \geqslant 0$ and $\delta_{n}>0$ such that

$$
\begin{aligned}
& 2\left\langle A\left(t, v_{1}, i\right)-A\left(t, v_{2}, i\right), v_{1}-v_{2}\right\rangle+\left\|B\left(t, v_{1}, i\right)-B\left(t, v_{2}, i\right)\right\|_{L_{2}(H)}^{2} \\
& +\int_{\{|z|<1\}}\left|G\left(t, v_{1}, i, z\right)-G\left(t, v_{2}, i, z\right)\right|_{H}^{2} \nu(d u) \\
\leqslant & -\delta_{n}\left|B_{n}^{-1}\left(v_{1}-v_{2}\right)\right|_{H}^{\lambda}\left|v_{1}-v_{2}\right|_{H}^{\alpha-\lambda}+\widetilde{K_{n}}\left|v_{1}-v_{2}\right|_{H}^{2}
\end{aligned}
$$

for all $v_{1}, v_{2} \in V, t \geqslant 0$ and $i \in \mathbb{N}$.

Here we denote $L_{2}^{+, s}(H)$ to be all Hilbert-Schmidt operators that are positive and self-adjoint.
Theorem 8.0.2. Suppose that Assumption 1 holds with $C \in L_{l o c}^{\infty}([0, \infty) ;(0, \infty))$, Assumption 2 and condition (Q0) hold. Then, the transition semigroup $\left\{P_{s, t}\right\}$ of $(X(t), \Lambda(t))$ is strong Feller.

To obtain irreducibility, we need some assumptions on the domain of the operator $A$. For $\varpi>0$, define

$$
D(A, \varpi):=\left\{(v, i) \in V \times \mathbb{N}: A(t, v, i) \in H \text { and } \int_{0}^{t}|A(s, v, i)|_{H}^{\varpi} d s<\infty, \forall t \in[0, \infty)\right\}
$$

We impose the following assumptions.
(D) There exists $\varpi>2$ such that $\overline{D(A, \varpi)}=H \times \mathbb{N}$.
(Q1) For any distinct $i, j \in \mathbb{N}$, there exist an open set $U \subset H$ and $j_{1}, \ldots, j_{r} \in \mathbb{N}$ with $j_{p} \neq j_{p+1}, j_{1}=i$ and $j_{r}=j$ such that $q_{j_{p} j_{p+1}}(x)>0$ for $p=1, \ldots, r-1$ and $x \in U$.

Assumption 3. Assumption 1 holds with $C \in L_{\text {loc }}^{\infty}([0, \infty) ;(0, \infty)), \gamma=0$ and the exponent $\alpha$ in condition ( $G \rho$ ) replaced by some $\alpha^{\prime} \in(1, \alpha)$.

Theorem 8.0.3. Suppose that Assumption 3 and conditions (D), (Q1) hold. Then, the transition semigroup $\left\{P_{s, t}\right\}$ of $(X(t), \Lambda(t))$ is irreducible.

From the definition, Condition (M) implies Condition (LM). We remark that to obtain the existence and uniqueness of the solutions as well as the irreducibility, and we may relax to assuming the coefficients are locally monotone, i.e. (LM). However, to establish the strong Feller property, one has to assume a stronger assumption that the coefficients are only monotone, i.e. (M). Monotonicity plays an important role in establishing strong Feller property and studying Harnack inequalities, e.g. , [76, 118, 128].

Finally, we give the definition of periodic measures and state the main theorem of Part II of the thesis.

Definition 8.0.4. A probability measure $\mu_{0}$ on $\mathscr{B}(H)$ is said to be an $\ell$-periodic measure for $\{Y(t)\}_{t \geqslant 0}$ if the following condition holds:

- $Y(0)$ has distribution $\mu_{0}$ implies that the joint distribution of $Y\left(t_{1}+k \ell\right), \ldots, Y\left(t_{n}+k \ell\right)$ is independent of $k$ for all $0 \leqslant t_{1}<\cdots<t_{n}$ and $n \in \mathbb{N}$.

We remark that this definition can be applied to any Polish space $E$ with its Borel $\sigma$-algebra. Stating in terms of Hilbert space is just to reduce complexity.

We need to impose one more assumption concerning about the function $Q:=\left(q_{i j}(x)\right)$.
(Q2) There exists a positive increasing function $f$ on $\mathbb{N}$ satisfying

$$
\lim _{j \rightarrow \infty} f(j)=\infty, \quad \sup _{x \in H, i \in \mathbb{N}} \sum_{j \neq i}[f(j)-f(i)] q_{i j}(x)<\infty, \quad \lim _{i \rightarrow \infty} \sup _{x \in H} \sum_{j \neq i}[f(j)-f(i)] q_{i j}(x)=-\infty .
$$

Theorem 8.0.5. Let $\ell>0$. Suppose that functions $A, B, G, J$ are all $\ell$-periodic with respect to $t$, the embedding of $V$ into $H$ is compact, Assumption 3 holds with $C \in L^{\infty}([0, \infty) ;(0, \infty))$, Assumption 2 and conditions (D), (Q0), (Q1), (Q2) hold, and

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \sup _{|v| V>n, t \geqslant 0, i \in \mathbb{N}}\left\{-\theta|v|_{V}^{\alpha}+c|v|_{H}^{2}\right. \\
&\left.+\int_{\{|z| \geqslant 1\}}\left[|J(t, v, i, z)|_{H}^{2}+2\langle v, J(t, v, i, z)\rangle_{H}\right] \nu(d z)\right\}=-\infty . \tag{66}
\end{align*}
$$

Then,
(i) Equations (62) and (64) have a unique solution $\left\{(X(t), \Lambda(t)\}_{t \geqslant 0}\right.$;
(ii) The transition semigroup $\left\{P_{s, t}\right\}$ of $\{(X(t), \Lambda(t))\}_{t \geqslant 0}$ is strong Feller and irreducible;
(iii) The hybrid system $\{(X(t), \Lambda(t))\}_{t \geqslant 0}$ has a unique $\ell$-periodic measure $\mu_{0}$;
(iv) Let $\mu_{s}(A)=\mathbb{P}_{\mu_{0}}((X(s), \Lambda(s)) \in A)$ for $A \in \mathscr{B}(H \times \mathbb{N})$ and $s \geqslant 0$. Then, for any $s \geqslant 0$ and $\varphi \in L^{2}\left(H \times \mathbb{N} ; \mu_{s}\right)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} P_{s, s+i \ell} \varphi=\int_{H \times \mathbb{N}} \varphi d \mu_{s} \text { in } L^{2}\left(H \times \mathbb{N} ; \mu_{s}\right) . \tag{67}
\end{equation*}
$$

## Chapter 9

## Proofs

All the proofs of this chapter are taken from the paper [73] with more details.

### 9.1 Proof of Theorem 8.0.1

We first consider the case that $\Lambda(t) \equiv i$ for fixed $i \in \mathbb{N}$. The existence and uniqueness of solutions to SPDEs without regime-switching has been considered by [12].

Theorem 9.1.1. ([12, Theorem 1.2]) Under the assumptions of Theorem 8.0.1, there exists a unique $H$-valued adapted càdlàg process $\{X(t)\}_{t \in[0, T]}$ such that

1. any $d t \times \mathbb{P}$-equivalent class $\hat{X}$ of $X$ is in $L^{\alpha}([0, T] ; V) \bigcap L^{2}([0, T] ; H)$, $\mathbb{P}$-a.s.;
2. for any $V$-valued progressively measurable $d t \times \mathbb{P}$-version $\bar{X}$ of $\hat{X}$, the following holds for all $t \in[0, T]$ and $\mathbb{P}$-a.s.:

$$
\begin{aligned}
X(t)= & x+\int_{0}^{t} A(s, \bar{X}(s)) d s+\int_{0}^{t} B(s, \bar{X}(s)) d W(s) \\
& +\int_{0}^{t} \int_{\{|z|<1\}} G(s, \bar{X}(s), z) \widetilde{N}(d s, d z) \\
& +\int_{0}^{t} \int_{\{|z| \geqslant 1\}} J(s, \bar{X}(s), z) N(d s, d z) .
\end{aligned}
$$

We remark that if the coefficients are random, i.e. a mapping from $[0, \infty) \times V \times \Omega$ or $[0, \infty) \times V \times Z \times \Omega$ that are progressively measurable, Theorem 9.1.1 still holds.

Using Theorem 9.1.1, we can construct the solution with regime-switching.
Proof of Theorem 8.0.1.
Using Theorem 9.1.1, we know that for any $(x, i) \in H \times \mathbb{N}$, there exists a unique $H$-valued
adapted process $X^{(i)}(t)$ such that

$$
\begin{align*}
X^{(i)}(t)= & x+\int_{0}^{t} A\left(s, \overline{X^{(i)}}(s), i\right) d s+\int_{0}^{t} B\left(s, \overline{X^{(i)}}(s), i\right) d W(s) \\
& +\int_{0}^{t} \int_{\{|z|<1\}} G\left(s, \overline{X^{(i)}}(s), i, z\right) \widetilde{N}(d s, d z) \\
& +\int_{0}^{t} \int_{\{|z| \geqslant 1\}} J\left(s, \overline{X^{(i)}}(s), i, z\right) N(d s, d z), \tag{68}
\end{align*}
$$

where $\overline{X^{(i)}}$ is a $V$-valued progressively measurable $d t \times \mathbb{P}$-version. Let $0<\sigma_{1}<\sigma_{2}<\cdots<$ $\sigma_{n}<\cdots$ be the set of all jump points of the stationary point process $p_{1}(t)$ corresponding to the Poisson random measure $N_{1}(d t, d r)$. From condition (Q0), we have $\lim _{n \rightarrow \infty} \sigma_{n}=\infty$ almost surely.

Now we construct the processes $(X, \Lambda)$ and its progressively measurable version. For $t \in\left[0, \sigma_{1}\right)$, define

$$
\begin{equation*}
(X(t), \Lambda(t))=\left(X^{(i)}(t), i\right), \quad \bar{X}(t)=\overline{X^{(i)}}(t) \tag{69}
\end{equation*}
$$

Set

$$
\Lambda\left(\sigma_{1}\right)=i+\sum_{j \in \mathbb{N}}(j-i) 1_{\Delta_{i j}\left(X^{(i)}\left(\sigma_{1}-\right)\right)}\left(p_{1}\left(\sigma_{1}\right)\right) .
$$

Then, (65) holds for $t \in\left[0, \sigma_{1}\right)$.
Let

$$
\widetilde{W}(t)=W\left(t+\sigma_{1}\right)-W\left(\sigma_{1}\right), \quad \widetilde{p}(t)=p\left(t+\sigma_{1}\right), \quad \widetilde{p_{1}}(t)=p_{1}\left(t+\sigma_{1}\right) .
$$

Set

$$
\begin{aligned}
X^{\left(\Lambda\left(\sigma_{1}\right)\right)}(0) & =X^{(i)}\left(\sigma_{1}\right), \\
(\widetilde{X}(t), \widetilde{\Lambda}(t)) & =\left(X^{\left(\Lambda\left(\sigma_{1}\right)\right)}(t), \Lambda\left(\sigma_{1}\right)\right), \quad \forall t \in\left[0, \sigma_{2}-\sigma_{1}\right), \\
\widetilde{\Lambda}\left(\sigma_{2}-\sigma_{1}\right) & =\Lambda\left(\sigma_{1}\right)+\sum_{j \in \mathbb{N}}\left(j-\Lambda\left(\sigma_{1}\right)\right) 1_{\tilde{A}(j)}\left(\widetilde{p}_{1}\left(\sigma_{2}-\sigma_{1}\right)\right),
\end{aligned}
$$

where

$$
\widetilde{A}(j)=\Delta_{\Lambda\left(\sigma_{1}\right), j}\left(X^{\left(\Lambda\left(\sigma_{1}\right)\right)}\left(\left(\sigma_{2}-\sigma_{1}\right)-\right)\right) .
$$

Then, for $t \in\left[\sigma_{1}, \sigma_{2}\right)$, we define

$$
(X(t), \Lambda(t))=\left(\tilde{X}\left(t-\sigma_{1}\right), \tilde{\Lambda}\left(t-\sigma_{1}\right)\right), \quad \bar{X}(t)=\overline{\widetilde{X}}(t) .
$$

which together with (69) gives the unique solution on the time interval $\left[0, \sigma_{2}\right)$. Continuing this procedure inductively, we define $(X(t), \Lambda(t))$ on the time interval $\left[0, \sigma_{n}\right)$ for each $n$. Therefore, $(X(t), \Lambda(t))$ is the unique (càdlàg) solution to the hybrid system (62) and (64) since $\lim _{n \rightarrow \infty} \sigma_{n}=\infty$ almost surely. Finally, since $\hat{X}$ is $L^{\alpha}\left(\left[\sigma_{i}, \sigma_{i+1}\right) ; V\right) \bigcap L^{2}\left(\left[\sigma_{i}, \sigma_{i+1}\right) ; H\right)$ $\mathbb{P}$-a.s., we conclude that $\widehat{X}$ is also in $L^{\alpha}([0, T] ; V) \bigcap L^{2}([0, T] ; H), \mathbb{P}$-a.s.

We remark that Theorem 8.0.1 still holds if the coefficients are random and progressively measurable. This observation may be useful for the future work.

### 9.2 Proof of Theorem 8.0.2

We again first consider the strong Feller property without regime-switching and then the case with regime-switching.

### 9.2.1 Without regime-switching

Zhang [128] already considered the strong Feller property for SPDEs driven by Wiener processes without regime-switching. We will follow his idea and generalize it to SPDEs driven by Lévy noises. We first consider the case that there is no large jump (i.e. $J \equiv 0$ ).

Theorem 9.2.1. Under the assumptions of Theorem 8.0.2, the transition semigroup $\left\{P_{s, t}\right\}$ of $X(t)$ is strong Feller.

To simplify notation, we drop the dependence on $i$. Fix $T>0$. We need a lemma.
Lemma 9.2.2. Suppose that Assumption 1 holds with $\alpha \geqslant 2, J \equiv 0$ and the following conditions hold:
(i) There exists $K_{2}>0$ such that

$$
\left|\left[B\left(t, v_{1}\right)-B\left(t, v_{2}\right)\right]^{*}\left(v_{1}-v_{2}\right)\right|_{H} \leqslant K_{2}\left(\left|v_{1}-v_{2}\right|_{H}^{2} \wedge\left|v_{1}-v_{2}\right|_{H}\right)
$$

for all $t \in[0, T]$ and $v_{1}, v_{2} \in V$.
(ii) There exist $\lambda \in[2, \infty) \cap(\alpha-2, \infty), \bar{B} \in L_{2}^{+, s}(H), \delta>0, \widetilde{K} \geqslant 0$ such that

$$
B(t, v)[B(t, v)]^{*} \geqslant \bar{B}^{2}
$$

and

$$
\begin{align*}
& 2\left\langle A\left(t, v_{1}\right)-A\left(t, v_{2}\right), v_{1}-v_{2}\right\rangle+\left\|B\left(t, v_{1}\right)-B\left(t, v_{2}\right)\right\|_{L_{2}(H)}^{2} \\
& \quad+\int_{\{|z|<1\}}\left|G\left(t, v_{1}, z\right)-G\left(t, v_{2}, z\right)\right|_{H}^{2} \nu(d u) \\
& \leqslant- \tag{70}
\end{align*}
$$

for all $t \in[0, T]$ and $v, v_{1}, v_{2} \in V$.
Then, $P_{s, t} f$ is $\frac{\lambda+2-\alpha}{2 \lambda}$-Hölder continuous for any $f \in B_{b}(H)$.

## Proof of Lemma 9.2.2.

We follow the method of [128, Lemma 3.1]. Let $\varepsilon \in(0,1)$ satisfying $0 \vee(\alpha-2)<\lambda(1-\varepsilon)<$ $(2 \alpha-2) \wedge \alpha$. Take $\alpha^{\prime} \in(0, \varepsilon)$, whose value will be determined at the end of the proof. For $x, y \in H$, consider

$$
\begin{aligned}
d X(t)= & A(t, X(t)) d t+B(t, X(t)) d W(t)+\int_{\{|z|<1\}} G(t, X(t), z) \tilde{N}(d t, d z), \\
d Y(t)= & A(t, Y(t)) d t+B(t, Y(t)) d W(t)+\int_{\{|z|<1\}} G(t, Y(t), z) \tilde{N}(d t, d z) \\
& +|x-y|_{H}^{\alpha^{\prime}} \frac{X(t)-Y(t)}{|X(t)-Y(t)|_{H}^{\varepsilon}} d t
\end{aligned}
$$

with $X(0)=x$ and $Y(0)=y$, respectively. Since $X(t)$ is an adapted cádlág process, it is progressively measurable; thus, we have the unique solution $Y(t)$ using Theorem 9.1.1, the random coefficients case. To verify the additional drift term satisfies Assumption 1, but this is done in [117, Theorem A.2] and in fact we have

$$
\left\langle\frac{X(t)-v_{1}}{\left|X(t)-v_{1}\right|_{H}^{\varepsilon}}-\frac{X(t)-v_{2}}{\left|X(t)-v_{2}\right|_{H}^{\varepsilon}}, v_{1}-v_{2}\right\rangle_{H} \leqslant 0 .
$$

Define

$$
\tau_{n}:=\inf \left\{t>0:|X(t)-Y(t)|_{H} \leqslant \frac{1}{n}\right\}, \quad n \in \mathbb{N}
$$

and

$$
\tau:=\lim _{n \rightarrow \infty} \tau_{n} .
$$

From now on, to simplify notation, we write $A(t, X(t))$ instead of $A(t, \bar{X}(t))$ etc. unless it is necessary to distinguish them.

Using Itô's formula (Theorem 7.2.9), we find that for $t<\tau$,

$$
\begin{array}{rl}
\mid X & X(t)-\left.Y(t)\right|_{H} ^{2}-|x-y|_{H}^{2} \\
= & \int_{0}^{t}\left(2\langle A(u, X(u))-A(u, Y(u)), X(u)-Y(u)\rangle+\|B(u, X(u))-B(u, Y(u))\|_{L_{2}(H)}^{2}\right) d u \\
& +\int_{0}^{t} 2\langle X(u)-Y(u),[B(u, X(u))-B(u, Y(u))] d W(u)\rangle_{H} \\
& +\int_{0}^{t} \int_{\{|z|<1\}}\left[|X(u)-Y(u)+G(u, X(u), z)-G(u, Y(u), z)|_{H}^{2}-|X(u)-Y(u)|_{H}^{2}\right] \tilde{N}(d u, d z) \\
& +\int_{0}^{t} \int_{\{|z|<1\}}|G(u, X(u), z)-G(u, Y(u), z)|_{H}^{2} \nu(d z) d u \\
& -2|x-y|_{H}^{\alpha^{\prime}} \int_{0}^{t}|X(u)-Y(u)|_{H}^{2-\varepsilon} d u, \tag{71}
\end{array}
$$

here we have used the fact that $\bar{X}=X$ for almost every point in $d t \times \mathbb{P}$ (recall that we define the additional drift term is defined using $V$-valued progressive measurable version of $X, \bar{X}$.)

Then equation (71) and hypothesis (ii) implies that

$$
\begin{aligned}
&|X(t)-Y(t)|_{H}^{2}-|x-y|_{H}^{2} \\
& \leqslant \int_{0}^{t}\left[-\delta\left|\bar{B}^{-1}(X(u)-Y(u))\right|_{H}^{\lambda}|X(u)-Y(u)|_{H}^{\alpha-\lambda}\right. \\
&\left.\quad+\widetilde{K}|X(u)-Y(u)|_{H}^{2}-2|x-y|_{H}^{\alpha^{\prime}}|X(u)-Y(u)|_{H}^{2-\varepsilon}\right] d u \\
&+\int_{0}^{t} 2\langle X(u)-Y(u),[B(u, X(u))-B(u, Y(u))] d W(u)\rangle_{H} \\
& \quad+\int_{0}^{t} \int_{\{|z|<1\}}\left[|X(u)-Y(u)+G(u, X(u), z)-G(u, Y(u), z)|_{H}^{2}-|X(u)-Y(u)|_{H}^{2}\right] \tilde{N}(d u, d z) .
\end{aligned}
$$

Set

$$
r:=\frac{\alpha-\lambda(1-\varepsilon)}{2} .
$$

We have $r \in(0,1)$.
By (70) and (61), and the assumption on $B$, we obtain that for $t<\tau_{n}$,

$$
\begin{align*}
& |X(t)-Y(t)|_{H}^{2-2 r}-|x-y|_{H}^{2-2 r} \\
& \leqslant \int_{0}^{t}-\delta(1-r)\left|\bar{B}^{-1}(X(u)-Y(u))\right|_{H}^{\lambda}|X(u)-Y(u)|^{-\lambda \varepsilon} d u+\int_{0}^{t} \widetilde{K}(1-r)|X(u)-Y(u)|_{H}^{2-2 r} d u \\
& \quad-2(1-r)|x-y|_{H}^{\alpha^{\prime}} \int_{0}^{t}|X(u)-Y(u)|_{H}^{2-\varepsilon-2 r} d u \\
& \quad-r(1-r) K_{2}^{2} \int_{0}^{t}\left(|X(u)-Y(u)|_{H}^{2-2 r} \wedge|X(u)-Y(u)|_{H}^{-2 r}\right) d u \\
& \quad+2(1-r) \int_{0}^{t}|X(u)-Y(u)|_{H}^{-2 r}\langle X(u)-Y(u),[B(u, X(u))-B(u, Y(u))] d W(u)\rangle_{H} \\
& \quad+\int_{0}^{t} \int_{\{|z|<1\}}\left[|X(u)-Y(u)+G(u, X(u), z)-G(u, Y(u), z)|_{H}^{-2 r}\right. \\
& \left.\quad \quad-|X(u)-Y(u)|_{H}^{-2 r}\right] \widetilde{N}(d u, d z) . \tag{72}
\end{align*}
$$

Taking expectation from both sides, we have

$$
\mathbb{E}\left(|X(t)-Y(t)|_{H}^{2-2 r}\right) \leqslant|x-y|_{H}^{2-2 r}+\int_{0}^{t} \widetilde{K}(1-r) \mathbb{E}\left(|X(u)-Y(u)|_{H}^{2-2 r}\right) d u ;
$$

we then use Gronwall's lemma and obtain

$$
\int_{0}^{t \wedge \tau_{n}} \mathbb{E}\left(|X(s)-Y(s)|_{H}^{2-2 r}\right) d s \leqslant e^{\tilde{K}(1-r) t}|x-y|_{H}^{2-2 r}
$$

Hence,

$$
\begin{aligned}
\int_{0}^{T \wedge \tau_{n}} \delta(1-r) \mathbb{E}\left(\frac{\left|\bar{B}^{-1}(X(t)-Y(t))\right|_{H}^{\lambda}}{\left.|X(t)-Y(t)|\right|_{H} ^{\varepsilon}}\right) d u & \leqslant \int_{0}^{T \wedge \tau_{n}} \widetilde{K}(1-r) e^{\widetilde{K}(1-r) t}|x-y|_{H}^{2-2 r} d t \\
& \leqslant e^{\widetilde{K}(1-r) t}|x-y|_{H}^{2-2 r},
\end{aligned}
$$

which leads

$$
\mathbb{E}\left[\int_{0}^{T \wedge \tau_{n}} \frac{\left|\bar{B}^{-1}(X(t)-Y(t))\right|_{H}^{\lambda}}{|X(t)-Y(t)| \lambda \varepsilon} d t\right] \leqslant \frac{e^{(1-r) \tilde{K} T}}{\delta(1-r)}|x-y|_{H}^{2-2 r} .
$$

Further, by Fatou's lemma, we get

$$
\begin{equation*}
\mathbb{E}\left[\int_{0}^{T \wedge \tau} \frac{\left|\bar{B}^{-1}(X(t)-Y(t))\right|_{H}^{\lambda}}{|X(t)-Y(t)|_{H}^{\lambda \epsilon}} d t\right] \leqslant \frac{e^{(1-r) \tilde{K} T}}{\delta(1-r)}|x-y|_{H}^{2-2 r} . \tag{73}
\end{equation*}
$$

Define

$$
\eta_{n}:=\inf \left\{t>0: \int_{0}^{t} \frac{\left|\bar{B}^{-1}(X(s)-Y(s))\right|_{H}^{\lambda}}{|X(s)-Y(s)| \lambda \varepsilon} d s \geqslant n\right\} .
$$

By (73), we get $\lim _{n \rightarrow \infty} \eta_{n} \geqslant T \wedge \tau$. Set

$$
\xi_{n}:=\eta_{n} \wedge \tau_{n} \wedge T
$$

Then, we have that $\lim _{n \rightarrow \infty} \xi_{n}=T \wedge \tau$.
Define

$$
\widetilde{W}(t):=W(t)+\int_{0}^{t \wedge \tau}|x-y|_{H}^{\alpha^{\prime}} \frac{[B(s, Y(s))]^{*}\left(B(s, Y(s))[B(s, Y(s))]^{*}\right)^{-1}(X(s)-Y(s))}{|X(s)-Y(s)|_{H}^{\varepsilon}} d s
$$

Thus, $\{\widetilde{W}(s)\}_{s \in\left[0, \xi_{n} \wedge t\right]}$ is a cylindrical Wiener process on $H$ under the probability measure $R_{t \wedge \xi_{n}} \mathbb{P}$. Define

$$
E^{-1}(t, v):=\left(B(t, v)[B(t, v)]^{*}\right)^{-1} B(t, v),
$$

and

$$
\begin{aligned}
R_{t}:=\exp \{-\mid & x-\left.y\right|_{H} ^{\alpha^{\prime}} \int_{0}^{t \wedge \tau}\left\langle\frac{(X(s)-Y(s))}{|X(s)-Y(s)|_{H}^{\varepsilon}}, E^{-1}(s, Y(s)) d W(s)\right\rangle_{H} \\
& \left.-\frac{|x-y|_{H}^{2 \alpha^{\prime}}}{2} \int_{0}^{t \wedge \tau} \frac{\left|E^{-1}(s, Y(s))(X(s)-Y(s))\right|_{H}^{2}}{|X(s)-Y(s)|_{H}^{2 \varepsilon}} d s\right\} .
\end{aligned}
$$

We will show that $\{\widetilde{W}(s)\}_{s \in[0, T]}$ is a cylindrical Wiener process on $H$ under $R_{T} \mathbb{P}$.
By (72) and the definition of $\widetilde{W}$, we obtain that for all $t<\tau_{n}$,

$$
\begin{align*}
& |X(t)-Y(t)|_{H}^{2-2 r}-|x-y|{ }_{H}^{2-2 r} \\
& \leqslant \int_{0}^{t}(1-r)\left[-\delta \cdot \frac{\left|\bar{B}^{-1}(X(u)-Y(u))\right|_{H}^{\lambda}}{|X(u)-Y(u)|_{H}^{\lambda}}+\widetilde{K}|X(u)-Y(u)|_{H}^{2-2 r}\right. \\
& \left.\quad-2|x-y|_{H}^{\alpha^{\prime}}|X(u)-Y(u)|_{H}^{2-2 r-\varepsilon}\right] d u \\
& \quad+2(1-r) \int_{0}^{t}\left\langle\frac{X(u)-Y(u)}{|X(u)-Y(u)|_{H}^{2 r}},[B(u, X(u))-B(u, Y(u))] d \widetilde{W}(u)\right\rangle_{H} \\
& \quad+2(1-r)|x-y|_{H}^{\alpha^{\prime}} \int_{0}^{t}\left\langle\frac{X(u)-Y(u)}{|X(u)-Y(u)|_{H}^{22}}, \frac{[B(u, X(u))-B(u, Y(u))] E^{-1}(u, Y(u))(X(u)-Y(u))}{|X(u)-Y(u)|_{H}^{\epsilon}}\right\rangle_{H} d u \\
& \left.\quad+\int_{0}^{t} \int_{\{|z|<1\}}|X(u)-Y(u)+G(u, X(u), z)-G(u, Y(u), z)|_{H}^{-2 r}-|X(u)-Y(u)|_{H}^{-2 r}\right] \tilde{N}(d u, d z) . \tag{74}
\end{align*}
$$

By Young's inequality and condition (i), we obtain that for $t<\tau$,

$$
\begin{aligned}
& \left.|2(1-r)| x-\left.y\right|_{H} ^{\alpha^{\prime}}\left\langle\frac{X(t)-Y(t)}{|X(t)-Y(t)|_{H}^{2 r}}, \frac{[B(t, X(t))-B(t, Y(t))] E^{-1}(s, Y(s))(X(s)-Y(s))}{|X(s)-Y(s)|_{H}^{\varepsilon}}\right\rangle_{H} \right\rvert\, \\
& \leqslant \\
& \leqslant 2(1-r)|x-y|_{H}^{\alpha^{\prime}} \cdot K_{2}\left(|X(t)-Y(t)|_{H}^{2} \wedge|X(t)-Y(t)|_{H}\right)|X(t)-Y(t)|_{H}^{-2 r-\varepsilon}\left|\bar{B}^{-1}[X(t)-Y(t)]\right|_{H} \\
& \leqslant \\
& \leqslant \frac{\lambda-1}{\lambda}\left(\delta^{-\frac{1}{\lambda}} 2^{1+\frac{1}{\lambda}}(1-r)^{1-\frac{1}{\lambda}}|x-y|_{H}^{\alpha^{\prime}} \cdot K_{2}\left(|X(t)-Y(t)|_{H}^{2-2 r} \wedge|X(t)-Y(t)|_{H}^{1-2 r}\right)\right)^{\frac{\lambda}{\lambda-1}} \\
& \quad+\frac{1}{\lambda}\left(\left[\frac{(1-r) \delta}{2}\right]^{\frac{1}{\lambda}} \frac{\left|\bar{B}^{-1}[X(t)-Y(t)]\right|_{H}}{|X(t)-Y(t)|_{H}^{\xi}}\right)^{\lambda} \\
& \leqslant \\
& \leqslant \frac{\lambda-1}{\lambda} \cdot 2^{\frac{\lambda+1}{\lambda-1}} \delta^{-\frac{1}{\lambda-1}}(1-r)|x-y|_{H}^{\frac{\alpha^{\prime}-\lambda}{\lambda-1}} K_{2}^{\frac{\lambda}{\lambda-1}}\left(|X(t)-Y(t)|_{H}^{\frac{\lambda(2-2 r)}{\lambda-1}} \wedge|X(t)-Y(t)|_{H}^{\frac{\lambda(1-2 r)}{\lambda-1}}\right) \\
& \\
& \quad+\frac{(1-r) \delta}{2 \lambda} \cdot \frac{\left|\bar{B}^{-1}[X(t)-Y(t)]\right|_{H}^{\lambda}}{|X(t)-Y(t)|_{H}^{\lambda \varepsilon}} .
\end{aligned}
$$

Since $|X(t)-Y(t)|_{H}^{\frac{\lambda(1-2 r)}{\lambda-1}} \leqslant|X(t)-Y(t)|_{H}^{2-2 r}$ if $|X(t)-Y(t)|_{H} \geqslant 1$ and $|X(t)-Y(t)|_{H}^{\frac{\lambda(2-2 r)}{\lambda-1}} \leqslant$ $|X(t)-Y(t)|_{H}^{2-2 r}$ if $|X(t)-Y(t)|_{H} \leqslant 1$, we get

$$
\begin{aligned}
& \left.|2(1-r)| x-\left.y\right|_{H} ^{\alpha^{\prime}}\left\langle\frac{X(t)-Y(t)}{|X(t)-Y(t)|_{H}^{2 r}}, \frac{[B(t, X(t))-B(t, Y(t))] E^{-1}(s, Y(s))(X(s)-Y(s))}{|X(s)-Y(s)|_{H}^{\varepsilon}}\right\rangle_{H} \right\rvert\, \\
& \leqslant\left. C_{\lambda, \delta, K_{2}}(1-r)|x-y|\right|_{H} ^{\frac{\alpha^{\lambda}-1}{-1}}|X(t)-Y(t)|_{H}^{2-2 r}+\frac{(1-r) \delta}{2} \cdot \frac{\left|\bar{B}^{-1}[X(t)-Y(t)]\right|_{H}^{\lambda}}{|X(t)-Y(t)|_{H}^{\mid \lambda_{E}}},
\end{aligned}
$$

where $C_{\lambda, \delta, K_{2}}$ depends only on $\delta, \lambda$ and $K_{2}$. Thus, for $t<\tau_{n}$, we have that

$$
\begin{aligned}
&|X(t)-Y(t)|_{H}^{2-2 r}-|x-y|_{H}^{2-2 r} \\
& \leqslant \int_{0}^{t}\left[-\frac{(1-r) \delta}{2} \frac{\left|\bar{B}^{-1}(X(u)-Y(u))\right|_{H}^{\lambda}}{|X(u)-Y(u)|_{H}^{\varepsilon \varepsilon}}+(1-r) \widetilde{K}|X(u)-Y(u)|_{H}^{2-2 r}\right. \\
&\left.+\left.C_{\lambda, \delta, K_{2}}(1-r)|x-y|\right|_{H} ^{\frac{\alpha^{\prime}-1}{-1}}|X(u)-Y(u)|^{2-2 r}\right] d u \\
&+2(1-r) \int_{0}^{t}\left\langle\frac{X(u)-Y(u)}{|X(u)-Y(u)|_{H}^{2 r}},[B(u, X(u))-B(u, Y(u))] d \widetilde{W}(u)\right\rangle_{H} \\
&+\int_{0}^{t} \int_{\{|z|<1\}}\left[|X(u)-Y(u)+G(u, X(u), z)-G(u, Y(u), z)|_{H}^{-2 r}\right. \\
&\left.\quad \quad-|X(u)-Y(u)|_{H}^{-2 r}\right] \tilde{N}(d u, d z) .
\end{aligned}
$$

By Gronwall's lemma, we get

$$
\begin{equation*}
\mathbb{E}_{R_{s \wedge \xi_{n} \mathbb{P}}}\left(\int_{0}^{s \wedge \eta_{n}} \frac{\mid \bar{B}^{-1}\left(X(t)-Y(t)| |_{H}^{\lambda}\right.}{|X(t)-Y(t)|_{H}^{\lambda \varepsilon}} d t\right) \leqslant \frac{2 \exp \left\{\left[C_{\lambda, \delta, K_{2}}|x-y|_{H}^{\frac{\alpha^{\prime} \lambda}{\lambda-1}}+\widetilde{K}\right](1-r) s\right\}}{(1-r) \delta}|x-y|_{H}^{2-2 r} . \tag{75}
\end{equation*}
$$

By the definition of $\widetilde{W}$ and (75), we get

$$
\begin{align*}
& \sup _{s \in[0, T], n \in \mathbb{N}} \mathbb{E}\left[R_{s \wedge \xi_{n}} \log \left(R_{s \wedge \xi_{n}}\right)\right] \\
& =\sup _{s \in[0, T], n \in \mathbb{N}} \mathbb{E}_{R_{s \wedge} \wedge \xi_{n} \mathbb{P}}\left[|x-y|_{H}^{\alpha^{\prime}} \int_{0}^{s \wedge \xi_{n}}\left\langle\frac{E^{-1}(t, Y(t))(X(t)-Y(t))}{|X(t)-Y(t)|_{H}^{\mid}}, d W(t)\right\rangle_{H}\right. \\
& \\
& \left.\quad-\frac{|x-y|_{H}^{2 \alpha^{\prime}}}{2} \int_{0}^{s \wedge \xi_{n}} \frac{\left|E^{-1}(t, Y(t))(X(t)-Y(t))\right|_{H}^{2}}{|X(t)-Y(t)|_{H}^{2 \varepsilon}} d t\right] \\
& =\sup _{s \in[0, T], n \in \mathbb{N}} \frac{|x-y|_{H}^{2 \alpha^{\prime}}}{2} \mathbb{E}_{R_{s} \wedge \xi_{n} \mathbb{P}}\left[\int_{0}^{s \wedge \xi_{n}} \frac{\left|E^{-1}(t, Y(t))(X(t)-Y(t))\right|_{H}^{2}}{|X(t)-Y(t)|_{H}^{2 \varepsilon}} d t\right] \\
& \leqslant \sup _{s \in[0, T], n \in \mathbb{N}} \frac{|x-y|_{H}^{2 \alpha^{\prime}}}{2} \mathbb{E}_{R_{s \wedge \wedge \xi_{n}} \mathbb{P}}\left[\left(\int_{0}^{s \wedge \xi_{n}} \frac{\left|E^{-1}(t, Y(t))(X(t)-Y(t))\right|_{H}^{\lambda}}{|X(t)-Y(t)|_{H}^{\lambda \varepsilon}} d t\right)^{\frac{2}{\lambda}} T^{\frac{\lambda-2}{\lambda}}\right]  \tag{76}\\
& \leqslant\left(\frac{T}{2}\right)^{\frac{\lambda-2}{\lambda}} \cdot \frac{\exp \left\{\left[C_{\lambda, \delta, K_{2}}|x-y|_{H}^{\frac{\alpha^{\prime} \lambda}{\lambda-1}}+\widetilde{K}\right](1-r) \frac{2 T}{\lambda}\right\}}{[(1-r) \delta]^{\frac{2}{\lambda}}} \cdot|x-y|_{H}^{\frac{4(1-r)}{\lambda}+2 \alpha^{\prime}} \\
& <\infty .
\end{align*}
$$

Then $\left\{R_{s \wedge \xi_{n}}\right\}_{s \in[0, T], n \in \mathbb{N}}$ and thus $\left\{R_{s}\right\}_{s \in[0, T]}$ is uniform integrable. Hence, $\{\widetilde{W}(t)\}_{t \in[0, T]}$ is a cylindrical Wiener process under $R_{T} \mathbb{P}$. Moreover, $\{Y(t)\}_{t \geqslant 0}$ satisfies

$$
d Y(t)=A(t, Y(t)) d t+B(t, Y(t)) d \widetilde{W}(t)+\int_{\{|z|<1\}} G(t, Y(t), z) \widetilde{N}(d t, d z)
$$

with $Y(0)=y$. This implies that $\{Y(t)\}_{t \geqslant 0}$ is also a solution to (62) with $J \equiv 0$.
We now show that $P_{s, t} f$ is $\frac{\lambda+2-\alpha}{2 \lambda}$-Hölder continuous for any $f \in B_{b}(H)$. To simplify notation, we only give the proof for the case that $s=0$. The proof for the case that $s>0$ is completely similar.

Let $f \in B_{b}(H), 0 \leqslant t \leqslant T$ and $x, y \in H$. We have

$$
\begin{align*}
\left|P_{0, t} f(x)-P_{0, t} f(y)\right| & =\left|\mathbb{E}\left[f(X(t))-R_{t} f(Y(t))\right]\right| \\
& \leqslant\left|\mathbb{E}\left[f(Y(t))-R_{t} f(Y(t))\right]\right|+\left|\mathbb{E}\left\{[f(X(t))-f(Y(t))] 1_{\{\tau \geqslant t\}}\right\}\right| \\
& \leqslant|f|_{L^{\infty}}\left\{\mathbb{E}\left[\left|1-R_{t}\right|\right]+2 \mathbb{P}(\tau \geqslant t)\right\} . \tag{77}
\end{align*}
$$

By (73), (76) and the inequality

$$
\left|1-e^{x}\right| \leqslant x e^{x}+2|x|, \quad x \in \mathbb{R}
$$

there exists $C_{r, \tilde{K}, T, \delta, \lambda, K_{2}}^{\prime}>0$ such that if $|x-y|_{H} \leqslant 1$,

$$
\begin{align*}
\mathbb{E}\left[\left|1-R_{t}\right|\right] & \leqslant \mathbb{E}\left[R_{t} \log R_{t}\right]+2 \mathbb{E}\left[\left|\log R_{t}\right|\right] \\
& \leqslant C_{r, \tilde{K}, T, \delta, \lambda, K_{2}}^{\prime}\left[\left.|x-y|\right|_{H} ^{\frac{2(1-r)}{\lambda}+\alpha^{\prime}}+|x-y|_{H}^{\frac{4(1-r)}{\lambda}+2 \alpha^{\prime}}\right] \tag{78}
\end{align*}
$$

Next, we estimate $\mathbb{P}(\tau \geqslant t)$. Similar to (74), we can show that for $s<\tau_{n}$,

$$
\begin{aligned}
&|X(s)-Y(s)|_{H}^{\varepsilon}-|x-y|_{H}^{\varepsilon} \\
& \leqslant \frac{\widetilde{K} \varepsilon}{2} \int_{0}^{s}|X(u)-Y(u)|_{H}^{\varepsilon} d u-\varepsilon s|x-y|_{H}^{\alpha^{\prime}} \\
&+\int_{0}^{s} 2|X(u)-Y(u)|_{H}^{\varepsilon-2}\langle X(u)-Y(u),[B(u, X(u))-B(u, Y(u))] d W(u)\rangle_{H} \\
&+\int_{0}^{s} \int_{\{|z|<1\}}\left[|X(u)-Y(u)+G(u, X(u), z)-G(u, Y(u), z)|_{H}^{\varepsilon}\right. \\
&\left.\quad \quad-|X(u)-Y(u)|_{H}^{\varepsilon}\right] \tilde{N}(d u, d z)
\end{aligned}
$$

which implies that

$$
\begin{align*}
\mathbb{E}\left[\left|X\left(s \wedge \tau_{n}\right)-Y\left(s \wedge \tau_{n}\right)\right|_{H}^{\varepsilon}\right] \leqslant & |x-y|_{H}^{\varepsilon}+\int_{0}^{s} \frac{\widetilde{K} \varepsilon}{2} \mathbb{E}\left[|X(u)-Y(u)|_{H}^{\varepsilon}\right] d u \\
& -\varepsilon|x-y|_{H}^{\alpha^{\prime}} \mathbb{E}\left[s \wedge \tau_{n}\right] \\
= & |x-y|_{H}^{\varepsilon}+\int_{0}^{s} \frac{\widetilde{K} \varepsilon}{2} \mathbb{E}\left[\left|X\left(u \wedge \tau_{n}\right)-Y\left(u \wedge \tau_{n}\right)\right|_{H}^{\varepsilon}\right] d u \\
& -\varepsilon|x-y|_{H}^{\alpha^{\prime}} \mathbb{E}\left[s \wedge \tau_{n}\right] . \tag{79}
\end{align*}
$$

By Gronwall's lemma, we get

$$
\mathbb{E}\left[\left|X\left(s \wedge \tau_{n}\right)-Y\left(s \wedge \tau_{n}\right)\right|_{H}^{\varepsilon}\right] \leqslant e^{s \tilde{K} \varepsilon / 2}|x-y|_{H}^{\varepsilon} .
$$

Then,

$$
\int_{0}^{t} \mathbb{E}\left[\left|X\left(s \wedge \tau_{n}\right)-Y\left(s \wedge \tau_{n}\right)\right|_{H}^{\varepsilon}\right] d s \leqslant \frac{2}{\widetilde{K} \varepsilon}\left(e^{t \tilde{K} \varepsilon / 2}-1\right)|x-y|_{H}^{\varepsilon},
$$

which together with (79) implies that

$$
\mathbb{E}\left[t \wedge \tau_{n}\right] \leqslant \varepsilon^{-1}\left(e^{t \tilde{K} \varepsilon / 2}\right)|x-y|_{H}^{\varepsilon-\alpha^{\prime}} .
$$

Thus, we have that

$$
\begin{equation*}
\mathbb{P}(\tau>t) \leqslant \liminf _{n \rightarrow \infty} \mathbb{P}\left(\tau_{n} \geqslant t\right) \leqslant \liminf _{n \rightarrow \infty} \frac{\mathbb{E}\left[t \wedge \tau_{n}\right]}{t} \leqslant \frac{e^{t \tilde{K} \varepsilon / 2}}{t \varepsilon}|x-y|_{H}^{\varepsilon-\alpha^{\prime}} . \tag{80}
\end{equation*}
$$

Now we can choose

$$
\alpha^{\prime}:=\frac{\lambda+2-\alpha}{2 \lambda} .
$$

Therefore, by (77), (78) and (80), we obtain that for any $x, y \in H$ with $|x-y|_{H}<1$,

$$
\begin{aligned}
& \left|P_{0, t} f(x)-P_{0, t} f(y)\right| \\
\leqslant & |f|_{L^{\infty}}\left\{C_{r, \tilde{K}, T, \delta, \lambda, K_{2}}^{\prime}\left[|x-y|_{H}^{\frac{2(1-r)}{\lambda}+\alpha^{\prime}}+|x-y|_{H}^{\frac{4(1-r)}{\lambda}+2 \alpha^{\prime}}\right]+\frac{2 e^{t \tilde{K} \varepsilon / 2}}{t \varepsilon}|x-y|_{H}^{\varepsilon-\alpha^{\prime}}\right\} \\
\leqslant & 2\left[C_{r, \tilde{K}, T, \delta, \lambda, K_{2}, \varepsilon}^{\prime}+\frac{e^{t \tilde{K} \varepsilon / 2}}{t \varepsilon}\right]|f|_{L^{\infty}}|x-y|_{H}^{\frac{\lambda+2-\alpha}{2 \lambda}} .
\end{aligned}
$$

Proof of Theorem 9.2.1.
We first consider the case that $J \equiv 0$. For $R>0$, define

$$
B_{R}(t, v):= \begin{cases}B(t, v) & \text { if }|v|_{H} \leqslant R, \\ B\left(t, \frac{R v}{|v|_{H}}\right) & \text { if }|v|_{H}>R .\end{cases}
$$

Denote by $X(s, w ; t)$ the solution to (62) with $X(s)=w, w \in H$ for fixed $i \in \mathbb{N}$. Suppose $|w|_{H}<R$. Define

$$
\tau_{R}^{w}:=\inf \left\{t>s:|X(s, w ; t)|_{H} \geqslant R\right\} .
$$

Let $\left\{X_{R}(s, w ; t)\right\}$ be the unique solution to the SPDE:

$$
d X_{R}(t)=A\left(t, X_{R}(t)\right) d t+B_{R}\left(t, X_{R}(t)\right) d W(t)+\int_{\{|z|<1\}} G\left(t, X_{R}(t), z\right) \tilde{N}(d t, d z)
$$

with $X(s)=w$. Denote by $\left\{P_{s, t}^{R}\right\}$ the transition semigroup of $\left\{X_{R}(s, w ; t)\right\}$. Suppose $x, y \in H$ with $|x|_{H},|y|_{H}<R$. By the uniqueness of solutions, we find that $X(s, x ; t)=$ $X_{R}(s, x ; t)$ and $X(s, y ; t)=X_{R}(s, y ; t)$ for all $t<\tau_{R}^{x} \wedge \tau_{R}^{y}$. Let $R>n_{0}$, where $n_{0}$ is given
in condition (M). By conditions (N), (LipB), (M) and replacing $\delta_{n}, \widetilde{K}_{n}, \bar{B}_{n}$ with $\delta_{n_{0}}, K_{\widetilde{n_{0}}}$, $B_{n_{0}}$, respectively, we can apply Lemma 9.2.2 to show that $\left\{P_{s, t}^{R}\right\}$ is strong Feller.

Let $f \in B_{b}(H)$. We have

$$
\begin{align*}
& \left|P_{s, t} f(x)-P_{s, t} f(y)\right| \\
& \leqslant\left|\mathbb{E}\left[\{f(X(s, x ; t))-f(X(s, y ; t))\} 1_{\left\{\tau_{R}^{x} \wedge \tau_{R}^{y}>t\right\}}\right]\right|+2|f|_{L^{\infty}}\left[\mathbb{P}\left(\tau_{R}^{x} \leqslant t\right)+\mathbb{P}\left(\tau_{R}^{y} \leqslant t\right)\right] \\
& =\left|\mathbb{E}\left[\left\{f\left(X_{R}(s, x ; t)\right)-f\left(X_{R}(s, y ; t)\right)\right\} 1_{\left\{\tau_{R}^{x} \wedge \tau_{R}^{y}>t\right\}}\right]\right|+2|f|_{L^{\infty}}\left[\mathbb{P}\left(\tau_{R}^{x} \leqslant t\right)+\mathbb{P}\left(\tau_{R}^{y} \leqslant t\right)\right] \\
& \leqslant\left|P_{s, t}^{R} f(x)-P_{s, t}^{R} f(y)\right|+2|f|_{L^{\infty}}\left[\mathbb{P}\left(\tau_{R}^{x} \leqslant t\right)+\mathbb{P}\left(\tau_{R}^{y} \leqslant t\right)\right] . \tag{81}
\end{align*}
$$

By Theorem 7.2.9, we get

$$
\begin{aligned}
&|X(s, x ; t)|_{H}^{2}-|x|_{H}^{2} \\
&= \int_{s}^{t}\left[2\langle A(u, X(s, x ; u)), X(s, x ; u)\rangle+\|B(u, X(s, x ; u))\|_{L_{2}(H)}^{2}\right. \\
&\left.+\int_{\{|z|<1\}}|G(u, X(s, x ; u), z)|_{H}^{2} \nu(d z)\right] d u+\int_{s}^{t} 2\langle B(u, X(s, x ; u)), d W(u)\rangle_{H} \\
&+\int_{s}^{t} \int_{\{|z|<1\}}\left[|X(s, x ; u)+G(u, X(s, x ; u), z)|_{H}^{2}-|X(s, x ; u)|_{H}^{2}\right] \widetilde{N}(d u, d z) \\
& \leqslant t \sup _{u \in[0, t]}|C(u)|+\int_{s}^{t}\left(-\theta|X(s, x ; u)|_{V}^{\alpha}+c|X(s, x ; u)|_{H}^{2}\right) d u \\
&+\int_{s}^{t} 2\langle B(u, X(s, x ; u)), d W(u)\rangle_{H} \\
&+\int_{s}^{t} \int_{\{|z|<1\}}\left[|X(s, x ; u)+G(u, X(s, x ; u), z)|_{H}^{2}-|X(s, x ; u)|_{H}^{2}\right] \tilde{N}(d u, d z) .
\end{aligned}
$$

Then, by Gronwall's lemma, we obtain that

$$
\mathbb{E}\left[|X(s, x ; t)|_{H}^{2}\right] \leqslant\left(\sup _{u \in[0, t]}|C(u)|+|x|_{H}^{2}\right) c e^{c(t-s)},
$$

and also

$$
\int_{s}^{t} \mathbb{E}\left[|X(s, x ; u)|_{V}^{\alpha}\right] d u \leqslant \frac{\sup _{u \in[0, t]}|C(u)|+|x|_{H}^{2}}{\theta} \cdot e^{c(t-s)}+\frac{\sup _{u \in[0, t]}|C(u)|}{\theta} \cdot(t-s)
$$

By the Burkholder-Davis-Gundy inequality, there exists $C^{\prime}>0$ such that

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{s \leqslant u \leqslant t}|X(s, x ; u)|_{H}^{2}\right] \\
& \leqslant C^{\prime} \mathbb{E}\left[\int_{s}^{t}\left\{\|B(t, X(s, x ; u))\|_{L_{2}(H)}^{2}+\int_{\{|z|<1\}}|G(t, X(s, x ; u), z)|_{H}^{2} \nu(d z)\right\} d u\right] \\
& \leqslant C^{\prime} \mathbb{E}\left[\int_{s}^{t}\left\{\sup _{u \in[0, t]}|C(u)|+\gamma|X(s, x ; u)|_{V}^{\alpha}+c|X(s, x ; u)|_{H}^{2}\right\} d u\right] \\
& \leqslant \frac{C^{\prime}\left(\sup _{u \in[0, t]}|C(u)|+|x|_{H}^{2}\right)}{\theta} \cdot\left[(\gamma+\theta)(t-s)+(\gamma+c \theta) e^{c(t-s)}\right]
\end{aligned}
$$

which implies that

$$
\begin{aligned}
\mathbb{P}\left(\tau_{R}^{x} \leqslant t\right) & \leqslant \mathbb{P}\left(\sup _{u \in[s, t]}|X(s, x ; u)|_{H} \geqslant R\right) \\
& \leqslant \frac{\mathbb{E}\left[\sup _{u \in[s, t]}|X(s, x ; u)|_{H}^{2}\right]}{R^{2}} \\
& \leqslant \frac{C^{\prime}\left(\sup _{u \in[0, t]}|C(u)|+|x|_{H}^{2}\right)}{\theta R^{2}} \cdot\left[(\gamma+\theta)(t-s)+(\gamma+c \theta) e^{c(t-s)}\right] .
\end{aligned}
$$

Hence for $l \in\left(0, R-|x|_{H}\right)$, we have that

$$
\begin{align*}
& \left\{\sup _{\left\{w \in H:|w-x|_{H} \leqslant l\right\}} \mathbb{P}\left(\tau_{R}^{w} \leqslant t\right)\right. \\
& \leqslant \frac{C^{\prime}\left(\sup _{u \in[0, t]}|C(u)|+\left[|x|_{H}+l\right]^{2}\right)}{\theta R^{2}} \cdot\left[(\gamma+\theta)(t-s)+(\gamma+c \theta) e^{c(t-s)}\right] . \tag{82}
\end{align*}
$$

Therefore, $P_{s, t} f$ is continuous at $x$ by (81) and (82). Since $x \in H$ is arbitrary, the proof for the case that $J \equiv 0$ is complete.

We now consider the case that $J \not \equiv 0$. Let $\{X(t)\}_{t \geqslant 0}$ be the unique solution to the SPDE (62) with arbitrary $J$. Let $\{Z(t)\}_{t \geqslant 0}$ be the unique solution to the SPDE (62) with $J \equiv 0$.

Denote by $P^{Z}(s, x ; t, \mathcal{X})$ the transition semigroup of $\{Z(t)\}_{t \geqslant 0}$, where $x \in H, \mathcal{X} \in \mathscr{B}(H)$ and $0 \leqslant s<t<\infty$. Define $\zeta_{1}:=\inf \{u>s: N([s, u],\{|z| \geqslant 1\})=1\}$, which is the first jump time of $u \mapsto N([s, u],\{|z| \geqslant 1\})$ after time $s$. Then, by conditioning on $\zeta_{1}$, we get

$$
\begin{aligned}
& P^{X}(s, x ; t, \mathcal{X}) \\
& \quad=e^{-\nu(\{|z| \geqslant 1\})(t-s)} P^{Z}(s, x ; t, \mathcal{X}) \\
& \quad+\int_{s}^{t} \int_{\left\{\left|x_{2}\right| \geqslant 1\right\}} \int_{H} e^{-\nu(\{|z| \geqslant 1\})\left(t_{1}-s\right)} P^{X}\left(t_{1}, x_{1}+J\left(t_{1}, x_{1}, x_{2}\right) ; t, \mathcal{X}\right) P^{Z}\left(s, x ; t_{1}, d x_{1}\right) \nu\left(d x_{2}\right) d t_{1} .
\end{aligned}
$$

Repeating this procedure, we get

$$
\begin{equation*}
P^{X}(s, x ; t, \mathcal{X})=e^{-\nu(\{|z| \geqslant 1\})(t-s)}\left[P^{Z}(s, x ; t, \mathcal{X})+\sum_{k=1}^{\infty} \Psi_{k}\right], \tag{83}
\end{equation*}
$$

where

$$
\begin{gathered}
\Psi_{k}=\int_{\substack{s<t_{1}<\cdots<t_{<t}<t\\
}} \cdots \int_{\left\{\left|x_{2}\right| \geqslant 1\right\}} \cdots \int_{\left\{\left|x_{2 k}\right| \geqslant 1\right\}} \int_{H^{n}} P^{Z}\left(s, x ; t_{1}, d x_{1}\right) P^{Z}\left(t_{1}, x_{1}+J\left(t_{1}, x_{1}, x_{2}\right) ; t_{2}, d x_{3}\right) \\
\left.\times x_{2 k-1}+J\left(t_{k}, x_{2 k-1}, x_{2 k}\right) ; t, \mathcal{X}\right) \nu\left(d x_{2}\right) \nu\left(d x_{4}\right) \cdots \nu\left(d x_{2 k}\right) d t_{1} d t_{2} \cdots d t_{k} .
\end{gathered}
$$

Since we have shown that the transition semigroup of $\{Z(t)\}_{t \geqslant 0}$ is strong Feller, $P^{Z}(s, x ; t, \mathcal{X})$ and $\Psi_{k}, k \in \mathbb{N}$, are all continuous with respect to $x$. Then, by (83), we conclude that $P^{X}(s, x ; t, \mathcal{X})$ is lower semi-continuous with respect to $x$. Therefore, the transition semigroup $\left\{P_{s, t}\right\}$ is strong Feller by [87, Proposition 6.1.1].

### 9.2.2 With regime-switching

Proof of Theorem 8.0.2.
Denote the transition probability function of $(X(t), \Lambda(t))$ by $\{P(s,(x, i), t, B \times\{j\}): 0 \leqslant$
$s<t,(x, i) \in H \times \mathbb{N}, B \in \mathscr{B}(H), j \in \mathbb{N}\}$. For $i \in \mathbb{N}$ and $g \in C^{1,2}([0, \infty) \times H ; \mathbb{R})$, define

$$
\begin{align*}
\mathscr{L}_{i} g(t, x):= & g_{t}(t, x)+\left\langle A(t, x, i), g_{x}(t, x)\right\rangle+\frac{1}{2} \operatorname{trace}\left(B^{T}(t, x, i) g_{x x}(t, x) B(t, x, i)\right) \\
& +\int_{\{|z|<1\}}\left[g(t, x+G(t, x, i, z))-g(t, x)-\left\langle g_{x}(t, x), G(t, x, i, z)\right\rangle\right] \nu(\mathrm{d} z) \\
& +\int_{\{|z| \geqslant 1\}}[g(t, x+J(t, x, i, z))-g(t, x)] \nu(\mathrm{d} z) . \tag{84}
\end{align*}
$$

For $(x, i) \in H \times \mathbb{N}$, let $X^{(i)}(t)$ be defined by (68). We also define $\widetilde{X^{(i)}}(t)$ to be the killing process with generator $\mathscr{L}_{i}+q_{i i}$. Then, for $f \in B_{b}(H)$,

$$
\mathbb{E}\left[f\left(\widetilde{X^{(i)}}(t)\right)\right]=\mathbb{E}\left[f\left(X^{(i)}(t)\right) \exp \left\{\int_{0}^{t} q_{i i}\left(X^{(i)}(u)\right) d u\right\}\right]
$$

Let $\widetilde{P^{(i)}}(s, x ; \cdot)$ be the transition probability function of $\widetilde{X^{(i)}}(t)$. Then, for $0 \leqslant s<t$, $B \in \mathscr{B}(H)$ and $j \in \mathbb{N}$, we have

$$
\begin{aligned}
& P(s,(x, i) ; t, B \times\{j\}) \\
= & \delta_{i j} \widetilde{P^{(i)}}(s, x ; t, B) \\
& +\int_{s}^{t} \int_{H} P\left(t^{\prime},\left(x^{\prime}, j^{\prime}\right), t, B \times\{j\}\right)\left(\sum_{j^{\prime} \in \mathbb{N} \backslash\{i\}} q_{i j^{\prime}}\left(x^{\prime}\right)\right) \widetilde{P^{(i)}}\left(s, x ; t^{\prime}, d x^{\prime}\right) d t^{\prime} .
\end{aligned}
$$

Repeating this procedure, we get

$$
P(s,(x, i) ; t, B \times\{j\})=\delta_{i j} \widetilde{P^{(i)}}(s, x ; t, B)+\sum_{k=1}^{n} \Psi_{k}+U_{n},
$$

where

$$
\begin{aligned}
\Psi_{k}=\int & \cdots \int_{s<t_{1}<\cdots<t_{k}<t} \sum_{j_{0}, \ldots, j_{k}} \int_{H^{k}} q_{j_{k-1}, j_{k}}\left(x_{k}\right) \widetilde{P^{\left(j_{k}\right)}}\left(t_{k}, x_{k} ; t, B\right) \\
& \times q_{j_{k-2}, j_{k-1}}\left(x_{k-1}\right) P^{\left.P_{k-1}\right)}\left(t_{k-1}, x_{k-1} ; t_{k}, d x_{k}\right) \cdots q_{i, j_{1}}\left(x_{1}\right) \widetilde{P^{\left(j_{1}\right)}}\left(t_{1}, x_{1} ; t_{2}, d x_{2}\right) \\
& \times \widetilde{P^{(i)}}\left(s, x ; t_{1}, d x_{1}\right) d t_{1} \cdots d t_{k}
\end{aligned}
$$

and the sum is over

$$
\begin{gathered}
j_{0}=i, j_{\ell} \in \mathbb{N} \backslash\left\{j_{\ell-1}\right\} \text { for } \ell \in\{1, \ldots, k-1\}, j_{k}=j ; \\
U_{n}=\int \cdots \int_{s<t_{1}<\cdots<t_{n+1}<t} \sum_{j_{0}, \ldots, j_{n+1}} \int_{H^{n+1}} q_{j_{n}, j_{n+1}}\left(x_{n+1}\right) P\left(t_{n+1}, x_{n+1} ; t, B \times\{j\}\right) \\
\times q_{j_{n-1}, j_{n}}\left(x_{n}\right) \widetilde{P^{\left(j_{n}\right)}}\left(t_{n}, x_{n} ; t, B\right) \cdots q_{i, j_{1}}\left(x_{1}\right) \widetilde{P^{\left(j_{1}\right)}}\left(t_{1}, x_{1} ; t_{2}, d x_{2}\right) \\
\times \widetilde{P^{(i)}}\left(s, x ; t_{1}, d x_{1}\right) d t_{1} \cdots d t_{n+1}
\end{gathered}
$$

and the sum is over

$$
j_{0}=i, j_{\ell} \in \mathbb{N} \backslash\left\{j_{\ell-1}\right\} \text { for } \ell \in\{1, \ldots, n+1\}
$$

By condition (Q0), we find that $U_{n} \leqslant \frac{[(t-s) L]^{n+1}}{(n+1)!}$. Letting $n \rightarrow \infty$, we get

$$
\begin{equation*}
P(s,(x, i) ; t, B \times\{j\})=\delta_{i j} \widetilde{P^{(i)}}(s, x ; t, B)+\sum_{k=1}^{\infty} \Psi_{k} \tag{85}
\end{equation*}
$$

By Theorem 9.2.1, we know that the transition semigroup of $X^{(i)}(t)$ is strong Feller. Then, following the argument of [119, Lemma 4.5], we can show that the semigroup of $\widetilde{X^{(i)}}(t)$ is also strong Feller. Thus, we conclude that $\widetilde{P^{(i)}}(s, x ; t, B)$ and $\Psi_{k}$ for $k \in \mathbb{N}$ are all continuous with respect to $x$. Using the fact that $\mathbb{N}$ is equipped with a discrete metric, we conclude that $P(s,(x, i) ; t, B \times\{j\})$ is lower semi-continuous with respect to $(x, i)$. Therefore, the transition semigroup $\left\{P_{s, t}\right\}$ of $(X(t), \Lambda(t))$ is strong Feller by [87, Proposition 6.1.1].

### 9.3 Proof of Theorem 8.0.3

First, we consider the case that $i \in \mathbb{N}$ is fixed. To simplify notation, we drop the dependence on $i$. Define the first jump time of $\{X(t)\}_{t \geqslant 0}$ by

$$
\zeta_{1}:=\inf \{t>0: N([0, t],\{|z| \geqslant 1\})=1\}
$$

which is exponentially distributed with rate $\nu(\{|z| \geqslant 1\})$. Let $\{X(t)\}_{t \geqslant 0}$ be the unique solution to the $\operatorname{SPDE}$ (62) with arbitrary $J$. Let $\{Z(t)\}_{t \geqslant 0}$ be the unique solution to the SPDE (62) with $J \equiv 0$. We have that $Z(t)=X(t)$ for $t<\zeta_{1}$. Hence, to obtain the irreducibility of $\left\{P_{s, t}\right\}$, we may assume without loss of generality that $J \equiv 0$.

Denote by $\left\{X^{x}(t)\right\}_{t \geqslant 0}$ the solution to Equation (62) with $X(0)=x, x \in H$. Let $T, M, R>0, t_{1} \in(0, T), y(0) \in D\left(A_{H}\right)$ and $\{y(t)\}_{t \in[0, T]}$ be the solution to the following equation:

$$
\begin{align*}
d y(t) & =A(t, y(t)) d t-\frac{M}{T-t_{1}}(y(t)-y(0)) d t, \quad t>t_{1} \\
y(t) & =X^{x}\left(t_{1}\right) 1_{\left\{\left|X^{x}\left(t_{1}\right)\right|_{H} \leqslant R\right\}}, \quad t \leqslant t_{1} \tag{86}
\end{align*}
$$

Lemma 9.3.1. Let $m:=2 M-(K+\rho(y(0))+1) T>0$. Then,

$$
\begin{align*}
& |y(t)-y(0)|_{H}^{2} \leqslant e^{-\frac{m\left(t-t_{1}\right)}{T-t_{1}}}\left(R+|y(0)|_{H}\right)^{2}+\int_{t_{1}}^{t} e^{-\frac{m(t-s)}{T-t_{1}}}|A(s, y(0))|_{H}^{2} d s, \quad t \in\left[t_{1}, T\right]  \tag{87}\\
& \int_{t_{1}}^{T}|y(t)-y(0)|_{H}^{2} d t \leqslant \frac{T-t_{1}}{m}\left[\left(R+|y(0)|_{H}\right)^{2}+\int_{t_{1}}^{T}|A(s, y(0))|_{H}^{2} d s\right] \tag{88}
\end{align*}
$$

and there exists $\vartheta>0$, which is independent of $t_{1}$, such that

$$
\begin{equation*}
\int_{t_{1}}^{T} \rho(y(s)) d s \leqslant \vartheta\left(T-t_{1}\right)^{\frac{\alpha-\alpha^{\prime}}{\alpha}} \tag{89}
\end{equation*}
$$

Proof of Lemma 9.3.1.
By (LM) and Theorem 7.2.9, we get

$$
\begin{aligned}
&|y(t)-y(0)|_{H}^{2} \\
&= \int_{t_{1}}^{t} 2\langle A(u, y(u))-A(u, y(0)), y(u)-y(0)\rangle d u-\frac{2 M}{T-t_{1}} \int_{t_{1}}^{t}|y(u)-y(0)|_{H}^{2} d u \\
&+\int_{t_{1}}^{t} 2\langle A(u, y(0)), y(t)-y(0)\rangle d u \\
& \leqslant\left(K+\rho(y(0))+1-\frac{2 M}{T-t_{1}}\right) \int_{t_{1}}^{t}|y(u)-y(0)|_{H}^{2} d u+\int_{t_{1}}^{t}|A(u, y(0))|_{H}^{2} d u \\
& \leqslant-\frac{m}{T-t_{1}} \int_{t_{1}}^{t}|y(u)-y(0)|_{H}^{2} d u+\int_{t_{1}}^{t}|A(u, y(0))|_{H}^{2} d u
\end{aligned}
$$

Then, by Gronwall's lemma, we get

$$
|y(t)-y(0)|_{H}^{2} \leqslant e^{-\frac{m\left(t-t_{1}\right)}{T-t_{1}}}\left(R+|y(0)|_{H}\right)^{2}+\int_{t_{1}}^{t} e^{-\frac{m(t-s)}{T-t_{1}}}\left|A\left(s, y_{0}\right)\right|_{H}^{2} d s
$$

Hence (87) and (88) hold.
By (C) and Theorem 7.2.9, we get

$$
\begin{aligned}
|y(t)|_{H}^{2}-\left|y\left(t_{1}\right)\right|_{H}^{2} & =\int_{t_{1}}^{t}\left[2\langle A(u, y(u)), y(u)\rangle-\frac{2 M}{T-t_{1}}\langle y(u)-y(0), y(u)\rangle_{H}\right] d u \\
& \leqslant \int_{t_{1}}^{t}\left[C(u)-\theta|y(u)|_{V}^{\alpha}+c|y(u)|_{H}^{2}-\frac{2 M}{T-t_{1}}\langle y(u)-y(0), y(u)\rangle_{H}\right] d u
\end{aligned}
$$

Let $p \geqslant 2$. We have

$$
\begin{aligned}
& |y(t)|_{H}^{p}-\left|y\left(t_{1}\right)\right|_{H}^{p} \\
& \leqslant \int_{t_{1}}^{t}\left[\frac{p \sup _{v \in[0, u]}|C(v)|}{2}|y(u)|_{H}^{p-2}-\frac{\theta p}{2}|y(u)|_{H}^{p-2}|y(u)|_{V}^{\alpha}+\frac{c p}{2}|y(u)|_{H}^{p}\right. \\
& \left.\quad-\frac{p M}{T-t_{1}}|y(u)|_{H}^{p-2}\langle y(u)-y(0), y(u)\rangle_{H}\right] d u \\
& \leqslant \\
& \quad \int_{t_{1}}^{t}\left[\frac{(p-2) \sup _{v \in[0, u]}|C(v)|+c p}{2}|y(u)|_{H}^{p}+\sup _{v \in[0, u]}|C(v)|-\frac{\theta p}{2}|y(u)|_{H}^{p-2}|y(u)|_{V}^{\alpha}\right. \\
& \left.\quad+\frac{p M}{T-t_{1}}|y(0)|_{H}|y(u)|_{H}^{p-1}-\frac{p M}{T-t_{1}}|y(u)|_{H}^{p}\right] d u .
\end{aligned}
$$

Set

$$
\widehat{c}=\frac{(p-2) \sup _{u \in[0, t]}|C(u)|+c p}{2}
$$

Then, for $t \in\left[t_{1}, T\right]$, we have

$$
\begin{align*}
& e^{-\hat{c} t}|y(t)|_{H}^{p}+\frac{\theta p}{2} \int_{t_{1}}^{t} e^{-\hat{c} s}|y(s)|_{H}^{p-2}|y(s)|_{V}^{\alpha} d s+\frac{p M}{T-t_{1}} \int_{t_{1}}^{t} e^{-\hat{c} s}|y(s)|_{H}^{p} d s \\
& \leqslant e^{-\widehat{c} t_{1}}\left|y\left(t_{1}\right)\right|_{H}^{p}+\frac{p M}{T-t_{1}}|y(0)|_{H} \int_{t_{1}}^{t} e^{-\widehat{c} s}|y(s)|_{H}^{p-1} d s+\frac{\left(1-e^{-\hat{c}\left(t-t_{1}\right)}\right) \sup _{u \in[0, t]}|C(u)|}{\widehat{c} e^{\hat{c} t_{1}}} \tag{90}
\end{align*}
$$

which implies that

$$
\begin{aligned}
& \frac{p M}{T-t_{1}} \int_{t_{1}}^{t} e^{-\hat{c} s}|y(s)|_{H}^{p} d s \\
\leqslant & e^{-\hat{c} t_{1}}\left|y\left(t_{1}\right)\right|_{H}^{p}+\frac{p M}{T-t_{1}}|y(0)|_{H} \int_{t_{1}}^{t} e^{-\hat{c} s}|y(s)|_{H}^{p-1} d s+\frac{\left(1-e^{-\hat{c}\left(t-t_{1}\right)}\right) \sup _{u \in[0, t]}|C(u)|}{\widehat{c} e^{\hat{c} t_{1}}} .
\end{aligned}
$$

Further, by Young's inequality, we get

$$
\begin{aligned}
\int_{t_{1}}^{t}|y(s)|_{H}^{p} d s \leqslant & \frac{T-t_{1}}{p M} e^{\hat{c}\left(t-t_{1}\right)}\left|y\left(t_{1}\right)\right|_{H}^{p}+|y(0)|_{H} \int_{t_{1}}^{t} e^{\hat{c}(t-s)}|y(s)|_{H}^{p-1} d s \\
& +\frac{T-t_{1}}{p M} \cdot \frac{\left(e^{\hat{c} t}-e^{\widehat{c} t_{1}}\right) \sup _{u \in[0, t]}|C(u)|}{\widehat{c} e^{\hat{c} t_{1}}} \\
\leqslant & \frac{T-t_{1}}{p M} e^{\hat{c}\left(t-t_{1}\right)} R^{p}+|y(0)|_{H} e^{\widehat{c}\left(t-t_{1}\right)} \int_{t_{1}}^{t}|y(s)|_{H}^{p-1} d s \\
& +\frac{T-t_{1}}{p M} \cdot \frac{e^{\hat{c}\left(t-t_{1}\right)} \sup _{u \in[0, t]}|C(u)|}{\widehat{c}} \\
\leqslant & \frac{T-t_{1}}{p M} e^{\hat{c}\left(t-t_{1}\right)}\left(R^{p}+\frac{\sup _{u \in[0, t]}|C(u)|}{\widehat{c}}\right) \\
& +\frac{2^{p-1}|y(0)|_{H}^{p} e^{p \hat{c}\left(t-t_{1}\right)}}{p} \cdot\left(T-t_{1}\right)+\frac{1}{2} \int_{t_{1}}^{t}|y(s)|_{H}^{p} d s .
\end{aligned}
$$

Therefore, there exists $\vartheta_{1}(p)>0$, which is independent of $t_{1}$, such that

$$
\begin{equation*}
\int_{t_{1}}^{T}|y(s)|_{H}^{p} d s \leqslant \vartheta_{1}(p)\left(T-t_{1}\right) \tag{91}
\end{equation*}
$$

Further, by (90) and (91), we conclude that there exists $\vartheta_{2}(p)>0$, which is independent of $t_{1}$, such that

$$
\begin{equation*}
\int_{t_{1}}^{T}|y(s)|_{V}^{\alpha}|y(s)|_{H}^{p-2} d s \leqslant \vartheta_{2}(p) . \tag{92}
\end{equation*}
$$

By Assumption 3, we get

$$
\begin{equation*}
\rho(y(t)) \leqslant c\left(1+|y(t)|_{V}^{\alpha^{\prime}}+|y(t)|_{H}^{\beta}+|y(t)|_{V}^{\alpha^{\prime}}|y(t)|_{H}^{\beta}\right) . \tag{93}
\end{equation*}
$$

(91) implies that

$$
\begin{equation*}
\int_{t_{1}}^{T}|y(t)|_{H}^{\beta} d t \leqslant \vartheta_{1}(\beta)\left(T-t_{1}\right) . \tag{94}
\end{equation*}
$$

By (91), (92) and Hölder 's inequality, we get

$$
\begin{equation*}
\int_{t_{1}}^{T}|y(t)|_{V}^{\alpha^{\prime}} d t \leqslant\left(\int_{t_{1}}^{T}|y(t)|_{V}^{\alpha} d t\right)^{\frac{\alpha^{\prime}}{\alpha}}\left(T-t_{1}\right)^{\frac{\alpha-\alpha^{\prime}}{\alpha}} \leqslant\left[\vartheta_{2}(2)\right]^{\frac{\alpha^{\prime}}{\alpha}}\left(T-t_{1}\right)^{\frac{\alpha-\alpha^{\prime}}{\alpha}} \tag{95}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{t_{1}}^{T}|y(t)|_{V}^{\alpha^{\prime}}|y(t)|_{H}^{\beta} d t & \leqslant\left(\int_{t_{1}}^{T}|y(t)|_{V}^{\alpha} d t\right)^{\frac{\alpha^{\prime}}{\alpha}}\left(\int_{t_{1}}^{T}|y(t)|_{H}^{\frac{\alpha \beta}{\alpha-\alpha^{\prime}}} d t\right)^{\frac{\alpha-\alpha^{\prime}}{\alpha}} \\
& \leqslant\left[\vartheta_{2}(2)\right]^{\frac{\alpha^{\prime}}{\alpha}}\left[\vartheta_{1}\left(\frac{\alpha \beta}{\alpha-\alpha^{\prime}}\right)\left(T-t_{1}\right)\right]^{\frac{\alpha-\alpha^{\prime}}{\alpha}} \tag{96}
\end{align*}
$$

Therefore, by (93)-(96), we conclude that there exists $\vartheta>0$, which is independent of $t_{1}$, such that (89) holds. This completes the proof of Lemma 9.3.1.

Let $\varepsilon>0$ and $n \in \mathbb{N}$. We consider the following equation:

$$
\begin{align*}
d \widetilde{X}^{n}(t)= & A\left(t, \widetilde{X}^{n}(t)\right) d t+B\left(t, \widetilde{X}^{n}(t)\right) d W(t)+\int_{\{|z|<1\}} G\left(t, \widetilde{X}^{n}(t), z\right) \widetilde{N}(d t, d z) \\
& -\frac{M}{T-t_{1}}\left(\varepsilon B_{n}^{-1}+I\right)^{-1}(y(t)-y(0)) \chi_{\left[t_{1}, T\right]}(t) d t \\
\widetilde{X}^{n}(0)= & x \tag{97}
\end{align*}
$$

where $\{y(t)\}_{t \in[0, T]}$ is the solution to (86). Note that $\tilde{X}^{n}\left(t_{1}\right)=X\left(t_{1}\right)$. By Theorem 9.1.1 and (87), we know that (97) has a unique solution $\left\{\tilde{X}^{n}(t)\right\}_{t \in[0, T]}$.
Lemma 9.3.2. There exists $\vartheta>0$, which is independent of $\varepsilon, n, T, M, R, t_{1}$, such that

$$
\begin{aligned}
& \sup _{n \in \mathbb{N}}\left\{\mathbb{E}\left[\sup _{s \in[0, T]}\left|\widetilde{X}^{n}(s)\right|_{H}^{2}\right]\right\} \\
\leqslant & e^{\vartheta T}\left(\vartheta\left(T+|x|_{H}^{2}\right)+\frac{M^{2}}{m\left(T-t_{1}\right)}\left[\left(R+|y(0)|_{H}\right)^{2}+\int_{t_{1}}^{T}|A(s, y(0))|_{H}^{2} d s\right]\right) .
\end{aligned}
$$

Proof of Lemma 9.3.2.
We will obtain the estimation for the solution $\widetilde{X}^{n}$ by following the argument of [128] and carefully handling the dependence of constants. By Theorem 7.2.9, we get

$$
\begin{align*}
& \left|\tilde{X}^{n}(t)\right|_{H}^{2}-|x|_{H}^{2} \\
& =\int_{0}^{t}\left[2\left\langle A\left(u, \tilde{X}^{n}(u)\right), \tilde{X}^{n}(u)\right\rangle-\frac{2 M}{T-t_{1}} 1_{\left[t_{1}, T\right]}(u)\left\langle\left(\varepsilon B_{n}^{-1}+I\right)^{-1}(y(u)-y(0)), \tilde{X}^{n}(u)\right\rangle_{H}\right. \\
& \left.\quad+\left\|B\left(u, \tilde{X}^{n}(u)\right)\right\|_{L_{2}(H)}^{2}\right] d u+\int_{0}^{t} 2\left\langle\tilde{X}^{n}(u), B\left(u, \tilde{X}^{n}(u)\right) d W(u)\right\rangle_{H} \\
& \quad+\int_{0}^{t} \int_{\{|z|<1\}}\left[2\left\langle\tilde{X}^{n}(u), G\left(u, \widetilde{X}^{n}(u), z\right)\right\rangle_{H}\right] \tilde{N}(d u, d z) \\
& \quad+\int_{0}^{t} \int_{\{|z|<1\}}\left[\left|\tilde{X}^{n}(u)+G\left(u, \tilde{X}^{n}(u), z\right)\right|_{H}^{2}-\left|\tilde{X}^{n}(u)\right|_{H}^{2}-2\left\langle\tilde{X}^{n}(u), G\left(u, \tilde{X}^{n}(u), z\right)\right\rangle_{H}\right] N(d u, d z) . \tag{98}
\end{align*}
$$

Define

$$
\begin{aligned}
& I_{1}(t):==2 \sup _{s \in[0, t]}\left|\int_{0}^{s}\left\langle\widetilde{X}^{n}(u), B\left(u, \widetilde{X}^{n}(u)\right) d W(u)\right\rangle_{H}\right| \\
& I_{2}(t):=2 \sup _{s \in[0, t]}\left|\int_{0}^{s} \int_{\{|z|<1\}}\left\langle\widetilde{X}^{n}(u), G\left(u, \widetilde{X}^{n}(u), z\right)\right\rangle_{H} \widetilde{N}(d u, d z)\right| \\
& I_{3}(t):= \sup _{s \in[0, t]} \mid \int_{0}^{s} \int_{\{|z|<1\}}\left[\left|\widetilde{X}^{n}(u)+G\left(u, \widetilde{X}^{n}(u), z\right)\right|_{H}^{2}\right. \\
&\left.\quad-\left|\widetilde{X}^{n}(u)\right|_{H}^{2}-2\left\langle\widetilde{X}^{n}(u), G\left(u, \widetilde{X}^{n}(u), z\right)\right\rangle_{H}\right] N(d u, d z) \mid \\
& \begin{aligned}
I_{4}(t):= & \sup _{s \in[0, t]}\left|\int_{0}^{s} \frac{2 M}{T-t_{1}} 1_{\left[t_{1}, T\right]}(u)\left\langle\left(\varepsilon B_{n}^{-1}+I\right)^{-1}(y(u)-y(0)), \widetilde{X}^{n}(u)\right\rangle_{H} d u\right|
\end{aligned}
\end{aligned}
$$

Then, by (C) and (98), we get

$$
\begin{align*}
& \sup _{u \in[0, t]}\left|\tilde{X}^{n}(u)\right|_{H}^{2}+\theta \int_{0}^{t}\left|\tilde{X}^{n}(u)\right|_{V}^{\alpha} d u \\
& \leqslant|x|_{H}^{2}+\int_{0}^{t}\left(C(u)+c\left|\tilde{X}^{n}(u)\right|_{H}^{2}\right) d u+I_{1}(t)+I_{2}(t)+I_{3}(t)+I_{4}(t) \tag{99}
\end{align*}
$$

By the Burkholder-Davis-Gundy inequality and Assumption 3, we get

$$
\begin{aligned}
\mathbb{E}\left[I_{1}(t)\right] & \leqslant C^{\prime} \mathbb{E}\left[\left\{\int_{0}^{t}\left|\left[B\left(u, \widetilde{X}^{n}(u)\right)\right]^{*} \widetilde{X}^{n}(u)\right|_{H}^{2} d u\right\}^{\frac{1}{2}}\right] \\
& \leqslant C^{\prime} \mathbb{E}\left[\left\{\int_{0}^{t}\left\|B\left(u, \widetilde{X}^{n}(u)\right)\right\|_{L_{2}(H)}^{2}\left|\widetilde{X}^{n}(u)\right|_{H}^{2} d u\right\}^{\frac{1}{2}}\right] \\
& \leqslant C^{\prime}\left\{\kappa \mathbb{E}\left[\sup _{u \in[0, t]}\left|\widetilde{X}^{n}(u)\right|_{H}^{2}\right]\right\}^{\frac{1}{2}}\left\{\frac{1}{\kappa} \mathbb{E}\left[\int_{0}^{t}\left[C(u)+c\left|\widetilde{X}^{n}(u)\right|_{H}^{2}\right] d u\right]\right\}^{\frac{1}{2}}
\end{aligned}
$$

for some constants $C^{\prime}, \kappa>0$. Then,

$$
\begin{equation*}
\mathbb{E}\left[I_{1}(t)\right] \leqslant \kappa \mathbb{E}\left[\sup _{u \in[0, t]}\left|\widetilde{X}^{n}(u)\right|_{H}^{2}\right]+\frac{\left(C^{\prime}\right)^{2}}{4 \kappa} \mathbb{E}\left[\int_{0}^{t}\left[C(u)+c\left|\widetilde{X}^{n}(u)\right|_{H}^{2}\right] d u\right] \tag{100}
\end{equation*}
$$

Similarly, we get

$$
\begin{equation*}
\mathbb{E}\left[I_{2}(t)\right] \leqslant \kappa \mathbb{E}\left[\sup _{u \in[0, t]}\left|\tilde{X}^{n}(u)\right|_{H}^{2}\right]+\frac{\left(C^{\prime}\right)^{2}}{4 \kappa} \mathbb{E}\left[\int_{0}^{t}\left[C(u)+c\left|\tilde{X}^{n}(u)\right|_{H}^{2}\right] d u\right] \tag{101}
\end{equation*}
$$

By Assumption 3, we get

$$
\begin{align*}
\mathbb{E}\left[I_{3}(t)\right] & \leqslant \mathbb{E}\left[\int_{0}^{t} \int_{\{|z|<1\}}\left|G\left(u, \tilde{X}^{n}(u), z\right)\right|_{H}^{2} \nu(d z) d u\right] \\
& \leqslant \mathbb{E}\left[\int_{0}^{t}\left[C(u)+c\left|\widetilde{X}^{n}(u)\right|_{H}^{2}\right] d u\right] \tag{102}
\end{align*}
$$

By (88), we get

$$
\begin{align*}
I_{4}(t) & \leqslant \int_{t_{1}}^{t} \frac{M^{2}}{\left(T-t_{1}\right)^{2}}\left\|\left(\varepsilon B_{n}^{-1}+I\right)^{-1}\right\|_{L(H)}^{2}|y(u)-y(0)|_{H}^{2} d u+\int_{t_{1}}^{T}\left|\widetilde{X}^{n}(u)\right|_{H}^{2} d u \\
& \leqslant \frac{M^{2}}{m\left(T-t_{1}\right)}\left[\left(R+|y(0)|_{H}\right)^{2}+\int_{t_{1}}^{T}|A(u, y(0))|_{H}^{2} d u\right]+\int_{t_{1}}^{T}\left|\widetilde{X}^{n}(u)\right|_{H}^{2} d u . \tag{103}
\end{align*}
$$

Take $\kappa=\frac{1}{4}$. Thus, by (99)-(103), we obtain that for $t \geqslant t_{1}$,

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{u \in[0, t]}\left|\tilde{X}^{n}(u)\right|_{H}^{2}\right] \\
& \leqslant 2|x|_{H}^{2}+\frac{2 M^{2}}{m\left(T-t_{1}\right)}\left[\left(R+|y(0)|_{H}\right)^{2}+\int_{t_{1}}^{T}|A(u, y(0))|_{H}^{2} d u\right] \\
& \quad+\left[2\left(C^{\prime}\right)^{2}+1\right] T \sup _{t \in[0, T]}|C(t)|+2\left(2\left(C^{\prime}\right)^{2} c+c+1\right)\left(\int_{0}^{t} \mathbb{E}\left[\sup _{r \in[0, u]}\left|\tilde{X}^{n}(r)\right|_{H}^{2}\right] d u\right) .
\end{aligned}
$$

Therefore, the proof is complete with the aid of Gronwall's lemma.
Lemma 9.3.3. Let $T>0, y(0) \in D(A, \varpi)$ for some $\varpi>2$ and $\eta, \delta \in(0,1)$. Then, there exist $M, R>0$ and $t_{1} \in(0, T)$ such that for any $n \in \mathbb{N}$ we can find an $\varepsilon \in(0,1)$ satisfying

$$
\mathbb{P}\left(\left|\widetilde{X}^{n}(T)-y(0)\right|_{H}>\delta\right)<\eta .
$$

Proof of Lemma 9.3.3.

## First, note that

$$
\begin{align*}
\left\{\left|\tilde{X}^{n}(T)-y(0)\right|_{H}>\delta\right\} & \subset\left\{\left|\tilde{X}^{n}(T)-y(T)\right|_{H}+|y(T)-y(0)|_{H}>\delta\right\} \\
& \subset\left\{\left|\widetilde{X}^{n}(T)-y(T)\right|_{H}>\frac{\delta}{2}\right\} \bigcup\left\{|y(T)-y(0)|_{H}>\frac{\delta}{2}\right\} . \tag{104}
\end{align*}
$$

For $t \in\left[t_{1}, T\right]$, by Theorem 7.2.9, (LM) and Assumption 3, we get

$$
\begin{align*}
&\left|\widetilde{X}^{n}(t)-y(t)\right|_{H}^{2}-\left|\widetilde{X}^{n}\left(t_{1}\right)-y\left(t_{1}\right)\right|_{H}^{2} \\
&= \int_{t_{1}}^{t}\left(2\left\langle A\left(u, \tilde{X}^{n}(u)\right)-A(u, y(u)), \tilde{X}^{n}(u)-y(u)\right\rangle+\left\|B\left(u, \tilde{X}^{n}(u)\right)\right\|_{L_{2}(H)}^{2}\right) d u \\
&+2 \int_{t_{1}}^{t}\left\langle\tilde{X}^{n}(u)-y(u), B\left(u, \widetilde{X}^{n}(u)\right) d W(u)\right\rangle_{H}+\int_{t_{1}}^{t} \int_{\{|z|<1\}}\left|G\left(u, \tilde{X}^{n}(u), z\right)\right|_{H}^{2} \nu(d z) d u \\
&+\int_{t_{1}}^{t} \int_{\{|z|<1\}}\left[\left|\tilde{X}^{n}(u)-y(u)+G\left(u, \tilde{X}^{n}(u), z\right)\right|_{H}^{2}-\left|\widetilde{X}^{n}(u)-y(u)\right|^{2}\right] \tilde{N}(d u, d z) \\
&-\frac{2 M}{T-t_{1}} \int_{t_{1}}^{t}\left\langle\left(\left[\left(\varepsilon B_{n}^{-1}+I\right)^{-1}-I\right](y(u)-y(0)), \widetilde{X}^{n}(u)-y(u)\right\rangle_{H} d u\right. \\
& \leqslant \int_{t_{1}}^{t}\left[(K+\rho(y(u))+2 c+1)\left|\tilde{X}^{n}(u)-y(u)\right|_{H}^{2}+\left(C(u)+2 c|y(u)|_{H}^{2}\right)\right] d u \\
&+\frac{M^{2}}{\left(T-t_{1}\right)^{2}} \int_{t_{1}}^{t}\left|\left[\left(\varepsilon B_{n}^{-1}+I\right)^{-1}-I\right](y(u)-y(0))\right|_{H}^{2} d u \\
&+2 \int_{t_{1}}^{t}\left\langle\tilde{X}^{n}(u)-y(u), B\left(u, \widetilde{X}^{n}(u)\right) d W(u)\right\rangle_{H} \\
&+\int_{t_{1}}^{t} \int_{\{|z|<1\}}\left[\left|\widetilde{X}^{n}(u)-y(u)+G\left(u, \tilde{X}^{n}(u), z\right)\right|_{H}^{2}-\left|\tilde{X}^{n}(u)-y(u)\right|^{2}\right] \tilde{N}(d u, d z) . \tag{105}
\end{align*}
$$

Set

$$
\vartheta^{\prime}=(K+2 c+1) T^{\frac{\alpha^{\prime}}{\alpha}}+\vartheta .
$$

Then, by (89), (105) and Gronwall's lemma, we get

$$
\begin{align*}
& \mathbb{E}\left[\left|\widetilde{X}^{n}(T)-y(T)\right|_{H}^{2}\right] \\
& \leqslant e^{\vartheta^{\prime}\left(T-t_{1}\right)^{\frac{\alpha-\alpha^{\prime}}{\alpha}}}\left\{\mathbb{E}\left[\left|\tilde{X}^{n}\left(t_{1}\right)\right|_{H}^{2} 1_{\left\{\left.\left|\tilde{X}^{n}\left(t_{1}\right)\right|\right|_{H}>R\right\}}\right]+\left(T-t_{1}\right) \sup _{t \in[0, T]}|C(t)|+2 c \mathbb{E}\left[\int_{t_{1}}^{T}|y(u)|_{H}^{2} d u\right]\right. \\
& \left.\quad+\frac{M^{2}}{\left(T-t_{1}\right)^{2}} \mathbb{E}\left[\int_{t_{1}}^{T}\left|\left[\left(\varepsilon B_{n}^{-1}+I\right)^{-1}-I\right](y(u)-y(0))\right|_{H}^{2} d u\right]\right\} . \tag{106}
\end{align*}
$$

Choose a sufficiently large $R$ such that

$$
\begin{equation*}
\mathbb{E}\left[\left|X\left(t_{1}\right)\right|_{H}^{2} 1_{\left\{\left|X\left(t_{1}\right)\right|_{H}>R\right\}}\right]<\frac{\delta^{2} \eta}{32} . \tag{107}
\end{equation*}
$$

Then, by (87), we can choose a sufficiently large $M$ and hence sufficiently large $m$ such that

$$
\begin{align*}
|y(T)-y(0)|_{H}^{2} & \leqslant e^{-m}\left(R+|y(0)|_{H}\right)^{2}+\left(\frac{T(\varpi-2)}{m \varpi}\right)^{1-\frac{2}{\varpi}}\left(\int_{0}^{T}|A(s, u)|_{H}^{\varpi} d s\right)^{\frac{2}{\varpi}} \\
& <\frac{\delta}{2} . \tag{108}
\end{align*}
$$

Next, we choose a $t_{1}$ which is sufficiently close to $T$ such that

$$
\begin{equation*}
e^{\vartheta^{\prime}\left(T-t_{1}\right)^{\frac{\alpha-\alpha^{\prime}}{\alpha}}}<2, \quad\left(T-t_{1}\right) \sup _{t \in[0, T]}|C(t)|<\frac{\delta^{2} \eta}{32}, \tag{109}
\end{equation*}
$$

and by (91),

$$
\begin{equation*}
\mathbb{E}\left[\int_{t_{1}}^{T}|y(u)|_{H}^{2} d u\right]<\frac{\delta^{2} \eta}{64 c} . \tag{110}
\end{equation*}
$$

With $R, M, t_{1}$ chosen as above, note that for any $n \in \mathbb{N}$ and $t \in\left[t_{1}, T\right]$,

$$
\begin{aligned}
\left|\left[\left(\varepsilon B_{n}^{-1}+I\right)^{-1}-I\right](y(t)-y(0))\right|_{H} & \leqslant 2\left|y(t)-y_{0}\right|_{H}, \\
\lim _{\varepsilon \rightarrow 0^{+}}\left|\left[\left(\varepsilon B_{n}^{-1}+I\right)^{-1}-I\right](y(t)-y(0))\right|_{H} & =\lim _{\varepsilon \rightarrow 0^{+}}\left|\varepsilon B_{n}^{-1}\left(\varepsilon B_{n}^{-1}+I\right)^{-1}(y(t)-y(0))\right|_{H}=0 .
\end{aligned}
$$

By (88), we find that $|y(t)-y(0)|_{H}^{2} \in L^{1}\left(\left[t_{1}, T\right] \times \Omega\right)$. Then, by the dominated convergence theorem, we get

$$
\lim _{\varepsilon \rightarrow 0^{+}} \mathbb{E}\left[\int_{t_{1}}^{T}\left|\left[\left(\varepsilon B_{n}^{-1}+I\right)^{-1}-I\right](y(t)-y(0))\right|_{H}^{2} d t\right]=0
$$

Thus, for any $n \in \mathbb{N}$, there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\frac{M^{2}}{\left(T-t_{1}\right)^{2}} \mathbb{E}\left[\int_{t_{1}}^{T}\left|\left[\left(\varepsilon B_{n}^{-1}+I\right)^{-1}-I\right](y(s)-y(0))\right|_{H}^{2} d s\right]<\frac{\delta^{2} \eta}{32} . \tag{111}
\end{equation*}
$$

Therefore, the proof is complete by (104) and (106)-(111).
The remaining argument is the same as [128, Theorem 1.1], but for completeness, we include the proof here.

Let $0 \leqslant s<T, y \in H$ and $\delta \in(0,1)$. We will show that

$$
\mathbb{P}\left(X(T) \notin B_{H}(y, \delta) \mid X(s)=x\right)<1, \quad \forall x \in H,
$$

where $B_{H}(y, \delta):=\{z \in H:|z-y|<\delta\}$. To simplify notation, we only give the proof for the case that $s=0$. The proof for the case that $s>0$ is completely similar.

Let $\{X(t)\}_{t \geqslant 0}$ be the unique solution of (62) with $X(0)=x$ and $\Lambda(t) \equiv i$. By (D), there exists $y(0) \in D\left(A_{H}\right)$ such that $|y-y(0)|_{H}<\frac{\delta}{2}$. Let $\eta \in(0,1)$. By Lemmas 9.3.2 and 9.3.3, there exists $n_{0}>|x|$ such that for any $n \geqslant n_{0}$ we can find an $\varepsilon \in(0,1)$ satisfying

$$
\frac{1}{n^{2}} \sup _{m \in \mathbb{N}} \mathbb{E}\left[\sup _{t \in[0, T]}\left|\tilde{X}^{m}(t)\right|_{H}^{2}\right]<\frac{\eta}{2}, \quad \mathbb{P}\left(\left|\tilde{X}^{n}(T)-y(0)\right|_{H}>\frac{\delta}{2}\right)<\frac{\eta}{2} .
$$

Then, we have that

$$
\begin{equation*}
\mathbb{P}\left(\left|\tilde{X}^{n}(T)-y\right|_{H}>\delta\right)<\frac{\eta}{2} \tag{112}
\end{equation*}
$$

Define $\bar{\tau}_{n}:=\inf \left\{t:\left|\tilde{X}^{n}(t)\right|_{H} \geqslant n\right\}$. Then,

$$
\mathbb{P}\left(\bar{\tau}_{n} \leqslant T\right) \leqslant \mathbb{P}\left(\sup _{t \in[0, T]}\left|\tilde{X}^{n}(t)\right|_{H} \geqslant n\right) \leqslant \frac{\mathbb{E}\left[\sup _{t \in[0, T]}\left|\tilde{X}^{n}(t)\right|_{H}^{2}\right]}{n^{2}}<\frac{\eta}{2},
$$

which together with (112) implies that

$$
\begin{equation*}
\mathbb{P}\left(\left\{\bar{\tau}_{n} \leqslant T\right\} \bigcup\left\{\left|\tilde{X}^{n}(T)-y\right|_{H}>\delta\right\}\right)<\eta . \tag{113}
\end{equation*}
$$

Define (abuse of notation)

$$
\left.E^{-1}(t, v):=(B(t, v))[B(t, v)]^{*}\right)^{-1} B(t, v), \quad v \in V .
$$

For $v \in V$ with $|u|_{H} \leqslant n$, we have $B(t, u)[B(t, u)]^{*} \geqslant B_{n}^{2}$. Hence,

$$
\left|E^{-1}(t, v)\left(\varepsilon B_{n}^{-1}+I\right)^{-1} h\right|_{H}^{2} \leqslant\left|B_{n}^{-1}\left(\varepsilon B_{n}^{-1}+I\right)^{-1} h\right|_{H}^{2} \leqslant \frac{|h|_{H}^{2}}{\varepsilon^{2}}
$$

for all $h \in H$ and $u \in V$ with $|u|_{H} \leqslant n$. Then, (87), we get

$$
\begin{aligned}
& \int_{t_{1}}^{T \wedge \bar{\tau}_{n}}\left|E^{-1}\left(s, \tilde{X}^{n}(s)\right)\left(\varepsilon B_{n}^{-1}+I\right)^{-1}[y(s)-y(0)]\right|_{H}^{2} d s \\
\leqslant & \frac{1}{\varepsilon^{2}} \int_{t_{1}}^{T \wedge \bar{\tau}_{n}}|y(s)-y(0)|_{H}^{2} d s<\infty .
\end{aligned}
$$

Define

$$
\left.\widetilde{W}(t):=W(t)-\frac{M}{T-t_{1}} \int_{t_{1}}^{t \wedge \bar{\tau}_{n}}[B(t, v)]^{*}(B(t, v))[B(t, v)]^{*}\right)^{-1}\left(\varepsilon B_{n}^{-1}+I\right)^{-1}(y(s)-y(0)) d s
$$

and

$$
\begin{aligned}
\widetilde{R}(t):=\exp & \left\{\frac{M}{T-t_{1}} \int_{t_{1}}^{t \wedge \bar{\tau}_{n}}\left\langle\left(\varepsilon B_{n}^{-1}+I\right)^{-1}(y(s)-y(0)), E^{-1}\left(s, \widetilde{X}^{n}(s)\right) d W(s)\right\rangle_{H}\right. \\
& \left.-\frac{M^{2}}{2\left(T-t_{1}\right)^{2}} \int_{t_{1}}^{t \wedge \bar{\tau}_{n}}\left|E^{-1}\left(s, \widetilde{X}^{n}(s)\right)\left(\varepsilon B_{n}^{-1}+I\right)^{-1}(y(s)-y(0))\right|_{H}^{2} d s\right\} .
\end{aligned}
$$

Then, $\{\widetilde{W}(t)\}_{t \in[0, T]}$ is a cylindrical Wiener process under the probability measure $\mathbb{Q}:=$ $\widetilde{R}(T) \mathbb{P}$, which is equivalent to $\mathbb{P}$. By (113), we get

$$
\begin{equation*}
\mathbb{Q}\left(\left\{\bar{\tau}_{n} \leqslant T\right\} \bigcup\left\{\left|\tilde{X}^{n}(T)-y\right|_{H}>\delta\right\}\right)<1 . \tag{114}
\end{equation*}
$$

Define

$$
\tau_{n}^{\prime}:=\inf \left\{t:|X(t)|_{H} \geqslant n\right\} .
$$

By Girsanov's theorem, we know that the joint distribution of $\left(\left\{X(t) 1_{\tau_{n}^{\prime}>T}\right\}_{t \in[0, T]}, \tau_{n}^{\prime}\right)$ under $\mathbb{P}$ is the same as that of $\left(\left\{\tilde{X}^{n}(t) 1_{\bar{\tau}_{n}>T}\right\}_{t \in[0, T]}, \bar{\tau}_{n}\right)$ under $\mathbb{Q}$. Therefore, by (114), we get

$$
\begin{aligned}
\mathbb{P}\left(|X(T)-y|_{H}>\delta\right) & \leqslant \mathbb{P}\left(\left\{\tau_{n}^{\prime} \leqslant T\right\} \bigcup\left\{\tau_{n}^{\prime}>T,|X(T)-y|_{H}>\delta\right\}\right) \\
& =\mathbb{Q}\left(\left\{\bar{\tau}_{n} \leqslant T\right\} \bigcup\left\{\bar{\tau}_{n}>T,\left|\tilde{X}^{n}(T)-y\right|_{H}>\delta\right\}\right) \\
& \leqslant \mathbb{Q}\left(\left\{\bar{\tau}_{n} \leqslant T\right\} \bigcup\left\{\left|\tilde{X}^{n}(T)-y\right|_{H}>\delta\right\}\right) \\
& <1 .
\end{aligned}
$$

The proof is complete when there is no regime-switching.
For the general case, we follow the argument in [51, Theorem 3]. For $(x, i) \in H \times \mathbb{N}$, let $X^{(i)}(t)$ be defined by Equation (68). We also define $\widetilde{X^{(i)}}(t)$ to be the killing process with generator $\mathscr{L}_{i}+q_{i i}$. The idea is that using (85), the process $\widetilde{X^{(i)}}(t)$, and assumption (Q1), the right-hand-side of (85) is positive if $B$ is a non-empty open subset in $H$, which implies the irreducibility. This completes the proof of Theorem 8.0.3.

### 9.4 Proof of Theorem 8.0.5

Claims (i) and (ii) follow from Theorems 8.0.1, 8.0.2 and 8.0.3. To prove claims (iii) and (iv), we are going to apply [52, Theorem 3.13], which also holds with the state space $\mathbb{R}^{m}$ replaced by $H \times \mathbb{N}$.

Let $(X(t), \Lambda(t))$ be the unique solution to the hybrid system (62) and (64) with initial value $(x, i) \in H \times \mathbb{N}$. For $g \in C^{1,2}([0, \infty) \times H \times \mathbb{N} ; \mathbb{R})$, define

$$
\mathscr{A} g(t, x, i):=\mathscr{L}_{i} g(\cdot, \cdot, i)(t, x)+\sum_{j \in \mathbb{N}}[g(t, x, j)-g(t, x, i)] q_{i j}(x),
$$

where $\mathscr{L}_{i}$ is defined by (84). Define $\mathcal{V}(t, x, i)=|x|_{H}^{2}+f(i)$, where $f$ is given by condition (Q2). Then,

$$
\begin{aligned}
\mathscr{A} \mathcal{V}(t, x, i)= & 2\langle A(t, x, i), x\rangle+\|B(t, x, i)\|_{L_{2}(H)}^{2}+\int_{\{|z|<1\}}|G(t, x, i, z)|_{H}^{2} \nu(d z) \\
& +\int_{\{|z| \geqslant 1\}}\left[|J(t, x, i, z)|_{H}^{2}+2\langle x, J(t, x, i, z)\rangle_{H}\right] \nu(d z)+\sum_{j \in \mathbb{N}}[f(j)-f(i)] q_{i j}(x) .
\end{aligned}
$$

Thus, by conditions (C), (66) and (Q2), we obtain that

$$
\begin{align*}
& \lim _{|y|_{H}+i \rightarrow \infty} \inf _{t \geqslant 0} \mathcal{V}(t, y, i)=\infty, \\
& \lim _{n \rightarrow \infty} \sup _{|y|_{V}+i>n, i \in \mathbb{N}, t \geqslant 0} \mathscr{A} \mathcal{V}(t, y, i)=-\infty,  \tag{115}\\
& \sup _{y \in V, i \in \mathbb{N}, t \geqslant 0} \mathscr{A} \mathcal{V}(t, y, i)<\infty .
\end{align*}
$$

For $n \in \mathbb{N}$, define the stopping time $T_{n}$ by

$$
T_{n}:=\inf \left\{t \geqslant 0:|X(t)|_{V} \vee \Lambda(t) \geqslant n\right\} .
$$

For $t \geqslant 0$, by [53, Theorem 2], we get

$$
\begin{align*}
& \mathbb{E}\left[\mathcal{V}\left(t \wedge T_{n}, X\left(t \wedge T_{n}\right), \Lambda\left(t \wedge T_{n}\right)\right)\right] \\
& =\mathbb{E}[\mathcal{V}(0, X(0), \Lambda(0))]+\mathbb{E}\left[\int_{0}^{t \wedge T_{n}} \mathscr{A} \mathcal{V}(u, X(u), \Lambda(u)) d u\right] . \tag{116}
\end{align*}
$$

Define

$$
A_{n}:=-\sup _{|y|_{V}+k>n, t \geqslant 0} \mathscr{A} \mathcal{V}(t, y, k) .
$$

By (115), we get $\lim _{n \rightarrow \infty} A_{n}=\infty$.
We have

$$
\mathscr{A} \mathcal{V}(u, X(u), \Lambda(u)) \leqslant-1_{\left\{|X(u)|_{V}+k \geqslant n\right\}} A_{n}+\sup _{|y|_{V}+k<n, u \geqslant 0} \mathscr{A} \mathcal{V}(u, y, k) .
$$

Then, there exist positive constants $\epsilon_{1}$ and $\epsilon_{2}$ such that for sufficiently large $n$,

$$
\begin{equation*}
\mathbb{E}\left[\int_{0}^{t \wedge T_{n}} 1_{\left\{|X(u)|_{V}+k \geqslant n\right\}} d u\right] \leqslant \frac{\epsilon_{1} t+\epsilon_{2}}{A_{n}} . \tag{117}
\end{equation*}
$$

Letting $n \rightarrow \infty$ in (117), we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \limsup _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} P\left(0,(x, i) ; u, B_{n}^{c}\right) d u=0 \tag{118}
\end{equation*}
$$

where $B_{n}^{c}=\left\{(y, k) \in H \times \mathbb{N}:|y|_{V}+k \geqslant n\right\}$.
By (116), we find that there exists $\lambda>0$ such that

$$
\mathbb{E}[\mathcal{V}(s, X(s), \Lambda(s))] \leqslant \lambda s+\mathcal{V}(0, x, i), \quad s>0,
$$

which, together with Chebyshev's inequality, implies that

$$
P\left(0,(x, i) ; s, B_{n}^{c}\right) \leqslant \frac{\lambda s+\mathcal{V}(0, x, i)}{\inf _{|y|_{V}>n, i \in \mathbb{N}, t>0} \mathcal{V}(t, y, i)} .
$$

Hence, there exists a sequence of positive integers $\gamma_{n} \uparrow \infty$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\{\sup _{(x, i) \in B_{H \times \mathbb{N}}\left(\gamma_{n}\right), s \in(0, \ell)} P\left(0,(x, i) ; s, B_{n}^{c}\right)\right\}=0 \tag{119}
\end{equation*}
$$

where $B_{H \times \mathbb{N}}(\iota):=\left\{(y, k) \in H \times \mathbb{N}:|y|_{H}+k<\iota\right\}$ for $\iota>0$.
By the assumption that functions $A, B, H, J$ are all $\ell$-periodic with respect to $t$, we find that the transition semigroup $\left\{P_{s, t}\right\}$ is $\ell$-periodic, i.e.,

$$
\begin{equation*}
P(s,(x, i) ; t, A)=P(s+\ell,(x, i) ; t+\ell, A), \quad \forall 0 \leqslant s<t, x \in H, i \in \mathbb{N}, A \in \mathscr{B}(H \times \mathbb{N}) \tag{120}
\end{equation*}
$$

Since the embedding of $V$ into $H$ is compact, combining the periodicity and the strong Feller property of $\left\{P_{s, t}\right\}$ with (118), (119) and following the argument of [68, Theorem 3.2 and Remark 3.1], we conclude that $\{(X(t), \Lambda(t))\}_{t \geqslant 0}$ has an $\ell$-periodic measure $\mu_{0}$.

By Theorems 8.0.2 and 8.0.3, we know that $\left\{P_{s, t}\right\}$ is strong Feller and irreducible. Then, following the same argument of [52, Lemma 3.12], we can show that $\left\{P_{s, t}\right\}$ is regular. That is, for any $0 \leqslant s<t$, the transition probability measures $P(s,(x, i) ; t, \cdot)$ are mutually equivalent for all $(x, i) \in H \times \mathbb{N}$. Further, by virtue of (120), we conclude that there exists a unique family of probability measures $\left\{\eta_{s}\right\}$ on $\mathscr{B}(H \times \mathbb{N})$ that is $\ell$-periodic with respect to $\left\{P_{s, t}\right\}$, i.e.,

$$
\eta_{s}(A)=\int_{H} P(s, x ; s+\ell, A) \eta_{s}(d x), \quad \forall s \geqslant 0, A \in \mathscr{B}(H \times \mathbb{N}) .
$$

Hence, we obtain the uniqueness of periodic measures, namely, $\mu_{0}:=\eta_{0}$. Finally, following the same argument of the proof of [52, Theorem 3.13], we obtain (67). This finishes the proof.

## Chapter 10

## Example

This chapter provides an example explaining how Theorem 8.0 .5 can be applied. We consider stochastic fractional porous medium equations. We first explain how to choose the coefficients $A, B, G, J$ and the Gelfand triple, and then we verify all conditions of Theorem 8.0.5. This section is also based on [73].

## Equations:

The equations read

$$
\begin{aligned}
d X(t)= & A(t, X(t), \Lambda(t)) d t+B(t, X(t), \Lambda(t)) d W(t) \\
& +\int_{\{|z|<1\}} G(t, X(t), \Lambda(t), z) \widetilde{N}(d t, d z) \\
& +\int_{\{|z| \geqslant 1\}} J(t, X(t), \Lambda(t), z) N(d t, d z)
\end{aligned}
$$

and

$$
\mathbb{P}(\Lambda(t+\Delta)=j \mid \Lambda(t)=i, X(t)=x)= \begin{cases}q_{i j}(x) \Delta+o(\Delta), & \text { if } i \neq j \\ 1+q_{i j}(x) \Delta+o(\Delta), & \text { if } i=j\end{cases}
$$

where $W$ is a (cylindrical) $I$-Wiener process on $H$ and $N$ is a Poisson random measure on a real Banach space $(Z, \mathscr{B}(Z))$ with intensity measure $\nu$. We assume that $W$ and $N$ are independent.

## Choices of $H$ and $V$ :

Let $d \geqslant 1$ and $\mathcal{O} \subset \mathbb{R}^{d}$ be a bounded open set with smooth boundary. For $\gamma>0$, let $\Delta$ be the Dirichlet Laplacian on $\mathcal{O}$ and set $\mathfrak{L}=-(-\Delta)^{\gamma}$. Let $\lambda_{1} \leqslant \lambda_{2} \leqslant \cdots \leqslant \lambda_{j} \leqslant \cdots$ be the eigenvalues of $-\Delta$ and $\left\{e_{j}\right\}$ the corresponding unit eigenvectors. The operator $\mathfrak{L}$ is given by $\mathfrak{L}\left(e_{j}\right):=-\lambda_{j}^{\gamma} e_{j}$ for $j \in \mathbb{N}$. Let $r>1$. Denote by $d \mu$ the normalized Lebesgue measure on $\mathcal{O}$ and define

$$
V=L^{r+1}(\mathcal{O} ; d \mu), \quad H=H^{-\gamma}(\mathcal{O} ; d \mu),
$$

where $H^{-\gamma}(\mathcal{O} ; d \mu)$ is the completion of $L^{2}(\mathcal{O} ; d \mu)$ with respect to the norm for $f \in$ $L^{2}(\mathcal{O} ; \mu)$

$$
\begin{equation*}
|f|_{H^{-\gamma}}=\left(\int_{\mathcal{O}}\left|(-\Delta)^{-\frac{\gamma}{2}} f\right|^{2} d \mu\right)^{\frac{1}{2}} \tag{121}
\end{equation*}
$$

Note that the embedding of $V$ into $H$ is compact. Here $H^{-\gamma}(\mathcal{O} ; d \mu)$ is called the generalized Sobolev space (do not confuse with Hardy spaces introduced in Part I).

## Choice of $q_{i j}$ :

Let $\left\{q_{i j}\right\}$ be measurable functions defined on $H$ such that one of the following conditions is satisfied:
(a) There exist $m \in \mathbb{N}$ and $M>0$ such that for all $x \in H$,

$$
\begin{aligned}
& q_{i j}(x)=0 \quad \text { if }|i-j|>m, \\
& q_{i j}(x) \in(0, M] \quad \text { if } 0<|i-j| \leqslant m,
\end{aligned}
$$

and

$$
\inf _{x \in H, i>m, j \in[i-m, i)} q_{i j}(x)>\sup _{x \in H, i>m, j \in(i, i+m]} q_{i j}(x) .
$$

(b)

$$
0<\inf _{x \in H, j \neq i}\left\{j^{1+\delta} q_{i j}(x)\right\}<\sup _{x \in H, j \neq i}\left\{j^{1+\delta} q_{i j}(x)\right\}<\infty \text { for some } \delta>0 .
$$

Then, conditions (Q0), (Q1) and (Q2) (setting $f(i)=i^{2}$ under condition (a), and $f(i)=i^{\delta / 2}$ under condition (b)) hold (cf. [51, Examples 1 and 2]).

## Choice of $A$ :

Let $\ell>0$ and $g$ be a measurable function on $[0, \infty) \times \mathbb{N}$ such that $g(\cdot, i) \in L^{\infty}[0, \infty)$ is $\ell$-periodic for each $i \in \mathbb{N}$ and $\sup _{t \in[0, \ell), i \in \mathbb{N}}|g(t, i)|<\infty$. For $t \in[0, \infty), s \in \mathbb{R}$ and $x \in V$, define

$$
\Psi(s)=|s|^{r-1} s, \quad \Phi(t, s, i)=g(t, i) s,
$$

and

$$
A(t, x, i)=\kappa(t, i) \mathfrak{L}(\Psi(x))+\Phi(t, x, i),
$$

where $\kappa(\cdot, i)$ is $\ell$-periodic for each $i \in \mathbb{N}$ and $k_{1} \leqslant \kappa(t, i) \leqslant k_{2}$ for all $t \in[0, \infty), i \in \mathbb{N}$ and some positive constants $k_{1}<k_{2}$. Then, there exists $C_{r}>0$ such that for all $t \in[0, \infty), x_{1}, x_{2} \in V$ and $i \in \mathbb{N}$,

$$
\begin{equation*}
\left\langle A\left(t, x_{1}, i\right)-A\left(t, x_{2}, i\right), x_{1}-x_{2}\right\rangle \leqslant-C_{r} \kappa(t, i)\left|x_{1}-x_{2}\right|_{V}^{r+1}+g(t, i)\left|x_{1}-x_{2}\right|_{H}^{2} . \tag{122}
\end{equation*}
$$

Note that, for $\varpi>2$, there exists $\iota_{\varpi}>0$ such that

$$
|A(s, x, i)|_{V^{*}}^{\varpi} \leqslant \iota_{\varpi}\left(|\kappa(s, i)|^{\varpi}|\mathfrak{L}(\Psi(x))|_{V^{*}}^{\varpi}+|\Phi(s, x, i)|_{V^{*}}^{\varpi}\right), \quad \forall s \geqslant 0, x \in V, i \in \mathbb{N} .
$$

## Choice of $B$ :

Suppose $\frac{1}{2}<s \leqslant \frac{\gamma}{d}$. Define $B_{0} \in L_{2}(H)$ by

$$
B_{0} e_{j}=j^{-s} e_{j}, \quad j \in \mathbb{N} .
$$

Let $b>0$ and $\left\{b_{j}\right\}_{j \in \mathbb{N}}$ be measurable functions defined on $[0, \infty) \times H \times \mathbb{N}$ satisfying the following conditions:

$$
\begin{aligned}
& b_{j}(t, x, i)=b_{j}(t+\ell, x, i), \quad t \in[0, \infty), x \in H, i \in \mathbb{N}, j \in \mathbb{N}, \\
& \left|b_{j}(t, x, i)-b_{j}(t, y, i)\right| \leqslant b|x-y|_{H}, \quad t \in[0, \ell), x, y \in H, i \in \mathbb{N}, j \in \mathbb{N}, \\
& \sup _{t \in[0, \ell), x \in H, i \in \mathbb{N}, j \in \mathbb{N}}\left|b_{j}(t, x, i)\right| \leqslant b, \\
& \inf _{t \in[0, \ell),|x| H \leqslant n, i \in \mathbb{N}, j \in \mathbb{N}} b_{j}(t, x, i)>0, \quad \forall n \in \mathbb{N} .
\end{aligned}
$$

Define

$$
B(t, x, i) e_{j}=b_{j}(t, x, i) j^{-s} e_{j}, \quad t \in[0, \infty), x \in H, i \in \mathbb{N}, j \in \mathbb{N} .
$$

As an explicit example, similar to [128, Example 4.6], we may let

$$
b_{j}(t, x, i):=\frac{b^{\prime}(t, i)}{1+j^{-\frac{2 \gamma}{d}}\left|\left\langle x, e_{j}\right\rangle_{L^{2}(\mathcal{O})}\right|},
$$

where $b^{\prime}$ is a measurable function on $[0, \infty) \times \mathbb{N}$ such that $b^{\prime}(\cdot, i)$ is $\ell$-periodic for each $i \in \mathbb{N}$ and $0<\inf _{t \in[0, \ell), i \in \mathbb{N}} b^{\prime}(t, i) \leqslant \sup _{t \in[0, \ell), i \in \mathbb{N}} b^{\prime}(t, i)<\infty$.

## Choices of $G$ and $J$ :

Suppose that $c>0, K>0$, and $G, J:[0, \infty) \times V \times \mathbb{N} \times Z \rightarrow H$ are measurable functions satisfying the following conditions:

- for any $t \geqslant 0, x \in V, i \in \mathbb{N}$ and $z \in Z$, we have $G(t, x, i, z)=G(t+\ell, x, i, z)$ and $J(t, x, i, z)=J(t+\ell, x, i, z)$;
- for any $t \geqslant 0, x_{1}, x_{2} \in V, i \in \mathbb{N}$ and $z \in Z$,

$$
\begin{equation*}
\int_{\{|z|<1\}}\left|G\left(t, x_{1}, i, z\right)-G\left(t, x_{2}, i, z\right)\right|_{H}^{2} \nu(d z) \leqslant K\left|x_{1}-x_{2}\right|_{H}^{2} \tag{123}
\end{equation*}
$$

- for any $t \geqslant 0, x \in V, i \in \mathbb{N}$ and $z \in Z$,

$$
\begin{equation*}
\int_{\{|z|<1\}}|G(t, x, i, z)|_{H}^{2} \nu(d z) \leqslant c\left(1+|x|_{H}^{2}\right) \tag{124}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\{|z| \geqslant 1\}}|J(t, x, i, z)|_{H}^{2} \nu(d z) \leqslant c . \tag{125}
\end{equation*}
$$

We now verify all the conditions of Theorem 8.0.5.
$\left(V, H, V^{*}\right)$ is a Gelfand triple with compact embedding:
Here we define $H^{\gamma}(\mathcal{O})$ to be the set of all $f \in L^{2}(\mathcal{O} ; \mu)$ such that $|f|_{H^{\gamma}(\mathcal{O})}^{2}:=$ $\sum_{k=1}^{\infty} \lambda_{k}^{\gamma}\left|\left\langle f, e_{k}\right\rangle_{L^{2}(\mathcal{O})}\right|^{2}=\int_{\mathcal{O}}\left|(-\Delta)^{\frac{\gamma}{2}} f\right|^{2} d \mu<\infty$ for $\gamma>0$. Without further mentioning, all integrals are with respect to $\mu$. From the definition, $H^{0}(\mathcal{O})=L^{2}(\mathcal{O})$. Moreover, the operator $(-\Delta)^{\gamma}$, which is originally defined on $C_{0}^{\infty}(\mathcal{O})$, can be extended to a bounded operator from $H^{\gamma}(\mathcal{O})$ to $H^{-\gamma}(\mathcal{O})$.

Since $(-\Delta)^{\gamma}: H^{\gamma}(\mathcal{O}) \rightarrow\left(H^{\gamma}(\mathcal{O})\right)^{*}$, see [4, Section 2.1], and satisfies

$$
\left\langle(-\Delta)^{\gamma} u, v\right\rangle_{L^{2}}=\int_{\mathcal{O}}(-\Delta)^{\gamma} u(x) v(x) \mu(d x) \leqslant|u|_{H^{\gamma}}|v|_{H^{\gamma}} .
$$

Hence, we have

$$
\left\langle(-\Delta)^{\gamma} u,(-\Delta)^{\gamma} v\right\rangle_{\left(H^{\gamma}(\mathcal{O})\right)^{*}}=\langle u, v\rangle_{H^{\gamma}} .
$$

Thus, following [77, Lemma 4.1.12], we have $(-\Delta)^{-\gamma}:\left(H^{\gamma}\right)^{*} \rightarrow H^{\gamma}$ and

$$
\langle u, v\rangle_{\left(H^{\gamma}\right)^{*}}=\left\langle(-\Delta)^{-\gamma} u,(-\Delta)^{-\gamma} v\right\rangle_{H^{\gamma}} .
$$

Therefore, we can identify $H^{-\gamma}$ and $H^{\gamma}$ by $(-\Delta)^{\gamma}$, see that $|\cdot|_{H^{-\gamma}}$ is the same as (121) and the space $H^{-\gamma}$ is the $|\cdot|_{H^{-\gamma}-\text { closure of } L^{2} \text {. }}$

Next, we find that $C_{0}^{\infty}(\mathcal{O}) \subset H^{\gamma}$ since for arbitrary $g \in L^{2}(\mathcal{O})$,

$$
\left|\left\langle(-\Delta)^{\frac{\gamma}{2}} f, g\right\rangle_{L^{2}}\right|=\left|\left\langle(-\Delta)^{\left\lfloor\frac{\gamma}{2}\right\rfloor+1} f,(-\Delta)^{\frac{\gamma}{2}-\left\lfloor\frac{\gamma}{2}\right\rfloor-1} g\right\rangle\right| \leqslant|f|_{C_{c}^{\infty}} \lambda_{1}^{\frac{\gamma}{2}-\left\lfloor\frac{\gamma}{2}\right\rfloor-1}|g|_{L^{2}}<\infty .
$$

Therefore, we have the inclusions

$$
C_{0}^{\infty}(\mathcal{O}) \subset H^{\gamma}(\mathcal{O}) \subset L^{2}(\mathcal{O}) \subset L^{1+\varepsilon}(\mathcal{O})
$$

for any $0<\varepsilon<1$. Thus, we have $\left.{\overline{H^{\gamma}}}^{\mid} \cdot\right|_{L^{1+\varepsilon}}=L^{1+\varepsilon}$ because ${\overline{C_{0}^{o}}|\cdot|_{L^{1+\varepsilon}}}=L^{1+\varepsilon}$; and this implies for any $r>1$

$$
L^{1+r}(\mathcal{O}) \subset H^{-\gamma}(\mathcal{O}) ; \quad \overline{L^{1+r}} \cdot \|_{H^{-\gamma}(\mathcal{O})}(\mathcal{O})=H^{-\gamma}(\mathcal{O})
$$

and $|v|_{H^{-\gamma}(\mathcal{O})} \leqslant \lambda_{1}^{-\frac{\gamma}{2}}|v|_{L^{1+r}(\mathcal{O})}$. Hence, if $V=L^{1+r}(\mathcal{O})$ and $H=H^{-\gamma}(\mathcal{O}) \cong H^{\gamma}(\mathcal{O})$, then $\left(V, H, V^{*}\right)$ is a Gelfand triple.
Finally, the operator $(-\Delta)^{\gamma}: L^{1+r^{-1}}(\mathcal{O}) \rightarrow V^{*}$. Using the argument in [77, Lemma 4.1.13], we have $\left|(-\Delta)^{\gamma} v\right|_{V^{*}}=|v|_{L^{1+r^{-1}}}$. Thus, we have

$$
|v|_{V^{*}}=\left|(-\Delta)^{-\gamma} v\right|_{L^{1+r^{-1}}} \leqslant\left|(-\Delta)^{-\gamma} v\right|_{L^{2}} \leqslant \lambda_{1}^{-\frac{\gamma}{2}}|v|_{L^{1+r}(\mathcal{O})} .
$$

In terms of $V$ and $H$, we have $|v|_{V^{*}} \leqslant|v|_{H} \leqslant \lambda_{1}^{-\frac{\gamma}{2}}|v|_{V}$ for any $v \in V$.
By Rellich-Kondrashov theorem, the embedding $H^{\gamma}(\mathcal{O}) \subset L^{1+\varepsilon}(\mathcal{O})$ is compact. Therefore, the embedding $L^{1+r}(\mathcal{O}) \subset H^{-\gamma}(\mathcal{O})$ is compact.
(Q0), (Q1) and (Q2) hold:
We refer to [51, Examples 1 and 2].
(HC) holds:
Note that $A\left(t, v_{1}+s v_{2}, i\right)=\kappa(t, i) \mathfrak{L}\left(\Psi\left(v_{1}+s v_{2}\right)\right)+\Phi\left(t, v_{1}+s v_{2}, i\right)$. The second term is continuous in $s$ as it is linear in the second variable. The first term is also continuous as $\mathfrak{L}$ is a linear operator and the function $\Psi(s)$ is continuous. Therefore, $\left\langle A\left(t, v_{1}+s v_{2}, i\right), v\right\rangle$ is continuous in $s$.

## (C) holds:

First, for $x \in V$

$$
\begin{aligned}
2\langle A(t, x, i), x\rangle & =2\langle\kappa(t, i) \mathfrak{L}(\Psi(x)), x\rangle+2 g(t, i)|x|_{V}^{2} \\
& =-2 \kappa(t, i)|x|_{V}^{r+1}+2 g(t, i)|x|_{V}^{2} \\
& \leqslant-2 k_{1}|x|_{V}^{r+1}+2 \sup _{t \in[0, \ell), i \in \mathbb{N}}|g(t, i) \| x|_{H}^{2}
\end{aligned}
$$

For the coefficient $B$,

$$
\|B(t, x, i)\|_{L_{2}(H)}^{2}=\sum_{j=1}^{\infty}\left|B(t, x, i) e_{j}\right|_{H}^{2} \leqslant \sum_{j=1}^{\infty}\left|b_{j}(t, x, i)\right|^{2} j^{-2 s} \leqslant b C_{s},
$$

where we have used the fact that $2 s>1$. Finally, from (124), we can conclude that

$$
\begin{aligned}
& 2\langle A(t, x, i), x\rangle+\|B(t, x, i)\|_{L_{2}(H)}^{2}+\int_{\{|z|<1\}}|G(t, x, i, z)|_{H}^{2} \nu(d z) \\
& \leqslant c+C_{s} b-2 k_{1} C_{r}|x|_{V}^{r+1}+\left(2 \sup _{t \in[0, \ell), i \in \mathbb{N}}|g(t, i)|+c\right)|x|_{H}^{2} .
\end{aligned}
$$

## (G1) holds:

$$
\begin{aligned}
|A(t, x, i)|_{V^{*}}^{1+r^{-1}} & \leqslant 2^{1+r^{-1}}\left(|\kappa(t, i) \mathfrak{L}(\Psi(x))|_{V^{*}}^{1+r^{-1}}+\left.|g(t, i)|^{1+r^{-1}}|x|\right|_{V^{*}} ^{1+r^{-1}}\right) \\
& \leqslant 2^{1+r^{-1}}\left(k_{2}^{1+r^{-1}}|\Psi(x)|_{L^{1+r^{-1}(\mathcal{O})}}^{1+r^{-1}}+C\left(\sup _{t \in[0, \ell), i \in \mathbb{N}}|g(t, i)|\right)^{1+r^{-1}}|x|_{V^{*}}^{1+r^{-1}}\right) \\
& \leqslant 2^{1+r^{-1}}\left(k_{2}^{1+r^{-1}}|x|_{V}^{1+r}+C\left(\sup _{t \in[0, \ell), i \in \mathbb{N}}|g(t, i)|\right)^{1+r^{-1}}|x|_{V}^{1+r^{-1}}\right) \\
& \leqslant A_{r, k_{2}, g}|x|_{V}^{1+r}+B_{r, g},
\end{aligned}
$$

where the constants $A_{r, k_{2}, g}:=2^{1+r^{-1}}\left[k_{2}^{1+r^{-1}}+C\left(\sup _{t \in[0, \ell, i \in \mathbb{N}}|g(t, i)|\right)^{1+r^{-1}}\right]$ and $B_{r, g}=2^{1+r^{-1}} C\left(\sup _{t \in[0, \ell), i \in \mathbb{N}}|g(t, i)|\right)^{1+r^{-1}}$. We have used the fact that $|x|_{V^{*}} \leqslant C|x|_{V}$, and $|x|_{V}^{1+r^{-1}} \leqslant\left(|x|_{V}^{1+r}+1\right)$.
(G2) and (G $\beta$ ) hold:
This follows from the computation above. Moreover, when $\beta=0$, Condition (G $\beta$ ) reduces to Condition (G2).

## (LipB) holds:

Note that for $B$, we have

$$
\begin{aligned}
& \left\|B\left(t, x_{1}, i\right)-B\left(t, x_{2}, i\right)\right\|_{L_{2}(H)}^{2} \\
& =\sum_{j=1}^{\infty}\left\|\left[B\left(t, x_{1}, i\right)-B\left(t, x_{2}, i\right)\right] e_{j}\right\|_{H}^{2} \\
& \leqslant \sum_{j=1}^{\infty} j^{-2 s}\left|b_{j}\left(t, x_{1}, i\right)-b_{j}\left(t, x_{2}, i\right)\right|^{2} \\
& \leqslant \sum_{j=1}^{\infty} b\left|x_{1}-x_{2}\right|_{H}^{2} j^{-2 s} \leqslant C_{s, b}\left|x_{1}-x_{2}\right|_{H}^{2},
\end{aligned}
$$

where we have used the fact that $2 s>1$.

## (N) holds:

Take

$$
B_{n}:=\left(\inf _{t \in[0, \ell),|x|_{H} \leqslant n, i \in \mathbb{N}, j \in \mathbb{N}} b_{j}(t, x, i)\right) B_{0}, \quad n \in \mathbb{N} .
$$

Then, for all $j, k \in \mathbb{N}$,

$$
\left\langle B(t, x, i)[B(t, x, i)]^{*}\left(e_{j}\right), e_{k}\right\rangle_{H}=b_{j}(t, x, i) b_{k}(t, x, i)\left\langle B_{0} e_{j}, B_{0} e_{k}\right\rangle_{H} \geqslant\left\langle B_{n}^{2} e_{j}, e_{k}\right\rangle_{H} .
$$

Hence, $B(t, x, i)[B(t, x, i)]^{*} \geqslant B_{n}^{2}$.

## (M) holds:

By (122) and [118, Theorem 2.4.1], we get

$$
\begin{aligned}
& \left\langle A\left(t, x_{1}, i\right)-A\left(t, x_{2}, i\right), x_{1}-x_{2}\right\rangle \\
& \leqslant-\kappa(t, i) C_{r}\left|x_{1}-x_{2}\right|_{V}^{r+1}+g(t, i)\left|x_{1}-x_{2}\right|_{H}^{2} \\
& \leqslant-\kappa(t, i) C_{r}\left|B_{n}^{-1}\left(x_{1}-x_{2}\right)\right|_{H}^{\lambda}\left|x_{1}-x_{2}\right|_{H}^{r+1-\lambda}+g(t, i)\left|x_{1}-x_{2}\right|_{H}^{2} .
\end{aligned}
$$

Finally, Condition (M) holds for $G$ from (123).

## (D) holds:

Define $D(A, \varpi):=C_{0}^{\infty} \times \mathbb{N}$. Then, we have $\overline{C_{0}^{\infty}|\cdot| \cdot \mid}=H$, and for $(x, i) \in D(A, \varpi)$ and $t \geqslant 0$, we have

$$
\int_{0}^{t}|A(s, x, i)|_{H}^{\varpi} d s<\infty .
$$

Thus, Condition (D) holds.
(66) holds:

Since $\alpha=r+1>2,|x|_{H}^{2} \leqslant C|x|_{V}^{2}$ and the fact that $\lim _{d \rightarrow \infty}-\theta d^{r+1}+C K d^{2}=-\infty$, we can deduce (66) holds with aid of (125).

Therefore, all assertions of Theorem 8.0.5 hold.
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