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Abstract

BLE-based Indoor localization and Contact Tracing Approaches

Mohammad Salimibeni, Ph.D.

Concordia University, 2023

Internet of Things (IoT) has penetrated di�erent aspects of modern life with smart

sensors being prevalent within our surrounding indoor environments. Furthermore,

dependence on IoT-based Contact Tracing (CT) models has signi�cantly increased

mainly due to the COVID-19 pandemic. There is, therefore, an urgent quest to

develop/design e�cient, autonomous, trustworthy, and secure indoor CT solutions

leveraging accurate indoor localization/tracking approaches. In this context, the �rst

objective of this Ph.D. thesis is to enhance accuracy of Bluetooth Low Energy (BLE)-

based indoor localization. BLE-based localization is typically performed based on the

Received Signal Strength Indicator (RSSI). Extreme �uctuations of the RSSI occur-

ring due to di�erent factors such as multi-path e�ects and noise, however, prevent

the BLE technology to be a reliable solution with acceptable accuracy for dynamic

tracking/localization in indoor environments. In this regard, �rst, an IoT dataset is

constructed based on multiple thoroughly separated indoor environments to incor-

porate the e�ects of various interferences faced in di�erent spaces. The constructed

dataset is then used to develop a Reinforcement Learning (RL)-based information fu-

sion strategy to form a multiple-model implementation consisting of RSSI, Pedestrian

dead reckoning (PDR), and Angle-of-Arrival (AoA)-based models. In the second part

of the thesis, the focus is devoted to application of multi-agent Deep Neural Networks

(DNN) models for indoor tracking. DNN-based approaches are, however, prone to

over�tting and high sensitivity to parameter selection, which results in sample in-

e�ciency. Moreover, data labelling is a time-consuming and costly procedure. To

address these issues, we leverage Successor Representations (SR)-based techniques,

which can learn the expected discounted future state occupancy, and the immediate
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reward of each state. A Deep Multi-Agent Successor Representation framework is pro-

posed that can adapt quickly to the changes in a multi-agent environment faster than

the Model-Free (MF) RL methods and with a lower computational cost compared

to Model-Based (MB) RL algorithms. In the third part of the thesis, the developed

indoor localization techniques are utilized to design a novel indoor CT solution, re-

ferred to as the Trustworthy Blockchain-enabled system for Indoor Contact Tracing

(TB-ICT) framework. The TB-ICT is a fully distributed and innovative blockchain

platform exploiting the proposed dynamic Proof of Work (dPoW) approach coupled

with a Randomized Hash Window (W-Hash) and dynamic Proof of Credit (dPoC)

mechanisms.
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Chapter 1

Overview of the Thesis

1.1 Introduction

Indoor localization is a critical area of research as the Internet of Things (IoT) concept

continues to gain popularity and its potential applications are explored. Bluetooth

Low Energy (BLE) is widely recognized as one of the most e�ective technologies for

localization in IoT [1]. The integration of di�erent BLE-based indoor localization

solutions through fusion strategies has the potential to signi�cantly enhance indoor

location estimation [1�9]. BLE o�ers several bene�ts over alternative technologies

such as WiFi and Ultra Wide-Band (UWB), including its low power consumption [10,

11]. In addition, single-model RSSI-based indoor localization solutions are relatively

simple to implement, cost-e�ective, and can be utilized in a range of environments.

However, a major challenge in BLE-based localization is the accurate calculation

of dynamic distance estimates between sensing devices and an intended object or

user, considering the �uctuating nature of the Received Signal Strength Indicator

(RSSI) [12, 13].

RSSI-based solutions are prone to multi-path fading and drastic �uctuations in

the indoor environment, which can lead to inaccurate indoor positioning. To deal

with these issues, researchers have developed advanced signal processing solutions

and Machine Learning (ML) schemes such as Arti�cial Neural Networks (ANNs) and

Reinforcement Learning [10]. However, these methods still have limitations, such as

the instability caused by fading e�ects, and the multi-path e�ects and heterogeneity

of BLE-enabled devices [14, 15].
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One of the main solutions to address the problems related to the single-model

RSSI-based indoor localization solutions is incorporating multi-model localization/tracking

solutions. These solutions involve using a combination of di�erent technologies and

models to enhance the accuracy of the localization/tracking services. By combining

di�erent models, the system can bene�t from the strengths of each individual model,

resulting in a more robust and accurate localization system.

Di�erent methods [16�22] have been proposed to localize a user within an in-

door environment. Aside from RSSI-based indoor localization solutions, there are

other methods that have been proposed to achieve the same goal. Some of these

approaches use additional hardware such as single or array of antennas, or comple-

mentary board chips to estimate Angle of Arrival (AoA) or Angle of Departure (AoD)

parameters. These methods, such as Time of Flight (ToF) or Time Di�erence of Ar-

rival (TDoA) [23,24], increase the complexity of the system due to the need for sensor

synchronization. Another approach to provide indoor localization solutions is Pedes-

trian dead reckoning (PDR) [7]. This method uses sensor data from a user's device

to estimate their location by tracking their movements. Unlike the previous meth-

ods, PDR does not require any additional hardware and can be used in a standalone

mode. However, the accuracy of PDR relies on the quality of sensor data, which can

be a�ected by various factors such as device orientation or environmental conditions.

By providing indoor localization services and estimating the user's location, a

wide range of services such as Smart Contact Tracing (SCT), context-aware solutions,

targeted advertisements, tenant assistance, and automated access can be provided.

In the context of a global crisis such as COVID-19, SCT is an e�ective solution

in preventing the spread of the virus, especially in indoor environments where the

spreading probability is higher [13]. Therefore, there is an urgent need to develop

e�cient, autonomous, and trustworthy indoor SCT solutions with the highest privacy-

preserving capabilities. BLE-based tracking/localization is a viable technology for the

development of SCT solutions for indoor environments. To achieve trustworthiness

and high indoor localization accuracy, researchers have proposed several methods such

as centralized and decentralized solutions. Blockchain-enabled design, coupled with

indoor localization via Bluetooth Low Energy (BLE) beacons [21] are among the top

solutions provided in this regard. By using blockchain technology, the system can
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be made tamper-proof, ensuring the privacy and security of the users' data. AoA-

based localization is one of the top indoor localization solutions proposed in SCT

frameworks. AoA-based localization [22] can provide more accurate results compared

to RSSI-based methods as it takes into account the orientation of the transmitter and

receiver. Although the AoA can result in an acceptable indoor localization/tracking

solution, there are some drawbacks that come with single model localization solutions.

The main disadvantage of using AoA as a single localization model is that it is heavily

dependent on the accuracy of the antenna array and the surrounding environment.

Factors such as multipath, interference, and noise can greatly a�ect the accuracy of

the AoA measurements. Additionally, AoA is not suitable for situations where the

signal strength is weak, as the measurements may become unreliable [3].

Using a multi-model indoor localization approach by fusing the information of

di�erent indoor localization solutions can result in a more robust and accurate local-

ization solution. By combining di�erent localization techniques, the system can take

advantage of the strengths of each method and overcome the limitations of any indi-

vidual approach. However, the di�culty lies in e�ectively integrating and processing

the various data sources, as well as ensuring the compatibility and consistency of the

di�erent solutions. Additionally, calibrating and �ne-tuning the system to the speci�c

environment can also present challenges.

In multi-model indoor localization and tracking, RL-based information fusion

strategy [3] has been proposed as a solution to overcome the limitations of single-

technology or single-processing model solutions. By integrating di�erent technologies

and processing solutions simultaneously, RL-based information fusion techniques can

improve the robustness and accuracy of indoor localization. Moreover, while in most

localization scenarios, indoor localization should be provided for multi-agent environ-

ments where multiple users are in the indoor venue, in these multi-agent scenarios,

RL-based solutions can face challenges due to the complexity of the environment and

the need to coordinate the actions of multiple agents. To address these challenges, re-

searchers have proposed several approaches, one of the main ones being Multi-Agent

Successor Representation (SR). In this context, SR can be proposed to improve the

performance of RL-based solutions in multi-agent environments. SR can bene�t us

in multi-agent scenarios by providing a way for agents to share information and coor-

dinate their actions in a decentralized manner. In a multi-agent system, each agent
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may have its own sensors and data, and SR can be used to combine this information

in a way that allows the agents to make more informed decisions.

In multi-model indoor localization and tracking, RL-based information fusion

strategy has been proposed as a solution to overcome the limitations of single-technology

or single-processing model solutions. By integrating di�erent technologies and pro-

cessing solutions simultaneously, RL-based information fusion techniques can improve

the robustness and accuracy of indoor localization. This thesis focuses on using RL-

based information fusion techniques to improve the performance of AoA-based local-

ization in indoor environments.

In this regard, multiple-model RL-based information fusion has attracted a great

deal of interest from many researchers as a means of providing indoor localization so-

lutions. This is due to its ability to fuse information from multiple sources, which im-

proves the accuracy and robustness of localization results. Additionally, Multi-agent

SR solutions can signi�cantly enhance the capability of the localization platform to

provide the information fusion result by utilizing the collective intelligence of multiple

agents to make more informed decisions. Furthermore, by leveraging the distributed

nature of the system, it can overcome challenges such as occlusions and noisy sensor

data.

The principal goal of this thesis is to develop a privacy-preserving, robust, and

highly precise indoor localization solution. Initially, our investigation was centered

on Bluetooth Low Energy (BLE) technology, owing to its broad adoption. We con-

ducted numerous data collection and assessment sessions to thoroughly explore the

various facets of BLE-based indoor localization solutions. Our assessments revealed

that single-model BLE-based localization approaches, which focus primarily on prox-

imity for robustness, fail to meet the expected accuracy levels. Consequently, for

indoor tracking, our main emphasis pivoted towards multi-model and hybrid solu-

tions. These solutions amalgamate the bene�ts of individual localization techniques

to enhance accuracy and provide dynamic localization over time. As part of our multi-

model strategy, we employed adaptive �lters to mitigate the factors that compromise

the accuracy of RSSI. Challenges posed by diverse factors such as device orientation

and environmental obstacles were addressed through these adaptive weights. We en-

deavored to minimize the in�uence of environmental variables as much as possible,

thereby facilitating the deployment of the proposed multi-model indoor localization

4



solution in a variety of unforeseen settings. In a bid to attain robustness and accu-

racy, we explored adaptive Reinforcement Learning (RL) agents. In this thesis, the

term 'agent' is used to denote a local processing unit equipped with communication,

computation, and sensing capabilities. Depending on the context, these agents can

represent users carrying handheld devices, cooperating to improve localization accu-

racy. Alternatively, in certain scenarios, we designate some anchor nodes as agents.

These nodes transmit and receive signals, process data, and participate in coopera-

tion schemes to enhance accuracy. Our primary focus in this thesis is on the theory of

multi-agent RL, particularly cooperative scenarios, to address uncertainties in mea-

surements. The future work application of this theory would be its deployment for

indoor localization.

1.2 Research Objectives

The primary objective of this Ph.D. thesis is to address the challenges associated

with indoor localization and its crucial application, Smart Contact Tracing (SCT), by

devising an innovative reinforcement learning (RL)-based information fusion strategy.

This approach aims to enhance the accuracy of a multi-model indoor localization and

tracking solution. Additionally, a novel Blockchain-based system for an Indoor CT

framework is proposed to ensure the trustworthiness and security of the platform. In

this context, the thesis targets the accomplishment of the following four main research

objectives:

� Investigate di�erent BLE-based indoor localization solutions: The �rst

research objective seeks to probe into and analyze the existing Bluetooth Low

Energy (BLE) based indoor localization solutions and compare their perfor-

mance, accuracy, and reliability. The intent is to study the diverse methodolo-

gies and techniques deployed for indoor localization using BLE signals, such as

�ngerprinting, triangulation, and others. The research will concentrate on eval-

uating the merits and demerits of di�erent solutions and identifying the most

e�ective approach for optimal indoor localization accuracy. The �ndings of this

research will be instrumental in providing insights and suggestions for future

indoor localization systems based on BLE signals.

� Study the theory of Multi-agent RL and Successor Representation
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(SR): This research objective focuses on a comprehensive study of Multi-agent

Reinforcement Learning (RL) theories and Successor Representation (SR). The

primary goal is to understand the underlying principles and the application

of these techniques in the domain of indoor localization. This includes under-

standing how multiple agents can cooperate and share information for improved

performance, and how SR can be utilized to handle complexities in multi-agent

environments. The result of this study will form the basis for the design and

implementation of the RL-based information fusion system for indoor localiza-

tion.

� Developing a new RL-based information fusion multiple-model indoor

localization: This research objective involves the development of a new indoor

localization system that leverages reinforcement learning (RL) and multiple-

model information fusion techniques. The goal is to devise an indoor localization

system capable of integrating multiple models and algorithms, thereby yielding

a more accurate and reliable indoor localization solution. The RL-based system

will be trained on a dataset to learn and optimize the fusion of di�erent models.

The system will be evaluated based on its accuracy, reliability, and robustness,

and benchmarked against existing indoor localization solutions. The �ndings

of this research will shed light on the potential advantages and limitations of

RL-based indoor localization systems.

� Developing a trustworthy SCT framework: The central focus of this re-

search objective is to establish a secure, trustworthy, and privacy-oriented Smart

Contact Tracing (SCT) framework that plays a crucial role in mitigating the

transmission of contagious diseases like COVID-19. The SCT framework must

safeguard the con�dentiality and privacy of users' personal and health infor-

mation, while ensuring that the contact tracing data is accurate, current, and

protected from tampering. To achieve this, the SCT framework will be designed

with privacy as a priority. This can be accomplished by integrating blockchain

technology, Internet of Things (IoT) networks, and a state-of-the-art indoor lo-

calization solution. This combination will ensure secure data sharing, a robust

authentication process, and a data veri�cation system, thereby ensuring the

e�cacy of the SCT framework in controlling the spread of diseases in indoor

settings.
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1.3 Targeted Challenges

Despite recent advancements in the �eld of indoor localization and increase of its

potential applications, there are still several open problems and challanges, which

require extensive investigations, including:

C1. Lack of Reliable Indoor User Tracking Data : The challenge in this

situation is the lack of a trustworthy dataset that provides the ground truth of

users in indoor environments. This dataset should contain information on the

Radio Signal Strength Indicator (RSSI) data received by Bluetooth Low Energy

(BLE) modules, the Angle of Arrival (AoA), and the data from the Inertial

Measurement Unit (IMU) sensor all simultaneously for multiple environments.

This information is crucial in accurately tracking the movement of users in

indoor spaces. The absence of such a dataset makes it di�cult to validate

and improve upon current indoor tracking systems, hindering advancements in

this �eld. Therefore, there is a need for a comprehensive and reliable dataset

that can provide accurate and consistent information on user tracking in indoor

environments.

C2. Data-Driven BLE-Based Indoor Localization: Overcoming Challenges

in IoT Environments: In this challenge, the focus is on developing a data-

driven localization model that utilizes Bluetooth Low Energy (BLE) sensor mea-

surements to achieve high indoor localization accuracy. The goal is to leverage

the availability of IoT indoor localization infrastructures and capitalize on the

potential of BLE sensors to provide precise and e�cient localization. A lot of

challenges are associated with this task. In indoor environments, Line of Sight

(LoS) links may not always be available, and the signals may be a�ected by

Additive White Gaussian Noise (AWGN) with varying Signal to Noise Ratios

(SNRs). Therefore, the data-driven localization model needs to be able to over-

come these obstacles and still provide accurate results. This challenge aims to

tackle these di�culties and develop a robust and reliable indoor localization

system that leverages the power of BLE and IoT.

C3. Overcoming Limitations in Multi-Agent Reinforcement Learning :

The challenge in Multi-Agent Reinforcement Learning (MARL) lies in the lim-

itations of traditional Model-Based (MB) and Model-Free (MF) algorithms in

7



handling the complexities of multiple agents and their interactions. The �xed

reward model used in these algorithms can lead to suboptimal results and the

Deep Neural Network (DNN) solutions, while e�ective, are susceptible to over�t-

ting, sensitivity to parameter selection and poor sample e�ciency. This presents

a unique set of challenges in the development of MARL algorithms, requiring

innovative approaches to overcome these limitations.

C4. SR in MARL: Navigating Uncertainty and Balancing Exploration and

Exploitation : SR is a promising approach to be used in MARL. However, its

implementation in MARL faces several challenges that need to be addressed.

One of the challenges is capturing the uncertainty associated with the SR, which

is crucial for decision making in MARL. Another challenge is the calculation

of the value function based on the learned SR values and the reward function.

This requires a careful balance between exploration and exploitation, as the

agents must decide whether to select actions with known rewards or explore

new actions with unknown rewards. These challenges make the implementation

of SR in MARL a complex and challenging task, but also provide opportunities

for research and innovation in this �eld.

C5. Bridging the Gap between Stand-alone Models and Reliable Infor-

mation Fusion : Indoor localization has been an ongoing research challenge

in recent years. However, existing works mainly focus on developing stand-

alone models for this purpose, neglecting the importance of information fusion

strategies in enhancing the accuracy of the results. Di�erent types of data such

as Bluetooth beacons, and inertial sensors have been used in indoor localiza-

tion, but a comprehensive approach to integrate these data sources is missing.

This challenge requires researchers to �nd ways to combine the di�erent types of

data and develop e�ective information fusion strategies to enhance the accuracy

of indoor localization. The goal is to bridge the gap between the stand-alone

models and reliable information fusion for improved indoor localization results.

C6. Complexities in Information Fusion in Hybrid Frameworks : The use

of hybrid frameworks in information fusion is a common approach in modern

technology. However, this approach presents a number of challenges that need

to be addressed to ensure accurate and e�ective information fusion. One of
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the main challenges is the complexity of data labeling, which requires a lot of

e�ort to properly label data for use in mathematical models. Additionally, the

mathematical modeling of indoor environments can also present di�culties, as

the data received from di�erent sensors can vary over time, making it challeng-

ing to accurately model the environment. These complexities require e�ective

solutions to ensure the reliability and accuracy of information fusion in hybrid

frameworks.

C7. Trustworthy Indoor Smart CT Solution for Pandemic Control: The

ongoing COVID-19 pandemic has brought to light the importance of controlling

the spread of the virus in enclosed spaces, where the probability of transmission

is much higher. In light of this, there is an immediate need for the development

and design of e�cient, autonomous, trustworthy and secure indoor CT solutions.

The solutions need to be designed in such a way that they can e�ectively control

the spread of the virus within indoor environments, making it safer for people

to interact and work in these spaces. The challenge is to design a trusworthy

indoor CT solutions that are not only e�ective but also practical and easily

deployable, helping to create a safer environment for people in their daily lives.

C8. The Integration of Blockchain in Smart Contact Tracing Framework:

The integration of blockchain technology into the smart contact tracing (SCT)

framework is a complex task that involves creating a decentralized network

that is both secure and trustworthy. This is made more complicated by the

use of indoor localization solutions, which require the integration of di�erent

systems and technologies to accurately track user movements. However, the

main challenge lies in ensuring the privacy and security of user data while still

providing the necessary information to track the spread of diseases. A successful

integration of blockchain technology will result in a decentralized, secure, and

user-friendly network that will play a crucial role in preventing the spread of

pandemics and other public health crises.

1.4 Thesis Contributions

Below, the contributions of the thesis are brie�y outlined:
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� Chapter 3 [7,9]: Builidng a trustworthy localization dataset and applying IoT-

based indoor localization solutions

� IoT-TD [1, 4, 7, 9] is a real-world dataset to evaluate the performance of

di�erent localization methods. The Internet of Things Tracking Dataset

(IoT-TD), contains synchronized data from Angle of Arrival (AoA), Re-

ceived Signal Strength Indicator (RSSI), Inertial Measurement Unit (IMU),

and the ground truth of the user's trajectories. The IoT-TD covers three

di�erent indoor environments and provides millimeter-level accuracy. Con-

sequently, it is possible to develop a hybrid localization framework that

combines RSSI, Pedestrain Dead Reckoning(PDR), and AoA to enhance

the performance of indoor localization. The proposed hybrid framework

considers the �uctuations in the received signal (RSSI), cumulative error

in trajectory estimation (PDR), and frequency/phase shifting between the

transmitter and receiver oscillators (AoA) as the most signi�cant issues in

BLE-based and IMU-based indoor localization. This contribution targets

challenges C1 and C2 in Chapter 3, Section 3.1.

� To tackle the challenge of evaluating indoor localization approaches, chal-

lenge C2, especially BLE-based solutions such as AoA and RSSI-based lo-

calization and IMU-based solutions such as PDR-based localization, Chap-

ter 3 provides a comprehensive evaluation using the IoT-TD dataset in

three di�erent environments. By examining the strengths and weaknesses

of BLE technology and the factors that a�ect the RSSI values, this Chap-

ter highlights the tremendous potential of the proposed indoor localization

solutions for precise indoor localization. To enhance the accuracy of RSSI-

based localization, the Chapter also presents the development of an Indoor

Localization SDK that employs an ML-based model to minimize the im-

pact of certain parameters. The SDK is designed as a REST API, which

enables seamless integration with various sensors in an indoor environment

to provide real-time user proximity estimation. This contribution targets

challenges C2 in Chapter 3, Sections 3.2, 3.3, and 3.4.
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� Chapter 4 [2�4,6,8]: Multi-Agent Reinforcement Learning Successor Represen-

tation and Reinforcement Learning-based Information Fusion Indoor Localiza-

tion

� Motivated by the potentials that would be generated by integrating Kalman

�lter into the Q-learning algorithm, to enhances the accuracy of predictions

and improves the sample e�ciency of the learning process, a novel Multi-

Agent Adaptive Kalman Temporal Di�erence (MAK-TD) framework [2,8]

is introduced in Section 4.2 targeting challenge C3. MAK-TD is a solution

for a common problem in MARL where the measurement noise covari-

ance is an unknown parameter. This parameter a�ects the accuracy of

the predictions made by the learning algorithm, and if it is not estimated

correctly, it can lead to suboptimal policies. The MAK-TD framework

addresses this issue by using the Kalman �lter to estimate the unknown

parameter and incorporating it into the learning process. The proposed

MAK-TD framework implements an o�-policy Q-learning approach. Q-

learning is a well-established RL algorithm that learns the optimal policy

by estimating the expected future rewards for taking speci�c actions in a

given state. In the o�-policy approach, the learning algorithm does not

follow the current policy but instead uses a behavior policy to gather ex-

periences. This approach allows for more e�cient exploration and faster

learning, as the algorithm is not restricted to the current policy and can ex-

plore a wider range of actions. The MAK-TD framework uses the Kalman

�lter to estimate the measurement noise covariance, which is then incor-

porated into the Q-learning algorithm. This allows the algorithm to make

more accurate predictions and learn the optimal policy faster. The com-

bination of the Kalman �lter and Q-learning provides a solution to the

information inadequacy problem, while also improving sample e�ciency.

� The second solution referred to as Multi-Agent Adaptive Kalman Succes-

sor Representation (MAK-SR), is designed best on the capabilities we can

gain using Successor Representation (SR) solutions. The MAK-SR is an

extension of the MAK-TD algorithm. This extension involves the integra-

tion of the SR learning process into the �ltering problem using the KTD

formulation. SR is a better alternative to both model-free and model-based
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RL solutions due to its improved sample e�ciency, better generalization,

handling of model uncertainty, increased �exibility, and reduced computa-

tional costs.The KTD formulation is used to approximate the uncertainty

of the learned SR, which is a critical factor in the performance of the algo-

rithm. By incorporating the SR learning process into the �ltering problem,

the MAK-SR algorithm is able to learn and update the successor represen-

tation in real-time. This provides a more accurate representation of the

environment, which in turn improves the decision-making capabilities of

the agent. One of the key bene�ts of adopting the KTD formulation is

the reduction in the required memory and computation time to learn the

SR. This makes the MAK-SR algorithm more scalable and computation-

ally e�cient compared to other algorithms, such as DNN-based algorithms.

Another advantage of using KTD is that it reduces the sensitivity of the

model to parameters selection. This results in a more reliable and robust

algorithm, as the model is not easily in�uenced by small changes in the

parameters. This improved reliability makes the MAK-SR algorithm more

suitable for real-world applications where reliability is of utmost impor-

tance. This contribution targets challenges C3 and C4 in Section 4.3.

� To tackle the challenges of enhancing the accuracy of indoor localization,

Chapter 4 presents a cutting-edge hybrid indoor localization solution. This

solution combines the strengths of various technologies, including RSSI-

based KF and PF, IMU-based PDR, and AoA module. These techniques

are integrated via a RL-based Fusion Framework (RL-IFF) [1, 4]. This

framework is designed to address the time-varying and non-stationary na-

ture of the information obtained from each localization method, as well

as the non-stationary Markov Decision Process in the proposed RL de�-

nition. By fusing the results from di�erent sources, the hybrid framework

can improve the overall accuracy of the localization and tracking system

and reduce the impact of errors caused by any single method. This ap-

proach targets the challenges of reducing the impact of errors caused by

any single method and enhancing the accuracy of the indoor localization

system, as presented in Chapter 4, Section 4.4.This contribution targets

challenges C5 and C6.
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� Chapter 5 [1, 5, 8]: Blockchain-Enabled System for Indoor Contact Tracing in

Epidemic Control

� To address the challenges with trustworthy indoor CT an innovative frame-

work called TB-ICT [1, 5] is designed to ensure that CT information is

secure and protected from unauthorized access. This is achieved through

two main capabilities. Firstly, the framework uses BLE beacons to accu-

rately track close contact information between users in the case of infection.

This information is then shared securely within the network. Secondly, the

framework uses a secure and privacy-preserving communication protocol

based on a blockchain-based distributed ledger. This protocol ensures that

users' identities are kept anonymous by using a privacy-preserving address

generation scheme. This scheme exploits the non-connectable advertis-

ing channels of BLE signals to transfer information between contacts, and

unique temporary addresses are generated based on ambient environmental

features. This ensures that the users' privacy is maintained, as the iden-

tities are not revealed through the transaction process in the blockchain

platform.This contribution targets challenges C7 and C8 in Section 5.1.

� To tackle challenge C7, we introduce a cutting-edge solution in Chapter 5,

Section 5.3 - the Randomized Hash Window Dynamic Proof of Credit

(WDPoC) [1, 5]. This solution addresses the security risks in blockchain

platforms by implementing a randomized hash window and credit score sys-

tem to monitor and regulate node behavior. The credit score is determined

through indoor localization and dynamic di�culty levels are set through

the randomized hash window. Nodes that follow physical distancing reg-

ulations receive a high credit score and unrestricted network access, while

those that do not receive limited access. This ensures a secure and stable

network environment while promoting compliance with physical distancing

guidelines. Nodes have the opportunity to improve their credit score by

following protocols and providing proof of compliance.

� The inner inddor localiztion method in TB-ICT [1] model is designed to

increase the precision and accuracy of indoor localization by using a Con-

volutional Neural Network (CNN) approach. This CNN-based framework
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is designed to be e�cient and reliable even in challenging indoor environ-

ments where the Line of Sight (LoS) links are not available, or the signals

are a�ected by Additive White Gaussian Noise (AWGN) with varying Sig-

nal to Noise Ratios (SNRs). To ensure robustness in the worst-case sce-

nario, the framework takes into account the impact of the elevation angle

of the incident signal on the localization process. This is a critical aspect,

as the elevation angle has a signi�cant e�ect on the signal strength and

quality, which can impact the accuracy of the localization process.

1.5 Organization of the Thesis

Chapter 1 (this chapter) provided an overview and a summary of important contri-

butions made in the thesis. The reminder of the thesis is organized as follows:

� Chapter 2 delves into a comprehensive literature review of indoor localization

techniques, RL-based approaches and SR solutions. Additionally, it explores the

literatures on integration of CT and blockchain technology with IoT frameworks

and examines RL-based information fusion strategies.

� Chapter 3 provides an evaluation of indoor localization techniques. It intro-

duces the IoT-TD dataset and evaluates the performance of di�erent methods,

such as BLE-based AoA, RSSI-based localization, and IMU-based PDR local-

ization in Section 3.3 and 3.3. In Section 3.5, the chapter presents an Indoor

Localization SDK that uses ML-based models to improve the accuracy of RSSI-

based localization.

� In Chapter 4, we present our Multi-Agent Adaptive Kalman Temporal Dif-

ference (MAK-TD) solution for MARL. Our proposed framework is detailed

in Section 4.2. We also introduce a SR-based variant of MAK-TD, MAK-SR,

in Section 4.3. In Section 4.4, we present a novel RL-based information fu-

sion strategy for indoor localization to improve accuracy by fusing results from

di�erent sources.

� In Chapter 5, our cutting-edge, reliable blockchain-based CT solution is pre-

sented in detail. You willl �nd an overview of the integrated blockchain and
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IoT technology in Sections 5.1 and 5.3. Section 5.2 focuses on the indoor local-

ization aspect of the solution, while the reliability and security of the proposed

framework is discussed in Section 5.4.

� In Chapter 6, we conclude the thesis and the remaining work will be discussed.

1.6 Publications

1.6.1 Journal Publications

J3. M. Salimibeni, Z. Hajiakhondi-Meybodi, A. Mohammadi and Y. Wang, �TB-

ICT: A Trustworthy Blockchain-Enabled System for Indoor Contact Tracing in

Epidemic Control�, IEEE Internet of Things Journal, 2022, doi: 10.1109/JIOT.2022.3223329.

In Press.

J2. M. Salimibeni, P. Malekzadeh, A. Mohammadi and K.N. Plataniotis, �MAAKF-

SR: Multi-Agent Adaptive Kalman Filtering-based Successor Representation�,

Sensors, vol. 22, no. 4, 2022.

J1. M. Salimibeni, A. Mohammadi, Z. Hajiakhondi, M. Atashi, P. Malekzadeh, and

K.N. Plataniotis, �Reinforcement Learning-based Information Fusion for Mul-

tiple Model BLE-based Indoor Localization/Tracking,� Submitted to APSIPA

Trans. on Signal and Information Processing (ATSIP), 2022.

1.6.2 Conference Publications

C6. M. Salimibeni, A. Mohammadi, N. Plataniotis, �RL-IFF: Reinforcement Learn-

ing based Information Fusion for Indoor Localization�, Submitted to IEEE In-

ternational Conference on Acoustics, Speech and Signal Processing (ICASSP),

2023.

C5. M. Salimibeni, Z. HajiAkhondi-Meybodi, A. Mohammadi, "TB-ICT: A Trust-

worthy Blockchain-Enabled System for Indoor Contact Tracing in Epidemic

Control," IEEE 8th World Forum on Internet of Things (WF-IoT), 2022.

15



C4. M. Salimibeni, P. Malekzadeh, A. Mohammadi, A. Assa and K. N. Plataniotis,

�MAKF-SR: Multi-Agent Adaptive Kalman Filtering-based Successor Repre-

sentations�, IEEE International Conference on Acoustics, Speech and Signal

Processing (ICASSP), 2021, pp. 8037-8041.

C3. M. Salimibeni, M. Atashi, P. Malekzadeh, Z. HajiAkhondi-Meybodi, K. N.

Plataniotis, A.Mohammadi, �IoT-TD: IoT Dataset for Multiple Model BLE-

based Indoor Localization/Tracking�, 28thEuropean Signal Processing Confer-

ence (EUSIPCO), 2020, pp. 1697-1701.

C2. M. Salimibeni, P. Malekzadeh, A. Mohammadi and K. N. Plataniotis, �Dis-

tributed Hybrid Kalman Temporal Di�erences for Reinforcement Learning�,

IEEE International Asilomar Conference on Signals, Systems, and Computers,

2020, pp. 579-583.

C1. M. Salimibeni, P. Malekzadeh, M. Atashi, M. Barbulescu, K. N. Plataniotis

and A. Mohammadi, �Event-Triggered Monitoring/Communication of Inertial

Measurement Unit for IoT Applications�, IEEE SENSORS, 2019, pp. 1-4.

16



Chapter 2

Literature Review

The focus of this chapter is on the di�erent approaches to BLE-based indoor local-

ization, including fusion strategies and, in particular, Reinforcement Learning (RL)-

based information fusion techniques to enhance indoor localization accuracy. This

includes the analysis of di�erent Multi-Agent Reinforcement Learning (MARL) tech-

niques, speci�cally Successor Representation (SR)-based strategies, which can be used

in multi-agent information fusion approaches in indoor environments. Additionally,

the chapter covers one of the main applications of indoor localization, Smart Contact

Tracing (SCT), and its integration with blockchain to address security concerns.The

discussion in this chapter can be classi�ed to the following main categories, namely:

� BLE-based indoor localization: BLE technology is widely used in indoor local-

ization as it o�ers several advantages such as low power consumption, a�ord-

ability, and ubiquity of BLE sensors. However, the main challenge in BLE-based

localization is the computation of accurate dynamic estimates of the distance

between sensing devices and an intended object/user via �uctuating RSSI. Later

in Section 2.1 the focus would be on discussing the di�erent BLE-based indoor

localization solutions and their limitations.

� CT solutions and di�erent SCT approaches: With the current global crisis, the

need for Smart Contact Tracing (SCT) solutions has become more crucial. In

Section 2.2 di�erent CT solutions and SCT approaches and their limitations

are discussed. CT solutions can be divided into centralized, decentralized, and

hybrid approaches, each with its own pros and cons. Centralized solutions store

user data and tracking information on third-party servers, but are at risk of
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data breaches and fraud. Decentralized and hybrid solutions use a honest-but-

curious server model, but still face challenges with data privacy and scalability.

Additionally, there are CT platforms that integrate blockchain and IoT networks

for healthcare and pandemic control, but blockchain solutions also have their

own challenges to overcome.

� Blockchain-based SCT applications: In an e�ort to ensure privacy and secu-

rity of personal information in SCT, the integration of blockchain technology

is explored in Section 2.3. This section highlights the challenges and limita-

tions of existing blockchain-based CT solutions. These solutions often struggle

with scalability, computational complexity, and security issues associated with

blockchain technology. Furthermore, the CT applications themselves face chal-

lenges in accurate and timely reporting, dependence on third parties, reliance

on honest users, and incorporating large amounts of data.

� MARL and SR-based MARL: The �eld of MARL has seen a surge of interest

in recent years, with its applications in various use cases, including information

fusion, being increasingly recognized. In Section 2.4, we delve into the di�erent

MARL algorithms and the recent advancements in SR-based MARL algorithms.

� Multi-model RL-based information fusion indoor localization: Information fu-

sion is an integral part of indoor localization, which involves integrating multiple

sources of information to produce a more comprehensive and accurate represen-

tation of the underlying system. This can include fusing data from multiple

sensors such as BLE beacons, IMUs, and GPS, and multiple processing tech-

niques such as AoA. RL-based information fusion is a specialized approach that

uses RL algorithms to optimally combine information from multiple sources.

This approach allows the system to learn the optimal policy for information fu-

sion through trial and error and adapt to changes in the environment over time.

The application of RL-based information fusion in indoor localization has the

potential to signi�cantly improve the accuracy and robustness of indoor local-

ization systems by reducing the impact of errors and �uctuations in individual

sources, leading to more reliable and accurate results.The recent techniques and

researches about this topic is discussed in Section 2.5.
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2.1 Indoor Localization Overview

Indoor localization has become a critical research area in the Internet of Things (IoT)

�eld due to the increasing demand for advanced and innovative indoor Location-Based

Services (LBSs). The methodologies used to localize a person or device within an

indoor environment di�er from outdoor methodologies in terms of the deployed sensor

technologies and network design. BLE is one of the most widely used technologies

for indoor localization in the context of IoT [16, 19�21]. BLE is considered as a

key enabling technology for IoT due to its low power consumption, a�ordability and

ubiquity of BLE sensors [25�27].

In BLE-based localization, the RSSI is used as the key measurement to compute

the distance of a user to a BLE module in an indoor environment [3,25�27]. However,

the drastic �uctuations of the RSSI value lead to random errors and inaccuracies in the

underlying positioning system [14,15]. The instability caused by fading e�ects and the

multipath e�ects and heterogeneity of BLE-enabled devices are two main drawbacks

of the RSSI-based approaches [18]. The noisy RSSI values need to be pre-processed

(smoothed) to mitigate these errors [20]. Moreover, there are other challenges yet

to be resolved, such as the orientation e�ect of the BLE packet transmitter, distinct

range of RSSI in di�erent mobile phones, and the e�ect of noise and interference on

the BLE sensors in a noisy environment [21].

Despite the recent surge of interest and development e�orts in LBSs for indoor

environments, low accuracy in dynamic BLE-based distance tracking/estimation re-

mains a major problem in creating reliable and robust indoor tracking solutions [27].

Stand-alone BLE-based localization cannot provide the level of accuracy required for

indoor localization/tracking solutions. Therefore, there is an unmet need to compute

accurate dynamic estimates of the distance between sensing devices and an intended

object/user for LBSs in indoor environments. As stated earlier, this is due to factors

such as multipath fading, drastic RSSI �uctuations, nonlinear �uctuation of RSSI

values and orientation of the device [11,29�31].

To overcome these drawbacks, recent advancements in BLE technology with the

introduction of BLE v5.1 protocol have promised a prosperous future for BLE-based

dynamic tracking via utilization of In-phase and Quadrature signals (I/Q samples)

for angular array-processing. However, this is still yet to be materialized. As a result,

there has been a surge of interest in developing hybrid (sometimes referred to as
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"Multiple-Model" or "Mixture of Experts") BLE-based estimation solutions achieved

by combining more than one tracking model. Examples of such hybrid solutions

include coupled �ngerprinting and Particle Filtering (PF) [20], Integrated K-nearest

neighbour (K-NN) and Support Vector Machines (SVM) [32], Combined K-NN and

trilateration [33], and Cascaded Kalman Filter-Particle Filter (KFPF) [14].

Aside from BLE, other IoT sensor technologies can be coupled with BLE to im-

prove localization performance. One such solution is Pedestrian Dead Reckoning

(PDR), which is based on data from an Inertial Measurement Unit (IMU) [9,15,34�36].

The IMU, which is available in most smartphones, consists of a 3-axis accelerometer,

3-axis magnetometer, and 3-axis gyroscope and reports variations in the movement

and angular acceleration of the device [9, 36, 37]. While PDR-based solutions are

prone to cumulative error in trajectory estimation, the pervasiveness of IMUs in

smartphones makes PDR an attractive modality to be coupled with other indoor

localization units such as BLE.

Antenna-based techniques such as Angle of Arrival (AoA), Time of Flight (ToF),

and Time Di�erence of Flight (TDoF) have also been recognized as e�ective tech-

niques to deal with indoor position estimation error. The AoA method uses triangu-

lation to determine the two-dimensional coordinates of the transmitter with the help

of at least two BLE beacons with known positions [38�41]. To calculate the angle

of the incident signal, an antenna array such as the Linear Antenna Array (LAA)

is required. Among all the di�erent AoA approaches, measuring the beam-forming

or spectral density of the received signal provides higher accuracy [42�44]. However,

critical challenges arise, especially with frequency/phase shiftings and switching er-

ror. In recent works [45, 46], new algorithms are leveraged to improve the accuracy

of indoor position estimation.

The ToF method measures the time it takes for the signal to travel from the trans-

mitter to the receiver. It is a distance-based approach, and the estimated distance

can be used to determine the location of the user [23,24]. The ToF method is widely

used for precise indoor localization, but it requires a high level of accuracy in synchro-

nizing the clocks of the beacons. TDoF, on the other hand, is a time-based approach

that measures the time di�erence between the signals received by multiple beacons

to determine the location of the user [16, 17]. However, it requires a large number of

beacons to achieve high accuracy, and the complexity of the system increases as the
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number of beacons increases.

These di�erent indoor localization approaches based on IoT sensor technologies

results in di�erent estimation accuracies. To gain a reliable localization service, one

major approach is to leverage the information from multi-sensors systems to improve

the system robustness, accuracy of the prediction and enhance the detection range.

Information fusion is one major approach in multi-sensors IoT networks.

2.1.1 Angle of Arrival (AoA)-based Localization

Wireless technology for IoT applications faces several challenges, including high power

consumption. However, BLE technology has addressed this issue by providing low-

energy communications. BLE operates in the same frequency spectrum as WiFi,

with 37 data channels and 3 advertisement channels, each with a bandwidth of 2

MHz. There are various indoor localization frameworks based on BLE, including RSS-

based methods, ToA, and AoA [47]. AoA, also known as Direction of Arrival (DoA)

estimation, is a triangulation indoor localization technique that requires at least two

BLE beacons with known positions to determine the two-dimensional coordinates of

the transmitter [48,49]. An antenna array, such as the Linear Antenna Array (LAA),

is required to receive the same signal with di�erent phases and calculate the angle of

the incident signal. Measuring the beam-forming or spectral density of the received

signal provides higher accuracy. However, frequency/phase shiftings and switching

error pose critical challenges in AoA-based frameworks. Authors in [44] determined

the angle of the incident signal based on the phase di�erence between I/Q samples

and investigated the e�ects of unbalanced carrier frequency.

AoA-based localization has gained attention in the research �eld as a reliable

method for indoor tracking. Subspace-based algorithms such as MUltiple Signal

Classi�cation (MUSIC) and its extensions are among the most accurate methods,

but are vulnerable to the multi-path e�ect, which is a common problem in indoor en-

vironments [50�52]. There have been e�orts to mitigate the multi-path e�ect through

channel classi�cation [53], Kalman �lter-based techniques [54], and subsample inter-

polation methods [55]. However, these methods are challenging due to their computa-

tional complexity and the requirement for a strong LoS path between the transmitter

and receiver.

Recently, the focus has shifted towards data-driven approaches using Arti�cial
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Intelligence (AI) [56,57]. In this context, a CNN-based AoA localization method was

proposed in a 2-D indoor environment, where the transmitted signal is only a�ected

by noise [58]. However, the elevation angle of the incident signal was not considered

in the localization, leading to location error. To address this issue, the authors in [59]

investigated the e�ect of noise on the estimated angle in a 3-D indoor environment

measured by DNNs. Additionally, DNN-based localization frameworks have been

proposed in [56, 57, 60], where the Channel Impulse Response (CSI) is used as the

input of the DNN. However, CSI is prone to noise, shadowing, and small-scale fading,

leading to signi�cant localization error.

In some recent works [45,46], a fusion processing method is proposed to eliminate

the e�ect of noise, frequency error, and switching error and a processing method

to compensate for the lack of Non Line of Sight (NLoS) link. However, existing

approaches for AoA localization via BLE sensors are stand-alone and have not yet

been extended to hybrid/multi-modal settings.

2.2 CT solutions and di�erent SCT approaches

In leveraging IoT devices and services to reduce the adverse e�ects of infectious dis-

eases such as COVID-19, there should be a level of guarantee that no security or

safety issues would threaten the users. Mobile application solutions developed to

alleviate the negative e�ects of COVID-19 can be classi�ed into the following ma-

jor categories [61], i.e., CT, social distancing, symptoms/health monitoring, and

telemedicine applications. With regards to CT, Alert in Canada, COVIDSafe in

Australia, StopCovid in France, Corona-Warn-App in Germany, LeaveHomeSafe in

China, and TraceTogether in Singapore [62] are the o�cial government-based CT

applications. For example, the latter (TraceTogether) is a centralized service that

holds users' real identity/data and uses Bluetooth technology to discover and store

users' proximity locally. Holding personalized data in a centralized fashion poses crit-

ical security and privacy issues. In addition, power consumption due to active BLE

advertisement utilization could be problematic. There are also other CT-based solu-

tions and social distancing applications such as Social Distancing Web Survey [63],

Google/Apple joint project on a CT platform [64], COVID-19 application proposed

by National Health Service (NHS) [65], and a Chinese application named Health
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Code System (HCS) [66]. Unlike TraceTogether, Apple/Google platform does not

hold the user's real identity/data, but a central server is used for contact pro�ling

and sending necessary noti�cations. The NHS COVID-19 application has a similar

vulnerability, which could result in user information leakage. The HCS, on the other

hand, uses QR code-based relational cross-match, which has lower power consump-

tion. However, the centralization of the platform and violating anonymity of users are

key security issues of this platform. Considering the level of access to the users' data

and management of the core services of the application, smart CT platforms can be

classi�ed into centralized, decentralized, and hybrid solutions [67]. In centralized CT

platforms such as [62], users' personal data and tracking information will be stored

on third-party servers, which are assumed to be safe, secure, and trusted. The level

of privacy provided via such applications is user-level and default security solutions

on the cloud. However, the trustworthiness of third parties managing these platforms

is one major problem of such applications. Moreover, such solutions are vulnerable to

data breaches and fraudulent operations on the server-side. On the other hand, de-

centralized and hybrid applications employ an honest-but-curious [68] server model,

however, they are still prone to the available sensitive data leakage, security, and scal-

ability issues. Moreover, although anonymous IDs are being shared in tracing close

contacts [69], the real identity of the infected users can be exposed on both platforms.

Hybrid solutions are also prone to third-party interventions and data leakage vulner-

abilities. For example, hybrid applications such as [13, 70] manage risk analysis and

notifying solutions at the server-side, which are prone to data leakage and are still

su�ering from high communication costs and high volume of the message exchange.

There are other CT platforms developed by integration of blockchain and speci�ed

IoT networks such as Internet of Drones (IoDs) [71] to provide di�erent services in

healthcare [72] and for pandemic control [73]. In particular, Islam et al. [73] proposed

a blockchain-enabled solution, which is an integration of IoT, AI, and blockchain,

leveraging IoDs to automate a supervision scheme to monitor the crises. To address

the aforementioned issues related to decentralized and hybrid solutions, there are few

CT approaches designed based on blockchain technology.
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2.3 Blockchain-based SCT Applications

Blockchain is a distributed ledger that uses cryptography, Public Key Infrastruc-

ture (PKI), economic modeling, and a shared consensus mechanism to synchronize

a distributed database. Blockchain can be considered as a Peer-to-Peer (P2P) net-

work, operating on a large number of distributed devices to securely store/manage

information, and transfer immutable append-only transaction logs, which are signed

cryptographically [74]. In a blockchain system, transactional data is stored in blocks

that are linked together in a hierarchical chain [75]. Each block contains a header

with several �elds, including the hash value of the block, the hash value of the pre-

vious block, the nonce �eld for consensus algorithms, and the main body �eld for

transactional records. The hash values of each block provide a secure chain and

ensure the integrity of the transactions. Each block must be validated and mined

by all the nodes in the network, after which it is added to the chain and cannot

be altered [75]. The decentralized structure, fault tolerance, persistency, anonymity,

transparency, and immutability of blockchain make it a suitable technology for IoT-

based applications, particularly for securely storing CT information in a trustworthy

and distributed manner without relying on a central processing unit [76].

As discussed earlier, several security and privacy preservation bene�ts can be

gained via leveraging blockchain, however, these advantageous come with some extra

costs [61, 77�79].

As shown in Table 2.1, while di�erent blockchain platforms [80�84] are proposed to

address the problems related to CT solutions, they su�er from the following drawbacks

and limitations [85]:

• Integration of Proximity Approximation Algorithms with the Blockchain :

Several recent researches [81,84], mainly focused on data security and location privacy

in smart CT services. For instance, Martinez et al. [86] used blockchain to store

digitally signed pairwise encounters, which are transferred between users' handheld

devices. This platform, however, only focused the Sybil attack without deployment

of any localization approach. COVID-19 Risk Framework [84], is a permissionless

blockchain solution that is designed to estimate the risk of being infected by COVID-

19 based on mathematical calculations and probabilities. While this approach is not

dependent on the third-party servers and provides trace and risk noti�cation services,

its main feature is location-based services via GPS, which is not suitable for indoor
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localization. This ambiguity about indoor localization can be found in some other

works [87,88] as well.

• Scalability Issues : Scalability is still a major issue in many proposed blockchain-

based CT solutions, speci�cally in public blockchains [79]. In most related works [88�

91], there is no discussion about scalability and throughput evaluation of the platform.

• Hybrid Solutions : Many of the proposed blockchain-based CT solutions have hy-

brid designs [87,92] which keep them still dependent on the third party. Xu et al. [87],

propose the BeepTrace, which is one of these hybrid solutions using two blockchain

networks for tracing and noti�cations. BeepTrace utilizes di�erent communication

techniques, including BLE, GPS, and WiFi, and proposes a public key infrastructure

but exploits third-party servers for geo-matching. The same issue is observed with [84]

and [92]. In [84] the authors represent a uni�ed blockchain system for proximity-based

CT and location-based CT considering Bluetooth technology. In [92], a permissioned

blockchain named DIMY is represented. DIMY leverages chain codes and stores the

data on user devices, servers, and blockchain networks. This hybrid platform is based

on BLE and uses the De�-Hellman key generation scheme and Bloom �lters. In

this approach, a server is used along with the blockchain network to provide pri-

vacy services. Sending noti�cations and risk analysis are the services provided in this

platform, but as it is mentioned, this platform is dependent on third-party servers.

• Smart Contract-based Solutions : Some blockchain-based CT solutions are

mainly designed to leverage approaches based on Smart Contract [93]. These solu-

tions are mainly costly and dependent on the other services to perform. ByChain [90],

is a permissionless blockchain that is a zero-knowledge distributed database using a

location-based consensus mechanism. In this approach, smart contracts are used to

prove location service. This approach is highly dependent on an arti�cial allocation

scheme exploiting IoT devices to provide claims and proofs. In [88], authors proposed

a permissioned blockchain on Ethereum smart contracts based on zero-knowledge

proof algorithms, which are dependent on a decentralized on-chain oracle platform

to apply CT solutions. This platform provides tracing and alerting solutions; how-

ever, the cost is high. PriLok [94], is a costly permissioned blockchain that should be

handled by collaboration of various entities, e.g., health and public authorities and

telecommunication �rms.

• Large Data Incorporation and Optimistic Assumptions : One major issue
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Table 2.1: Di�erent blockchain-based CT solutions.

Solution Communication
Cryptographic
Technique

Blockchain
Type

Smart
Contract

Description Limitations

BeepTrace [87]
BLE, GPS,

WiFi, Cellular
Public key
Scheme

Permissioned No

A hybrid system
using a certi�cate
authority and
geo-solver

Hybrid solution,
leverage third
party servers

for geomatching

DIMY [92] BLE

De�-Hellman
key generation
scheme and
Bloom �lters

Permissioned Chain Codes

A hybrid system
using blockchain for
risk analysis and
noti�cation, server
for privacy features

Hybrid platform,
leverage a separate

server to
provide privacy

Algorand's
approach

[89] BLE
Cryptographic

Sortition
Permissionless No

Crowd gathering
monitoring and
epidemiological

surveillance Aggregated
Data Board

Large Data
Incorporation and

Optimistic Assumptions,
BLE-based

privacy concerns

Blockchain
Meets COVID-19

[84] BLE, GPS
Distributed
blockchain
database

Permissionless Permissioned

GPS Location-based
using formulas
to calculate

infection probability

A hybrid system,
an privacy preserving

issues relying on
randomized mac

addresses

ByChain [90]
BLE, GPS,
WiFi, LTE

Zero Knowledge,
Distributed
Blockchain

Permissionless Yes

A location
consensus based

on virtual
electric �eld

Needs incentivize
users to share
resources

(e.g., bandwidth)
for PoL service

COVID-19 CT
Using Blockchain

[88] BLE, GPS
Proof of
Locations

Permissioned Yes

On Ethereum SC,
zero-knowledge proof,
decentralized on-chain

oracle

unclear localization
approach, high
cost of solution

Pronto-C2 [91] BLE
De�-Hellman,
Blind Signature

Permissioned No
A blockchain
network as

Bulletin Board

DH protocol least
256 bits required
elements pass BLE
limitation, needs
lighter version

TB-ICT [1] BLE
Dynamic PoW,
Proof of Credit

Permissionless No
Randomized

W-Hash blockchain
dynamic PoW

-

with many proposed CT schemes is the massive tra�c caused by a large amount of

data that should be processed and transferred [87,91]. Moreover, many solutions are

designed based on optimistic assumptions that a user would be honest in upload-

ing infection data. In [89], a public blockchain is designed to enable each user to

upload information, i.e., the hash of the encounters list, about the interaction with

others at certain distances and for a certain period of time as quali�ed encounters.

However, similar to [84], this approach su�ers from several privacy threats, such as

deanonymization of an infected user, and the main assumption of these solutions

is that the users are always honest and will upload their infection status on the

blockchain.

In summary, the common problems related to blockchain and associated CT plat-

forms can be classi�ed into the following categories:

• Problems related to Blockchain-based Solutions : Despite their bene�ts, IoT-

based networks generally su�er from the following challenges:

(i) Network Scalability : Most of the designed blockchain-based solutions [95] have
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limited network capability to handle large amounts of transaction data on their

platform in a short span of time.

(ii) Computational Complexity : Another major issue of the blockchain platforms is

their computational complexity [85]. This complexity represents how di�cult

it is to mine and add a new block to the blockchain.

(iii) Security Issues : Such issues are the concerns related to keeping records submit-

ted in the blockchain immutable and the ledger tamper-resistant [77,85,95].

• Problems related to blockchain-based autonomous CT :

(i) Accurate and Timely Reporting : In this context, miss-detection and miss-classi�cation

of users is a critical issue as most of the existing blockchain solutions [87, 92]

fail to focus properly on providing reliable localization/proximity services.

(ii) Dependence on Third Party : Many of the proposed solutions [87,92] have hybrid

structures, making them dependent on third parties.

(iii) Assuming Honest Users and Deanonymization Problems : Many solutions [84,

89] assume that the users are always honest and will correctly update their in-

fection status on the blockchain. Another issue is su�ering from privacy threats

due to deanonymization of an infected user.

(iv) Large Data Incorporation: It is common [79] to analyze, process and add several

unnecessary data to the blockchain transactions to be mined. This, in turn,

decreases the throughput of the existing solutions.

2.4 MARL and SR-based MARL

Traditionally, RL algorithms are classi�ed as (i) Model-Free (MF) approaches [28,96,

97] where sample trajectories are exploited for learning the value function, and (ii)

Model-Based (MB) techniques [98] where reward functions are estimated by lever-

aging search trees or dynamic programming [99]. MF methods, generally, do not

adapt quickly to local changes in the reward function. On the other hand, MB

techniques can adapt quickly to changes in the environment, but this comes with a

high computational cost [100�102]. To address the above adaptation problems, SR

27



approaches [103, 104] are proposed as an alternative RL category. The SR method

provides the �exibility of the MB algorithm and has computational e�ciency com-

parable to that of the MF algorithms. In SR-based methods, both the immediate

reward expected to be received after each action and the discounted expected future

state occupancy (which is called the SR) are learned. Afterwards, in each of the suc-

cessor states, the value function is factorized into the SR and the immediate reward.

This factorization only needs learning of the reward function for new tasks, allow-

ing rapid policy evaluation when reward conditions are changed. In scenarios with a

limited number of states, the SR and the reward function (thus, the value function)

associated with each state can be readily computed. Computation of the value func-

tion, however, is infeasible for MARL problems, as in such scenarios we deal with

a large number of continuous states [105]. In other words, conventional approaches

developed for single agent scenarios such as single-agent SR, Q-Learning, or policy

gradient cannot be directly adopted to MARL to compute the value function. The

main problem here is that, typically, from a single agent's perspective, the environ-

ment tends to become unstable as each agent's policies change during the training

process. In the context of deep Q-learning [106], this leads to stabilization issues as

it is di�cult to properly use the previous localized experiences. From the perspective

of policy gradient, typically, observations demonstrate high variance in coordinating

multiple agents.

To leverage SR-based solutions for MARL, value function approximation is un-

avoidable, and one can use either linear or non-linear estimation approaches [107,108].

In both categories, a set of adjustable parameters de�ne the value of the approxi-

mated function. Non-linear function approximators, such as Deep Neural Networks

(DNNs) [108�111], have enabled application of RL methods to complex multi-agent

scenarios. While DNN approaches like Deep Q-Networks (DQN) [112] and Deep De-

terministic Policy Gradient (DDPG) [113] achieved superior results, they su�er from

some major disadvantages including the over�tting problem, high sensitivity in choos-

ing parameters, sample ine�ciency, and high number of episodes required for training

the models. The linear function approximators, on the other hand, transform the ap-

proximation problem into a weight calculation problem in order to fuse several local

estimators. Convergence can be examined when linear function approximators are

utilized, as they are better understood than their non-linear counterparts [114, 115].
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Cerebellar Model Articulation Controllers (CMACs) [116] and Radial Basis Func-

tions (RBFs) [117] are usually used as linear estimators in this context. It has been

shown, however, that the function approximation process can be better represented

via gradual-continuous transitions [118]. Albeit the computation of the RBFs' param-

eters is usually based on prior knowledge of the problem at hand, these parameters

can also be adapted leveraging observed transitions in order to improve the autonomy

of the approach. In this context, cross entropy and gradient descent methods [119] can

be utilized for the adaptation task. Stability of the gradient descent-based approach

was later improved by exploiting a restrictive method in [118], which is adopted in

this manuscript.

After verifying the value function's structure, to train the value function approx-

imator, the following methodologies can be used: (i) Bootstrapping methods, e.g.,

Fixed-Point Kalman Filter (FPKF) [120]; (ii) Residual techniques such as Kalman

Temporal Di�erence (KTD) and Gaussian Process Temporal Di�erence (GPTD) [121],

which is a special form of the KTD; and (iii) Projected �xed-point methods such

as Least Square Temporal Di�erence (LSTD) [122]. Among these methodologies,

KTD [123, 124] is a prominent technique as, based on the selected structure, it pro-

vides both uncertainty and Minimum Mean Square Error (MMSE) approximation of

the value function. In particular, uncertainty is bene�cial for achieving higher sam-

ple e�ciency. The KTD approach, however, requires prior knowledge of the �lter's

parameters (e.g., noise covariance of the process and measurement models), which

are not readily available in realistic circumstances. Parameter estimation is a well-

studied problem within the context of Kalman Filtering (KF), where several adaptive

schemes are developed over the years including but not limited to Multiple Model

Adaptive Estimation (MMAE) methods [125�127] and, innovation-based adaptive

schemes [128]. When the system's mode is changing, the latter has the superiority to

adapt faster and its e�ciency was shown in [129], where di�erent suggested averaging

and weighting patterns were compared. MMAE methods were already utilized in the

RL problems, for instance, Reference [130] proposed a multiple model KTD coupled

with a model selection mechanism to address issues related to the parameter uncer-

tainty. Existing multiple model methodologies are, however, not easily generalizable

to the MARL problem.

In methods proposed in [101,131�133], while the classical TD learning is coupled
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with DNNs, uncertainty of the value function and that of the SR is not studied.

To deal with uncertainty, a good combination of exploitation and exploration should

be used to prevent the agent's overcon�dence about its knowledge to fully rely on

exploitation. Alternatively, an agent can perform exploration over other possible

actions, which might lead to improved results and a reduction in the uncertainty. Al-

though, from computation points of view, it is intractable to �nd an optimal trade-o�

between exploitation and exploration, it has been represented that exploration can

bene�t from the uncertainty in two separate ways, i.e., through added randomness to

the value function, and via shifting towards uncertain action selection [134]. Conse-

quently, the approximated value function's uncertainty, is a bene�cial information for

resolving the available con�ict between exploration and exploitation [123,134]. It was

shown in [123] that the sensitivity of the framework to the parameters of the model

can be diminished via uncertainty incorporation within the KTD method. Therefore,

the required time and memory to �nd/learn the best model will be reduced com-

pared to DNN-based methods [101, 131�133]. The reduced sensitivity in setting the

parameters enhances the reproducibility feature of a reliable approach, which leads to

regeneration of more consistent outputs while running multiple learning epochs. Con-

sequently, the risk of getting unacceptable results in real scenarios will decrease [135].

Geerts et al. [103] leveraged the KTD framework to estimate the SR for problems with

discrete state-spaces, however information related to uncertainty of the estimated SR

is not considered in the action selection procedure. We have started our research on

signal processing-based RL solutions by introducing the MM-KTD [8,28], which is a

multiple model Kalman temporal di�erence approach for single-agent environments

with continuous state-space. The AKF-SR is then proposed in [136], which is an

adaptive KF-based SR approach developed for single-agent scenarios.

2.4.1 Reinforcement Learning (RL)-based Signal Processing

Increasingly tendency of the researchers to imitate human behavior let the astonishing

research area �ourishing to meet this goal. One of the most prosperous �elds aiming

to learn from the history of the interaction between the agent and the environment

is Reinforcement Learning (RL) [134]. Generally speaking, RL is a class of Machine

Learning (ML) algorithms enabling autonomous agents to learn the optimal control

(action) policy by using trial and error based on the feedback received from the
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environment after each action [6, 28]. Unlike supervised learning, RL approaches do

not need labeled data, which is challenging to acquire in most practical scenarios. The

RL methods are utterly bene�cial as they leverage the feedback [137�140] provided

by the reward received by each agents' movement in the environment. This procedure

will lead to policy optimality to choose the best action to increase the reward gained

by the nodes in the system, which inherently minimizes the error. Traditionally, RL

algorithms are categorized into two main classes: (i) Model-Free (MF) methods [6,28,

141, 142], which learn the value function using sample trajectories, and; (ii) Model-

Based (MB) methods [143] that estimate transition and reward functions through

search trees or dynamic programming [144]. MB approaches focus on learning the

model of the environment, leveraging the past status of the system. However, in

MF-based algorithms, the goal is to �nd the optimal policy in the system without

any attempts to learn the system's dynamics. Algorithms belonging to the former

category (MF algorithms) typically fail to rapidly adjust an agent to localized changes

in the reward function. The MB algorithms can quickly adjust to the environmental

changes but with a high computational cost [100,101].

2.4.2 Successor Representations Approaches

As a remedy to the aforementioned adaptation problems, SR methods [6, 103, 145]

are proposed recently as an alternative class of RL algorithms. The SR methods

provide computational e�ciency comparable to that of MF algorithms, concurrently

with the �exibility of MB algorithms. The SR-based algorithms learn the expected

immediate reward received after each action together with the expected discounted

future state occupancy (i.e., the SR). SR-based approaches are mainly developed

for single-agent scenarios and have not yet been extended to multi-agent scenarios.

This proposal addresses this gap for potential applications to predictive analytic and

demand response in SCs. This SR-based solution is also compared with an innovative

multiple model adaptive Kalman �ltering methods employed as another alternative

to deep RL solution for the multi-agent scenarios.

Considering the number of agents in an environment, there are two kinds of en-

vironments, i.e., single-agent and multi-agent environments. In single-agent systems

with a relatively limited number of status and actions, Monte-Carlo [146] is one com-

mon approach to calculate the state action or value function for each state using some
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sample runs to �nd the optimal strategy. On the other hand, the temporal di�er-

ence(TD) [147] approaches emerge, making use of bootstrapping to update the value

during an episode in an online fashion optimization. Due to the curse of dimension-

ality [148], all these approaches become useless in a more complicated environment.

Combining the Q-learning [149] and the basic RL approaches with the arti�cial neural

networks proposes an alternative solution to approximate the state action/value func-

tion over the entire state-space [108�111]. Most early attempts in the Deep RL did

not achieve acceptable results due to over�tting. However, this problem was mostly

overcome in the further attempts [150] and also was extended to the environments

with the continuous action space [113]. Albeit there are many signs of progress to

�t the Deep RL model, e.g., Deep Q-Network (DQN) [151] to the single-agent and

multi-agent scenarios, these models are still prone to over�tting and high sensitivity

in parameter selection and sample ine�ciency. Converting the value function approx-

imation problem to a weight estimation approach by applying a set of weighted local

estimators is another well-practiced approach to address the previously mentioned

problems. Various local estimators were proposed in the literature, among which

Radial Basis Functions (RBFs) [152], and Cerebellar Model Articulation Controllers

(CMACs) [116] are most popular. It was shown that RBFs are more suitable than

CMACs in systems with continuous states due to their continuous nature [153]. More

recently, the Fourier basis was proposed as the local estimator function; however, the

performance of the system was shown to be comparable to those using RBFs [154].

The parameters of the RBFs are usually computed based on the knowledge of the

problem. However, it is possible to adapt these parameters using the observed tran-

sitions to enhance the autonomy of the method. Cross entropy and gradient descent

methods were proposed by [155] for that matter. The stability of the latter was

later enhanced using a restrictive technique in [118]. By determining the structure

of the value function, to gradually minimize the error between the approximation

and real values received in all status, di�erent methods are proposed in the literature.

These algorithms are categorized as bootstrapping [120], residual [121], and projected

�xed-point [122] approaches, and are compared thoroughly in [123]. Kalman Tempo-

ral di�erence (KTD) [124] stands out to be a better solution regarding its Minimum

Mean Square Error (MMSE) in value function estimation and the uncertainty in [156]

terms of their error covariance that can be used to gain higher sample e�ciency [124].
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To estimate the parameters of the Kalman �lters, two main approaches can be cat-

egorized as innovation-based adaptive methods [128] and multiple model adaptive

schemes [157]. The latter approach is a fast and adaptable solution, and its di�erent

averaging and weighting schemes are mainly discussed in [129]. Additionally, in [156]

the system's uncertainty of the proposed model-based multiple model approach was

challenged exploiting di�erent models.

2.5 Multi-model RL-based Information Fusion In-

door Localization

Technically, information fusion is the study of e�cient methods for automatically

or semi-automatically transforming information from di�erent sources and di�erent

points in time into a representation that provides e�ective support for human or

automated decision making [158]. Information fusion techniques can be categorized

into traditional methods and Machine Learning (ML)-based approaches. Probabilistic

fusion, evidential belief reasoning fusion, fuzzy theory, and tensor fusion are among

the main traditional information fusion strategies [159]. Many progresses in di�erent

�elds including data gathering techniques, processing hardware and di�erent data

steaming and processing solutions pave the path to leverage new information fusion

approaches. In waht follows we will learn about common solutions in traditional

information fusion and ML-based approaches.

2.5.1 Traditional Information Fusion Approaches

Generally, information fusion is widely used in diverse applications and �elds including

but not limited to IoT-based services, wireless sensor networks, localization/tracking

services, image processing, navigation and radar systems, di�erent assessment tech-

niques and, etc [160]. Among the traditional information fusion techniques, four

typical categories are (i) probabilistic fusion e.g., Bayesian solutions, (ii) evidential

belief reasoning fusion e.g., Dempster/Shafer (D-S) evidence theory, (iii) fuzzy theory,

and (iv) tensor fusion methods [159]. The main focus of the probabilistic fusion is to

get the inference results by combining the observed data and prior probability [161].
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In [162], a Bayesian fusion method is proposed with a RL-based multislot double-

threshold spectrum sensing to gather industrial big data, capable of fast recognition

of required idle channels while guaranteeing spectrum sensing performance. A fuzzy

multi-entity Bayesian network is proposed in [163] to fuse data generated from human-

based sources with those generated by physical sensors. Information fusion using D-S

evidence theory are more �exible than Bayesian solutions since uncertain informa-

tion are described by leveraging interval estimation rather than point approximation.

In [164] a D-S evidence theory is applied as the fusion algorithm and an enhanced be-

lief divergence measurement solution is proposed in [165] to address the high con�ict

issue in D-S theory-based information fusion. Solving this highly con�icting evidence

issue is also targeted in [166] by proposing a new divergence measurement to quantify

the di�erences between basic probability assignments (BPAs). Some unde�ned prob-

lems in information fusion is addressed by fuzzy theory [167�169] by modeling the

fusion approach in a loose way. In [167], a fusion solution is proposed based on fuzzy

and D-S evidence theory to solve the multi-dimensional data fusion at the decision

layer. Another fuzzy-theory based information fusion approach is represented in [168],

where the fusion of visual data, signals, and multidimensional statistical data is used

to build intelligent systems for diagnostics and decision support. There are also many

approaches that utilize tensor fusion methods regarding the tensors' powerful capa-

bilities in information representation. This method is proposed in [170] to address

the spatial data processing issue by exploiting a cyber-physical-social transition ten-

sor (CPST2) in a multi-step transition fusion model. Although the aforementioned

traditional information fusion techniques are proposed to address speci�c demands in

many concrete applications, there are still important challenges that should be tackled

in data fusion solutions to maximize its bene�ts [158]. These challenges are mostly

stem from from application environments' complexity where sensors are located, the

variety of data with di�erent types that should be combined, and so on [160]. These

complexities can be classi�ed as (i) Data imperfection, (ii) Data inconsistency, (iii)

Data con�iction, (iv) Data alignment/registration and correlation, (v) Data type het-

erogeneity, (vi) Fusion location and (vii) Dynamic fusion [160]. ML-based information

fusion approaches can be a solution to address these drawbacks. In section 2.5.2, we

brei�y discuss the common approaches in RL-based information fusion.
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2.5.2 RL-based Information Fusion Approaches

Machine Learning (ML) is a powerful technique that allows systems to learn from the

provided data without the need for programming the problem or the dynamics of the

environment. ML is designed to create a knowledge base based on the robust rela-

tionships between input data and to use the learning procedure's output to estimate,

predict, or classify data. This makes ML an ideal technique for information fusion

approaches [160,171].

However, the implementation of ML-based information fusion approaches presents

several challenges, such as data labeling and the time-consuming and costly process of

training the system to fuse data from multiple sources [10,172]. These challenges are

addressed by incorporating Reinforcement Learning (RL) techniques into the infor-

mation fusion process [163,173,174]. RL is considered to be one of the best solutions

for information fusion due to its ability to alleviate the computational and cost-wise

processing of information fusion [161,163,174].

RL is a class of ML techniques that aims to provide human-level adaptive behavior

by constructing an optimal control policy [134]. The objective is to learn from previ-

ous interactions between the autonomous agent and its environment through trial and

error. The optimal control policy is obtained through RL algorithms and the feedback

provided by the environment after each action taken by the agent [2,6,8,28,137,138].

There have been various studies proposing the use of Reinforcement Learning

(RL) in information fusion. For example, Guo et al. proposed a deep RL multi-modal

decision-making fusion weight allocation method in [163] to overcome the limitations

of traditional weighted fusion methods with �xed weight allocation in decision level

fusion. Liu et al. proposed a deep RL multi-type data fusion framework for algo-

rithmic trading services in [175]. This approach de�nes a static Markov Decision

Process (MDP) for the fusion strategy and utilizes RL mainly for making trading

decisions based on temporal features of stock data and other key performance indi-

cators (KPIs). In [174], a priori knowledge RL-based information fusion method for

multi-sensors in air combat data is proposed, where RL is used to �nd the coe�cients

for the fusion of sensory data inputs.

While some of these works may lack timeliness and are not applied to localiza-

tion purposes, the actual indoor localization task requires a time-varying system.
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Although several sensor fusion localization approaches have been proposed in litera-

ture [176�178], they mostly rely on traditional sensor fusion techniques or supervised

ML techniques. To address the challenges related to data labeling, the complexity of

mathematical modeling of indoor environments, and the time-varying nature of infor-

mation from di�erent sensors, an RL-based information fusion method was employed

to fuse the localization results from di�erent localization solutions in di�erent indoor

venues [176].

Considering the di�culties in data labeling, complexity of mathematical modeling

of indoor environments, and time-varying nature of the information received from

di�erent sensors, we propose the use of an RL-based information fusion method to

fuse the localization results obtained from di�erent localization solutions in di�erent

indoor environments. This approach allows for a more �exible and adaptive solution

to handle the complex and dynamic nature of indoor localization tasks.

2.6 Conclusion

In conclusion, this chapter focuses on the di�erent approaches to BLE-based indoor

localization, including the use of RL-based information fusion techniques. The chap-

ter also covers the integration of blockchain technology with Smart Contact Tracing

(SCT) to address privacy and security concerns. The di�erent sections of this chapter

cover the limitations of BLE-based indoor localization (Section 2.1), di�erent CT solu-

tions and SCT approaches (Section 2.2), blockchain-based SCT applications(discussed

in Section 2.3), Multi-Agent Reinforcement Learning (MARL) and SR-based MARL

algorithms (Section 2.4), and the recent advancements in RL-based information fu-

sion in indoor localization(Section 2.5). Overall, the chapter provides a comprehensive

overview of the current state of indoor localization and the challenges and limitations

associated with it.
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Chapter 3

IoT-based Indoor Localization

This chapter tackles the �rst objective of the thesis, providing an investigation into

various BLE-based indoor localization solutions. As an extension of the overarching

objective, we delve into the world of IoT-based indoor localization, focusing partic-

ularly on the potential of BLE technology. Our analysis includes an examination of

BLE-based indoor localization techniques using a localization dataset, the IoT-TD

Dataset, presented in Section 3.1. This chapter sets the stage for exploring multi-

model solutions, as indicated in the introduction, by �rst understanding the strengths

and weaknesses of existing single-model techniques.

In Section 3.2, we o�er a detailed examination of BLE technology, its features,

and the concept of BLE beacons. Furthermore, in Section 3.3, we delve into di�erent

BLE-based indoor localization solutions, analyzing their strengths and limitations.

Additionally, we explore the role of IMU in indoor positioning and their integration

with information fusion technology in Chapter 3.4 to enhance indoor localization

accuracy.

This chapter serves as the foundation for our study, as it provides crucial in-

sights into the current state-of-the-art in BLE-based indoor localization and sets the

stage for the development of a more advanced and accurate solution in the following

chapters.
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3.1 The IoT-TD Dataset

The IoT-TD dataset is critical to the development of e�ective indoor localization

solutions. This dataset provides robust and accurate location-based services (LBS)

in indoor environments, especially in the context of the COVID-19 pandemic and the

need for e�cient indoor contact tracing frameworks.

The IoT-TD dataset overcomes the limitations of existing datasets that lack

ground truth information, making it challenging to accurately evaluate and compare

di�erent algorithms. With real-world data, the IoT-TD dataset enables the devel-

opment of more accurate and reliable indoor localization solutions by providing the

necessary information for training and testing algorithms. Additionally, the use of

multiple sensors, including IMU sensor measurements, provides a comprehensive view

of the indoor environment, leading to the development of more robust and e�ective

indoor localization solutions.

Figure 3.1: Experimental setup for collection of the IoT-TD dataset in one of the 3 environments.

The IoT-TD dataset includes synchronized ground truth trajectories, RSSI values

collected in a multi-sensor setting, and IMU sensor measurements obtained from a

hand-held device carried by the moving target. All three components of the dataset

are time-stamped and pre-processed, ensuring the highest level of accuracy and reli-

ability.
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Figure 3.2: Data collection setup in three di�erent environments. Top two �gures are from the
�rst environment, while the bottom �gures show the other two environments.

3.1.1 Experiment Setup

Figure 3.3: Raw data samples from the IoT-TD dataset.
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The IoT-TD,1 is constructed based on three thoroughly separated indoor environ-

ments to incorporate e�ects of various interferences faced in di�erent spaces. The

main objective is to have a dataset to potentially develop multiple-model implemen-

tations to fuse the three di�erent localization approaches (i.e., RSSI-based, PDR,

and AoA-based). The �rst environment is shown in Fig. 3.1, illustrating the data

collection setup. In these data-gathering tasks, data is synchronously collected from

�ve di�erent BLE modules together with I/Q samples for AoA, and IMU sensor data

from the target's handheld phone. The central processing unit is responsible for data

collection. The IoT-TD dataset was collected through more than 600 data-gathering

sessions. Each environment, at least, has 200 data-gathering sessions. 50 di�erent

data collection sessions were devoted to each of all the four di�erent moving scenarios,

for all three tracking paths including time-stamped RSSI data received from �ve BLE

modules, IMU built-in target's device sensors, and I/Q samples. The related ground

truth of the tracked user is also gathered in all experiments. During each tracking

epoch, along with the IMU sensor data, which consists of 9 di�erent parameters, the

RSSI values received by all BLE modules are captured. Simultaneously 6 parameters

consisting of 3-D position data and three rates of angular velocity (pitch, roll, and

yaw) are received from Vicon cameras as the target's true �ight position. For this

massive amount of data gathered in each epoch, I/Q samples related to the signal

transmitted from the target's phone to each BLE module is calculated in an o�ine

mode and utilized to extract the AoA of signals at each synchronous moment. Fig. 3.3

shows raw data samples from the IoT-TD dataset.

In order to consider di�erent trajectory movements, three tracking scenarios are

considered, i.e., rectangular, diagonal, and random movements of the user. More

accurately, the three tracking scenarios are as follows: (i) Rectangular Walking, is a

movement pattern where the user walks continuously in the sides of the rectangular

area of each environment in a pre-de�ned path; (ii) Diagonal Walking, where the

user walks in the diagonals of each location. Related data for two di�erent diagonal

movements are gathered, and; (iii) Random Walking, where the user walks randomly

in the surveillance region of all three environments. The rectangular and the diagonal

movement trajectories (Scenarios (i) and (ii)) are more predictable and rhythmic,

therefore, provide more straightforward tracking scenarios. The situation is di�erent

1The constructed dataset, together with its description, can be accessed freely through its web-
page: https://github.com/MSBeni/IoT_Journal_Dataset.
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in the third scenario (random movement). This trajectory in all the venues is expected

to be more unpredictable.

3.1.2 Construction of the Ground Truth

Having access to the reliable and accurate ground truth in real-time is a key feature in

evaluating the accuracy of implemented localization/tracking algorithms. As shown

in Fig. 3.2, the Vicon Vero cameras (VICON Blade, VICON Motion Systems, UK)

are being used to achieve this goal. The speci�c optical cameras in Vicon leads to

tracking/localizing a target with a millimeter accuracy. To be more precise, the Vicon

Motion Capture System, utilized in this work, consists of four Vicon Vero infrared 1.3

megapixel cameras with a sampling rate of 100 Hz. Moreover, to manage the data

gathering sessions, the Vicon Data Stream (SDK), speci�cally the Vicon Tracker v.3.7

is used to construct the ground truth trajectories. After calibrating the cameras, the

installed onboard sensors of the Vicon System are used to control the cameras' timely

performance to ensure the accuracy and reliability of the cameras' data and enables

the system to timely monitor the Vicon cameras' position. The cameras' calibration

for each data collection session is the vital initial part of the experiments to prevent

any possible mistake threatening the accuracy of the collected ground truth data.

The user's phone's ground truth consists of the time-stamped position in 3-D, (x, y, z)

and the rate of angular velocity (pitch, roll, and yaw). The real-time 3-D location

information is essential for evaluating the accuracy of tracking models. Furthermore,

to check the validity of the results and the models developed based on IMUs data,

the rate of angular velocity data received from the Vicon System can be used for

comparison purposes.

3.1.3 AoA Dataset Based on The Ground Truth

In the latest version of the BLE technology, which is the Bluetooth Core Speci�cation

v.5.1, the enhancement of the Low Energy (LE) controller layer enables generation

and transmission of raw direction-�nding data in the BLE-based networks [179]. The

Constant Tone Extension (CTE) of the LE Link Layer is added to the transmission

packet, which is sent at the carrier frequency of 250 kHz, enabling the I/Q sampling

capability. In order to use this new feature, several issues are still in place, which
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are expected to be addressed and probably solved in the future pro�le speci�cations

presented by the Bluetooth Special Interest Group (SIG). It is, therefore, essential

to start researching this new feature and check its potentials. Toward this goal, we

simulate the received signals from the user's phone to BLE modules and calculate

raw I/Q samples based on the user's real location, provided by Vicon cameras.

In the �rst step, the AoA is estimated according to the user's exact location,

provided by Vicon cameras, and the BLE modules' installation coordinates. Then,

based on the estimated AoA values, I/Q samples are generated. Since �ve BLE

modules are installed in the experimental environments, �ve sets of raw I/Q samples

for each experiment are obtained. Additive White Gaussian Noise (AWGN) is also fed

to the constructed signals to consider the �uctuations of the real scenarios. Based on

the generated I/Q samples, the user's position, which is the intersection area of lines

drawn from each BLE beacon, is calculated. Note that the angle between lines from

BLE beacons and X-axis is determined based on the estimated AoA of the received

signal. It is assumed that the user's �nal location is calculated based on two installed

BLE beacons in the environment to keep the processes fruitful and straightforward

for the other fusion scenarios and other localization approaches.

3.2 BLE Technology

BLE is introduced by Bluetooth Special Interest Group in 2010 and is designed to

be used in applications with small power consumption beside no requirement to send

large amounts of the data [179]. BLE is an appropriate connection network for peri-

odic transmission of small amounts of data over the 2.4 GHz ISM band [12,13]. The

low power consumption of BLE makes this technology highly available in many IoT

devices, speci�cally in almost every smartphone. Many new devices like BLE beacons

have been created to be used based on this technology, make BLE a suitable choice

for many smart services, speci�cally the localization approach. BLE and WiFi are

working in the same radio frequency bands, but since the BLE advertisement is just

through three channels (37, 38, and39) which are widely spaced at 2402, 2426, and2480

MHz, there would be no interference between BLE and popular WiFi channels. BLE

has two modes of communication, connectable and non-connectable. These two modes

of communication can be used for di�erent use cases. In the localization and SCT
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case, the non-connectable mode is the focal point since it provides the possibility of

a more secure connection. In the non-connectable advertisement mode, there is no

need for the receiver to accept the incoming connection request, which will prevent

any unauthorized access to the users' sensitive data. The periodic propagation of the

advertisement packets by BLE modules in non-connectable mode makes it possible

for the devices equipped with BLE, e.g., smartphones, to hear and receive these pack-

ets within the broadcast range. According to the system-de�ned advertising interval,

these advertisement packets are broadcasted periodically through the BLE advertise-

ment channels. The RSS can also be measured by smartphones while receiving the

packets. Regarding this communication paradigm, two major challenges ought to be

considered:

Figure 3.4: The variation of RSS values in di�erent environments.

1. Short Length of the Advertisement Packets that is only limited to 47

bytes, and only 31 bytes of this space can be used to include information that

can be a challenge in the context of SCT.

2. High Fluctuations of the RSSI Values, while the RSSI value (in dBm) is

inversely proportional to the square of the distance, RSSI ∝ 1
dn
, where d is the

distance between two devices and n is the path loss exponent and is an envi-

ronmental factor varies in di�erent environments and ought to be considered.

Fig. 3.4 shows the e�ect of the environment in RSS values. Using �ltering capa-

bilities can help smooth RSSI values and gain better �nal localization results.

Two simple, mainly used �lters are the Kalman �lter and moving average �lter.
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3.2.1 BLE Beacons Features

As discussed earlier, BLE beacons, known as beacons which can have di�erent pro-

tocols, i.g., ibeacon, are highly a�ordable, have a small size, and very low power

consumption [12]. Beacons, utilizing only advertising mode, periodically broadcast

packets of data in intervals from 20ms up to 10s, which can be received with any

BLE-enabled device like smartphones. Longer intervals provide more Battery life

for the beacon. The main characteristics of the beacons that maid them a reliable

solution for indoor localization are as follows:

1. Small Size, can be placed almost everywhere in complex environments.

2. Battery Lifetime, can work over months with single-coin cell batteries or even

using USB-powered or solar-powered beacons.

3. Transmission Power, can reach up to 60m of transmission. In most lo-

calization cases, transmission ranges between 2 to 5 meters are good enough

for proximity classi�cation. The advertising intervals between the consecutive

transmissions are also critical for the lifespan of the beacons. However, for track-

ing dynamic objects, short advertising intervals are necessary, which makes the

signal unstable. Long intervals improve the signals' stability and increase the

beacon's battery lifetime but are not appropriate for dynamic use cases.

4. Measured Power, is the expected RSS at 1 m distance from the beacon, and its

main feature, practically enables the localization. This value will be calibrated

and used by the receiver to approximate the distance from the beacon.

3.3 BLE-based Indoor Localization Techniques

BLE-based indoor localization techniques refer to the methods and technologies used

to determine the location of a device or a user within an indoor environment us-

ing BLE technology. These techniques have been extensively researched due to the

increasing demand for indoor location-based services and the widespread use of BLE-

enabled devices.

There are several BLE-based indoor localization techniques, including:

44



� RSSI-Based Localization: This technique uses the strength of the BLE signal

received by the device to estimate its proximity to the beacon. The RSSI value

is then used to calculate the distance between the device and the beacon using

the path-loss model.

� Trilateration: Trilateration is a technique where the distance between the user

and each BLE beacon is estimated using the received RSSI values. The esti-

mated distances are then used to determine the location of the user.

� AoA-Based Localization: This technique uses the direction of the incoming BLE

signal to determine the location of the device. It requires multiple BLE beacons

with directional antennas and a device with an array of antennas to perform

the localization.

� ToF-Based Localization: This technique uses the time taken for the BLE signal

to travel from the beacon to the device to estimate the distance between the

two. This information is then used to determine the location of the device.

� Fingerprinting: This technique involves collecting a database of RSSI values at

known locations in the indoor environment. The collected database is then used

to compare with the real-time RSSI values to estimate the user's location. The

comparison is performed using a statistical method such as k-Nearest Neighbors

(k-NN) or Gaussian Mixture Models (GMM).

� Hybrid Localization Techniques: These techniques combine multiple methods

to improve the accuracy of the localization. For example, a combination of

the RSSI and AoA techniques can be used to provide a more accurate location

estimate.

Each of these techniques has its own strengths and weaknesses and the choice of

technique to use depends on the requirements and constraints of the particular use

case. In the following sections, we will provide a deeper analysis of some of these

techniques and challenges associated with their implementation.

3.3.1 Path Loss Model

Due to the inverse-square law, the distance between the receiver and the beacon can

be calculated using the RSSI from the beacon if no other errors contribute to the
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faulty results. Each beacon transmits its location id along with transmission power

(TX) value. In the simplest form, the path loss will be calculated as follows:

RSSI = −10n log10(d) + A (1)

where d denotes the distance, A is the RSS at 1m, and n is a signal propagation

constant depending mainly on the environment. In a noisy environment, the formula

will be as follows

RSSI = RSSI0 − 10n log10(
d

d0
) + v (2)

where the RSSI0 is the RSSI value at a reference distance of d0 in 1m, n is the path

loss component, and v, as the random e�ect of shadowing, is a Gaussian random

variable with zero mean and standard deviation equal to σ. Euqations 32 and 4

respectivly are the distance with and without considering the noise of the RSSI,

dnoiseless = d010
RSSI0−RSSI

10n (3)

d = dnoiselessexp
−0.5

(
σRSSI ln 10

10n

)2

(4)

The n for each environment can be calculated by knowing the RSSI0 and d0 using

the equation 1.

3.3.2 Trilateration

Lateration is a techniques whic is used to approximate the location of the receiver

using the distance from a set of points with known location. Trilateration as shown in

Fig 3.5, caculates the intersecting point of the three circles with known center points

where the beacons are located and their radii. This intersection is the location of the

smartphone. Assuming smartphone at (x, y), one beacon at (0, 0) and others will be

at (l,m), and (k, 0). Consequently we can estimate the smartphone location based
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on Fig 3.5 and following equations:

r21 = x2 + y2 (5)

r22 = (x− l)2 + (y −m)2 (6)

r23 = (x− k)2 + y2 (7)

By combining the above equations, the location of the smartphone can be calculated

as follows:

x =
r21 − r23 + k2

2k
y =

r21 − r23 + l2 +m2

2m
− l

m
x (8)

Figure 3.5: Example of trilateration with three beacons, b1 , b2 , and b3 in known
locations, (0, 0), (l, m), and (k, 0), respectively, are the transmitters and a smartphone
at the intersection, (x, y), as the receiver.

To measure the accuracy of the model and knowing about required calibration,

mean square error (MSE) can be used to calculate the error between the estimated

and actual location as follows:

MSEest =
√

(xest − xreal)2 + (yest − yreal)2 (9)
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3.3.3 RSSI-based Coupled Kalman and Particle Filtering

The Kalman Filter is a powerful tool that can improve the accuracy of indoor local-

ization services in noisy and complex environments [12]. By mitigating the noise in

an environment, the Kalman Filter can improve the accuracy of RSSI-based indoor

localization. In this section, we utilized the Kalman Filter in combination with par-

ticle �ltering to enhance the accuracy of the results and overcome challenges such as

multi-path fading and drastic �uctuations in the indoor environment. We consider

tracking a person walking in an indoor venue with Nb number of installed BLE sen-

sors. The following non-linear state-space is considered to model dynamics of the

tracking problem

xk = f
(
xk−1

)
+wk, (10)

and zk =


Z

(1)
k
...

Z
(Nb)
k

=


h(1)(xk) + v
(1)
k

...

h(Nb)(xk) + v
(Nb)
k


︸ ︷︷ ︸

h(xk)+vk

, (11)

where zk ∈ RNb denotes the sensor's measurement vector at iteration k; xk =

[Xk,∆Xk, Yk,∆Yk]
T ∈ R4 denotes the state vector (2-D location of the target) and

their rates of changes ∆Xk and ∆Yk; functions f(·) and h(·), respectively, are the

transition and observation models; terms wk and vk represent uncertinities in the

process and measurement models.

The RSSI value Z
(j)
k obtained from the jth active BLE beacon, for (1 ≤ j ≤ Nb),

at time instance k is represneted based on the following observation model

Z
(j)
k = −10N log(

D
(j)
k

D0

) + C0︸ ︷︷ ︸
h(j)(xRSSIk )

+ v
(j)
k , (12)

where

D
(j)
k =

√
(XRSSI

k −XRSSI(j)
k )2 + (Y RSSI

k − Y RSSI(j)
k )2 (13)

with xRSSI(j)
k = [XRSSI(j)

k , Y RSSI(j)
k ]T denotes 2-D location of jth sensor; D0 is the

reference distance; C0 is the average RSSI value at reference distance; N is the pathloss
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exponent. The RSSI �lter consists of the following two main steps:

RSSI - S1. Smoothing: Given the RSSI �uctuations, �rst, we smooth the RSSI

values with a Kalman Filter (KF)-based algorithm. In this regard, we model the

smoothed RSSI values with yk ∈ RNb based on yk = yk−1+νk as the transition model.

The measured RSSI values receiving from allNb beacons (zk = [Z
(1)
k , . . . Z

(j)
k , . . . Z

(Nb)
k ]T )

are used as the input vector to the KF with zk = yk + uk as the observation model.

Terms νk and uk are zero-mean Gaussian additive noises with their second-order

statistics (QRSSI and RRSSI) being learned through an initial calibration phase. The

output of the KF at each iteration is, therefore, denoted by ŷk|k, which represents the

smoothed RSSI vector [20].

RSSI - S2. Particle Filtering: To estimate the location of a user, denoted by

X̂RSSI

k , Ŷ RSSI

k , we apply a Particle Filtering (PF) approach via the following dynamic

model 
XRSSI

k

∆XRSSI

k

Y RSSI

k

∆Y RSSI

k

 =


1 ∆t 0 0

0 1 0 0

0 0 1 ∆t

0 0 0 1


︸ ︷︷ ︸

Fk


XRSSI

k−1

∆XRSSI

k−1

Y RSSI

k−1

∆Y RSSI

k−1

+wk. (14)

The PF approximates the posterior distribution P (xk|zk) using a set of Np par-

ticles {Xi
k}

Np

i=1 and their associated normalized weights W i
k. More details on PF is

available in Reference [180]. Covariance matrix associated with RSSI-based localiza-

tion data denoted as ΣRSSI can be calculated as follows,

ΣRSSI =
1

Np − 1

Np∑
i=1

(xRSSIi − xRSSI)2 (15)

where n is the number of samples, xRSSI is the mean of the xRSSI values.

3.3.4 Angle of Arrival (AoA)

AoA technique is one of the most robust methods to assess users' approximate position

with high precision. AoA sensing requires an antenna array to receive the same signal

with di�erent phases, which is a combination of Ne number of connected antennas,
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called elements. Fig. 3.6 shows a typical Linear Antenna Array (LAA). Among all

the AoA methods, the MUltiple SIgnal Classi�cation (MUSIC) algorithm is one of the

most promising frameworks to measure radio wave incident direction. The incident

signals from Nu users are represented by su(t), for (1 ≤ u ≤ Nu), where su(t) is a

transmitted narrowband signal, expressed as

su(t) = s(b)u (t)ej2πfct, (16)

where s
(b)
u (t) is the baseband version of the transmitted signal, and fc denotes the

carrier frequency, which is between 2.4 and 2.48 GHz in the BLE standard. Taking

into account that τe is the time delay required by the antenna array to receive the

incident signal, su(t− τe) denotes the received signal by element e in LAA. Based on

the narrowband assumption, the frequency response can be considered �at. Therefore,

we have su(t− τe) ≃ su(t). In this regard, su(t− τe) can be calculated as follows

Figure 3.6: A typical structure of uniform Linear Antenna Array.

su(t− τe) = s(b)u (t− τe)ej2πfc(t−τe) = s(b)u (t)ej2πfc(t−τe). (17)

As shown in Fig. 3.6 and by considering the �rst element in LAA as the reference

point, the incident signal received by eth element travels extra distance, denoted by

r = dsinθu, which leads to receiving same signal with di�erent phase by di�erent

elements. Note that d represents the space between the �rst and eth element of

the LAA, where the distance between two consecutive elements denotes by d0 =

λ/2. Moreover, θu is the direction of the incident signal by uth user. Therefore,
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the received signal by eth element can be expressed by s
(b)
u (t)e

−j(e−1)
2πdsinθu

λ , where

λ =
c

fc
denotes the wave length of signal. c is the speed of light, about 3× 108m/s.

Considering an AWGN channel, and taking into account that LAA receives multiple

signals from Nu users at the same time, we have

re(t) =
Nu∑
u=1

s(b)u (t)e
−j(e−1)

2πdsinθu
λ + ne(t), (18)

where ne(t) and re(t) denote the noise and the received signal by eth element, respec-

tively. By assuming ae(θu) = e
−j(e−1)

2πdsinθu
λ , we have

re(t) =
Nu∑
u=1

ae(θu)s
(b)
u (t) + ne(t). (19)

Matrices can de�ne this expression as:

R = AS +N , (20)

where

R = [r1(t), . . . , rNe(t)]
T , (21)

S = [s1(t), . . . , rNu(t)]
T , (22)

A = [a(θu), . . . ,a(θNu)]
T =

1 . . . 1
...

. . .
...

e
−j(e−1)

2πdsinθ1
λ . . . e

−j(e−1)
2πdsinθNu

λ

 ,

and

N = [n1(t), . . . , nNe(t)]
T . (23)
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To calculate the angle of incident signals, we need to calculate the correlation matrix

as follows

Rr = E[RRH ] = E[(AS +N )(AS +N )H ] = ARsA
H +Rs, (24)

where Rs = E[SSH ] and Rn = σ2I represent the signal and the noise correlation

matrices, respectively. σ2 is the power of noise and I is a unit matrix of (Ne × Ne).

The array correlation matrix E has Ne eigen values. By sorting the eigen values from

the largest to the smallest, the matrix E is divided into two subspaces [ENES]. The

spatial spectrum function for MUSIC, denoted by PMU(θ) is de�ned as

PMU(θ) =
aH(θu)a(θu)

aH(θu)ENEH
Na(θu)

. (25)

Then, the maximum peak of the spatial spectrum indicates the angle of the incident

signal. It is assumed that θbu indicates the angle between x-axis and the line between

user u and BLE beacon b. To estimate the location of user u, denoted by (xAoA

u ,yAoA

u ),

we have

xAoA

u =
Dk,l tan θ

l
u

tan θlu − tan θku
, (26)

yAoA

u =
Dk,l tan θ

l
u tan θ

k
u

tan θlu − tan θku
, (27)

where Dk,l is the distance between l
th and kth BLE beacons. Moreover, (xl, yl) and

(xk, yk) represent the location of lth and and kth BLEs, respectively.

3.3.5 Fingerprinting

Fingerprinting is a well-established indoor localization technique that leverages the

RSSI of wireless signals, such as BLE, to determine the position of a device within

an indoor environment. It works by creating a map of the environment, called a

�ngerprint, that associates the RSSI values of the wireless signals at di�erent locations

with the corresponding positions. The position of a device is then estimated by

comparing the RSSI values of the signals received at that device with the �ngerprint.

The basic formula for RSSI-based �ngerprinting is as follows:

Pi,j = P0 − 10n log10(di,j) (28)
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where Pi,j is the measured RSSI value at location i for the jth signal, P0 is the

reference RSSI value, di,j is the distance between the device and the jth signal source,

and n is the path loss exponent that characterizes the signal propagation in the

environment.

In the o�ine phase, the �ngerprinting algorithm creates a database of the RSSI

values at di�erent locations in the environment. To do this, the algorithm measures

the RSSI values of the wireless signals at a set of prede�ned locations, typically using

a mobile device. The locations and the corresponding RSSI values are then stored in

the database as a map of the environment.

In the online phase, the �ngerprinting algorithm uses the database to estimate the

position of the device. To do this, the algorithm measures the current RSSI values

of the wireless signals at the device and compares them to the values stored in the

database. The position of the device is then estimated based on the closest match

between the current RSSI values and the values in the database.

Fingerprinting is a powerful indoor localization technique as it can provide high

accuracy if the database is correctly created and maintained. However, it also has

some limitations. One of the main limitations is that the accuracy of the localization

depends on the size and coverage of the database, as well as the variability of the RSSI

values over time. To overcome these limitations, some �ngerprinting algorithms use

dynamic update mechanisms to adapt the database to changes in the environment

and improve the accuracy of the localization.

3.4 The PDR Path, IMU based Indoor Localization

As stated previously, PDR is a widely used method to localize a user in an indoor

environment. The functionality of this method is based on the data derived from

three portable sensors, including accelerometer, gyroscope, and magnetometer, em-

bedded in smartphones. The accelerometer is the most commonly used inertial sensor

reporting the translational acceleration data concerning three orthogonal axes. The

accelerometer's data can be analyzed to detect the steps of the user walking in a

venue. Moreover, to estimate the user's heading at each timestamp, the accelerom-

eter's data should be merged with the magnetometer's data to gain pitch and roll
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angles. Gyroscope, another sensor within the IMU, reports the rate of changes in an-

gular velocity. Gyroscope's data, however, is prone to sudden drifts and a high rate

of error at speci�c points. Therefore, a gyroscope data correction algorithm, such as

a KF or a complementary �lter, is often applied to the smoothed gyroscope data to

mitigate such sudden drifts.

Additionally, a magnetometer is regarded as a compass, i.e., inertial navigation

sensor, to estimate path trajectory. As mentioned previously, a combination of the

accelerometer and magnetometer's processed data can lead to the heading estima-

tion of the user at each data point/step concerning the earth's magnetic �eld. The

magnetometer, however, is highly prone to both soft and hard iron e�ects. The soft

iron e�ect occurs when the magnetometer is close to a temporary magnetic �eld,

imposing the magnetometer's distortion data. Analyzing such noisy data will conse-

quently result in mistaken heading estimation. The hard iron e�ect is the result of

the earth's magnetic �eld, which is hard to be compensated. Therefore, to estimate

the actual heading in a path trajectory point, it is essential to eliminate soft and hard

iron e�ects on the magnetometer. Hence, the magnetometer requires an additional

processing unit to compensate the errors imposed by soft and hard iron e�ects. The

yaw angle represents the users' heading in an indoor environment at each timestamp

while the user holds the smartphone in a �xed texting position.

Raw data from three-axis IMU sensors of a smartphone are reported through an

iOS (SWIFT language-based) application. Data should be processed before making

any analysis of the IMU data. The possessing unit includes two signi�cant compo-

nents, i.e., the smoothing and the calibration units. The smoothing unit is realized

as an essential processing block of any PDR-based localization system since it can

signi�cantly decrease the noisy and high-frequency data. Therefore, to eliminate

the noise and error (mostly present in high frequencies) representing a sudden noise

or outlier motion data, the raw data reported by the accelerometer, magnetometer,

and gyroscope are fed to a low pass �lter (100 Hz) smoothing �lter. Moreover, a

calibration unit should be designed to mitigate/compensate for noise e�ect on the

magnetometer's data. Ellipsoid Fit method [181] is recognized as one of the most

e�cient methods to calibrate the magnetometer's data. This calibration unit can es-

timate all the error model parameters and compensate for errors caused by both soft

and hard iron interference. Fig. 3.7 illustrates a sample of magnetometer's Ellipsoid
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Fit calibration result.

Figure 3.7: Ellipsoid Fit Magnetometer's calibration method.

� PDR - S1. Step Detection: The smoothed accelerometer data is then used

to estimate the number of steps in the path trajectory. The step detection unit

consists of two major stages. First, based on the axis that holds the highest

value of the accelerometer's variance, the step detection method should count

the data values' peaks. The number of peaks can be proportional to the number

of steps; however, there are always some peaks in the signal representing a

sudden shake or error of accelerometer. Therefore, the step detection algorithm

should di�erentiate the actual steps and the false steps (local peaks) detected by

the algorithm. The designed algorithm assigns a threshold value proportional

to the signal's variance to mitigate the number of such local peaks. Only two

consecutive peaks are allowed to be detected as two steps if the value of those

peaks has a reasonable distance (exceeding the threshold) in the signal. After

estimating the steps' number, the step-index of the data (the index in which the

peak representing a step has occurred) and the number of data sent between

every two consecutive peaks are also recorded to be utilized in the step-based

heading estimation algorithm. The step indexes are then used to split the whole

IMU data into small data subsets, each representing a particular step trajectory.

� PDR - S2. Heading Estimation: Heading estimation is regarded as the
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most challenging and most crucial part of the PDR-based localization technique.

In order to predict the heading of the user in a venue, the data reported by IMU

sensors are split into small subsets representing the motion data of the user's

steps.

Once the pitch and roll angles for each step are calculated, the yaw angle, that

represents the 2-D heading of the user in a venue, can be estimated using the

magnetometer's calibrated data as follows

hk = arctan (
−
(
My cos (R) +Mz sin (R)

)(
Mx cos (P ) +My sin (P ) sin (R)

)), (29)

where pitch and roll angles, denoted by P and R, respectively, are estimated

based on the accelerometer's data as follows

P = arctan
Ay√

Ax
2 + Az

2
, (30)

R = arctan (
−Ax

Az

), (31)

with Ax, Ay, and Az denoting the accelerometer values, calculated at each time

stamp for x, y, and z axes, respectively. Finally, terms Mx, My, and Mz denote

the magnetometer values.

3.5 Experiments and Results

In the current state of IoT dynamic tracking applications, it is commonly assumed

that a user's true location within an indoor environment follows a speci�c pattern

and can be estimated without a proper comparison to the ground truth. However,

this assumption inherently introduces errors as the actual location of the user is as-

sumed. In this section, we utilize the IoT-TD dataset to analyze the various factors

a�ecting the RSSI values and describe the results of an indoor LBS application named

indoor tracking software development kit (SDK) that uses ML-based proximity clas-

si�cation for indoor positioning services. Furthermore, we present the performance of

the RSSI-based location estimation, AoA-based localization, and PDR-based tracking

estimates, which are evaluated based on the accuracy of the ground truth dataset.
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3.5.1 Factors a�ecting RSSI Values

In this section, we analyze the impact of various factors such as Noisy Environment,

Orientation, Obstacle, and Body Shadowing on the RSSI values. To do so, we conduct

various test scenarios and examine the e�ect of these factors on the RSSI readings.

This helps us to understand how these factors can a�ect the accuracy of the RSSI-

based location estimation and highlight the need for alternative solutions to overcome

these limitations. By exploring these factors, we aim to provide a comprehensive

understanding of the limitations of the RSSI-based location estimation and the need

for alternative solutions to improve the accuracy of indoor LBS applications.

E�ect of Noisy Environment on BLE

In this section, we examine the impact of noisy environments on RSSI values by con-

ducting experiments in two di�erent environments. The RSSI signals collected at a

distance of 3 meters between the phone and BLE modules are shown in Fig.3.8(a).

To mitigate the e�ect of noise, we apply Kalman �ltering to the RSSI values and

compare the smoothed values to the RSSI values measured in a low-noise environ-

ment (Fig.3.8(b)). The results show that the RSSI values in high-noise environments

are lower than those in low-noise environments, leading to an overestimation of the

distance between the phone and BLE module based on the path-loss model. This

highlights the importance of considering the e�ect of noisy environments when esti-

mating the location of a device using RSSI values.

Figure 3.8: (a) Changes in RSSI values in Noisy and less noisy environments. (b) Smoothed
Gathered RSSI Values.
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E�ect of Orientation on BLE

In this experiment, the impact of orientation on the received RSSI values was stud-

ied. It was found that the orientation of a hand-held device relative to the beacon

signi�cantly a�ects the RSSI values. To address this issue and obtain orientation-free

RSSI values, a large amount of RSSI data was collected at di�erent distances and in

di�erent directions. This experiment was performed at distances of 1 meter and 3

meters from a BLE sensor and involved roughly 12 million RSSI readings collected in

8 di�erent orientations (0, 45, 90, 135, 180, 225, 270, and 315 degrees). The smart-

phone was �xed in each orientation and 4 sensors simultaneously gathered the RSSI

values. Fig. 3.9 shows the RSSI values received from 4 di�erent sensors at the same

distance and orientation. It is evident that the RSSI values are di�erent for each

orientation.

Figure 3.9: RSSI values in di�erent orientation for four di�erent sensors. In this plot, 1,000
RSSI samples are collected from 4 BLE sensors in each orientation (0, 45, 90, 135, 180, 225, 270, 315
degrees).

E�ect of Obstacle and Body Shadowing on BLE

The presence of obstacles and the body shadowing e�ect can signi�cantly impact

the measured RSSI values. To quantify this e�ect, experiments were conducted in a

controlled environment where the distance between the phone and the BLE module

was set to 2 meters. Four di�erent scenarios were considered, including the presence

of a wooden, metal, glass obstacle, or no obstacle at all. The results, shown in

Fig.3.10, indicate that the presence of obstacles can lead to a decrease in the RSSI

values. In addition, the negative impact of another BLE device on the RSSI values

is also demonstrated in Fig.3.10(d). The results are summarized in Table 5.1, which

highlights the adverse e�ects of di�erent obstacles and body shadowing on the RSSI
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values. These �ndings highlight the importance of considering the impact of obstacles

and body shadowing in the design and deployment of indoor localization systems.

Figure 3.10: E�ects of di�erent obstacles on RSSI Values: (a) E�ects of 3 di�erent obstacles on
RSSI values. (b) E�ects of RSSI due to presence or absence of a glass obstacle. (c) The body
shadowing e�ect, LoS vs NLoS. (d) E�ect on RSSI values due to presence of another BLE.

Table 3.1: The Propagation Model Parameters for each Situation.

Parameter LoS NLoS Metal Wooden Glass

RSSI0 -52db -60db -72db -57.6db -57db

n 1.07 1.42 2.36 1.48 1.26

3.5.2 Applied Indoor Localization Algorithms

In this section, the e�ectiveness of various indoor localization solutions is evaluated

using the ground truth IoT-TD data described in Section 3.1.2. The localization tech-

niques used in this study include Angle of Arrival (AoA), Received Signal Strength

Indicator (RSSI), and Pedestrian Dead Reckoning (PDR). Additionally, a Reinforce-

ment Learning (RL)-based information fusion approach is proposed and evaluated in

the next Chapter 4.

The current indoor tracking applications are limited to predetermined movement

scenarios. However, tracking a user's random movements or changes in motion direc-

tion or walking patterns is still a major challenge. This is because these predetermined
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scenarios are often based on assumptions without a fair comparison to the ground

truth data, introducing inherent errors in the estimates of the user's location.

The proposed indoor tracking solutions, including the RSSI path, the PDR path,

and the AoA path, are evaluated on a computer with a 3.79 GHz AMD Ryzen 9

processor with 12 cores. The experiments are conducted in all environments and each

test is repeated 50 times to ensure accuracy.

(a) (b)

(c) (d)

Figure 3.11: Four di�erent movement scenarios in the �rst environment: (a) Diagonal A;

(b) Diagonal B; (c) Random, and (d) Rectangular trajectories.

Figs.4.5,3.12, and 4.6 show the estimated trajectories based on the RSSI-based

tracking algorithm coupled with Kalman Filter (KF) and Particle Filter (PF), the

PDR-based tracking scheme, the AoA estimation algorithm, and the ground truth

data in four di�erent movement scenarios in three environments. The results show

that the AoA estimation outperforms the other two scenarios in accurately estimating

the target's position, as indicated by the �blue color�.

60



(a) (b)

(c) (d)

Figure 3.12: Four di�erent movement scenarios in the second environment: (a) Diagonal

A; (b) Diagonal B; (c) Random, and (d) Rectangular trajectories.

Table 3.2: The MSE of the location estimation based on the dataset gathered in the

FIRST environment by comparing the ground truth (collected with the Vicon system) and

the proposed RL-IFF.

Movement Scenario AoA RSSI PDR
Rectangular 0.01979 0.12994 0.21997
Random 0.02508 0.14502 0.17303

Diagonal-A 0.0439 0.1961 0.2925
Diagonal-B 0.01992 0.16002 0.10029
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(a) (b)

(c) (d)

Figure 3.13: Four di�erent movement scenarios in the third environment: (a) Diagonal A;

(b) Diagonal B; (c) Random, and (d) Rectangular trajectories.

Table 3.3: The MSE of the location estimation based on the dataset gathered in the

SECOND environment by comparing the ground truth (collected with the Vicon system)

and the proposed RL-IFF.

Movement Scenario AoA RSSI PDR
Rectangular 0.02193 0.05307 0.09464
Random 0.10133 0.09432 0.16103

Diagonal-A 0.11368 0.12331 0.19331
Diagonal-B 0.06854 0.11268 0.1105

Table 4.5 shows the Mean Squared Error (MSE) (in meter) of the localization

estimation in the �rst environment driven from the primary localization approaches

including AoA, RSSI coupled with KF-PF and PDR. According to the results, the

AoA path outperforms other tracking paths representing the high potentials of the

proposed RL-based solution. The same results can be seen in Table 4.6, which com-

pares the MSE of basic localization approaches in the second environment. As ex-

pected, the AoA shows the minimum MSE in location estimation compared to the
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Table 3.4: The MSE of the location estimation based on the dataset gathered in the

THIRD environment by comparing the ground truth (collected with the Vicon system) and

the proposed RL-IFF.

Movement Scenario AoA RSSI PDR
Rectangular 0.12379 1.63892 1.5869
Random 0.02923 0.1123 0.14699

Diagonal-A 0.01468 0.22397 0.29195
Diagonal-B 0.01698 0.06556 0.0961

other baseline algorithms. Table 4.7, similar to the two previous tables, represents the

MSE of the tracking approachesin the third environment. The proposed AoA path

outperforms other algorithms in this environment as well. As expected, the AoA,

outperforms the other underlying models and represents the high potentials of the

proposed fusion strategy.

3.5.3 Indoor Localization SDK

The design of the application for indoor localization is based on the RSSI-based solu-

tions. The aim of the application is to reduce the negative impact of the parameters

discussed in Section 3.5.1 on the RSSI values. To achieve this, the application inte-

grates an ML-based model to enhance the accuracy of the RSSI-based localization.

The application is designed as a REST API, allowing di�erent sensors in an indoor

environment to connect and send real-time data to it. The underlying ML engine uses

the position of the sensors and the received RSSI values to estimate the proximity of

a user in the indoor environment.

To train the ML model, a large number of RSSI values were measured at di�erent

locations and distances in the o�ine phase. The reference RSSI values were obtained

by �xing BLE beacons at a distance of 1 meter from a smartphone. Fig. 3.14 illustrates

the use of reference RSSI values in the path-loss model formula and the �ngerprinting

method for di�erent zones. The model was trained based on the collected RSSI values.

In the online phase, the trained model is embedded in a real-time indoor localiza-

tion application, as shown in Figs.3.15 and3.16. The real-time stream of the received

RSSI values is used to �nd the proximity of the user. The zone of the user is recog-

nized based on the proximity to the BLE beacons. Proximity is classi�ed into three

categories: immediate for distances less than 1 meter, near for distances between 1

to 2 meters, and far for distances greater than 2 meters.
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By using this application, it is possible to provide accurate proximity information

in an indoor environment, enhancing the overall performance of indoor localization.

Figure 3.14: Proximity to the BLE beacons, Immediate, Near and Far.

Figure 3.15: Designed SDK for indoor localization services, Received signals from 5 di�erent
sensors.
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Figure 3.16: Designed SDK for indoor localization services, Proximity results of the agent in the
environment.

3.6 Conclusion

In this chapter, we aimed to tackle the challenge of evaluating di�erent BLE-based in-

door localization services by introducing a reliable and accurate dataset, the IoT-TD

dataset in Section 3.1. The current limitations of existing datasets, which lack precise

ground truth information, make it di�cult to evaluate and compare di�erent algo-

rithms e�ectively. However, our IoT-TD dataset overcomes these limitations by pro-

viding precise ground truth information with millimeter accuracy. This was achieved

by using a speci�c set of four optical cameras during the data collection sessions.

To consider the e�ects of the environment, the data collection sessions were held

in three di�erent environments. The BLE technology, the factors a�ecting the RSSI

values, and di�erent BLE-based indoor localization solutions are discussed in detail

in Sections 3.2 and 3.3. Additionally, the problems related to using these algorithms

to provide indoor localization services are addressed in 3.3.

In Section 3.4, we also discuss the PDR path as a solution to indoor localization

using IMU sensors. This approach is aimed to be used in the information fusion

strategy, which will be presented in the next chapter, to improve the overall indoor

localization accuracy. To the best of our knowledge, this is the �rst time a localization

database with ground truth and di�erent localization approaches has been represented
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and di�erent indoor localization solutions have been tested and fused to provide the

best localization accuracy.
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Chapter 4

Multi-Agent Reinforcement Learning

Successor Representation and

Reinforcement Learning-based

Information Fusion Indoor

Localization

Building on the �ndings of Chapter 3, this chapter progresses towards achieving the

second objective of this thesis: studying the theory of Multi-agent RL and Successor

Representation (SR). We explore how these theories can augment our approach to

indoor localization. This chapter pivots towards the exploration of RL agents as

discussed in the introduction, speci�cally focusing on addressing the uncertainties in

measurements.

We confront the challenges faced by traditional Model-Based (MB) or Model-Free

(MF) RL algorithms when addressing Multi-Agent Reinforcement Learning (MARL)

problems, which include over�tting, high sensitivity to parameter selection, and sam-

ple ine�ciency. Our aim is to develop a novel RL-based information fusion strategy

to enhance the accuracy of indoor localization services.

The chapter also introduces an innovative RL-based information fusion strategy,

the development of which forms our third objective. This strategy aims to improve

the precision of indoor localization services, a challenge discussed in Chapter 3. The
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strategy fuses localization data from di�erent indoor localization paths such as RSSI,

AoA, and PDR.

The problem formulation for RL algorithms including MARL is �rst discussed in

Section 4.1. Then, the MAK-TD approach is proposed in Section 4.2. The SR-based

variant of MAK-TD, referred to as the MAK-SR, is introduced in Section 4.3. Finally,

the innovative RL-based information fusion strategy is presented in Section 4.4.

4.1 Problem Formulation

To provide the background required for development of the proposed MAK-TD/SR

frameworks, in this section, we present an overview of single agent and MARL tech-

niques.

4.1.1 Single-Agent Reinforcement Learning (RL)

In conventional RL scenarios, typically, a single agent is placed in an unknown envi-

ronment performing autonomous actions with the goal of maximizing its accumulated

reward. In such scenarios, the agent starts its interactions with the environment in

an initial state denoted by s0 and continues to interact with the environment until

reaching a pre-de�ned terminal state sT . Action set A is de�ned from which the

agent can select potential actions following a constructed optimal policy. In other

words, given its current state sk ∈ S, the single agent follows a policy denoted by

πk and performs action ak ∈ A at time k. Following the agent's action, based on

transition probability of P (sk+1|sk, ak) ∈ Pa, it moves to a new state sk+1 ∈ S re-

ceiving reward of rk ∈ R. A discount factor γ ∈ (0, 1) is utilized to incorporate future

rewards as such balancing the immediate rewards and future ones. In summary, a

Markov Decision Process (MDP), denoted by 5-tuple {S,A,Pa,R, γ}, is typically

used as the underlying mathematical model that governs the RL process. Therefore,

the main objective is learning an optimal policy to map states into actions by max-

imizing the expected sum of discounted rewards, which is referred to as the optimal

policy π∗ [134]. The optimal policy π∗ is typically obtained based on the following
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state-action value function:

Qπ(s, a) = E

{
T∑

k=0

γkrk|s0 = s, a0 = a, ak = π(sk)

}
. (32)

Note that in Equation (32), E{·} denotes the expectation operator. To perform

an action at the learning stage, the current policy is utilized. Once convergence is

reached, ak = argmaxa∈AQπ∗(sk, a), which is the optimal policy, can be used by

the agent to perform the required tasks. This completes a brief introduction to RL,

next, the TD learning is reviewed as a building block of the proposed MAK-TD/SR

frameworks.

4.1.2 O�-Policy Temporal Di�erence (TD) Learning

By taking an action and moving from one state to another, based on the Bellman

equation and Bellman update scheme [182], the value function is gradually updated

using sample transitions. This procedure is referred to as Temporal Di�erence (TD)

update [182]. There are two approaches to update policy: �on-policy learning� or �o�-

policy learning�. The former techniques use the current policy for action selection.

For example, SARSA [183, 184] is an on-policy approach that optimizes the network

as

Qπ(sk, ak) = Qπ(sk, ak) + α
(
rk + γ Qπ(sk+1, ak+1)−Qπ(sk, ak)

)
, (33)

where α denotes the learning rate and Qπ(sk, ak) is the state-action value function.

In on-policy methods, by following a de�ned policy, selecting a new state becomes

a non-optimal task. Additionally, this approach seems to be ine�cient in sample

selection since the value function is updated through the current policy instead of

using the optimized one. In �o�-policy� solutions, such as Q-learning [149, 184�186],

the information received from previous policies is exploited to update the policy and

reach a new one (exploitation). On the other hand, to properly explore new states,

a stochastic policy is usually chosen as the behavior policy (exploration). In brief,

Q-learning is formed based on the Bellman optimal equation as follows:

Qπ∗(sk, ak) = Qπ∗(sk, ak) + α
(
rk + γmax

a∈A
Qπ∗(sk+1, a)−Qπ∗(sk, ak)

)
, (34)
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where the optimal policy π∗ is used to form the state-action value functionQπ∗(sk, ak).

The policy can be obtained via a greedy approach as follows:

Vπ∗(s) = max
a∈A

Qπ∗(sk, a). (35)

Upon convergence, actions can be selected based on the optimal policy and not

the behavior policy as follows:

ak = argmax
a∈A

Qπ∗(sk, a). (36)

This completes our discussion on TD learning. In what follows, we discuss the

MARL approaches as well as value function approximation using the proposed algo-

rithms in the multi-agent environments.

4.1.3 Multi-Agent Setting

Within the context of MARL, we consider a scenario with N agents, each with its

localized observations, actions, and states. In other words, Agent i, for (1 ≤ i ≤ N),

utilizes policy π(i), which is a function from the Cartesian product of its localized

action set A(i) and its localized observation set Z(i) to a real number within zero

and one. We use superset S = {S(1), . . . ,S(N)} to collectively represent all the lo-

calized states, S(i), for (1 ≤ i ≤ N). Likewise, supersets A = {A(1), . . . ,A(N)} and
Z = {Z(1), . . . ,Z(N)} are used to jointly represent all the localized actions and lo-

cal observations, respectively. Each agent makes localized decisions following the

transition function T : S × A(1)×, . . . ,×A(N) → S2. Consequently, an action is

performed locally resulting in a new localized measurement and a localized reward

r(i) : S×A(i) → R. The main objective of each agent is to maximize its localized ex-

pected return R(i) =
∑T

t=0 γ
t(r(i))t over a termination window of T using a prede�ned

discount factor of γ.

Traditional models like policy gradient or Q-Learning are not suitable for MARL

scenarios [187], since the policy of an agent changes during the progress of the training,

and the environment becomes non-stationary towards that speci�c agent's points of

view. Consequently, most recently proposed platforms for multi-agent scenarios em-

ploy other strategies, where the agents' own observation (known as local information

at the execution time) are exploited to learn optimal localized policies. Typically,
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such methods do not consider speci�c communication patterns between agents or

any di�erentiable model of the environment's dynamics [187]. Moreover, these mod-

els support di�erent interactions between agents from cooperation to competition or

their combination [187, 188]. In this context, an adaptation is made between the de-

centralized execution and centralized training to be able to feed the policy training

steps with more available data to speed up the process of �nding the optimal policy.

4.1.4 Multi-Agent Successor Representation (SR)

Within the context of SR, given an initial action a(i) and an initial state s(i), the

expected discounted future state occupancy of state s′(i) is estimated based on the

current policy π(i) as follows:

Mπ(i)(s(i), s′
(i)
, a(i)) = E

[
T∑

k=0

γk1[s
(i)
k = s′

(i)
]|s(i)0 = s(i), a

(i)
0 = a(i)

]
, (37)

where 1{·} = 1 if s
(i)
k = s′(i); otherwise, it is zero. The SR can be represented with a

Ns(i) ×Ns(i) matrix when the state-space is discrete. The recursive approach used in

Equation (33), can be leveraged to update SR as follows:

Mnew

π(i) (s
(i)
k , s

′(i), a
(i)
k ) = M old

π(i)(s
(i)
k , s

′(i), a
(i)
k )+ (38)

α
(
1[s

(i)
k = s′

(i)
] + γMπ(i)(s

(i)
k+1, s

′(i), a
(i)
k+1)−M old

π(i)(s
(i)
k , s

′(i), a
(i)
k )
)
.

After computation (approximation) of the SR, its inner product with the estimated

value of the immediate reward can be used to form the state-action value function

based on Equation (32), i.e.,

Qπ(i)(s
(i)
k , a

(i)
k ) =

∑
s′(i)∈S(i)

M (s
(i)
k , s

′(i), a
(i)
k )R(i)(s′

(i)
, a

(i)
k ). (39)

As a �nal note, it is worth mentioning an important characteristic of the SR-

based approach, i.e., the state-action value function can be reconstructed based on

the reward function. The developed MARL/MASR formulation presented here is

used to develop the proposed MAK-TD/SR frameworks in the following sections.
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4.2 The MAK-TD Framework

As stated previously, the MAK-TD framework, is a Kalman-based o�-policy learning

solution for multi-agent networks. More speci�cally, by exploiting the TD approach

represented in Equation (34), the optimal value function associated with the ith agent,

for (1 ≤ i ≤ N), can be approximated from its one-step estimation as follows:

Qπ(i)∗(s
(i)
k , a

(i)
k ) ≈ r

(i)
k + γ max

a(i)∈A
Qπ(i)∗(s

(i)
k+1, a

(i)). (40)

By changing the variables' order, the reward at each time can be represented

(modeled) as a noisy observation, i.e.,

r
(i)
k = Qπ(i)∗(s

(i)
k , a

(i)
k )− γ max

a(i)∈A
Qπ∗(s

(i)
k+1, a

(i)) + v
(i)
k , (41)

where vk is modeled as a zero-mean normal distribution with variance of R(i). By

considering the local state-space of each agent, we use localized basis functions to

approximate each agent's value function. Therefore, the following value function can

be formed for Agent i, for (1 ≤ i ≤ N),

Qπ(i)(s
(i)
k , a

(i)
k ) = ϕ(s

(i)
k , a

(i)
k )Tθ

(i)
k , (42)

where term ϕ(i)(s(i), a(i)) represents a vector of basis functions, π(i) is the policy asso-

ciated with Agent i, and, �nally, θ
(i)
k denotes the vector of the weights. Substituting

Equation (42) in Equation (41) results in

r
(i)
k =

[
ϕ(s

(i)
k , a

(i)
k )T − γ max

a(i)∈A
ϕ(s

(i)
k+1, a

(i))T
]
θ
(i)
k + v

(i)
k , (43)

which can be simpli�ed into the following linear observation model:

r
(i)
k = [h

(i)
k ]Tθ

(i)
k + v

(i)
k , (44)

with

h
(i)
k = ϕ(s

(i)
k , a

(i)
k )− γ max

a(i)∈A
ϕ(s

(i)
k+1, a

(i)). (45)

In other words, Equation (44) is the localized measurement (reward) of the ith
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agent, which is a linear model of the weight vector θ
(i)
k . For approximating localized

weight θ
(i)
k , �rst we leverage the observed reward, which is obtained by transferring

from state s
(i)
k to s

(i)
k+1. Second, given that the noise variance of the measurement is

not known a priori, we exploit MMAE adaptation by representing it withM di�erent

values (R(j)(i), for (1 ≤ j ≤ M). Consequently, a combination of M KFs is used to

estimate θ̂
(i)
k based on each of its candidate values, i.e.,

K
(j)
k

(i)
= P

(i)
(θ,k|k−1)h

(i)
k

(
hT

k

(i)
P

(i)
(θ,k|k−1)h

(i)
k +R(j)(i)

)−1
(46)

ˆ
θ
(j)
k

(i)

= θ̂
(i)
(k|k−1) +K

(j)
k

(i)(
r
(i)
k − hT

k

(i)
θ̂
(i)
(k|k−1)

)
(47)

P
(j)
θ,k

(i)
=

(
I −K

(j)
k

(i)
hT

k

(i))
P T

(θ,k|k−1)

(i)(
I −K

(j)
k

(i)
hT

k

(i))
+K

(j)
k

(i)
R(j)(i)K

(j)
k

T (i)

,(48)

where superscript j is used to refer to the jth matched KF, for which a speci�c value

(R(j)(i)) is assigned to model covariance of the observation model's noise process.

The posterior distribution associated with each of the M matched KFs is calculated

based on its likelihood function. All the matched a posteriori distributions are then

added together based on their corresponding weights to form the overall posterior

distribution given by

P (i)(θk|Yk) =
M∑
j=1

ω(j)(i)P (i)(θ
(i)
k |Y

(i)
k , R(j)(i)), (49)

where ω(j)(i) is the jth KF's normalized observation likelihood associated with the ith

agent and is given by

ω(j)(i) = P (i)(r
(i)
k |θ

(i)
(k|k−1), R

(j)) =

c(i).e

[
−1
2

(
r
(i)
k −hT

k
(i)

θ̂
(i)
(k|k−1)

)T(
hT
k
(i)

P
(i)
(θ,k|k−1)

h
(i)
k +R(j)(i)

)−1

(
r
(i)
k − hT

k

(i)
θ̂
(i)
(k|k−1)

)]
, (50)

where c(i) = 1/(
∑M

j=1w
(j)(i)). Exploiting Equation (49), the weight and its error
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covariance are then updated as follows:

θ̂
(i)
k =

M∑
j=1

ω(j)(i)θ̂
(j)
k

(i)
(51)

P
(i)
θ,k =

M∑
j=1

ω(j)(i)
(
P

(j)
θ,k

(i)
+ (θ̂(j)(i) − θ̂(i))(θ̂(j)(i) − θ̂(i))T

)
. (52)

To �nalize computation of θ̂
(i)
k based on Equations (44)�(52), localized measure-

ment mapping function h
(i)
k is required. As h

(i)
k is formed by the basis functions, its

adaptation necessitates the adaptation of the basis functions. The vector of basis

functions shown in Equation (42) is formed as follows:

ϕ(s
(i)
k ) =

[
ϕ1(s

(i)
k ), ϕ2(s

(i)
k ), . . . , ϕNb−1(s

(i)
k ), ϕNb

(s
(i)
k )
]T
, (53)

where Nb is the number of basis functions. Each basis function is represented by a

RBF, which is de�ned by its mean and covariance parameters as follows:

ϕn(s
(i)
k ) = exp{−1

2
(s

(i)
k − u(i)

n )TΣ(i)
n

−1
(s

(i)
k − u(i)

n )}, (54)

where u
(i)
n and Σ

(i)
n are the mean and covariance of ϕn(s

(i)
k ), for (1 ≤ n ≤ Nb).

Generally speaking, the state-action feature vector can be represented as follows:

ϕ(s
(i)
k , a

(i)
k ) = [ϕ1,a1(s

(i)
k ), . . . ϕNb,a1(s

(i)
k ), ϕ1,a2(s

(i)
k ), . . . ϕNb,aD(i)

(s
(i)
k )]T , (55)

where ϕ(·) : A(i) × S → RNb×D(i)
, and D(i) denotes the number of actions associated

with the ith agent. The state-action feature vector ϕ(s
(i)
k , a

(i)
k = a

(i)
d ), for (1 ≤ d ≤

D(i)) in Equation (55) is considered to be generated from ϕ(s
(i)
k ) by placing this state

feature vector in the corresponding spot for action a
(i)
k while the feature values for

the rest of the actions are set to zero, i.e.,

ϕ(s
(i)
k , a

(i)
k ) = [0, . . . 0, ϕ1(s

(i)
k ), . . . , ϕN(s

(i)
k ), 0, . . . 0, ]T . (56)

Due to the large number of parameters associated with the measurement map-

ping function, the multiple model approach seems to be inapplicable. Alternatively,

Restricted Gradient Descent (RGD) [118] is employed, where the goal is to minimize
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the following loss function:

L
(i)
k = (ϕT (s

(i)
k , ak)θ

(i)
k − r

(i)
k )2. (57)

The gradient of the objective function with respect to the parameters of each basis

function is then calculated using the chain rule as follows:

∆u(i) = −∂L
(i)
k

∂u(i)
= − ∂L

(i)
k

∂Qπ∗(i)

∂Qπ∗(i)

∂ϕ(i)

∂ϕ(i)

∂u(i)
(58)

and ∆Σ(i) = −∂Σ
(i)
k

∂u(i)
= − ∂L

(i)
k

∂Qπ∗(i)

∂Qπ∗(i)

∂ϕ(i)

∂ϕ(i)

∂Σ(i)
, (59)

where calculation of the partial derivations is done leveraging Equations (42), (54),

and (57). Therefore, the mean and covariance of the RBFs can be adapted using the

calculated partial derivative as follows:

u(i)
n = u(i)

n − 2λu(i)

(
L
(i)
k

) 1
2
θ
(i)
k

T
(Σ(i)

n )−1(s
(i)
k − u(i)

n ) (60)

Σ(i)
n = Σ(i)

n − 2λΣ(i)

(
L
(i)
k

) 1
2
θ
(i)
k

T
(Σ(i)

n )−1 × (s
(i)
k − u(i)

n )(s
(i)
k − u(i)

n )TΣ(i)
n

−1
,(61)

where both λu(i) and λΣ(i) denote the adaptation rates. Based on [118], for the sake of

stability, only one of the updates shown in Equations (60) and (61), will be applied. To

be more precise, when the size of the covariance is decreasing (i.e., L
(i)
k

1
2 (θ

(i)
k

T
ϕ(·)) >

0), the covariances of the RBFs are updated using Equation (61); otherwise, their

means are updated using Equations (60). Using this approach, unlimited expansion

of the RBF covariances is avoided.
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Algorithm 1 The Proposed MAK-TD Framework

1: Learning Phase:

2: Set θ0,Pθ,0,F ,un,id ,Σn,id for n = 1, 2, . . . , N and id = 1, 2, . . . , D
3: Repeat (for each episode):

4: Initialize sk
5: Repeat (for each agent i):

6: While s
(i)
k ̸= sT do:

7: a
(i)
k = argmax

a

(
h
(i)
k (s

(i)
k , a(i))hT

k
(i)
(s

(i)
k , a(i))

)
8: Take action a

(i)
k , observe s

(i)
k+1, r

(i)
k

9: Calculate ϕ(i)(s(i), a(i)) via Equations (53) and (54)

10: h
(i)
k (s

(i)
k , a

(i)
k ) = ϕ(i)(s

(i)
k , a

(i)
k )− γ argmax

a
ϕ(i)(s

(i)
k+1, a

(i))

11: θ̂
(i)
(k|k−1) = F (i)θ̂

(i)
k

12: P
(i)
(θ,k|k−1) = F (i)P

(i)
θ,k−1F

T (i)
+Q(i)

13: for j = 1 : M do:

14: k
(j)
k

(i)
= P

(i)
(θ,k|k−1)h

(i)
k (hT

k
(i)
P

(i)
(θ,k|k−1)h

(i)
k +R(j)(i))−1

15: θ̂
(j)
k

(i)
= θ̂

(i)
(θ,k|k−1) + k

(j)
k

(i)
(r

(j)
k − hT

k
(i)
θ̂
(i)
(k|k−1))

16: P
(i)
θ,k = (I−K(j)

k

(i)
hT
k
(i)
)P

(i)
(θ,k|k−1)(I−K

(j)
k

(i)
hT
k
(i)
)T+K

(j)
k

(i)
R(j)K

(j)
k

T (i)

17: end for

18: Compute the value of c and w(j)(i) by using
∑M

j=1w
(j)(i) = 1 and Equation (50)

19: θ̂
(i)
k =

∑M
j=1w

(j)(i)θ̂
(j)
k

(i)

20: P
(i)
θk

=
∑M

j=1 ω
(j)(i)

(
P

(j)
θ,k

(i)
+ (θ̂(j)(i) − θ̂(i))(θ̂(j)(i) − θ̂(i))T

)
21: RBFs Parameters Update:

22: L
(i)
k = (ϕT (s

(i)
k , ak)θ

(i)
k − r

(i)
k )2

23: if L
(i)
k

1
2 (θ

(i)
k

T
ϕ(·)) > 0 then:

24: Update Σn,ad via Equation (60)

25: else:

26: Update un,ad via Equation (61)

27: end if

28: end while

29: Testing Phase:

30: Repeat (for each trial episode):

31: While sk ̸= sT do:

32: Repeat (for each agent):

33: ak = argmax
a

ϕ(sk, a)
Tθk

34: Take action ak, and observe sk+1, rk
35: Calculate Loss Sk for all agents

36: End While
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One superiority that the proposed learning framework shows over other optimization-

based techniques (e.g., gradient descent-based methods) is the calculation of the un-

certainty for the weights P
(i)
θ,k, which is directly related to the uncertainty of the value

function. This information can then be used at each step to select the actions, lead-

ing to the most reduction in the weights' uncertainty. Using the information form of

the KF (information �lter [189]), the information of the weights denoted by P
(i)
θ,k is

updated as follows:

P−1
θ,k

(i)
= P−1

(θ,k|k−1)

(i)
+ h

(i)
k R

−1(i)hT
k

(i)
. (62)

In Equation (62), the second element, i.e., h
(i)
k R

−1(i)hT
k
(i)
, represents the infor-

mation received from the measurement. The action is obtained by maximizing the

information of the weights, i.e.,

a
(i)
k = argmax

a

(
h

(i)
k (s

(i)
k , a

(i))R−1(i)hT
k

(i)
(s

(i)
k , a

(i))
)

= argmax
a

(
h

(i)
k (s

(i)
k , a

(i))hT
k

(i)
(s

(i)
k , a

(i))
)
. (63)

The second equality in Equation (63) is constructed as R(i) is a scalar. The pro-

jected behavior policy in Equation (63) is di�erent from that in [124], where a random

policy was proposed, which favored actions with less certainty of the value function.

Although reducing the value function's uncertainty through action selection is an in-

telligent approach, it is less e�cient in sample selection due to the random nature

of such policies. Algorithm 3 brie�y represents the MAK-TD framework proposed in

this thesis.

4.3 The MAK-SR Framework

In the previous section, the MAK-TD framework is proposed, which is a MM Kalman-

based o�-policy learning solution for multi-agent networks. To learn the value func-

tion, a �xed model for the reward function is considered, which could restrict its

application to more complex MARL problems. SR-based algorithms are appealing

solutions to tackle this issue where the focus is instead on learning the immediate

reward and the SR, which is the expected discounted future state occupancy. In

the existing SR-based approaches that use standard temporal di�erence methods,
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the uncertainty about the approximated SR is not captured. In order to address

this issue, we extend the MAK-TD framework and design its SR-based variant in

this section. In other words, MAK-TD is extended to MAK-SR by incorporation

of the SR learning procedure into the �ltering problem using KTD formulation to

estimate uncertainty of the learned SR. Moreover, by applying KTD, we bene�t from

the decrease in memory and time spent for the SR learning and also sensitivity of

the framework's performance to its parameters (i.e., more reliable) when compared

to DNN-based algorithms.

Exact computation of the SR and the reward function is, typically, not possible

within the multi-agent settings as we are dealing with a large number of continuous

states. Therefore, we follow the approach developed in Section 4.2 and approximate

the SR and the reward function via basis functions. For the state-action feature

vector ϕ(s(i), a(i)), a feature-based SR, which encodes the expected occupancy of the

features, is de�ned as follows:

Mπ(i)(s(i), :, a(i)) = E

[
T∑

k=0

γkϕ(s
(i)
k , a

(i)
k )|s(i)0 = s(i), a

(i)
0 = a(i)

]
. (64)

We consider that the immediate reward function for pair (s(i), a(i)) can be linearly

factorized as

r(i)(s
(i)
k , a

(i)
k ) ≈ ϕ(s

(i)
k , a

(i)
k )Tθ

(i)
k , (65)

where θ
(i)
k is the reward weight vector. The state-action value function (Equa-

tion (39)), therefore, can be computed as follows:

Q(s
(i)
k , a

(i)
k ) = θ

(i)
k

T
M (s

(i)
k , :, a

(i)
k ). (66)

The SR matrix M (s
(i)
k , :, a

(i)
k ) can be approximated as a linear function of the

same feature vector as follows:

Mπ(i)(s
(i)
k , :, a

(i)
k ) ≈Mk ϕ(s

(i)
k , a

(i)
k ). (67)
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The TD learning of the SR then can be performed as follows:

Mnew

π(i) (s
(i)
k , :, a

(i)
k ) = M old

π(i)(s
(i)
k , :, a

(i)
k ) + α

(
ϕ(i)(s

(i)
k , a

(i)
k )

+γMπ(i)(s
(i)
k+1, :, a

(i)
k+1)−M old

π(i)(s
(i)
k , :, a

(i)
k )
)
. (68)

By de�ning the estimation structure of the SR and reward function, a suitable method

must be selected to learn (approximate) the weight vector of the reward θ(i) and

the weight matrix of the SR M for Agent i. The proposed multi-agent MAK-SR

algorithm contains two main components: KTD-based weight SR learning and radial

basis function update. For the latter, we apply the method developed in Section 4.2

to approximate the vector of basis functions via representing each of them as a RBF.

The gradient of the loss function (57), with respect to the parameters of the RBFs,

is calculated using the chain rule for the mean and covariance of RBFs using (60)

and (61).

For KTD-based weight SR learning, the SR can be obtained from its one-step

approximation using the TD method of Equation (68). In this regard, the state-

action feature vector at time step k can be considered as a noisy measurement from

the system as follows:

ϕ̂(s
(i)
k , a

(i)
k ) = Mnew(s

(i)
k , :, a

(i)
k )− γM (s

(i)
k+1, :, a

(i)
k+1) + n

(i)
k , (69)

where n
(i)
k follows a zero-mean normal distribution with covariance of R

(i)
M . Consid-

ering Equations (67) and (69) together, the feature vector ϕ(s
(i)
k , a

(i)
k ) can be approx-

imated as

ϕ̂(s
(i)
k , a

(i)
k ) = Mk

[
ϕ(s

(i)
k , a

(i)
k )− γϕ(s(i)k+1, a

(i)
k+1)

]
︸ ︷︷ ︸

g
(i)
k

+n
(i)
k . (70)

s Matrix Mk is then mapped to a column vector m
(i)
k by concatenating its columns.

Using the vec-trick characteristic of Kronecker product denoted by ⊗, then we can

rewrite Equation (70) as follows:

ϕ̂(s
(i)
k , a

(i)
k ) = (g(i)T

k ⊗ I)m
(i)
k + n

(i)
k , (71)

where I represents an identity matrix of appropriate dimension. More speci�cally,

Equation (71) is used to represent the localized measurements (ϕ(s
(i)
k , a

(i)
k )) linearly
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based on vector m
(i)
k , which requires estimation. Therefore, we use the following

linear state model:

m
(i)
k+1 = m

(i)
k + u

(i)
k , (72)

to complete the required state-space representation for KF-based implementation.

The noise associated with the state model (Equation (72)), i.e., u
(i)
k , follows a zero-

mean normal distribution with covariance of QM . Via implementing the KF's re-

cursive equations, we use the new localized observations to estimate m
(i)
k and its

corresponding covariance matrix P
(i)

m(i),k
. After this step, vector m

(i)
k is reshaped to

form a (L×L) matrix in order to reconstruct MatrixMk. Equation (66) is �nally used

to form the state-action value function for associated with (s
(i)
k , a

(i)
k ). Algorithm 2

summarizes the proposed MAK-SR framework.

Algorithm 2 The Proposed MAK-SR Framework

1: Learning Phase:

2: Initialize: θ0,Pθ,0,m0,PM ,0,un, andΣn for n = 1, 2, . . . , N

3: Parameters: Qθ,QM , λu, λΣ, and {R
(j)
θ , R

(j)
M} for j = 1, 2, . . . ,M

4: Repeat (for each episode):

5: Initialize sk
6: Repeat (for each agent i):

7: While s
(i)
k ̸= sT do:

8: Reshape mk into L× L to construct 2-D matrix Mk.

9: a
(i)
k = argmax

a

(
g
(i)
k (s

(i)
k , a)g

(i)
k

T
(s

(i)
k , a(i))

)
10: Take action a

(i)
k , observe s

(i)
k+1 and r

(i)
k .

11: Calculate ϕ(s
(i)
k , a

(i)
k ) via Equations (54) and (56).

12: Update reward weights vector: Perform MMAE to update θ
(i)
k .

13: Update SR weights vector: Perform KF on Equations (71) and (72) to update

m
(i)
k .

14: Update RBFs parameters: Perform RGD on the loss function Lk to update

Σn and un.

15: end while

It is worth mentioning that, unlike the DNN-based networks for multi-agent sce-

narios, the proposed multiple-model frameworks require far less memory due to their

sequential data processing nature. In other words, storing the whole episodes' infor-

mation for all the agents is not needed as the last measured data (assuming one-step
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Markov decision process) can be leveraged given the sequential nature of the incor-

porated �lters. Finally, note that the proposed MAK-SR and MAK-TD frameworks

are designed for systems with a �nite number of actions. One direction for future

research is to consider extending the proposed MAK-SR framework to applications

where the to action-space is in�nite-dimensional. This might occur in continuous

control problems [186,190] where number of possible actions at each state is in�nite.

4.4 RL-based Fusion Strategy

Figure 4.1: The proposed Localization Fusion framework.

In this section, we use the IoT-TD dataset introduced in chapter 3 and propose

a track-fusion framework, that integrates estimated locations obtained from RSSI

values with those computed based on the PDR and the AoA approaches. Fig. 4.1

represents the overl structure of the proposed fusion framework. As illustrated in

Fig. 4.1, the fusion framework bene�ts from three di�erent fusion scenarios between

AoA, RSSI and PDR localization paths, which are then combined to form the �nal

location estimates. The main objective is to �nd the optimal fusion weights, which

is achieved by adjusting the RL learning procedure based on the following steps:

� Based on the information related to the target received from multi sensor and a

generated signal via the RL solution, an action is taken and the corresponding

reward will be calculated.

� The accumulative reward will be updated in each step taken in the environment.
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By having the new target information, an action will be chosen leveraging an

action selection scheme.

� Considering the time varying nature of the environment, an MDP is designed

based on the fusion accuracy to address the challenges related to the di�erent

environment and movement scenarios.

Each speci�c indoor environment has its own structure, dimensions, and static/time-

varying environmental variables, therefore, model-based fusion strategies become

increasingly complex implementation-wise. In an alternative approach, we use Q-

learning, insteat, to fuse the localization information gained from the RSSI, PDR,

and AoA paths. The goal of such fusion task is to �nd the actions that maximize

the reward gained from the environment to reach optimality in fused values. The

data fusion process designed to be employed in this section is modeled as a MDP. In

each time step, the RL-based fusion engine based on the user location is in a state

sk, by selecting an action from the Action set A and moving to the next state sk+1

will gain a scalar reward rk based on the reward function R. This learning scheme

will continue by trial and error until reaching the terminal state.

The Q-function already is de�ned in (32), and the Q-learning is performed based

on Bellman equation (34). The synchronized tracking information gained from three

tracking paths (i.e., RSSI, PDR and AoA) will be fused (FT ) based on a speci�c

weight as follows

x̂Fused

k = wRSSIxRSSI

k +wPDRxPDR

k +wAoAxAoA

k , (73)

where xRSSI

k , xPDR

k , xAoA

k are the tracking results in the time stamp k and wRSSI,

wPDR and wAoA are the associated fusion weight. In each time, this summation of

the weights is static and is equal to one, i.e.,

wRSSI +wPDR +wAoA = 1. (74)

The RL solution is used in fusion phase for updating the weights and �nding the

optimal weights to fuse the results of three tracking scenarios.
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4.4.1 Data Fusion with Priori Knowledge

Considering the data gathered in di�erent indoor locations and leveraging the IoT-TD

dataset, we can have a priori knowledge of tracking scenarios in di�erent indoor

venues. There are many challenges related to the non-stationary RL solutions [191],

speci�cally for the systems that are subjected to time-varying workloads. If the states

in the tracking scenarios become de�ned based on the di�erent physical locations or

�ngerprinting methods, the states would be continuous and hard to discretize. States'

de�nition also can be very wide considering the type of the indoor environments and

time varying user location scenarios. Considering the aforementioned challenges, the

proposed RL-IFF is trying to deal with the time varying MDP, and transform it to

a static MDP de�nition. In this regard, the localization accuracy error is considered

as key metric to de�ne the states and the proportional rewards gained by the agent.

In what follows, state, action and reward function de�nition for the proposed RL

solution are discussed thoroughly.

4.4.2 State, Action and Reward function De�nition of the Pro-

posed fusion Method

Considering an agent in position pk (pk = (xk, yk)), take a step in an environment

and move to a new local position pk+1(pk+1 = (xk+1, yk+1)), the tracking error can be

the distance between the exact location of the user i.e., p(r,k) = (x(r,k), y(r,k)), and the

newly fused estimation of the location, i.e., p(e,k) = (x(e,k), y(e,k)). This error ratio is

used to de�ne the states and the reward gained by the agent. We assume 100 states

for this experiment, where the continuous error values are discretized to generate 100

states out of them. For the absolute error values between 0 to 1, we have 100 states

as shown in Eq. (76), and for the absolute error values more than 1, the state would

be 100.

ϵk=
√
(x(r,k) − (wRSSIxRSSI

k +wPDRxPDR

k +wAoAxAoA

k ))2+

(y(r,k) − (wRSSIyRSSI

k +wPDRyPDR

k +wAoAyAoA

k ))2 (75)
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sk =

round(ϵk ∗ 100), if 0 ≤ ϵk < 1

100, if ϵk >= 1
. (76)

Considering the proposed RL solution's state de�nition, the reward function can be

expressed as follows:

rk =


100, if ϵk = 0

round( 1
round(ϵk,2)

), if 0 < ϵk < 1

−100, if ϵk >= 1

. (77)

Considering the reward function rk equation where the reward is inversely propor-

tional to the ϵk, the smaller distance between the actual location of the user and the

estimated location, the larger the reward gained by the agent in the corresponding

state would be. A signi�cant negative reward will be issued for the ϵk values equal

to or bigger than 1. The proposed RL-IFF aims to �nd the optimal weights to fuse

the results of three tracking scenarios. Algorithm 3, brie�y represents the proposed

framework in this work. Di�erent actions taken in this platform can be de�ned based

on the weight adjustments. By modifying the weights, di�erent fusion values can

be calculated, and training can be performed based on the comparison between the

new fused location estimation and the user's actual location in di�erent states. Since

there are three tracking scenarios and their underlying weights, based on Eq. (74),

by assigning the new values to two of the weights, we can �nd the value of the third

one. Consequently, the action function can be de�ned by +, − and <>, denoting

increased, decreased and unchanged operation on the weights respectively as follows:
wx = (1 + k%)wx if wx+

wx = (1− k%)wx if wx−

wx = wx if wx <>

, (78)

where x is the tracking solution. Table 4.1, shows the possible actions regarding the

modi�cation of the weights.
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Table 4.1: Actions in the RL-IFF for fusion strategy.

Action Weight Modi�cation
1 wRSSI+, wAoA+
2 wRSSI+, wAoA−
3 wRSSI+, wAoA <>
4 wRSSI−, wAoA−
5 wRSSI−, wAoA+
6 wRSSI−, wAoA <>
7 wRSSI <>, wAoA+
8 wRSSI <>, wAoA−
9 wRSSI <>, wAoA <>

Algorithm 3 The Proposed RL-based Information Fusion Framework:

RL-IFF

1: Learning Phase:
2: Input: The tracking results of the applied tracking paths, i.e., the RSSI path;

the PDR path, and; the AoA path;
3: Output: The optimal set of weights, fused data;
4: Initialize Q = 0 with random weights wRSSI, wAoA and wPDR;
5: Set parameters γ and α for Q-learning;
6: Initialize state s0, leveraging the initial weights in Eq. (76);
7: Repeat for each episode:
8: ak ← epsilon greedy action selection in sk
9: Take action ak, observe the next state sk+1;
10: Calculate the gained reward using Eq. (77);
11: Q(sk, ak)←(1− α)Q(sk, ak)+α

(
rk+γargmax

a∈A
Q(sk+1, ak)

)
;

12: wRSSI, wAoA and wPDR ← optimal weights that maximize Q(sk+1, ak);
13: sk ← optimal new state s∗;
14: end for
15: return wRSSI, wAoA and wPDR; fused data pk .

4.5 Experiments and results

The performances of the proposed MAK-SR and MAK-TD frameworks are evalu-

ated in this section, where a multi-agent extension of the OpenAI gym benchmark

is utilized. Figure 4.2 illustrates snapshots of the environment utilized for evaluation

of the proposed approaches. More speci�cally, a two-dimensional world is imple-

mented to simulate competitive, cooperative, and/or mix interaction scenarios [192].

The utilized benchmark is currently one of the most standard environments to test
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di�erent multi-agent algorithms, where time, discrete action space, and continuous

observations are the basics of the environment. Such a multi-agent environment is

a natural curriculum in that the environment di�culty is determined based on the

skills of the agents cooperating or competing. The environment does not have a

stable equilibrium, therefore, allowing the participating agents to become smarter

irrespective of their intelligence level. In each step, the implemented environment

provides observations and rewards once the agents performed their actions. The pro-

posed platforms are implemented on a computer with a 3.79 GHz AMD Ryzen 9,

12-core processor. The frameworks are evaluated via several experiments, which are

implemented through the OpenAI Gym multi-agent RL benchmarks. The parameters

related to the proposed MAK-SR and MAK-TD are set randomly. In the designed

deep models, the learning rate is set as 0.001, and the models are trained with the

mini-batches of size 128 using Adam Optimizer. MADDPG and DDPG are based

on the Actor-Critic approach. DQN and DDPG receive an observation as input

consisting of the current state, next state, gained reward, and the action taken by

the agents at each step in the environment. For MADDPG, based on the received

state data (current and next state) and the actions taken by all the agents, the future

return is approximated considering all the agent's policies.

In what follows, we discuss di�erent multi-agent environments exploited in this

work as well as the experimental assumptions considered during testing of the pro-

posed methods. Finally, the results of the experiments will be represented and ex-

plained.

4.5.1 Environments

In the represented multi-agent environments, we do not impose any assumption or

requirement on having identical observations or action spaces for the agents. Fur-

thermore, agents are not restricted to follow the same policy π while playing the

game. In the environments, a di�erent number of agents and possible landmarks

can be placed to establish di�erent interactions such as cooperative, competitive, or

mixed strategies. The strategy in each environment is to keep the agents in the game

as long as possible. Each test can be fully cooperative when agents communicate

to maximize a shared return, or can be fully competitive when the agents compete

to achieve di�erent goals. The mixed scenario for the predator�prey environments
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(a variant of the classical predator�prey) is de�ned in a way that a group of slower

agents must cooperate against another group of faster agents to maximize their re-

turned reward. Each agent takes a step by choosing one of �ve available actions, i.e.,

no movement, left, right, up, and down, transiting to a new state, and receiving a

reward from the environment. Moreover, each agent will receive a list of observations

in each state, which contains the agent's position and velocity, relative positions of

landmarks (if available), and its relative position to other agents in the environment.

That is how an agent knows the position and general status of the agents (friends

and adversaries), enabling the decision-making process of that agent. As shown in

Figure 4.2, each environment has its own margins. An agent that leaves the area will

be punished by −50 points, the game will be reset, and a random con�guration will

be initiated to start the next state, which begins immediately. The red agents play

the predator role and receive +100 points intercepting (hunting) a prey (small green

agents). The green agents that are faster than red agents (predators) will receive

−100 points by each interception with the red ones. As their job is to follow the prey,

the predators will be punished proportionally to their distance to the prey (green

agents). In contrast, the opposite will happen to the green agents as they keep the

maximum distance from the predators. The proposed MAK-TD/SR frameworks are

evaluated against DQN [112], DDPG [113], and MADDPG [187]. We evaluate the

algorithms in terms of loss, returned discounted reward, and the number of collisions

between agents.
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(a) (b)

(c) (d)

Figure 4.2: Di�erent multi-agent scenarios implemented within the OpenAI gym.
(a) Cooperation Scenario (b) Competition Scenario (c) Predator-Prey 2v1, and (d)
Predator-Prey 1v2

4.5.2 Experimental Assumptions

In the proposed frameworks, we exploit related RBFs based on the di�erent agents'

sizes of observations and a bias parameter. The size of the observation vector at each

local agent (localized observation vector), which represents the number of global and

local measurements available locally, varies across di�erent scenarios based on the

type and the number of agents present/active in the environment. Irrespective of size

of the localized observation vectors, the size of the localized feature vectors, which
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represents the available �ve actions, is considered to be 50. Mean and covariance of the

RBFs are initialized randomly for all the agents in all the environments. For example,

consider a Predator�Prey scenario with 2 preys optimizing their actions against one

predator. In this toy-example (discussed for clari�cation purposes), considering 9

RBFs together with localized observation vectors of size 12 for the predator and 10

for the preys, the mean vector associated with the predator and the preys are of

dimensions 9 × 12 and 9 × 10, respectively. Consequently, for this Predator�Prey

scenario, µ, which is initialized randomly contains three agents with random values

with the mean size ((9, 12), (9, 10), (9, 10)) and the covariance, Σ = (I12, I10, I10)

where I12 and I10 are the identity matrices of size (12×12) and (10×10), respectively.
Based on Equation (56), the vector of basis function is represented as follows:

ϕ(sk, ak = −2) = [0, . . . , 0, 0, . . . , 0, 1, ϕ1,ad , . . . ϕ9,ad , 0, . . . , 0, 0, . . . , 0]
T ,(79)

ϕ(sk, ak = −1) = [0, . . . , 0, 0, . . . , 0, 0, . . . , 0, 1, ϕ1,ad , . . . ϕ9,ad , 0, . . . , 0]
T ,(80)

ϕ(sk, ak = 0) = [0, . . . , 0, 0, . . . , 0, 0, . . . , 0, 0, . . . , 0, 1, ϕ1,ad , . . . ϕ9,ad ]
T ,(81)

ϕ(sk, ak = +1) = [0, . . . , 0, 1, ϕ1,ad , . . . , ϕ9,ad , 0, . . . 0, 0, . . . , 0, 0, . . . , 0]
T(82)

and ϕ(sk, ak = +2) = [1, ϕ1,ad , . . . , ϕ9,ad , 0, . . . , 0, 0, . . . , 0, 0, . . . 0, 0, . . . 0]
T ,(83)

where ϕl,ad is calculated based on Equation (55) for (l ∈ {1, 2, . . . , 9}. , γ, In all the

scenarios, the time step chosen to be 10 milliseconds and the discount factor is 0.95.

The transition matrix is initiated to F = I50, and for the process noise covariance,

a small value of Qk = 10−7I50 is considered. The covariance matrix associated with

the noise of the measurement model is selected from the following set:

R(i) ∈ {0.01, 0.1, 0.5, 1, 5, 10, 50, 100}. (84)

For initializing the weights, we sample from a zero mean Gaussian initialization

distribution N (θ0,Pθ,0), where θ0 = 050 and Pθ,0 = 10I50. By considering the afore-

mentioned initial parameters, each experiment is initiated randomly and consists of

1000 learning episodes together with 1000 test episodes. Given small number of avail-

able learning episodes, the proposed MAK-TD/SR frameworks outperformed their

counterparts across di�erent metrics including sample e�ciency, cumulative reward,

cumulative steps, and speed of the value function convergence.
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4.5.3 MAK-TD/SR Results

Initially, the agents are trained over di�erent number of episodes, after which 10 itera-

tion each of 1000 episodes is implemented for testing to compute di�erent results eval-

uating performance and e�ciency of the proposed MAK-TD/SR frameworks. First,

to evaluate stability of the incorporated RBFs, a Monte Carlo (MC) study is con-

ducted where 10 RBFs are used across all the environments. The results are averaged

over multiple realizations leveraging MC sampling as shown in Tables 5.1�5.4.

Table 4.2: Total loss averaged across all the episodes and for all the four implemented

scenarios.

Environment MAK-SR MAK-TD MADDPG DDPG DQN

Cooperation 8.93 2.4088 9649.84 10561.16 10.93

Competition 0.43 4.9301 10158.18 10710.37 107.39

Predator�Prey 1v2 0.005 1.9374 6816.34 6884.33 8.21

Predator�Prey 2v1 8.87 1.2421 7390.18 6882.2 10.24

Figure 4.4b shows the rewards gained by all the agents in a Predator�Prey en-

vironment. It is worth mentioning that the average number of the steps taken by

all the agents in the de�ned environments is also represented in Table 5.4, showing

MAK-SR remarkable results in contrast with the other algorithms. Results related

to cumulative distance walked by the agents (computed by multiplying the number

of the steps by 0.74 meter for each step) are also shown in Figure 4.10 for di�erent

environments admitting superiority of the MAK-SR framework in contrast with other

solutions. The loss function associated with each of the �ve implemented methods is

shown in Figure 4.5.

Table 4.3: Total received reward by the agents averaged for all the four implemented

scenarios.

Environment MAK-SR MAK-TD MADDPG DDPG DQN

Cooperation −16.0113 −23.0113 −69.28 −66.29 −39.96

Competition −0.778 −13.358 −63.30 −61.34 −14.49

Predator�Prey 1v2 −0.0916 −13.432 −46.17 −20.53 −23.451

Predator�Prey 2v1 −0.081 −17.0058 −55.69 −49.41 −44.32
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Table 4.4: Average steps taken by agents per episode for all the environments based
on the implemented platforms.

Environment MAK-SR MAK-TD MADDPG DDPG DQN

Cooperation 14.03 12.064 7.377 7.369 15.142

Competition 17.59 17.48 7.36 7.18 11.98

Predator�Prey 1v2 14.78 12.36 6.21 7.69 10.02

Predator�Prey 2v1 9.94 9.773 6.25 7.12 8.46

(a) (b)

(c) (d)

Figure 4.3: Cumulative distance walked by the agents in four di�erent environments
based on the �ve implemented algorithms (a) Cooperation. (b) Competition. (c)
Predator�Prey 2v1. (d) Predator�Prey 1v2.

91



(a) (b)

Figure 4.4: The Predator�Prey environment: (a) Loss. (b) Received rewards.

(a) (b)

(c) (d)

Figure 4.5: Four di�erent normalized loss functions results for all the agents in the for
the four algorithms in four di�erent environments: (a) Cooperation. (b) Competition.
(c) Predator�Prey 2v1. (d) Predator�Prey 1v2.
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4.5.4 SR-based RL Discussions

The results shown in Section 4.5.5 illustrate the inherent stability of the utilized

RBFs and the proposed MAK-TD and MAK-SR frameworks. Capitalizing on the

results of Tables 5.1�5.4, the MAK-SR can be considered as the most sample-e�cient

approach. It is worth noting that although MAK-SR outperforms the MAK-TD

approach, we included both, as the learned representation is not transferable between

optimal policies in the SR learning. For such scenarios, MAK-TD is an alternative

solution providing, more or less, similar performance to that of the MAK-SR. To be

more precise, when solving a previously unseen MDP, a learned SR representation

can only be used for initialization. In other words, the agents still have to adjust the

SR representation to the policy, which is only optimal within the existing MDP. This

limitation urges us to represent the MAK-TD as another trusted solution.

As it can be seen from Table 5.1, the average loss associated with the proposed

MAK-SR is better than that of the MAK-TD. Both frameworks, however, outper-

form their counterparts, which can be attributed to their improved sample selection

e�ciency. This excellence can also be seen for the Predator�Prey 1v2 environment

in Figure 4.4a. The calculated losses mostly have small values after the beginning of

the experiments, indicating stability of the implemented frameworks. As can be seen,

other approaches cannot provide that level of performance that is achieved by MAK-

SR and MAK-TD with such low number of training episodes in this experiment. The

other three DNN-based approaches can reach such an e�ciency with a much greater

amount of experience (more than 10, 000 experiments) and use much more memory

space to save the batches of the information.

As can be seen in Table 5.5 and Figure 4.4b, the rewards gained in the MAK-

SR are also better than those of the MAK-TD and are much higher than the other

approaches. This can be considered exceptional considering the limited utilized ex-

perience. For all other environments, this better performance in the gained reward

can be seen in Figure 4.6 where four di�erent reward functions for �ve discussed algo-

rithms in four experiment environments are shown. As expected, the performance of

each model improves over time as being trained through di�erent training episodes.

The proposed MAK-SR and MAK-TD provide exceptional performances given the

small number of training episodes utilized in these experiments. MADDPG, DDPG,

and DQN , however, fail to achieve the same performance level.
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(a) (b)

(c) (d)

Figure 4.6: Four di�erent reward functions results for all the agents for the �ve
algorithms in four di�erent environments: (a) Cooperation. (b) Competition. (c)
Predator�Prey 2v1. (d) Predator�Prey 1v2.

Evaluating reliability of the proposed learning frameworks is of signi�cance to

verify their applicability in real-world scenarios. A reliable learning procedure should

be able to provide consistency in its performance and generate reproducible results

over multiple runs of the model [135]. Generally speaking, performance of RL-based

solutions, particularly DNN-based approaches, are highly variable because of their

dependence on a large number of tunable parameters. Hyperparameters, implemen-

tation details, and environmental factors are among these parameters [193]. This

can result in unreliability of DNN-based RL algorithms in real-world scenarios com-

pared to the proposed frameworks that are less dependent on parameter selection

and �ne-tuning. To better illustrate reliability of the proposed frameworks, another

experiment is conduced where the initial parameters in each run are generated ran-

domly.

94



(a) (b)

(c) (d)

Figure 4.7: The mean (solid lines) and standard deviation (shaded regions) of cu-
mulative episode's reward for the four algorithms in four di�erent environments: (a)
Cooperation. (b) Competition (c) Predator�Prey 2v1. (d) Predator�Prey 1v2.

More speci�cally, we have repeated each test 10 times consisting of 1000 learn-

ing episodes together with 1000 test episodes. A reliable RL algorithm should be

consistent in regenerating performance across di�erent training sessions, i.e., repro-

ducibility feature. As can be seen from Figure 4.7, for all four test scenarios (i.e.,

cooperative, competitive, and mixed strategies) DNN-based methods (MADDPG,

DDPG, and DQN) have higher variance illustrating their sensitivity to the under-

lying parameters that can be attributed to reduced reliability. As can be seen from

Figure 4.7, MAK-SR outperforms other approaches in terms of the received awards.

In both MAK-SR and MAK-TD algorithms, positive e�ect of uncertainty usage in the

action selection procedure is noticeable. The ability to produce stable performance

across di�erent episodes is another aspect for investigating reliability of RL models.
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Stability of di�erent models can also be compared through Figure 4.7. It can be seen

that the proposed MAK-SR algorithm is more stable than its counterparts as fewer

sudden changes occur during di�erent episodes.

With regards to potential future works, on the one hand, the proposed frame-

works can be implemented and applied to higher-dimensional MARL environments,

e.g., large-scale IoT applications such as indoor localization scenarios in unconstrained

environments. One interesting scenario here is to consider a heterogenous network

of multiple agents using di�erent tracking/localization algorithms with application to

Contact Tracing (CT). Another direction for future research is to focus on optimiza-

tion of the current SR-based solution. In its current form, the SR weight matrix is

approximated by mapping into a one-dimensional vector and applying KF leveraging

the KTD framework. For application to higher dimensions, this vectorized approach

can result in potential information loss as such more complex approximation tech-

niques should be developed while being mindful of potential computation overhead.

4.5.5 Experimental Results Information Fusion Indoor Local-

ization

In this section, we evaluate various localization techniques using the ground truth

IoT-TD outlined in Chapter 3. These localization methods are based on AoA, RSSI,

Pedestrian Dead Reckoning (PDR), and the proposed RL-based Fusion approach

(IoT-TD).

To the best of our knowledge, current indoor localization and tracking applications

are designed for prede�ned user movements. However, tracking random movements

or movements with changes in direction or walking patterns remains a signi�cant

challenge. These prede�ned scenarios do not provide a fair comparison with the

ground truth data, which reveals the user's exact location during the experiment. As

a result, these scenarios inherently add a default error as the user's movement pattern

is already assumed.

In this section, we evaluate the proposed tracking methods, including the RSSI

path, PDR path, AoA path, and the RL-based information fusion framework, IoT-TD.

The evaluations are performed on a computer with a 3.79 GHz AMD Ryzen 9, 12-core

processor. Each experiment is conducted in all environments and repeated 50 times

to ensure accuracy. The RL-based information fusion scenario undergoes 1000000
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learning episodes and 1000 test episodes to improve accuracy and assess the reliability

of the proposed fusion approach.

The RL-IFF is utilized to determine the optimal weights for information fusion,

resulting in improved tracking performance. The e�ectiveness of the fusion approach

is shown in Figs.4.8,4.9 and 4.10. The results of the localization estimation in three

Table 4.5: The MSE of the location estimation based on the dataset gathered in the

FIRST environment by comparing the ground truth (collected with the Vicon system) and

the proposed RL-IFF.

Movement Scenario AoA RSSI PDR RL-IFF
Rectangular 0.01979 0.12994 0.21997 0.003973
Random 0.02508 0.14502 0.17303 0.00495

Diagonal-A 0.0439 0.1961 0.2925 0.00685
Diagonal-B 0.01992 0.16002 0.10029 0.00504

Table 4.6: The MSE of the location estimation based on the dataset gathered in the

SECOND environment by comparing the ground truth (collected with the Vicon system)

and the proposed RL-IFF.

Movement Scenario AoA RSSI PDR RL-IFF
Rectangular 0.02193 0.05307 0.09464 0.006393
Random 0.10133 0.09432 0.16103 0.00799

Diagonal-A 0.11368 0.12331 0.19331 0.00994
Diagonal-B 0.06854 0.11268 0.1105 0.00863

Table 4.7: The MSE of the location estimation based on the dataset gathered in the

THIRD environment by comparing the ground truth (collected with the Vicon system) and

the proposed RL-IFF.

Movement Scenario AoA RSSI PDR RL-IFF
Rectangular 0.12379 1.63892 1.5869 0.0077
Random 0.02923 0.1123 0.14699 0.00745

Diagonal-A 0.01468 0.22397 0.29195 0.00799
Diagonal-B 0.01698 0.06556 0.0961 0.00648

di�erent environments are presented in Tables 4.5, 4.6, and 4.7. These tables compare

the Mean Squared Error (MSE) in meters of the primary localization approaches,

including AoA, RSSI with KF-PF and PDR, and the proposed RL-IFF framework.

The results show that the RL-IFF consistently outperforms the other algorithms,

demonstrating the high potential of the proposed RL-based solution.
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Table 4.8: Sample weight adjustment o�ered by the proposed RL-IFF, for information

fusion of tracking scenarios.

Environment Movement Scenario wAoA wRSSI wPDR

First
Environment

Rectangular 0.1302776 0.7583678 0.1113545
Random 0.513865 0.825227 -0.339092

Diagonal-A 0.2742709 0.4277489 0.2979801
Diagonal-B 0.1022387 0.5218031 0.3759582

Second
Environment

Rectangular 0.072684 1.0238779 -0.0965619
Random 0.1701491 0.6915486 0.1383023

Diagonal-A -0.3430738 0.734489 0.6085848
Diagonal-B 0.3344642 0.465767 0.1997688

Third
Environment

Rectangular -0.693659 1.0109855 0.6826736
Random 0.0188074 0.77122 0.2099726

Diagonal-A 0.0858805 0.5444015 0.3697179
Diagonal-B 0.2267579 0.7415241 0.0317179

In Table 4.8, a sample of the weight adjustment task performed by the RL-IFF

framework is provided. This table displays the fusion weights, wAoA, wRSSI, and

wPDR, for each environment and moving scenario. The accuracy of the models can

be improved by increasing the number of particles (Np), but this comes at the cost of

additional computation overhead. In o�ine modes, this trade-o� can be considered,

but in online modes, the limitations make the number of particles a sensitive factor

that cannot be increased for higher accuracy.

The data collection sessions for these experiments took place in three di�erent

environments to account for potential interference and environmental impacts. The

results are discussed based on these three environments and the accuracy of the

models is evaluated.

First Environment

The �rst environment (3.5 meters to 3.5 meters) is a large room with minimal ob-

stacles and positional items during the experiments. The walls surrounding the en-

vironment are mainly made of wooden material covered with wall paintings. The

results of di�erent fusion strategies based on various movement scenarios are shown

in Fig.4.8. The �nal results of these fusion strategies are plotted in black to compare

with other basic approaches, particularly with the ground truth results shown in blue.

The results in the environment with the fewest obstacles are expected to outperform
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the others. As seen in Table4.5, the �nal MSE of the proposed RL-IFF is less than

that of the other two environments for all trajectories. The other environments are

more susceptible to noise and potential con�icts due to obstacles and the e�ects of

digital and electronic systems installed.

(a) (b)

(c) (d)

Figure 4.8: RL-IFF Results for Four di�erent movement scenarios in the �rst environment:

(a) Diagonal A; (b) Diagonal B; (c) Random, and (d) Rectangular trajectories.

Second Environment

The Second environment (2.5 meters to 3.5 meters) is a smaller room with vari-

ous obstacles and positional objects present during the experiment. The walls in this

environment are composed of a combination of concrete and wooden materials. Addi-

tionally, there are various computer systems connected to the Internet and electronic

devices that are active during the experiment. The results of the proposed RL-IFF

are shown in Table 4.6 and Fig. 4.9. In these �gures, the RL-IFF results are plotted

in black and compared to the ground truth of the target's movements, which are
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shown in blue. This comparison provides a clear illustration of the accuracy of the

RL-IFF approach in this particular environment, which is characterized by obstacles,

electronic devices, and potential sources of interference.

(a) (b)

(c) (d)

Figure 4.9: RL-IFF Results for Four di�erent movement scenarios in the second environ-

ment: (a) Diagonal A; (b) Diagonal B; (c) Random, and (d) Rectangular trajectories.

Third Environment

The third environment, with dimensions of 2.5 meters to 3.5 meters, presents a dif-

ferent challenge for user tracking. This environment, unlike the �rst, is a small

room surrounded by metal plate walls, creating a noisy atmosphere. Additionally,

numerous electrical devices were installed during the data gathering session, further

complicating the tracking process. The results of the proposed RL-IFF framework in

this environment can be seen in Table 4.7 and Fig. 4.10. The RL-IFF result is plotted

in black and compared to the ground truth in blue, making it easier to evaluate the

performance of the framework. The results show that the RL-IFF framework outper-

forms other tracking solutions, providing the best tracking result in this challenging
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environment.

(a) (b)

(c) (d)

Figure 4.10: RL-IFF Results for Four di�erent movement scenarios in the third environ-

ment: (a) Diagonal A; (b) Diagonal B; (c) Random, and (d) Rectangular trajectories.

Reliability of the Proposed RL Solution

To evaluate the e�ectiveness of the proposed RL-IFF in real-world scenarios, it is

crucial to assess its reliability. A trustworthy learning procedure should consistently

generate reproducible results across multiple runs of the model [2,194]. Unfortunately,

the performance of RL-based solutions, especially those based on DNN, can be highly

variable due to the dependence on a large number of tunable parameters such as

hyperparameters, implementation details, and environmental factors [2].

To address this challenge, the proposed RL-based fusion network, based on Q-

learning, is compared with other weight adjustment solutions. In one approach,

weights are randomly selected in each iteration of the test, while in the other ap-

proach, all weights are set equal and the fused tracking result is considered the av-

erage value of all three tracking paths (i.e. RSSI, PDR, and AoA). The RL fusion
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scenario consists of 1 million learning episodes and 1000 test episodes, and each test

was repeated 50 times for all experiments.

As shown in Figure 4.11, for all four movement scenarios (i.e., Rectangular, Ran-

dom, and two Diagonal), random weight adjustment and �xed averaged weights have

higher variance, indicating their unreliability. In contrast, the proposed RL-IFF out-

performs other approaches in terms of tracking the user and is a reliable approach

to fuse the information gathered from multiple tracking scenarios. Additionally, the

ability to produce stable performance across di�erent episodes is another aspect of

investigating the reliability of RL models, as shown in Figure 4.11. The proposed

RL-IFF algorithm is more stable than its counterparts, with fewer sudden changes

occurring during di�erent episodes.

(a) (b)

(c) (d)

Figure 4.11: Evaluating the relaibility of the proposed RL-IFF comapred to random weight

adjustement and averaged weight selections schems for four di�erent sample movement sce-

narios: (a) Diagonal A; (b) Diagonal B; (c) Random, and (d) Rectangular trajectories.
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4.6 Conclusions

In this chapter, we aim to tackle the challenges associated with MARL by introducing

new solutions and utilizing the RL-based information fusion strategy to enhance the

accuracy of indoor localization. This is achieved by combining the bene�ts of the

di�erent indoor tracking/localization approaches discussed in Chapter 3. To begin,

we formulate the problem in Section 4.1. Next, we propose the MAK-TD framework

in Section 4.2 and its SR-based variant, the MAK-SR framework in Section 4.3 as

e�cient alternatives to DNN-based MARL solutions.

The proposed frameworks address the limitations of DNN-based MARL tech-

niques, such as sample ine�ciency, memory problems, and the lack of prior informa-

tion, by integrating Kalman temporal di�erence, multiple-model adaptive estimation,

and successor representation for MARL problems. This integration accommodates

changes in the reward model and overcomes the issues related to over�tting and

high sensitivity to parameter selection. Furthermore, an active learning mechanism

is implemented to balance exploration and exploitation, by utilizing the obtained

uncertainty of the value function.

In Section 4.4, we introduce the RL-based information fusion framework, RL-IFF,

to provide an e�cient information fusion strategy that combines the AoA, PDR, and

RSSI approaches to improve the accuracy of the tracking scenarios. This is achieved

by leveraging the IoT-TD dataset, which provides reliable data for indoor tracking

tasks. The novelty of the proposed RL-IFF framework lies in its integration of RL-

based optimization with indoor tracking tasks, allowing us to take advantage of the

bene�ts of di�erent localization approaches to boost the accuracy of the �nal tracking

scenarios.
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Chapter 5

Blockchain-Enabled System for

Indoor Contact Tracing in Epidemic

Control

In Chapter 4, we delved into SR and SR-based MARL networks and proposed a stable

framework for MARL. In alignment with the �nal objective of the thesis, Chapter

5 integrates our �ndings from the previous chapters into developing a trustworthy

SCT framework. We introduce a novel framework, the TB-ICT, designed with the

central aim of ensuring trustworthiness and security in the domain of Smart Contact

Tracing. This robust framework, crafted with privacy as a priority, not only integrates

the indoor localization solutions discussed in earlier chapters but also incorporates

blockchain technology, reinforcing the security aspect.

The TB-ICT framework's design aims at preserving privacy and ensuring the in-

tegrity of the underlying CT data from unauthorized access. In section 5.1, we provide

a comprehensive overview of the TB-ICT framework's architecture. Section 5.2 fo-

cuses on the data-driven localization model of the TB-ICT framework, which is based

on BLE sensor measurements.

Finally, in Section 5.3, we detail the TB-ICT blockchain platform. This fully de-

centralized and innovative platform employs a dynamic Proof of Work (dPoW) credit-

based consensus algorithm, coupled with a Randomized Hash Window (W-Hash) and

dynamic Proof of Credit (dPoC) mechanisms. Lastly, in Section 5.4, we analyze the
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security, complexity, and scalability of the TB-ICT framework, highlighting its ef-

fectiveness in managing and controlling the spread of contagious diseases in indoor

environments. In summary, this chapter emphasizes the need for a secure, trustwor-

thy, and privacy-oriented SCT framework, thereby answering the central question

posed in our thesis.

5.1 The TB-ICT Framework

In this section, �rst, we present the 6 sub-systems designed to converge BLE-based

CT with a blockchain platform. Afterwards, to facilitate practical implementation of

the TB-ICT, assumptions used to develop the framework together with the underlying

requirements for deployment are discussed. Finally, technical speci�cations utilized

for the development of the proposed TB-ICT are presented.

5.1.1 TB-ICT Model and Convergence Analysis

The structure of the TB-ICT framework, as shown in Fig. 5.2, consists of the following

two main components: (i) Indoor localization platform, and; (ii) The Blockchain

network. To integrate blockchain within the proposed TB-ICT framework, we need

an address generation subsystem that can represent the temporal identity of the

underlying nodes. These addresses are used in the designed blockchain platform to

send transactions as the inputs of the network that can be mined and added to the

blocks. The blockchain network bene�ts from stable nodes to mine the blocks and

this is how the user's contact data can be added to the blocks in the case of an

infection. For the miners to be able to approve an infection claim, a data pool is used

to query the claim made in a transaction sent to the blockchain. More speci�cally, to

converge the blockchain platform, the following subsystems are designed and added

to the TB-ICT framework:

• Network's Members : Nodes that have the application on their device can join

the platform and be a part of the network. There is a stable sub-network consisting

of long-running nodes in the environment, which act as the core network, and are

referred to as the �seed nodes�. A new unstable node is not forced to connect to one

of these stable nodes, however, it can utilize them for fast discovery of the other nodes

in the designed network. This can speed up joining procedure for the light nodes in
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the network allowing them to send transactions in the platform.

• Credit-based Platform : To quantify the behavior of the nodes in the network,

a credit-based platform is de�ned to calculate credit of the nodes. This approach

enables the blockchain system to prioritize the high credit nodes to have a lower

di�culty level to mine the blocks in the platform. The dPoW solution is used to

integrate this credit-based mining eligibility approach in the platform. This is how

real-world behavior of the nodes, e.g., practicing healthy distancing solutions can

directly be integrated into the blockchain network.

• Unique Temporary Identity Generation Scheme : A signature generation

platform is designed to create temporary private/public keys and the related addresses

to send a transaction in the blockchain network between entities. These signatures

are generated by leveraging the ambient environmental data.

• Trace Transaction Scheme : Each user's contact information (its proximate

distance with other users within past 14 days) is kept on that user's handheld device.

In case of infection, transaction containing the infection noti�cation will be sent to its

contacts' addresses stored in the user's device. This is how the stored contact tracing

data will be sent as a transaction.

• Blockchain Transaction Submission Phase : When a user known by her/his

address is approved as an infected individual, the related private key of the user

will be used to sign the transaction containing the contact's data (generating digital

signature). Trace transactions will be issued by the infected user to all her/his close

contacts' addresses and each of these transactions will be signed by related private

keys. The public key of the user veri�ed as an infected person by the authorized

testing center is used by the miners to verify the digital signature and consequently

the transaction.

•Mining, and Veri�cation Phase : Stable nodes and high-credit nodes can mine

the blocks after verifying the claims in the transactions considering the data submitted

in the Infected Users Pool (IUP) database. Each transaction, where the claim of

the infection is approved will be veri�ed as a true claim and will be added to the

blockchain. Fig. 5.1 shows the �owchart of the TB-ICT. As can be seen, to provide

the CT service, the BLE enabled devices running the TB-ICT application perform

di�erent phases, which are detailed later on.

106



Figure 5.1: Flaw chart of the proposed TB-ICT solution.

5.1.2 Assumptions

To satisfy functionality and privacy features necessary for implementation of a practi-

cal CT solution, the TB-ICT is implemented based on the following assumptions/requirements:

� Transmission of Data: A user device running the application can send non-

connectable advertisement data to the nearby devices.

� Data Reception: A user device running the TB-ICT application frequently scans

for nearby devices. In other words, the device running the TB-ICT application
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is enabled to receive non-connectable advertisement data from nearby devices

that run the TB-ICT application.

� Active BLE Nodes : While a user is running the application, process of scanning

nearby BLE devices is active.

� BLE Randomization: Data transmission via the TB-ICT has no interference

with the BLE randomization scheme.

� Information Content : The only information being exchanged between nearby

devices is the unique signature, i.e., time-varying temporary address generated

via the public/private key generation component of the blockchain module. In

other words, no location data is exchanged through BLE advertisement packets

as such there is no possibility for another device or an attacker to exploit the

transferred data.

In addition to aforementioned assumptions/requirements, we considered following

conditions as well:

� The proposed TB-ICT platform is designed to be used in limited indoor loca-

tions and it is assumed that the user in the indoor venue will not be surrounded

by a large number of users in a very crowded situation. This will guarantee the

ability of the application to trace the contacts in a real-time fashion.

� It is assumed that the expiration time based on the disease spreading time

window is 14 days. In other words, each user's contact information, i.e., its

proximate distance with other users within 14 days is kept locally. We also

assume that the immediate distance for the proximity between users is less

than 1-meter, and near is for distances between 1 to 2 meters. These proximity

distances are assumed to be close contact of a user. Only the information about

the users in the close contact will be saved in the users' smart phone.

� It is assumed that an enough percentage of the population under control in

the indoor environment enroll in the automated contact tracing for outbreak

control.
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� To be realistic and to have robust localization, we assume a complex indoor

environment without presence of LoS links. The AoA generated signals are

a�ected by AWGN with di�erent SNRs.

� Although there is no study in this work to model the heterogeneous level of

smartphone/application usage, e.g., age or level of income, it is assumed that

this application will not be used by users under or over a speci�c age range

(under 10 or above 80 years old).

5.1.3 Design Objectives

Finally, technical speci�cations utilized for development of the proposed CT solution

are as follows:

� Users' TB-ICT application uses the BLE non-connectable advertisement mode

to disclosing sensitive data.

� In the non-connectable advertising mode, three advertisement channels will be

used by a BLE node in a periodic fashion de�ned by the system's advertisement

interval (Ta) to transmit the advertisement packets. Term Ta is the broadcasting

frequency of the advertisement's packet, which has a memory space of 47 bytes,

but only 31 bytes of this space can be used as a payload to host data and

transfer it to another device.

� The BLE-based application advertisement task is con�gured to happen in Ad-

vertise Mode Low Latency.

� The only data that will be generated and transmitted in the TB-ICT platform

is the unique address (unique temporary node's address) of close contacts. Con-

sequently, this signature can be de�ned using 31 bytes or less of the available

memory space.

� In the localization platform, we consider an indoor environment without pres-

ence of Line of Sight (LoS) links, modelled by Rayleigh fading channel, a�ected

by Additive White Gaussian Noise (AWGN) with di�erent Signal to Noise Ra-

tios (SNRs).

109



� The smartphone will only stay active during the de�ned scanning window Tw.

Generation interval Tg, advertising interval Ta, and scanning interval Ts are trig-

gered periodically to exchange the data packets. When Ta < Ts, the possibility

to see the advertising packet sent by neighboring smartphones is high.

� While the advertisement (Ta), scanning intervals (Ts), and scanning window

(Tw) can be con�gured, it is recommended to keep Ta between 100 to 200 mil-

liseconds to advertise about 10 to 5 packets per second.

� The period of address rotation for the advertiser is designed to be a random

value between 5 to 10 minutes.

Figure 5.2: TB-ICT Blockchain network and Indoor Localization Platform.

5.2 The TB-ICT Localization Model

In this section, we focus on the localization phase, where as can be seen from Fig. 5.2,

the IoT nodes (the BLE-enabled mobile devices) exchange their unique ID with other

nodes within their local neighborhood. To have an e�cient indoor CT model, it is

essential to implement a robust localization framework with high accuracy. Next, we

brie�y outline targeted challenges in indoor localization:

• One of the most important challenges we face in indoor environments is the e�ect of

obstacles, such as walls and humans, on the transmitted BLE signals. More precisely,
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the transmitted signal can be re�ected, refracted, and di�racted, and a number of

phase delayed and power attenuated versions of the same signal is received by the

mobile user. It is, therefore, of signi�cant importance to consider a wireless signal

model to be adopted with a dense indoor environment full of obstacles. Despite the

existing research works [57�60], which can only cope with noise, we consider a highly

dense indoor environment without presence of LoS links, modelled by Rayleigh fading,

a�ected by AWGN with di�erent SNRs.

• Another important issue associated with real indoor environments is the interfer-

ence between mobile devices. Although the existing research works [57] assumed a

single-user scenario, our wireless signal model is more realistic, which can be used to

accommodate multi-user indoor environments.

• Considering a more complex experimental testbed with noise, interference, shadow-

ing, and small scale fading, potentially leads to large localization error, which cannot

be completely mitigated by existing CSI-based models [57, 60]. Furthermore, using

complex signal processing approaches for modelling the multi-path and path-loss ef-

fects in indoor environments is not time e�cient, especially for real-time applications.

Therefore, by using DNN models, and generating a dataset adopted with a dense in-

door environment full of obstacles, the e�ects of multi-path and path-loss can be

learned based on the train dataset. Consequently, there is no need for complex and

precise analytical models, therefore, we introduced a CNN-based approach, where the

dataset is generated in the presence of noise and Rayleigh fading channel.

• Finally, in real indoor environments, mobile devices and BLE beacons are not always

located along the same line, which in turn leads to issues related to elevation angle.

Although the elevation angle of the incident signal is not utilized for the location

estimation, its destructive e�ect on the location accuracy should be considered. By

considering a 3-D indoor environment as the experimental testbed, therefore, the

e�ects of elevation angle is considered on the train dataset.

5.2.1 CNN-based AoA Localization Framework

In this subsection, �rst we formulate BLE wireless signal model. Then, we present our

proposed CNN-based AoA localization framework relying on BLE technology. Fig. 5.3

illustrates di�erent components of the proposed localization platform, i.e., (1) BLE

transmitter; (2) BLE Wireless channel; (3) BLE receiver; (4) AoA estimation; (5)
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Data Preparation, and; (6) CNN-based localization, which are introduced below:

BLE Transmitter

The baseband version of the transmitted signal sb(t) is calculated as [47]

sb(t) = sbi(t) + jsbq(t)

=

√
2E

T

{
cos(ϕ(t) + ϕ0) + j sin(ϕ(t) + ϕ0)

}
. (85)

where terms E and T represent the energy and the time interval of the transmitted

symbol, respectively. Term ϕ0 is the initial phase of the transmitted signal. Finally,

term ϕ(t), denoting the phase deviation, is expressed as [47]

ϕ(t) =
πh

T

∫ t

−∞

+∞∑
n=−∞

s[n]p(τ − nT )dτ, (86)

where h, known as the modulation index, is between 0.45 to 0.55 in BLE standard.

Terms s[n] = ±1 and p(t) denote the baseband pulse sequence and Gaussian Filter

(GF), respectively. Finally, the transmitted BLE signal s(t) = Re{sb(t)ej2πfct}, is
modulated by Gaussian Frequency-Shift Keying (GFSK) [47], i.e.,

s(t) =

√
2E

T
cos (2πfct+ ϕ(t) + ϕ0) , (87)

where 2.4 ≤ fc ≤ 2.48 GHz denotes the carrier frequency.

112



Figure 5.3: Block diagram of the BLE transceiver, wireless channel model, and the proposed
CNN-based AoA localization framework.

BLE Wireless Channel

Because of the obstacles in indoor environments, a number of phase delayed and power

attenuated versions of the transmitted BLE signal, which are a�ected by AWGN, are

received by the BLE beacons. Therefore, the received BLE signal can be expressed

as [47]

r(t) =

N(t)∑
k=1

ρk(t, τ)s(t− τk(t)) + n(t), (88)

where N(t) represents the number of detachable paths. Terms ρk(t, τ) and τk(t)

denote the attenuation and the delay of the kth path, respectively. In addition, term

n(t) represents the AWGN channel, which is modelled by n(t) ∼ N (0, σ2). In a

BLE positioning system, the location of users can be obtained from the estimated

CIR, [47], i.e.,

h(t, τ) =

N(t)∑
k=1

ρk(t, τ)δ(t− τk(t)). (89)
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BLE Receiver

To extract the angle of the incident signal, BLE beacons are required to be equipped

with an antenna array, where commonly the Linear Antenna Array (LAA) is used.

In a typical LAA, there are Ne number of elements with the same distance d0, where

the transmitted BLE signal is received by distinct elements with di�erent phase dif-

ferences. The discrete received signal by element e, sampled at time slot m, denoted

by re[m], is obtained as [195]

re[m] = s
′
[m]Θ(θ, ϕ)[m] + n[m], (90)

where Θ(θ, ϕ) denotes the array vector, expressed as [195]

Θ(θ, ϕ) = exp([−j 2πd
λ

cos θ cosϕ, (91)

−j 2πd
λ

sin θ cosϕ,−j 2πd
λ

sinϕ]T ),

where θ and ϕ represent the azimuth and elevation angles, respectively. Term d

indicates the space between two consecutive elements of the LAA, which is equal to
λ
2
, with λ = c/fc. Finally, term c = 3 × 108 m/s is the speed of light. By assuming

M samples in each received signal, we have [195]

r = [r1[m] . . . rNe [m]]T , (92)

and s
′

= [s
′

1[m] . . . s
′

Ne
[m]]T . (93)

Therefore, the received signal can be expressed as follows

r = Θ(θ, ϕ)s
′
+ n. (94)

AoA Estimation

Given the angle of the incident signal through a subspace-based angle estimation

algorithm, we propose to use a CNN model for localization. In this regard, the

spatial spectrum of the received signal, denoted by p(θ, ϕ, t), is calculated in each
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time slot as follows

p(θ, ϕ, t) =
1

ΘH(θ, ϕ, t)ENE
H
NΘ(θ, ϕ, t)

, (95)

where EN is the noise eigenvectors of the covariance matrix R = E[r, rH ], and r

denotes the received signal.

Data Preparation

In each time slot, a reshaped angle image is the input of the CNN, which is generated

byP(θ, ϕ, t) = [p1(θ, ϕ, t), . . . ,pNb
(θ, ϕ, t)], whereNb indicates the number of available

BLEs in the user's vicinity. Since 0 ≤ θ ≤ 180, there are 181 samples in pi(θ, ϕ, t),

where the minimum value of pi(θ, ϕ, t) indicates the incident angle θ. Fig. 5.3(b)

illustrates a typical angle image, containing 724 sets of AoA measurements generated

by the subspace-based algorithm. As can be seen in Fig. 5.3(b), the original angle

image is of size 4× 181, reshaped to be an square angle image of size 28× 28 by zero

padding. This completes presentation of the localization platform of the TB-ICT.

Next, we focus on the blockchain module.

5.3 The TB-ICT Blockchain Platform

The TB-ICT framework is a blockchain-based infrastructure where the ledger holding

all the transactions, is a public open ledger for those having access to the application

itself. Once a user joins the network, in the sign up phase, she/he creates a blockchain

account and receives public and private keys (Pk, Sk) within the initialization of the

account as the node's unique identi�er. In this framework, private key is changed

over time based on the signature generated by the application, which is constantly

searching for other close BLE devices to monitor ambient environmental features. The

time-variant key generation scheme is comprehensively discussed in Sub-section V-A.

The generated key is used to sign the transactions and create unique public identi�ers

to be placed in the BLE advertisement packets and to be shared with neighboring

nodes. The initial block download process, which is the process of downloading

blocks that are new to a user, is much easier in the TB-ICT platform. This is

due to the nature of the network and its speci�c use case as only the last 14 days'
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information/transactions are necessary to be stored. In the TB-ICT framework, there

is a stable core consisting of long-running nodes in the environment. Based on the

indoor venue, these full nodes (contain an entire copy of the ledger) are those in charge

of that speci�c indoor location and also technical or non-technical service providers

of that location. Health and public authorities, health centers, and hospitals who

have access to the COVID-19 test results are the default stable nodes, which can also

participate as miners in the network. For example, one of the indoor locations that

the proposed TB-ICT platform is designed to be used is universities. The technical IT

solution providers of the university, the authorities in charge of the management of the

network, the health center nodes, and the technical support center of the university

are the stable long-running nodes in the network. These stable nodes which are part

of the network since the beginning of the platform and the creation of the �rst blocks

are called �seed nodes�. A new unstable node (light node that does not hold full

copies of the ledger) is not forced to connect to one of these stable nodes, however,

it can utilize them for fast discovery of other nodes in the designed network. No

matter how many nodes join the network or leave the platform, how many of them

are active, or acting in an o�ine manner, the whole network will be always up and

running based on the seed nodes. Generally speaking, in the TB-ICT framework,

nodes are divided into manager static nodes, authorized static nodes, and dynamic

nodes. In what follows, each of these entities, their role, and their level of credibility

is discussed in detail:

• Manager Static Nodes: These nodes are the stable nodes that started the net-

work and have the responsibility to manage other static nodes and maintain stability

of the whole network. Manager nodes are speci�c full nodes that can approve other

authorized nodes to be added or deleted from the network. For example, in a univer-

sity setting, the genesis block can be generated by the school's managers as the main

initial nodes. Other authorized manager sections of the university and the healthcare-

related nodes can be added based on the approval of these nodes and the credential

which is given to them. These nodes have high credits and always play the role of

full nodes in the network. The private key related to these nodes and their derived

public keys are hard-coded into the software installed by these nodes and eligible au-

thorized static nodes. Each manager node can keep track of all authorized nodes in

the network by signing a transaction TX of available authorized static nodes' public
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keys
(
PKAN1 , PKAN2 , . . . , PKANn

)
with its secret key. Since the manager uses his

secret key, which cannot be forged to sign the transaction, other authorized nodes

can simply fetch the list of the authorized nodes in the blockchain network published

by the manager.

• Authorized Static Nodes: These full nodes are legally authorized units that have
read access to data in the Infected Users Pool (IUP). These nodes have an initial credit

higher than the network threshold and can act as the miners in the network, keeping

the whole platform stable. In the case of any fraudulent activity, they will receive

a high negative score and will lose their credibility to mine in the network. The

infected persons' data, which is saved in the IUP, is distributed among these nodes

and cannot be changed. When an authorized node receives data about the infection of

a node, this data will be broadcasted to the other authorized nodes. These nodes will

validate any claim of infection, and in case of any false claim, the claiming node will

be punished by receiving negative credit points. All the transactions in the network

will be validated and picked to be mined and added to a block via stable nodes, i.e.,

manager static nodes, authorized static nodes, and high credit dynamic nodes, which

are discussed next.

• Dynamic Nodes: These nodes, as power-constrained BLE-enabled smartphones,

are public users of the application. Dynamic nodes are the basic entities that are used

to apply the AoA-based proximity approximation scheme designed in the TB-ICT

localization platform. These nodes can send and receive di�erent transactions in the

network, including but not limited to Submission Transaction (ST), when starting

as node in the network; Trace Transaction (TT), when claiming the infection; Query

Transaction (QT), when checking their status of infection to see whether or not they

were in close contact with an approved infected node, and; Alarm Transaction (AT),

when they receive an alarm mentioning their possible infection based on the data

approved in the network. The level of the credibility of dynamic nodes varies based

on their behavior in the system. Since these devices are power constraint nodes, they

mainly act as light nodes in the blockchain. If their credit score is higher than the

network-de�ned credit threshold, similar to the Authorized Static Nodes, they can

play the role of high credit miner nodes. In di�erent phases of the TB-ICT, dynamic

nodes can perform the following actions:

• Interaction Phase:
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- Temporary Private/Public key and address Generation: To generate private/public

keys, a signature is created in di�erent time intervals exploiting the environmen-

tal features received through the advertisement packets of other BLE-enabled

devices in the environment. BLE-enabled mobile devices scan for these ad-

vertisement packets in di�erent time intervals and also propagate their inter-

nally created unique addresses via their non-connectable advertisement packets.

These data packets change over time based on the user's location or neighboring

BLE devices.

- Unique Address Transmission: A mobile device in the network periodically

broadcasts the advertising packet containing its own unique address via non-

connectable advertising channels. These broadcasting events happen in the

advertising intervals (Ta).

- Receiving Neighboring Device's Unique Address : A periodic scanning process

also happens to leverage the three advertising channels to scan for the other

neighboring devices' advertisement packets. These scanning events happen be-

tween broadcasting intervals.

- Proximity Approximation: While a BLE packet of another device is received, the

proximity to that user will be estimated via the proposed AoA-based localization

scheme. If the users are in close contact, the received unique address will be

stored on the local database.

• Tracing Phase: All the generated private/public keys and unique addresses, and

the scanned addresses are stored for only a short period of time in the local device's

database. As the stored data does not contain any personal information about the

owner, it is impossible to �nd or trace anything about users and their personal infor-

mation or traces and locations in the system. These data will also be deleted from

the devices after the short expiration time, which can remove any historical data and

keep the local storage required light and applicable.

• Blockchain Transaction Submission Phase: When a user known by her/his address

is approved as an infected individual, the related private key of the user will be used

to sign the transaction containing the contacts' data (generating a digital signature).

The infected user will issue trace transactions to all the close contacts' addresses,

and each of these transactions will be signed by related private keys. The public
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key of the user veri�ed as an infected person is used by the miners, i.e., high credit

and authorized static nodes, to verify the digital signature and consequently the

transaction.

Figure 5.4: Interconnections within the TB-ICT network.

Other nodes can submit di�erent transactions about the status of the network

(e.g., QT and ST) and/or claim an infectious status as a transaction (i.e., the TT).

Interconnections between di�erent nodes are shown in Fig. 5.4. The proposed TB-ICT

as an alternative blockchain platform exploits a time variant signature generation

Scheme, a Dynamic PoW (dPoW) Credit-based consensus algorithm along with a

Randomized Hash Window (W-Hash), and Dynamic Proof of Credit (dPoC).

5.3.1 Time Variant Signature Generation Scheme

Generally speaking, the ICT platform works based on BLE-based data observed by

a smartphones in the ambient environment. Typically, encryption approaches use

the raw data provided by the users, which can lead to data leakage if the encryption

approach is compromised. In the TB-ICT platform, a privacy-preserving signature

generating scheme is designed to address this issue and improve privacy. This signa-

ture generation scheme will then be used to generate temporary private/public keys
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and the related addresses to send a transaction in the blockchain network between

entities. While a user's device is �ltering the neighboring BLE devices, batches of

data are obtained from ever-changing environmental proximity sensing information,

which is exploited to create temporary signatures (discussed in details in the follow-

ing subsection). These generated signatures in di�erent time intervals will then be

used to create unique addresses for secure exchange of BLE packets of the close con-

tacts without revealing sensitive personal data. In other words, it will be used in the

procedure of creating di�erent temporary private keys, public keys and addresses to

send the transaction between nodes. The public keys will �nally be used to sign the

blockchain transactions in case of infection with COVID-19 while keeping the data

secure, immutable, anonymous, and distributed. Next, the type of communication in

the TB-ICT and its privacy preserving scheme are described:

Figure 5.5: Size of the advertising packet (47 bytes) however and available bytes 31 bytes for the
actual payload.

Type of Communication in TB-ICT

In the TB-ICT framework, Bluetooth Low Energy (BLE) is used as the commu-

nication technology. In brief, BLE is developed with reduced power consumption

for short-range wireless communication over 2.4GHz industrial, scienti�c, and medi-

cal (ISM) frequency band [13]. Almost all smartphones are now equipped with this

technology, making BLE an ideal communication medium for providing di�erent IoT-

based services such as indoor localization and CT. BLE spectrum has 40 frequency

channels with 2 MHz channel spacing, 37 (0− 36) of which are for data transmission,

and 3 (37 − 39) are considered the advertising channels where frequency hopping is

employed to diminish the interference e�ects. Communication-wise, BLE introduces

two communication modes: (i) Non-connectable advertising and; (ii) Connectable

advertising [196]. In the non-connectable mode, no connection request is accepted by
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other BLE devices, which makes packet transfer safer and more secure. In this work,

therefore, the non-connectable mode is used as the communication system. To adopt

the non-connectable communication mode in the proposed TB-ICT framework, the

BLE-enabled modules are con�gured to periodically broadcast advertisement packets

via BLE 3 advertising channels. Other BLE devices, which are scanning periodically,

can receive the transmitted packets while they are active within the broadcast range.

While in non-connectable advertisement mode, it is not required for the nodes to

fully connect to each other by accepting a BLE connection request, there are still

security concerns. One major issue is limited payload capacity to encapsulate data

for transmission to other devices, i.e., a data packet is limited to 47 bytes, as shown in

Fig. 5.5, with only 31 bytes being available in the payload to add and transfer user's

temporary address. In the proposed platform, unique temporary addresses with the

size of 20 bytes will be encapsulated in the payload of the non-connectable advert-

ing signals and transferred through the non-connectable advertising channels. While

continuous scanning can increase the rate of receiving packets, this approach has a

negative impact on energy consumption. Therefore, we consider the scenario where an

activated smartphone stays active only during a prede�ned scanning window Ts and

can only receive advertisement packets which have overlap with its scanning interval.

Generation interval Tg, advertising interval Ta, and scanning interval Ts are triggered

periodically to exchange the data packets. When Ta < Ts, the possibility of seeing the

advertising packet sent by neighboring smartphones is considerably high [13]. While

the scanning window is long enough, with a higher broadcasting frequency than the

scanning frequency, it is more likely that packets from a device reach the scanning

window of another one.

TB-ICT Privacy Preserving Scheme

As discussed earlier, in the TB-ICT application (implemented on users' devices) the

BLE non-connectable advertisement mode is used to prevent any full connection to

be in danger of revealing sensitive data. The only data that will be transmitted

in the TB-ICT platform is the unique address (unique temporary node's address),

which is de�ned to consume less than 31 bytes of the memory space. It is worth

nothing that, one node's address will be changing over time and in the blockchain

adding to the privacy preserving characteristics of the proposed framework. The
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aforementioned unique address is computed based on localized public keys, which are

computed via private keys. The latter is formed based on localized signature. In

what follows, we describe computation of signatures, private, and public keys. (i)

Signature Generation Step: To create a signature for private key generation, time-

averaged RSSI values received through the advertisement packets of other BLE devices

(static/dynamic) in the environment is used. These data packets change over time

based on the user's location or the BLE devices' location. When a node joins the

network and the application starts discovering its close contacts, a 32 bytes signature

will be generated. We interchangeably refer to a node's signature as the ambient

environmental vector. Every few seconds, the signature will be changed based on the

user's new location and relative distance to the surrounding sensible BLE devices. Let

B = {b1, b2, . . . , bm}, be a set of BLE-enabled devices observed by a user's smartphone

(excluding the user itself) at a speci�c time. The observed vector of the contacts

(neighboring BLE devices) for the user u is,

ou(t) = (Pe(db1), Pe(db2), . . . , Pe(dbm))
T (96)

where ou(t) ∈ Rm and length of vectorm is dependent on the size ofB = {b1, b2, . . . , bm}.
Term Pr(d) is assumed to be a function returning the time-averaged RSSI values

from a BLE device located at a certain distance from the smartphone. Dictionary

Ψ ∈ R32×m as a known secret transformation key is considered to transform the

m-dimensional vector to a 32-dimensional vector, i.e.,

Ψ =


ψ1,1 ψ1,2 ... ψ1,m

ψ2,1 ψ2,2 ... ψ2,m

...
... ...

...

ψ32,1 ψ32,2 ... ψ32,m

 (97)

Unique signature vector s(t) ∈ R32, is calculated by multiplying this dictionary by

the jth observer vector as follows

s(t) =
∑
bj∈B

ΨjPe(dbj), (98)
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where Ψj = (ψ1,j, ψ2,j, . . . , ψ31,j)
T ∈ R32 is the column vector from the dictionary.

The generated signature will be checked and used in order to create a private key.

One major step for creating the private key is �nalized.

(ii) Private Key Generation Step: A random combination of the 32 bytes generated

unique signature will be chosen to create the private key. After this step, there are

two other main steps to generate the related public key and address, i.e., (i) build

a 64 bytes public key from the generated private key, and; (ii) Drive the 20 bytes

unique address from the public key.

(iii) Public Key Generation Step: Elliptic Curve Digital Signature Algorithm (ECDSA)

is used to generate the public key from the private key.

(iv) Address Generation Step: As the address of a node in a blockchain network

(Ethereum Key generation scheme [197]) is 20 bytes, this address can be exchanged

via non-connectable BLE packets. Consequently, the Keccak-256 hash of the public

key is calculated to generate a 32 bytes string. The last 20 bytes of this string will

be taken and considered as the address of this entity as follows

A(t) = β96...255(KEC(ECDSAPUBKEY (rnd(s(t)))), (99)

where rnd is the function that generates a 32 bytes random combination of the gen-

erated s(t), and ECDSAPUBKEY is the function deriving a public key from the

private key (i.e., rnd(s(t))) and KEC is Keccak-256 hash of the public key which will

return a 32 bytes string. β96...255 will extract the last 160 bits of the generated string

as the address of the node. Considering the positive infection situation, a user wants

to send a trace transaction to the network. When a user known by her/his address

is approved as an infected individual, the related private key of the user will be used

to sign the transaction containing the contacts' data (generating a digital signature).

The addresses are stored for only a short period, and the close contacts related to

each of the temporary generated addresses are saved in the local device database. The

infected user will issue trace transactions to all the close contacts' addresses, and each

of these transactions will be signed by related private keys. The public key of the user

veri�ed as an infected person by the authorized testing center is used by the miners

to verify the digital signature and, consequently, the transaction. Fig. 5.6 shows the

procedure of creating di�erent temporary public keys and validating the digital signa-

tures. This approach will enable the user to keep his/her identity secure and submit
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various transactions using a non-constant private key. This non-stationary signature

generation scheme allows the platform to be secure against di�erent threats in the

networks, including key attacks, replay attacks, impersonation attacks, modi�cation,

and man in the middle attacks [198].

Figure 5.6: Signature and private/public key and address generation and transaction veri�cation
scheme.

5.3.2 Randomized Hash Window

The introduced Randomized Hash Window, referred to as the W-Hash, is a mecha-

nism to mine a block, which is similar in nature to the randomized Sliding Window

Algorithm (SWA) and the check-points concept [76]. The SWA is inherently an ap-

proach to simplify processing of the incoming sequence of data. More speci�cally,

when dealing with large time-stamped data streams, previously received sequences

can be outdated after a certain time and loose their value to be added to the underly-

ing analysis procedures. In di�erent use-cases, the SWA considers a �xed (prede�ned)

window (n) of the received data to apply the analysis and discard the older data se-

quences. By reducing the data window, focus is given to more recent data as such

considerably lowers the data space [199]. In its randomized version [199], a random

value n of the sliding window will be generated at each epoch. While SWA, is used

to reduce the previously used number of time-stamped sequences for simpli�cation

purposes, W-Hash intentionally increases the sequence of previously received data to

make the platform more complex and boost the di�culty level to make the mining

124



procedure harder. More speci�cally, a miner continuously mines the current block

with a number, i.e., the nonce value, to meet the prede�ned Di�culty Level (DL)

and produces the target hash string. W-Hash makes this hashing process harder, i.e.,

the W-Hash mechanism slides through the blockchain ledger similar to the sliding

window algorithm. In other words, as can be seen in Fig. 5.7, the miner should hash

the current block along with the sliding window of the previous blocks. For instance,

assume W-Hash is 14, and the current block number is 100, the miner should consider

the concatenation of block 100 with previous 13 blocks (from 87 to 99) to create the

window size of 14. Within the initializing phase of the TB-ICT network, when a

W-Hash is larger than the current number of blocks in the blockchain, the W-Hash

will be set to zero. Otherwise, the current block will be hashed based on the previous

succeeding blocks determined and concatenated considering the W-Hash. In the long

term, when more blocks become added to the blockchain, the W-Hash, which is a

value between 0 to 100, can be applied to every block. The drawback of such an ap-

proach is that the overhead complexity is of O(n), where n denotes the W-Hash value,

when compared to the classical blockchain platforms with a constant PoW di�culty

level. To address this issue, we propose dPoW di�culty managed by a credit-based

evaluation mechanism as discussed next.

Figure 5.7: TB-ICT randomized hash window (W-Hash) solution to enhance the security of the
proposed Blockchain network.
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5.3.3 Dynamic Proof of Work (dPoW)

As stated previously, there is a trade-o� between security and scalability in blockchain

networks. The proposed W-Hash solution is an innovative approach to maximize the

security of the network. However, W-Hash directly a�ects the underlying compu-

tational complexity, mining costs, and mining time. As stated in [76], a dynamic

approach can be employed to de�ne the di�erent levels to control the rate of the

incoming communication tra�c and the mining di�culty. Therefore, Dynamic PoW

consensus approach and credit-based di�culty level (DL) determination for the nodes

in the network is a solution to the added complexity of the W-Hash. Intuitively speak-

ing, the users in the network with higher credit can exploit a much easier di�culty

level in the system helping them to easily mine the blocks, and the con�dential W-

Hash value n will be shared with them securely. On the other hand, a malicious

miner now requires both n− 1 blocks and the W-Hash value n to mine a new block.

A fraud process and/or faulty behaviors are, therefore, costly as they result in high

negative credits resulting in the higher di�culty.

In the TB-ICT framework, we consider two di�culty levels to be applied for the

nodes in di�erent circumstances. As can be seen in Table 5.1, Di�culty level 1 (DLe)

has the lowest di�culty achieved by considering the �rst signi�cant digit of the block

hash string, which is calculated by incrementing the nonce continuously and check

the results until meeting the di�culty constraints. The �rst level of di�culty DLe is

assigned to the legally authorized nodes and the nodes in the network with a credit

larger than a prede�ned threshold (αd). Details of the credit evaluation process will

be covered later in Section V-D. Due to the low level of di�culty, even devices with

limited computational power (if they meet the constraint set by the credit threshold)

can participate in the mining process. The second di�culty level (DLh) is four times

harder than DLe, which is achieved by considering the �rst four signi�cant digits of

the target hash string. Level 4 is considered for the low incoming communication

tra�c and for dishonest nodes with low credits.

Table 5.1: Di�culty Level (DL) of the Proposed Dynamic PoW.

DL Size (bits) Target Hash Di�culty
DLe 4 SHA256[0:1] Low
DLh 16 SHA256[0:4] High

126



Parameters of the dPoW : Similar in nature to Bitcoin, data encryption is imple-

mented in the TB-ICT exploiting Elliptic Curve Cryptography (ECC) with Elliptic

Curve Digital Signature Algorithm (ECDSA). The block size in the blockchain of

Bitcoin is restricted to 1 megabyte. Unlike the conventional blockchain model [198],

which has a �xed block size, TB-ICT is designed to have a variable block size con-

sidering incorporation of the dPoW approach in its consensus algorithm. Given the

variable block size of TB-ICT, we set an upper bound of 1 megabyte for the block

size. The variable block size is formulated as follows

SBc = OverheadBc+

[(Data+ EncryptionOverhead)×Ndata], (100)

where SBc is the current block size, OverheadBc is the block metadata (number of

bytes representing a block), EncryptionOverhead is the number of bytes for current

block data encryption, and Ndata is the number of data samples added to the current

block. The di�culty level is

DBc =
DL

TargetHash
, (101)

where DBc represents the di�culty level of the current block, DL is the level of the

di�culty in the dPoW, i.e., DLe or DLh, and the TargetHash is the required string

to mine a block. The mining interval of the blocks, representing the average time

required to mine a block, can be formulated as

IntervelB =
DBc × 2b

HashRate
, (102)

where HashRate is a miner's computation power for hash iteration generation per

second, and 2b is responsible for di�culty level (DL) bits control, i.e., 16 bits for the

DLh and 4 bits for DLe. Table 5.1, represents the di�culty level in the proposed

dynamic structure.

5.3.4 Dynamic Proof of Credit (dPoC)

Consider a CT network with Nnodes number of nodes. Node i, for (1 ≤ i ≤ Nnodes),

is assigned a credit CRi(t) at time instant t > 0, which is a parameter altering in
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real-time based on the node's interactions and behavior in the environment. Normal

Behaviors, i.e., following the physical distancing regulations and sending transactions

after being recognized as an infected person, will gradually increase the user's credit

value over time. On the other hand, abnormal behaviors will diminish the node's

credit over time. Abnormal behaviors can be classi�ed into two main categories:

� Disease-Related Violations: Breaching the physical distancing regulations and

other related rules, which are mostly bond to the proximity-based localization

results.

� Anomalous Behavior in Blockchain Network: Di�erent anomaly behaviors in

the networks including attacks or wrong claims, e.g., false claims of infection

to the COVID-19 or failing to share contact information in the case of being

diagnosed with COVID-19.

Node i, based on its behavior, can receive negative or positive scores resulting in the

following credit

Cri(t) = CrProx
i (t) + Cr−i (t), (103)

where t is the current time index, CrProx
i (t) is the proximity-based credit (which can

be positive or negative), and Cr−i (t) ≤ 0 is the received negative credit score, which

is calculated based on malicious behaviors of the node in the network. Following Sec-

tion 5.2, let Oi(t) = {o1(t), o2(t), . . . , oNi(t)(t)}, denote the set of Ni(t) BLE-enabled

devices observed by the ith user (excluding the user itself) at time t. Every few sec-

onds, this set of devices can be changed as the user moves within the environment.

Based on the distance between user i and a neighboring BLE-enabled device, Node

o(j), (1 ≤ j ≤ Ni(t)), we consider two categories, i.e., immediate nodes (less than

2 meters) and non-immediate node (near or far, when the distance is more than 2

meters). We de�ne Pi(o
(j)) as the credit assigned to Node i based on its proximity to

the neighbouring Node o(j) ∈ Oi(t) as follows

Pi(o
(j)(t)) =

 −1∗λ−

L(i,o(j)(t))
, Immediate, L(i, o(j)(t)) < 2

L(i,o(j)(t))
λ+ , Near/Far, L(i, o(j)(t)) ≥ 2

, (104)

where L(i, o(j)(t)) denotes the distance between Agent i and its contact o(j)(t) at

time t. Terms λ− and λ+ are the credit calculation coe�cients that are de�ned
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based on the policy utilized to punish and reward the users. In a di�cult situation

when the disease is highly contagious and preventing policy should be considered

more seriously, both λ− and λ+ can have a higher value. As can be seen, keeping a

healthy distance will be rewarded by a positive credit. On the other hand, in case

of immediate proximity, the node will be charged with a higher negative credit score

proportional to its closeness to the other contact. These coe�cients allow the model

to manage credit weight distribution. Considering Eq. (104), the proximity credit

assigned to Node i is calculated as follows

CrProx
i (t) =

∑
oj(t)∈Oi(t)

Pi(o
(j)(t)), (105)

where CrProx
i (t) is adjusted based on the level of healthy preventive behavior practiced

by Node i. To measure the total credit value of a node based on the localization

result, this value will be added to the previously calculated proximity-based credit

to calculate the �nal credit. Based on the scanning and advertising intervals of the

BLE devices, every few seconds, the new credit value of the user will be updated and

added to the previously calculated proximity-based credit.

Disease-related violations are incorporated into the credit score based on the prox-

imity results obtained from the localization model. Term Cr−i (t) is negatively pro-

portional to the number of anomalous behaviors of Node i, to account for anomalous

behaviors, i.e.,

Cr−i (t) = −
mi∑
l=1

ω.
∆T

t− tl
(106)

where mi is the total number of abnormal behaviors performed by user i, tl indicates

time point of the lth abnormal behavior, and ∆T represents a unit of time. Term

ω(x) is the penalty coe�cient and is computed as follows

ω =


ωFC , If a false claim is made

ωSC , If a contact violation happened

ωNA, If a network attack happened

, (107)

where all coe�cients (ωFC , ωSC and ωNA) can be adapted based on the network's

punishment policy. A node's credit can be measured via Eq. (103) by calculating
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Cr−i (t) and CrProx
i (t). In the case of abnormal claims or malicious behavior of a

node, the absolute value of Cr−i (t) becomes a large value, which will make continuous

attacking impossible for a faulty node. The di�culty for a speci�c node is

Du(t) =

DL1, if Cri(t) ≥ αd

DL2, if Cri(t) < αd

. (108)

A new block is designed to be concatenated with nwh number of former blocks through

the dPoW consensus replication approach. Let Bj represent the jth block of the

blockchain, Bc the current block that should be mined, and Nc as its nonce value.

Hash of the current block (Bc) is formulated as

Hc = h

(
nwh−1∑
j=1

Bc−j + [Bc +Nc]

)
, (109)

where Hc is the hash of the current block and
∑n−1

j=1 Bc−j denotes the n− 1 W-Hash

blocks. If Hc meets the di�culty level requirement, i.e., pre�x zero length, the block

can be mined, and the nonce value is successfully found. Adjusting the di�culty

level based on the pre�x zero is already discussed in Section V-C. A larger minimum

required pre�x zero makes it more di�cult to �nd the nonce value and to mine a block.

Algorithm 4 summarizes the block mining procedure of the TB-ICT framework.
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Algorithm 4 TB-ICT Block Mining Algorithm

Result: Target Hash String

1: initialization
2: Check Eligibility of the Node:
3: if Cru ≥ αd then
4: High Credit Node
5: set target, T = ”0”
6: else
7: Low Credit Node
8: set target, T = ”0000”
9: end
10: set nonce: Nc = 0
11: while mining do
12: for block.index ∈ [0, 100] do

13: Hc = h
(∑nwh−1

j=1 Bc−j + [Bc +Nc]
)

14: if Hc == SHA256[T ] then
15: break
16: else
17: Nc ++
18: end
19: end
20: end

5.4 Security, Complexity, and Scalability Analysis of

the TB-ICT Framework

5.4.1 Security Analysis

In this section, we analyze vulnerabilities and thread models of blockchain, illustrat-

ing how the proposed TB-ICT overcomes these threats based on its underlying design.

While blockchain networks can be utilized to design secure IoT-based platforms, there

are some vulnerabilities that blockchain-based platforms su�er from [73, 85]. Gener-

ally speaking, attacks on the blockchain can be categorized into application-based

or application-free attacking models [198]. In the latter category, the vulnerabilities

within the application are targeted by adversaries. In the application-free attacking

model, on the other hand, the blockchain itself is the attacking target. To be more

precise, the attacking scenarios can be classi�ed into the following di�erent threat
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models [85], i.e., Identity-based Attacks, Manipulation-based Attacks, Reputation-

based Attacks, Service-based Attacks, Linkage Attack, Enumeration Attack, Location

Con�rmation Attack, and Device Tracking Attack. The major threat analysis model

considered here is the STRIDE (Spoo�ng, Tampering, Repudiation, Information Dis-

closure, Denial of Service, Elevation of Privilege) [200]. In what follows, STRIDE

threats in the context of the proposed TB-ICT framework is introduced.

1. Spoo�ng : In spoo�ng, another entity (e.g., a person or a system) is impersonated

in the network, and the authenticity is violated. Identity-based attacks can be con-

sidered in this category. In this context, the identity of an authorized user is forged

to enable an adversary to gain access to the system and manipulate the network. The

following attacks that can cause spoo�ng in the network:

� Key Attack : When the private key of a user in the network is leaked, the attacker

can use this key to impersonate that user's identity to perform fraudulent activ-

ities in the network and consequently in the designed TB-ICT platform, causing

a signi�cant reduction in the credit of that user. Our proposed mechanism is de-

signed to create temporary private keys to prevent such an attack. To be more

precise, a time-varying signature (32 bytes) is �rst generated based on the ambi-

ent features, and a secret key (32 bytes) is then randomly generated/extracted

from this signature. Such a signature generation scheme is repeated in short

time intervals resulting in the generation of temporary (time-varying) private

keys, which can inherently prevent some major attacking scenarios in the net-

work. Consider a situation where a private key is leaked; in a short while, this

private key will be changed, and it would not be authorized to sign anything

or create any address in the network. The data generated in the network is

time-stamped, and there is no way to gain any trust in the network based on

the stolen key. In summary, to prevent the key attack, the proposed framework

relies on its time-varying private key generation scheme. Furthermore, ellip-

tic curve encryption is employed to calculate the hash function, which further

improves the resiliency of the proposed model against key attacks.

� Replay Attack : In this attack, by spoo�ng the identity of two connected nodes,

an adversary can create an interception in the transferred data packet and relay

the data to the destination without any alternation [198]. In other words, the

advertised message via BLE modules can be captured by a fraudulent node and
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can be used at another location at a di�erent time. This can mainly be used in

CT platforms to create false-positive results during the tracing transaction in a

positive infected case. When the private keys are generated without su�cient

randomness, the key leakage can cause such a problem. The proposed TB-ICT

platform is resilient against such replay attacks as it uses a temporary time-

stamped private/public key generation scheme. Consequently, conducting such

an attack is unlikely as a node cannot claim via previously revoked addresses.

To be more precise, the address and the description of the message stem from

a tracing event are generated with a detailed time description. The adversary

fails in this attack unless she/he can temper the message content and also forge

a valid signature, which is impossible due to the utilized temporary private key

generating scheme and time-stamped messaging events.

� Impersonation Attack : This attack can happen in the case of private key leak-

age. In this situation, an adversary node can masquerade as an authorized

entity and try to conduct unauthorized behavior or apply false claims. The

temporary private/public key generating scheme of the TB-ICT couple with

the credit-based dynamic PoW solution makes this attack unlikely. Further-

more, the non-monetized credit-based de�nition of the platform reduces the

incentive of the nodes to perform such faulty operations. Literature-wise, the

following three approaches [198] are recommended to prevent impersonation

attack: (i) De�ning temporary private keys for de�ned sessions [201]; (ii) Dis-

tributed cooperation solution based on an incenti�ed scheme [202], and; (iii)

Replacing the ECDSA signature with another signature solutions based on the

attributes of the nodes [203]. First, the signature generation scheme of the

TB-ICT (aligned with approach (i)) is an attribute-based solution, which pro-

vides a defense against such an attack. Second, the credit-based Dynamic PoW

solution of the TB-ICT introduces an incentive-based mechanism (aligned with

approach (ii)) that controls the tendency of fraudulent activities/claims specif-

ically in the mining process, making the attack very costly for an unauthorized

and low-credit node.

� Sybil Attack : In this attack, an adversary targets taking over the network by

creating several fake identities. To prevent such an attack in the TB-ICT, we

considered the following mechanisms. For the manager and authorized entities
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in the network, which are high-credit nodes by de�nition and are mostly in-

volved in the mining and approving procedures, a referral-only system based

on the credit-based approach is designed to check the eligibility of these nodes.

This referral solution has a probationary period and reputation checking stage

where authorized nodes are approved to be in the network. Each manager node

also is enabled to keep track of all authorized nodes in the network by sign-

ing a transaction TX with its secret key, of the available Authorized Nodes'

public keys
(
PKAN1 , PKAN2 , . . . , PKANn

)
. This will keep the network reliable.

Although there are some other solutions, such as Lagrange Interpolation in sig-

nature generating method [204], our proposed solution is using a platform to

approve the validity and integrity of the transactions. Any claim regarding the

infection and any transaction submitted based on the CT solution will be ap-

proved by the IUP database via the authorized and high-credit miner nodes.

To be more precise, when a node is recognized as an infected one by the au-

thorities, all its addresses in the past 14 days will be uploaded to the IUP, at

this stage two veri�cation steps are considered to be employed to �nally sub-

mit a transaction in the blockchain: (i) Veri�cation of the infected node to be

sure its addresses can be found in the IUP, and; (ii) Veri�cation of the claim

with the node receiving the claim, which is issued automatically through the

application after approving the presence of such an address in the contact's

database. This method would highly prevent Sybil attack from happening. An-

other solution is proposed in [205], which can be a future research direction.

In [205], the authors address the vulnerability against Sybil attack by propos-

ing an immutable temporary chain of interaction between agents and de�ning

a mechanism to calculate the trustworthiness of the nodes. In our proposed

solution, the trustworthiness of the nodes is computed based on a credit-based

solution, and a temporary localized database keeps the contacts' history of each

agent that is used for the correctness and integrity of the claims and the whole

network. This is impossible for an adversary to create many fake identities to

submit false claims and tamper with the data in the network.

� Man-in-the-Middle Attack : The man-in-the-middle attack can happen when the

private key is forged, and an adversary, by intervening in a mutual connection

by spoo�ng the identity of both entities, can control the transactions exchanged
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between them and perform fraudulent operations. This attack can be catego-

rized as Manipulation-based attacks as well. In our represented framework,

the messages are exchanged between the nodes in a non-connectable advertis-

ing mode, and the transactions are submitted to the network using a temporary

address de�nition. There is no static private key for the entities and forging one

key provides limited time access for a fraudulent node as in a short time-stamp

an alternation will be applied to all the keys and addresses. These features are

protecting the proposed framework from this attacks.

2. Tampering : In tampering, the data is modi�ed via a malicious node, which is

violating the integrity of the data in the network. Manipulation-based attacks are

considered in this class where data is achieved and tampered through unauthorized

access to the network. Man-in-the-middle, overlay, modi�cation, and false data in-

jection attacks can be included in this category and can tamper with data in the

network [85]. The latter, i.e., false data injection attack, is mostly seen in the IoT

sensory networks and smart grid solutions [204] where the sensory measurements are,

typically, tampered with to endanger data integrity and data aggregation steps in IoT

networks. Our proposed solution, however, is not working based on data aggregation

scenarios and evaluations based on the sensory data. The AoA-based localization

solution leveraged the smartphone's sensory data to �nd the proximity of the users,

and no raw sensory data is submitted as a transaction in the network. Moreover, the

TB-ICT's veri�cation solution and its credit-based dynamic PoW approach can pre-

vent any false injection claims from threatening the integrity of the network. In the

case of overlay attack, which is mainly happening in the monetized blockchain plat-

forms, the resistance against this attack is guaranteed as the transactions are added

with a time-stamp to ensure their uniqueness. The modi�cation attack is also unlikely

in our designed platform since, similar to [201], the proposed solution is exploiting a

temporary private key generating scheme based on the ambient environmental infor-

mation. The man-in-the-middle attack can also result in tampering with the data and

be categorized as a manipulation-based attack. In the proposed TB-ICT framework,

messages are transmitted between nodes by leveraging a non-connectable advertising

mode, and temporary addresses are used to submit transactions. There is no constant

private key for the entities in the network, and even forging one identity would not

be a long-term success for the adversary as all the keys and addresses will be changed
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in a short period of time. Consequently, TB-ICT can be considered completely safe

against manipulation-based attacks.

3. Repudiation : In Repudiation, a user can deny taking an action. Protecting the

system from this threat requires a robust authentication and accurate design to at-

tribute users to their related actions. Reputation-based attacks can be considered in

this category, where an adversary tries to a�ect the network by changing its reputa-

tion positively. This attack can happen in our proposed network when the low-credit

nodes try to falsify their credit score to send false claims and fraudulent transactions.

The reputation-based attacks can be classi�ed into two main classes, i.e., (i) Hiding

Blocks Attack, and; (ii) Whitewashing. Under the hiding blocks attack, those trans-

actions that positively a�ect the node's reputation will be exposed via the node. This

is an unlikely attack in our proposed solution, as all the interactions of the nodes in

the network are performed in an online fashion via the AoA-based proximity approx-

imation algorithm, based on which each node's credit is calculated. On the other

hand, when a node has a positive infection result, a trace transaction will be sent to

the network, and this can be done automatically when a node approves the infection

in the application. If a node refuses to send the transaction to the network, its credit

will be a�ected negatively, limiting its access to the network. In the whitewashing

attacking scenario, an agent with a negative reputation (very low credit) can remove

its virtual identity and create a new clean identity. Although there is no way to

prevent such a faulty behavior from happening, in the proposed framework, based

on the formulated credit-based scheme, those newly added nodes to the network will

start with a random, very low credit score, and it takes time for a node to gain credit

based on its behavior in the network.

4. Information Disclosure : Unauthorized access to the sensitive data is addressed

via information disclosure. As discussed earlier, in the proposed TB-ICT platform,

private keys of the nodes, the user's real identity, and the users' real location can

be considered sensitive data. However, no personal information of the users or their

contacts is sent as a transaction to the ledger or saved in personal devices. Moreover,

transferring of the messages between nodes happens in a non-connectable advertising

mode, and a temporary address is used to submit transactions to the network. Private

keys are changed constantly, and data is encrypted in the framework. Linkage attack,

enumeration attack, location con�rmation attack and device tracking attack which
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all want to disclose sensitive data, can be categorized in this class and are thoroughly

discussed here.

� Linkage Attack : Here, the attacker, by leveraging the information collected in

the network, is trying to reveal the anonymous identity of a node. In our context,

the identity of the infected user or her/his close contact can be targeted, but

this attack is impossible in our proposed framework as there is no information

stored directly about the identity of a node or its contact list. All the data that

is stored and then used in the blockchain is the temporary addresses related to

those nodes. There is not even a constant private key to sign the transactions,

and all the keys are time-varying.

� Enumeration Attack, can happen when an adversary tries to approximate the

number of infections based on the nodes who successfully submitted their tracing

transaction after being recognized to be infected. Because there are multiple

temporary identities without any chance to �nd and match them for a speci�c

user, �nding such information is impossible in the network. In other words, there

can be many addresses related to an infected person and its close contacts, and

tracking the unique identities is not a logical operation.

� Location Con�rmation Attack : There is a tendency for the adversary nodes to

�nd or approve the presence of a speci�c node in a speci�c location. This attack

can happen by leveraging the unique identi�er of a user, such as a smartphone

used in the CT procedure. This is an impossible attack as well since the TB-ICT

platform never uses unique or constant identi�cations, and the platform is de-

signed based on a temporary key generation scheme.

� Device Tracking Attack As most smart CT solutions employ the BLE sensory

data to �nd the proximity and track a device, this information can be misused

to �nd a movement pattern or track a device. The BLE-enabled application

itself uses a randomized MAC address in short time intervals, and the plat-

form generates temporary behaviors in short time-stamps in non-connectable

advertising mode to prevent such an attack.

5. Denial of Service (DoS): In DoS attacks, the ability of the system to provide

its expected performance and respond to the requests is degraded and destroyed. In
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CT speci�c use case, DoS attack can happen by creating repeated false advertising

where an adversary can try to consume the storage capacity and increase the power

consumption of another BLE device. Similar to other smart CT solutions, the pro-

posed TB-ICT framework is vulnerable to this attack, and fake interactions can be

sent via an agent in the network through this kind of attack. On the other hand, in

the proposed blockchain network, the size of the blocks is considered to be a limited

value, and also checking scheme is applied for the transaction input to �nd the at-

tribute signature. These make the proposed blockchain design more resilient against

such attacks. DoS is categorized as a service-based attack, which is another common

class of attacks that can happen in blockchain-based IoT platforms. Refusal to Sign

Attack, Double-Spending, and collusion are categorized in this class of attacks. In the

proposed solution, as there is no monetized structure, double-spending and collusion

attacks are not applicable.

6. Elevation of Privilege : This can happen when a fraudulent node can perform

unauthorized actions by escalating the privilege via gaining elevated access to the re-

sources and protected functionalities of a platform. In a blockchain network, there are

di�erent levels of access (e.g., account on a distributed ledger or smart contacts) that

can be compromised and gained by an unauthorized user. In the proposed TB-ICT

framework, however, the credit level of the users and their accesses are designed

carefully. The temporary private/public key generating scheme of the TB-ICT cou-

ple with the credit-based dynamic PoW solution makes accessing the account of the

users and forging the identity unlikely. This design can make the TB-ICT framework

more resilient to this vulnerability.

5.4.2 Computational Complexity and Consistency Analysis

Considering Eq. (109) and Algorithm 4, hash of the current block (Bc) (if the block is

not already mined) is the hash of the concatenation of the current block and nwh− 1

of the previous blocks with the nonce value. nwh is the current W − Hash value,

which is de�ned and shared between the high-credit and legally authorized nodes

based on their credit. To mine the block, miners compete to solve a mathematical

puzzle and �nd the target hash string by adding the nonce in each step via a trial

and error procedure. The target hash string in the TB-ICT platform has 64 digits

in hexadecimal base. A compressed representation (called �Bits") of the target hash
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string hex value, e.g., 0x1b0404cb is stored in the blocks. The hexadecimal value

is calculated based on this packed form. For example 0000 0000 2FF4 04CB 0000

0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000, hexadecimal string of

length 64 and the hash value should be less than this value to mine a block. The

leading zeros (eight leading zeros 0000 0000) in the target hash string represent the

di�culty level. As can be seen in Table 5.1, for the nodes with higher credits and the

legally authorized nodes, the �rst signi�cant digit (1 digit) of the block hash string

is considered the leading zeros. This value will be four signi�cant digits of the block

target hash string for the nodes with bad credit scores. To be more precise, lower

target values will lead to the greater di�culty of block mining. Assuming the length

of target hash string is b bits, for a W − Hash value of size nwh, computational

complexity is of O(nwh × tTH). Term tTH is the required time to generate the target

hash string in the search space of 2b. Therefore, computational complexity is of

O(nwh × 2b). The malicious node is now forced to �nd the hashes for all the possible

values of the W −Hash sizes, which directly increases its computational complexity

and, consequently, the attack's cost. The complexity in this scenario is increased as

Complexity = O(nwh × (nwh × tTH)) = O(n2
wh × 2b) (110)

This attribute also makes other possible attacks such as double-spending and spam-

ming infeasible. Without the W-Hash, the complexity of the network to conduct an

attack would be as low as O(tTH), while this complexity, after applying the hash

window, will be O(n2× tTH), which requires n×n more test and operation to �nd the

block's target hash string. Consequently, the security of the network is signi�cantly

improved. On the other hand, based on the credit-based platform, any malicious

attempts to even break this di�culty level will have an irreversible and high credit

punishment, causing even higher computational costs to the faulty nodes.

Network Consistency : In brief, in the proposed framework, we cannot assume

that all the miner nodes are in the same state at each time. In other words, due to

the inherent message delays [206], miners may see di�erent status for the network's

latest updates, e.g., some miners may have the most recent mined block while others

have access to an older version. Requiring the vote of all miners to mine a block

as a solid condition for reaching consensus on the longest chain would be a complex

condition to be reached and gain consistency in the network. Achieving agreement
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on the current chain by ignoring a small number (i.e., T number) of uncon�rmed

blocks at the end of the chain is a solution to have another version of the consistency

requirement. This notion of consistency is named T-consistency [207]. Honest nodes,

which are quali�ed based on the proposed credit-based approach, participate in this

decision-making process. In this context, we prove that by choosing a su�ciently large

T value, there is no chance for a con�rmed block to get lost from the blockchain. This

would prove the consistency of the network.

In our W-Hash-based dynamic PoW solution, consider p as a mining hardness, i.e.,

m number of miners successfully mine a block with a single random oracle query with

probability of p. It is assumed that all the miners participating in this process have

the same computational power in mining the blocks. If the protocol is proceeded in

di�erent rounds (time-stamped steps), while each honest node as a miner gets one

random oracle query in each round, a ρ fraction of dishonest nodes (adversaries) get

ρm number of queries [208]. Honest miners perform their query operations in an

asynchronous (parallel) fashion while the adversary miners are allowed to perform

sequential query operations [208]. Let us assume the probability of honest miners

mining a block in a round to be as follows

q = 1− (1− p)(1−ρ)m, (111)

and the expected number of blocks that can be mined by dishonest nodes be γ = ρmp.

Considering the case when p ≪ 1
m

then we have q ≈ p(1 − ρ)m and consequently
p
q
≈ 1−ρ

ρ
. In this case, considering that ∃δ > 0 such that

q(1− (2θ + 2)q) ≥ (1 + δ)γ, (112)

where θ is the network latency, then T-consistency can be approved in a random oracle

query model except in exponentially small probability in T . Consequently, until the

adversaries' computational power is less than half of the total computational power

there would be some p for any θ to satisfy the consistency of the proposed platform.

If p > 1
ρmθ

this consistency will fail.
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5.4.3 Scalability Analysis

For blockchain platforms, scalability (Transactions Per Second (TPS) rate) is highly

dependent on the block size. There is, however, a trade-o� between block size and

speed, consequently the scalability of the whole network, i.e., increasing size of the

blocks will result in decrease of the speed and throughput of the nodes. To improve

scalability of the proposed blockchain-based solution, applying scaling of blocks could

be bene�cial. More speci�cally, to scale a blockchain network, there are two main

approaches, each of which has its own pros and cons [209], as follows:

•On-Chain Scaling : In an on-chain approach, the blockchain itself is being changed

or redesigned to address the scalability issues. This can be achieved via the following

techniques:

� Shrinkage of each transaction's data [210] to increase the number of transactions

that can be encapsulated in each block. Another similar shrinkage method,

applied in the Bitcoin platform, is the Segregated Witness update known as

SegWit [211], which alters the network's capacity.

� Increase the block generation rate [210], which in turn can e�ectively increase

the TPS rate. This approach, however, comes with the drawback that the newly

generated blocks should be propagated in the network to enable the nodes to

know the full status of the network.

� Creating a seamless connection between discrete blockchains and sharding trans-

actions to enable di�erent nodes to verify speci�c shards in a parallel fashion.

This method su�er from unreliability issues, i.e., it can take years to implement

such an approach on platforms like Ethereum. Moreover, there are many se-

curity concerns regarding these solutions, e.g., sharding itself can increase the

possibility of double-spending, and 51% attack.

• O�-Chain Scaling : In o�-chain solutions, no change is made directly on the

blockchain itself, instead they are implemented on top of the blockchain layer to

address main chain issues. This can be achieved via the following techniques:

� Lightning Network [212] creates channels between a network of nodes to transact

the data and only interact with the main chain in some time intervals. This can

make the interaction between the nodes faster and cheaper.
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� Branching o� the main blockchain and creating side-chains for certain tasks to

free up the overall network's bandwidth.

O�-chain scaling solutions are not considered in this work, as the temporary identities

of the nodes in the designed IoT platform can make the solution hard to implement

and more complexity. Moreover, for the lightning networks to be successful [212],

there should be considerable liquidity to be locked up in the network, yet the pro-

posed solution is not a monetized framework. Consequently, the on-chain scalabil-

ity solutions are considered to be used in the TB-ICT. Among the aforementioned

on-chain solutions, creating a seamless connection between discrete blockchains and

sharding transactions is complex in terms of implementation and the overall network.

Additionally, this approach su�ers from security concerns as such is considered in this

work. Shrinkage of each transaction's data is the main approach implemented in the

TB-ICT. Transactions are the packets of the possibly infected contacts' addresses,

and no more data is pushed to the blocks.

Next, we discuss di�erences and similarities between the transaction's data struc-

ture of the proposed TB-ICT and that of conventional blockchain platforms, i.e.,

Bitcoin and Ethereum.

• Data Shrinkage Solution : In Ethereum [197], all transaction types have the

following �elds as their logical structure:

� type (Tx), which is EIP − 2718 transaction type.

� nonce (Tn), is a scalar value that consumes up to 32 bytes and is equal to the

number of transactions sent via sender.

� gasPrice (Tp), which is another scalar value that consumes up to 32 bytes and

is the number of the Wei to be paid for the computation costs to execute the

related transaction.

� gasLimit (Tg), is another scaler value that needs more than 32 bytes de�ning

the amount of the gas required to be paid up-front to execute a transaction

before applying any computation.

� to (Tt), the 20 bytes recipient address.
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� value (Tv), which has up to 32 bytes size and is the number of Wei to be trans-

ferred to message call's recipient or newly created account in case of creating a

contract.

� r, s, denoted by Tr and Ts, each of 32 bytes, are values related to transaction's

signature and the sender's determination.

� Data, which ranges from 0 to unlimited bytes, but due to the gas price and

transaction cost, is highly limited.

Such a logical data structure is, however, longer in practical scenarios as it is Re-

cursive Length Pre�x (RLP)-encoded for serialization across Ethereum's execution

layer. Considering the above de�nitions, the transaction size is still considerable in

Ethereum and is much higher than 100 to 200 bytes [213]. This situation is more

complicated for the Bitcoin. While there is no block size limitation in the Ethereum

design, we have this limitation in Bitcoin. A Bitcoin transaction deals with Unspent

Transaction Outputs (UTXO) as such it needs references to the previous UTXO

hashes. To reach an speci�c value to be transferred via the Bitcoin network, there

are one or more UTXOs to sum up and create that speci�c amount. Moreover, when

a transaction is issued in Bitcoin, there could be more than one output. This case

gets even worse when we assume there is no SegWit solution [211]. All these results

in the Bitcoin's average transaction size to be about 600 bytes [214], which is larger

than that of the Ethereum's transaction size. The TB-ICT framework is designed to

be as light as possible. More speci�cally, no data is exchanged via transactions. Fur-

thermore, when a transaction is approved and mined, essentially, it means that the

receiver was in close contact with a person that is recognized to be infected with the

disease. Therefore, there is no monetized structure, there is no gasPrice, gasLimit,

value and data exchanged via transactions. The credit of a node itself is designed to

be used in the network only when a node is trying to be a miner, otherwise, the local

application keeps tracking proximities. Considering all these design architectures, the

logical structure of a transaction in the TB-ICT can be described as follows:

� type (Tx), which is the transaction type ranging from trace transaction to query

transaction.

� nonce (Tn), is a scalar value that consumes up to 32 bytes and is equal to the

number of transactions sent via sender.

143



� to (Tt), which is the 20 bytes recipient address.

� r, s, denoted by Tr and Ts, each of 32 bytes, are values related to transaction's

signature and sender's determination.

This structure keeps the transaction light. In extreme peak transaction scenarios

when the TPS could be around 580, approximately 3 blocks needed to be mined in

each second, which is an achievable state. Furthermore, for the easier di�culty level

(DLe), the average time required to mine a block for all di�erent W-Hash values is

very small, therefore, mining higher number of blocks can be handled easily.

To summarize, the following key features of the proposed TB-ICT framework

contributes to its higher TPS compared to other well-known blockchain networks

such as Ethereum: (i) Improved Consensus Protocol : In the TB-ICT, we proposed

an innovative consensus protocol, i.e., dPoC to improve the network's throughput.

The dPoC solution is the core engine of the TB-ICT framework and does not require

miners to solve hard cryptographic algorithms using massive computational power.

On the contrary, it ensures consensus through the selection of validators according to

credits in the network. Adopting the dPoC consensus could substantially boost the

capacity of the proposed solution alongside improving security and decentralization.

The proposed dPoC consensus approach is converged with the IoT network and the

application-speci�c design to provide contact tracing services for epidemic control.

In short, the high achieved TPS, is not only because of adjusting hash di�culty

but mainly due to the proposed dPoC consensus approach that is coupled with the

underlying IoT network and its application-speci�c design. (ii) Reduced Transaction

Size and Elimination of Nonessential Concepts A�ecting Scalability : The transaction

size in the proposed solution is 2 to 4 times less than that of the average transaction

size in the Ethereum network (without considering the data �eld). This, however,

is not the main reason behind the higher scalability of the proposed framework as

described above in the context of improving the consensus protocol. With regards to

the transaction size, in the Ethereum network, the concept of �gas� and its associated

fee (�gasPrice�) for each transaction is a solution to prevent spamming of the network

and is essential to handle the limitation of space and time for mining a block. The gas

limit, however, can drastically prevent many transactions from being mined and added

to the blockchain as such, the TPS reduces signi�cantly. Unlike Ethereum, there is no

concept such as gas in the proposed TB-ICT. In other words, the TB-ICT framework
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inherently is not a monetized framework. It is a blockchain-based IoT framework

for exchanging a small amount of data. To elaborate more on the relation between

the gas price and the scalability issue in the Ethereum networks, we can review the

Ethereum Layer 2 solutions [215] proposed to address the scalability challenge. In

these solutions, transactions are rolled up into a single transaction submitted to the

Ethereum Mainnet in order to reduce gas fees for users and make Ethereum more

accessible. In the proposed TB-ICT framework, there is no need to leverage such a

solution as the framework is designed based on dPoC consensus protocol and all the

barriers for the higher TPS such as gas are removed. In short, the following items are

key factors contributing to the high TPS ratio of the TB-ICT compared to Ethereum:

� Implementation of the dPoC consensus protocol instead of the PoW consensus

and non-dynamic DL.

� Elimination of nonessential concepts a�ecting scalability, i.e., no gas limitation,

no gas price, and no transaction cost, which highly boosts TPS of the TB-ICT.

� Simpler transaction data structure instead of resorting to complex data struc-

tures.

� Elimination of the data section, which is included in other platforms, making

the TB-ICT almost ten times lighter in transaction size.

� E�cient block validation structure via high credit nodes with low DL instead

of di�cult and time-consuming block validation of the Ethereum.

5.5 Experiments

Figure 5.8: (a) Experimental data collection of the CNN-based AoA localization framework. (b)
An angle image, used as the input of the CNN-based framework.
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To evaluate the proposed TB-ICT framework, we considered a real experimental

testbed in a rectangular indoor area (10× 10) m2, divided into 400 square zones each

with dimension of (0.5× 0.5) m2 (see Fig. 5.8(a)). There are 16 BLE beacons, where

the distance between each BLE beacon is equal to 4 m. There exists 1, 000 number

of users, where their movements are modeled by a random walk.

(a) (b)

Figure 5.9: Exploiting dPoW for di�erent W-Hash values to mine 120 sample blocks: (a) Di�culty
Level DLe employed for high-credit and legally authorized nodes. (b) Di�culty Level DLh applied
for low credit nodes (e.g., Malicious Nodes).

Table 5.2: LIST OF PARAMETERS.

Notation Unit Value Notation Unit Value
DLe symbols 4 TPS quantity/seconds Positive Real Number
DLh symbols 16 TargetHash - SHA-256 hash algorithm
Min.T ime seconds Positive Real Number No.Interactions - Positive Integer
Max.T ime seconds Positive Real Number W −Hash symbols {0, 20, 40, 60, 80, and100}
Ave.T ime seconds Positive Real Number Credit symbols Integer

Table 5.1 represents the list of parameters used in the experiments. Six di�erent

W-Hash values (0, 20, 40, 60, 80, and 100) are considered to evaluate the proposed

system for its two di�erent di�culty levels, i.e., DLe and DLh as are described in

Table 5.1. Fig. 5.9 shows the di�erent times spent to mine a block over di�erent

W-Hash values. The W-Hash 0, represents the classical PoW process while the other

W-Hash values, concatenate the nWH number of blocks with the current block in

order to enter the mining process. These plots are formed based on localization

data of 1, 000 indoor users where all the nodes are active (have movements in the

environment) and have several interactions. All the interactions are considered to be

collected and used to calculate the users' credit over time exploiting Algorithm 4. All
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the proximities a�ect the credit value of the user where the close interactions will

push negative scores to the credit, while near or far proximities (distances between 2

to 10 meters) will bring positive points to the user's credit. However, when a user is

recognized to be infected with COVID-19, only the contacts in immediate distance to

that user will be reported in a transaction to the blockchain. This will keep the block's

incoming data light and improves the system's throughput. In our current evaluation

setup, we mine 120 blocks and import a mean of 200 number of transactions to each

of them. Fig. 5.9, shows the time spent to mine the block for di�erent di�culty levels.

Table 5.4, represents the maximum, minimum, and average time required to mine a

block based on di�erent di�culty levels. The time spent to mine these blocks based

on the W-Hash values completely de�nes the superiority of the dynamic approach to

make the mining process easier for high-credit nodes and legally authorized entities.

As the dPoW is based on randomly selecting the W-Hash value for the current block

to make the anomaly behavior harder to conduct, the average time spent to mine

the block based on two di�culty levels can be a reasonable metric to contrast the

applicability of the system. DLe is far much smaller than DLh, providing a much

easier procedure for the high credit nodes to mine a block. While in Bitcoin [208],

every 10 minute, a new block can be mined, this process in the TB-ICT framework is

much easier and sooner for the high credit nodes. A high credit miner in this network

can mine more than one block in each second and add the necessary transactions to

the network in a timely fashion. In contrast, this process for the malicious nodes is

much longer. The times needed to mine a block for the high credit and low credit

nodes in the evaluation setup is shown in Table 5.4 and are discussed later in Section

VII-C.

Table 5.3: Di�culty Level (DL), in the Proposed Dynamic PoW.

DL Size (bits) Target Hash Min. Time Max. Time Ave. Time TPS
DLe 4 SHA256[0:1] 0.0018 0.9287 0.34501 579.69
DLh 16 SHA256[0:4] 3.823 4986.3987 1286.6703 0.155
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5.5.1 Localization Performance

Figure 5.10: Accuracy and loss of the proposed CNN-based AoA scheme.

Figure 5.11: Location error ECDF.
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Each user can be localized through a set of BLE beacons if the corresponding user is

located in the receptive �eld of that BLE. The localization dataset is generated based

on three di�erent channel models: (i) AWGN model, where 10 ≤ SNR ≤ 20 dB; (ii)

Rayleigh fading channel, and; (iii) Rayleigh fading channel a�ected by noise in a 3-D

indoor environment. We also consider the destructive e�ect of the elevation angle on

the special spectrum of the AoA measurements in this dataset. We use 76, 545 angle

images labeled by their location for training. Fig. 5.8(b) illustrates a typical angle

image, containing 724 sets of AoA measurements generated by the subspace-based

algorithm. The original angle image is of size 4× 181, reshaped to be a square angle

image of size 28× 28 by zero padding. For the validation and test set, we use 15, 309

and 10, 206 angle images, respectively, which are all previously unseen and randomly

chosen.

It should be noted that the proposed CNN-based AoA framework is a classi�ca-

tion model, where the environment is divided into square zones each with dimension

of (0.5 × 0.5) m2. In such a case that the predicted zone and the actual zone that

the mobile user is located, are not the same, a classi�cation error will occur, where

the localization error is de�ned as the distance between the exact zone and the pre-

dicted one. Following Reference [60], we converted the classi�cation error to the

localization error. The proposed framework tracks mobile users with 87% sub-meter

accuracy in the presence of noise, Rayleigh fading, and elevation angle. While the

accuracy of CiFi [57], MLP-RSS [60], Capon [216] and phase di�erence-based [45]

frameworks are 40%, 81%, 74%, and 59%, respectively. Furthermore, the location er-

ror in Reference [58], introducing a CNN-based localization approach for the 2-D AoA

estimation in the presence of noise, is 0.54 m. In a 3-D indoor environment, however,

Reference [59] achieved 17◦ azimuth error, which is equivalent to a 1.2 m location

error. It should be noted that although the location error in Reference [58] is lower

than the proposed CNN-based AoA framework, the most important novelty of our

study is that we consider the worst-case scenario, i.e., a dense indoor environment full

of obstacles with multiple mobile users. More precisely, despite the existing research

works [57�60] that are only capable of coping with noise, we consider a highly dense

indoor environment without the presence of LoS links, where there are multiple mobile

users. Another design option is the location resolution, i.e., the number of discretized

points in the indoor environment (the zone size). Although the location resolution is
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proportional to the location accuracy, it results in higher number of distinct labels

for classi�cation, where generating dataset would be more time consuming. Despite

the recent DRL-based localization works [10], where the environment is divided into

a grid of (5 × 5) m2 and (3 × 3) m2 cells, respectively, we assume higher resolution

of (0.5× 0.5) m2 to improve the location accuracy. To evaluate the e�ect of location

resolution, we consider another case study, where the location resolution is (1 × 1)

m2. In such a case study, the average location error is 1.53, where it is much higher

than that of (0.5× 0.5) m2 location resolution.

The accuracy and the loss of the proposed CNN-based AoA framework versus the

number of epochs are represented in Fig. 5.10. As it can be seen from Fig. 5.10, the

model accuracy increases and the loss decreases in each epoch, which means the model

is well trained. Moreover, the accuracy of the proposed localization platform over the

test set is 87%, which is a high location accuracy in the presence of noise, Rayleigh

fading, and elevation angle. To illustrate the superiority of the proposed approach,

we compare the Empirical Cumulative Distribution Function (ECDF) for location

error. As it can be seen from Fig. 5.11, CNN-based AoA framework is compared

with Extended Kalman Filter AoA (EKFA), EKF Time Di�erence of Arrival (TDoA)

(EKFT), Unscented Kalman Filter AoA (UKFA), UKF ToA (UKFT) [217], and UKF

TDoA AoA (UKFTA) frameworks. According to the results, the location error of the

CNN-based AoA framework is signi�cantly lower than that of its counterparts. By

leveraging the proposed CNN-based AoA localization framework implemented and

embedded in our application, the proposed TB-ICT framework can positively prevent

the spreading of the COVID-19.
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Figure 5.12: Number of users infected in the test indoor environment because of one infection case
when a di�erent proximity recognition algorithm is used.

Figure 5.13: Infection ratio based on two di�erent social distance measures, i.e., 2 meters and 5
meters.
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Table 5.4: Average number of interactions of infections out of 1, 000 users in indoor envi-

ronment.

Metric CNN UKFTA EKFT UKFT UKFA EKFA
Avg. No. Interactions 76,306.118 75,770.248 75,803.404 75,640.436 72,247.544 72,811.806
Avg. Gained Credit 57,111.127 49,716.447 43,178.33 46,985.936 2,995.165 26918.931

Figure 5.14: Credit Score Gained by Users in the Network Considering Di�erent Localization
Algorithms: Average Gained Credit Scores in First 3500 Interactions.

To evaluate the feasibility of the trustworthy blockchain-enabled system in terms

of the noise level, we have computed the location accuracy of the TB-ICT framework

(after a speci�c epoch where the CNN model is well trained) versus di�erent SNR

values. Note that the common value of SNR in wireless networks is in the range of

15 ≤ SNR ≤ 40 dB [218], where the SNR greater than 40 dB and lower than 15 dB are

considered excellent and unreliable connections, respectively. Here, the localization

dataset is a�ected by noise, which is modeled by AWGN with 10 ≤ SNR ≤ 20 dB.

Fig. 5.16 illustrates the impact of the SNR on the location accuracy. According to the

results in Fig. 5.16, increasing the SNR value leads to decreasing the location error.

By considering the e�ect of the low SNR in the range of 10 ≤ SNR ≤ 20 dB on the

train dataset of the proposed TB-ICT framework, it can be observed from Fig. 5.16

that the TB-ICT framework is robust against noise.
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Figure 5.15: Credit Score Gained by Users in the Network Considering Di�erent Localization
Algorithms: Credit Scores Gained By Six Sample Users in CNN-Based Localization Approach.

Figure 5.16: Location accuracy versus di�erent values of SNR (dB).
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Infection Spreading Nature:

Given the location of users during their movements and to illustrate the performance

of the proposed TB-ICT framework, �rst, we investigate how one infected user can

infect other users in its close contact. Fig. 5.12 evaluates the disease spreading trend.

According to the results, one infected user can infect at least 341 users (out of 1000) by

considering 2m as the required social distance criteria. Each of these users themselves

can infect a large number of users in the environment (second cycle of infection). The

contagiousness can be worsened by considering 5 m as shown in Fig. 5.13).

5.5.2 Evaluation of the Credit-based Mechanism

The credit-based approach can assist with management of the pandemic promoting

users to act rationally. As stated previously, abnormal behaviors can be classi�ed into

two main categories, i.e., (i) Disease-Related Violations such as breaching the physical

distancing rule and the rules related to the disease mostly bond to the proximity-based

localization results, and (ii) Anomalous Behavior in Blockchain Network including

di�erent attacks or wrong claims, e.g., false claims of infection to the COVID-19 or

violating the rule of sharing the last 14 days contact information in case of being

diagnosed as infected. In our experiments, 1, 000 users are moving in an indoor

venue having interactions with each other. Table 5.4 describes these interactions

and related credit points exchanged between users based on di�erent algorithms. It

can be seen that TB-ICT has better results in gaining credits while the interactions

are almost the same. In Fig. 5.14, average credit scores gained in the �rst 4, 000

interactions between one random user in the network considering di�erent localization

algorithms is illustrated. Agents following the TB-ICT approach are gaining more

credit in the environment. This calculation of the credit is based on Eq. (104),

while the λ− = 12 and λ+ = 2 are considered as the credit calculation coe�cients.

Alternative coe�cient values can be considered based on the pandemic situation and

the community reactions. In Fig. 5.15, credit scores of six sample users out of all

1, 000 users are shown.
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Figure 5.17: Network's behaviour to punish an attacker (User 500).

Any anomalous behavior will also be punished heavily in the TB-ICT network.

As Fig. 5.17 shows, in our experiment, each malicious activity, e.g., attacks in the

network, will be punished with a high negative credit score. The nodes that are

punished based on these attacks lose the chance to be an honest node in the network

or act as a miner. Moreover, Fig. 5.17 represents the di�culty level (αd). Nodes

with credit values above the threshold line can be considered as honest nodes and

participate in the mining process. Di�culty level 1 (DLe) has the lowest di�culty

with considering the �rst one signi�cant digit of the block hash string. The �rst level

of di�culty is applied to the legal, authorized nodes and the nodes in the network with

a credit bigger than a threshold (αd). As can be seen, malicious behavior directly

a�ects the credit values and can push the nodes' credits below the threshold line.

Both nodes 0 and 500 experience this situation and losing their chance to be above

the threshold line.
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5.5.3 Scalability and Throughput of the proposed TB-ICT

Table 5.5: Mining time for di�erent Di�culty Levels (DL) and di�erent W-Hash values in

the proposed dPoW.

Mining Time
Min. Time Max. Time Ave. Time

W-Hash=0
DLe 0.0025 0.4241 0.2063
DLh 3.823 920.2215 478.3168

W-Hash=20
DLe 0.0018 0.5102 0.2413
DLh 12.8635 4186.3987 1512.8123

W-Hash=40
DLe 0.0059 0.64967 0.3262
DLh 32.6557 2131.1228 976.6592

W-Hash=60
DLe 0.0077 0.8576 0.5521
DLh 8.7308 2593.4276 1056.4611

W-Hash=80
DLe 0.0049 0.5123 0.2897
DLh 15.7664 3037.4596 1601.2458

W-Hash=100
DLe 0.0091 0.9287 0.6399
DLh 10.5398 2857.8972 1277.8963

Table 5.6: Transactions Per Second (TPS) rates for di�erent DLs and di�erent W-Hash

values.

TPS
Max. TPS Ave. TPS Min. TPS

W-Hash=0
DLe 80000.0 969.46 471.57
DLh 52.31 0.42 0.22

W-Hash=20
DLe 111111.11 828.84 392.0
DLh 15.55 0.13 0.05

W-Hash=40
DLe 33898.31 613.12 307.85
DLh 6.12 0.2 0.09

W-Hash=60
DLe 25974.03 362.25 233.21
DLh 22.91 0.19 0.08

W-Hash=80
DLe 40816.33 690.37 390.4
DLh 12.67 0.12 0.07

W-Hash=100
DLe 21978.02 312.55 215.35
DLh 18.98 0.16 0.07
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Intuitively speaking, the maximum number of users who can send transactions at the

same time in the TB-ICT platform is equal to the total number of users in that indoor

venue. As an example, an indoor environment can be an o�ce, a hotel, or a university

building. These indoor locations, considering their maximum capacity, can not have

several thousands of users at the same time. This means that the total number of

transactions required to be handled every second is inherently not a large number.

Considering this condition, below, we analyze latency, throughput, and scalability of

the proposed TB-ICT:

• Latency : As explained earlier, in our testing scenario, 120 blocks with a mean

of 200 transactions for each are mined. Two di�erent di�culty levels (i.e., DLe

and DLh) and six di�erent W-Hash values are de�ned and examined during this

evaluation. As it is expected, when the W-Hash value is equal to zero, and we have

a default PoW algorithm without W-Hash value, the average time needed to mine a

block is minimum. By adding di�erent W-Hash values, i.e., 20, 40, 60, 80 and 100,

the required time to mine a block increases, however, when a miner is faced with an

easy di�culty level (DLe), this required time is decreased drastically. Considering

the timing values mentioned in Table 5.4, for the easier di�culty level (DLe), the

average time (latency) for all di�erent W-Hash values, required to mine a block is

0.0018 seconds. Latency (minimum, maximum, and average time) required to mine a

block by solving the dPoW puzzle considering di�erent di�culty levels and W-Hash

values are shown in Table 5.5. Fig. 5.9 shows the required mining times as well. In the

higher di�culty level, DLh, the average time needed to mine a block considering all

W-Hash values, is 1286.6703 seconds, which is drastically higher than that associated

with the DLe.

• Throughput : To evaluate throughput of the TB-ICT framework, we look into

Transactions Per Second (TPS). For comparison purposes and to have an insight on

the number of incoming inputs and transactions, we can look at a classical payment

platforms, e.g., VISA. Such platforms can handle about 56, 000 TPS considering its

millions of users. On the other hand, the current TPS rate for Bitcoin and Ethereum

networks are 5−7 and 15−30, respectively, which are not high ratios [219]. Fig. 5.18

shows the resulted TPS values in the experiments performed based on the proposed

framework. As can be seen from this �gure, approximately 580 TPS is mined, which

is a much higher rate compared to well-known blockchain platforms and proves the
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high throughput of the network. The TPS is only 0.155 in the higher di�culty level,

DLh, which successfully proves higher security against low credit nodes. The TPS

rates for di�erent DLs and di�erent W-Hash values are shown in Table 5.6.

• Scalability : As a �nal note, intuitively speaking, the number of inputs increases

when a higher number of transactions is sent due to a hike in the number of infected

users in the indoor venue. Considering that the main transactions that will be sent to

the network is trace transactions in case of an infection, in the worst-case scenario all

the users in an indoor environment are infected at the same time. In this regard, we

consider a scenario where there are 50, 000 users in the network sending transactions

at the same time (i.e., there are 50, 000 infected users at the same time). Considering

the 580 TPS ratio, it only takes 1.43 minutes for the nodes to mine these requests

and add them to the blockchain. This means that the system can e�ciently handle

such high peaks of the inputs pushed to the network. In such an extreme scenario

with 50, 000 infected users at once, sending alerts in less than 2 minutes is signi�cant,

illustrating scalability of the TB-ICT framework.

Figure 5.18: TPS for di�erent W-Hash values: Di�culty Level 0 is DLe the easy DL applied for
high credit nodes and Di�culty Level 4 is DLh the harder DL applied for low credit nodes (e.g.,
Malicious Nodes).
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5.6 Conclusion

In this chapter, we present a robust and secure blockchain-based solution for in-

door Contact Tracing (CT) to combat the spread of pandemics such as COVID-19.

The proposed system, referred to as the TB-ICT, utilizes advanced AI-based local-

ization techniques based on Bluetooth Low Energy (BLE) sensor measurements, as

discussed in Section 5.2.1. To ensure the security of the communication between the

BLE nodes, we have implemented a temporary signature generation scheme based on

environmental features.

In addition, we address the security concerns related to CT platforms by proposing

the Randomized Hash Window (W-Hash) Dynamic Proof of Credit (WDPoC) solu-

tion in Section 5.3. This platform employs a dynamic di�culty level through dPoC

to distinguish between high credit and low credit nodes and address scalability issues

without compromising the security of the network. The W-Hash mechanism is also

employed to securely generate the hash of the following block, thereby increasing the

complexity of the platform and making fraudulent behavior more costly. An incentive-

based structure is introduced to calculate and maintain the users' credit score based

on their behavior in the network and their adherence to physical distancing related

to infectious diseases, such as COVID-19.

In Section 5.4, we thoroughly examine the security, complexity, and scalability

of the proposed solution to emphasize its practicality. The results of our analysis

demonstrate the robustness and e�ectiveness of the proposed system in providing an

e�cient, secure, and trustworthy solution for indoor Contact Tracing.
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Chapter 6

Conclusion and Future Direction

In recent years, the advancement of Location-Based Services (LBSs) has led to the

growth of various engineering applications of utmost signi�cance. Indoor localiza-

tion, in particular, has become a crucial aspect in providing innovative IoT-based

services and in supporting public health during emergencies such as the COVID-19

pandemic. The BLE technology has proven to be a reliable solution for indoor local-

ization and tracking. In this Ph.D. thesis, the focus was on developing a reliable and

accurate BLE-based indoor localization solution, with a main application in epidemic

control during public crises such as COVID-19. The study started by examining the

BLE-based indoor localization, proximity classi�cation, and analyzing the factors af-

fecting the commonly used RSSI values in localization and tracking. The research

then shifted to unsupervised learning localization, speci�cally Successor Representa-

tion (SR)-based approaches, as an alternative to supervised approaches that require

labeled data. The challenge of fusing information from di�erent BLE-based local-

ization approaches and IMU-based localization results was addressed by proposing

a Reinforcement Learning (RL)-based information fusion strategy. The most impor-

tant use case of indoor localization, contact tracing, was also covered in the thesis.

To address the need for trustworthy and accurate contact tracing during the COVID-

19 pandemic, an innovative Smart Indoor Contract Tracing (TB-ICT) framework

was developed by integrating blockchain and IoT technologies. The accuracy of the

TB-ICT model was boosted by designing an e�cient data-driven Angle of Arrival

(AoA)-based indoor localization framework. In the following, we �rst summarize the

thesis contributions, and then discuss potential directions for future research.

160



6.1 Summary of Contributions

The thesis contributions can be summarized as follows:

� IoT-based Indoor Localization: In Chapter 3, we discussed the develop-

ment and evaluation of IoT-based indoor localization solutions. The IoT Track-

ing Dataset (IoT-TD) is introduced as a real-world dataset to evaluate the

performance of di�erent localization methods. The IoT-TD dataset contains

synchronized data from AoA, RSSI, IMU, and the ground truth of the user's

trajectories. This dataset covers three di�erent indoor environments and pro-

vides millimeter-level accuracy. To enhance the performance of indoor local-

ization, a hybrid localization framework that combines RSSI, PDR, and AoA

is proposed. Additionally, a comprehensive evaluation of the proposed indoor

localization solutions is performed using the IoT-TD dataset in three di�erent

environments. To minimize the impact of certain parameters in RSSI-based lo-

calization, an Indoor Localization SDK is developed that employs an ML-based

model. The SDK is designed as a REST API, enabling seamless integration with

various sensors in an indoor environment to provide real-time user proximity

estimation.

� Multi-Agent Adaptive Solutions and RL-based information solution

for Indoor Localization Challenges: In Chapter 4, two novel solutions

for enhancing the accuracy and reliability of RL-based solutions were pro-

posed. The �rst solution, Multi-Agent Adaptive Kalman Temporal Di�erence

(MAK-TD) framework, integrates the Kalman �lter into a Q-learning algorithm

to address the challenge of unknown measurement noise covariance in MARL

which leads to more accurate predictions and faster learning of the optimal

policy. The second solution, Multi-Agent Adaptive Kalman SR (MAK-SR), ex-

tends the MAK-TD framework by incorporating the SR learning process into

the �ltering problem using the KTD formulation. The integration of SR and

KTD results in a more reliable and robust algorithm with reduced computa-

tional costs and improved sample e�ciency. Finally, a cutting-edge RL-based

information fusion approach is introduced to enhance the accuracy and relia-

bility of RL-based indoor localization systems. This hybrid indoor localization

solution combines the strengths of various technologies through a RL-based
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Fusion Framework (RL-IFF). This hybrid framework improves the overall ac-

curacy of the localization system and reduces the impact of errors caused by

any single method.

� Blockchain-Enabled System for Indoor Contact Tracing in Epidemic

Control: The TB-ICT framework is a cutting-edge solution for secure and

accurate indoor CT discussed in Chapter 5. To address the challenges of trust-

worthy indoor CT, the framework uses BLE beacons to accurately track close

contact information and a secure and privacy-preserving communication pro-

tocol based on a blockchain-based distributed ledger. The Randomized Hash

Window Dynamic Proof of Credit (WDPoC) solution is introduced to address

the security risks in blockchain platforms by implementing a randomized hash

window and credit score system to monitor and regulate node behavior. The

inner indoor localization method in the TB-ICT model is designed to increase

the precision and accuracy of indoor localization by using a Convolutional Neu-

ral Network (CNN) approach, which is e�cient and reliable even in challenging

indoor environments. The framework takes into account the impact of the eleva-

tion angle of the incident signal on the localization process to ensure robustness

in the worst-case scenario.

6.2 Future Direction

Below, we present few fruitful directions for future research:

� Integration with other technologies: Future research can focus on integrating

the proposed RL-IFF framework with other technologies such as Wi-Fi and

Ultra-Wideband (UWB) to provide a more accurate and robust indoor localiza-

tion solution. By combining the strengths of multiple technologies, the proposed

hybrid indoor localization solution can provide improved accuracy, reliability,

and security for CT purposes. Additionally, the RL-based information fusion

scheme can be applied to e�ectively fuse the outputs of these di�erent localiza-

tion paths.

� Expanding the scope of performance evaluation: The proposed information fu-

sion strategy, as demonstrated in this study, has been evaluated in three distinct
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environments. However, to further validate its e�ectiveness and robustness, fu-

ture research can aim to expand the scope of performance evaluation by testing

it in a wider range of environments, including diverse building structures and

environments with varying levels of noise and interference. This will provide

a comprehensive understanding of the performance of the information fusion

strategy in di�erent indoor localization scenarios, allowing for its optimization

and improvement.

� Exploring Real-World Applications of the Information Fusion Strategy: The in-

formation fusion strategy presented in this study has been tested in a controlled

environment, but future research can aim to explore its practicality and e�ec-

tiveness in real-world applications. This could include smart contact tracing or

context-aware services, where the ability to accurately track and locate individ-

uals is crucial. Integrating the information fusion approach into the proposed

TB-ICT framework can further improve the accuracy of the localization phase

and enhance the reliability of the entire application. This can provide valuable

insights into the feasibility and performance of this information fusion strategy

in practical settings.

� Further Integration of RL in Indoor Localization: Future research can focus on

further integrating RL in indoor localization by incorporating new techniques

and methods to enhance the accuracy and performance of the system. This

could include the integration of di�erent types of sensors, such as LiDAR or

RADAR, and utilizing advanced algorithms, such as advanced deep RL meth-

ods, to improve the overall performance of the system.

� Multi-Agent Reinforcement Learning: Future research can focus on advancing

MARL techniques, such as the multi-agent SR framework proposed in this the-

sis, to enhance the accuracy of indoor tracking and localization scenarios. This

could include incorporating new techniques for agent coordination, such as game

theory, and exploring new ways to address challenges such as non-stationarity

and partial observability in MARL problems.

� Information Fusion Strategies: The development of advanced information fusion

strategies, such as the RL-based information fusion framework (RL-IFF) pro-

posed in this thesis, can be further explored and improved. This can be achieved
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by incorporating new techniques for fusing di�erent sources of information, such

as probabilistic graphical models, and exploring new ways to address challenges

such as data integration and uncertainty quanti�cation.
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