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ABSTRACT 

 

Exploring the neuro-computational mechanisms underlying age-related changes in 

complex decision-making 

 

Alexa Ruel, Ph.D  

Concordia University, 2023 

 

Over the last decade, research in decision-making has made remarkable advancements in 

understanding how the relative engagement in model-based and model-free decision-making 

changes with healthy aging. While we are beginning to understand the factors that affect older 

adults’ shift away from model-based decision-making, the exact mechanisms at play are still 

poorly understood. This dissertation presents findings as well as a novel theory which aims to 

advance our understanding of these neuro-computational mechanisms. Chapter 2 demonstrates 

that, in contrast to younger adults, older adults do not benefit from more distinct probabilistic 

transitions between stages in a two-step decision-making task. By examining trial-by-trial 

neurocomputational dynamics, this first empirical paper provides evidence for age-related 

deficits in the ability to represent probabilistic transitions, and predict the value of upcoming 

choice options. Chapter 3 presents a novel theory: the diminished state space theory of human 

aging. This theoretical contribution proposes that older adults’ deficits in model-based learning 

are due to their underlying difficulties in representing state spaces. Chapter 4 examines one of 

the computational explanations brought forward in this theoretical paper. Namely, that older 

adults’ diminished state spaces may be explained (at least in part) by their difficulties updating 

their internal task representation. In line with this hypothesis, results demonstrate that in contrast 

to younger adults, older adults show difficulties identifying outcomes that signal the need to 

update their internal model.  

Together, these findings suggest that older adults’ deficits in model-based decision-

making can be explained by their diminished state space representations, which in turn may in 

part result from their difficulty updating their internal model during cognitive tasks. Ultimately, 

this dissertation provides important insights regarding older adults’ deficits, and opens future 

directions for the study of age-related changes in representational abilities. 
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CHAPTER 1: GENERAL INTRODUCTION 

 

Modern technology including cell phones and computers support many day-to-day 

activities including financial planning and staying in touch with family and friends. Yet older 

adults have consistently been shown to be slower to adapt to, and experience greater difficulties 

with, these technologies as compared to younger adults (Czaja & Schulz, 2006). Decades of 

research on the reasons for these experienced difficulties have concluded that vision loss 

(Gitlow, 2014), motivational changes (Tyler, De George-Walker & Simic, 2020) and computer 

anxiety (Di Giacomo, Guerra, Perilli & Ranieri, 2019) are all part of the problem. However, on a 

more fundamental level, older adults appear to have difficulties learning and making decisions 

within the hierarchical information structures (i.e., menus) which are inherent to most modern 

technologies (Ziefle & Bay, 2004; 2006). Without a clear understanding of the underlying 

structure of a cellphone or computer, interacting with these devices becomes difficult, and 

sometimes impossible (Ziefle & Bay, 2004; 2006). Consequently, many older adults avoid 

engaging with modern technology or rely on others to help them accomplish their digital tasks 

(Hunsaker et al., 2019).  

Devices that were designed to allow for faster and simpler ways to stay in touch and 

access information may act as barriers for older adults who struggle to understand how to 

navigate their complex multi-level menus. This may turn out to be of particular importance for 

westernized societies that (1) rely more and more on these technologies and (2) have a growing 

proportion of older adults. 

The problem is that we still know relatively little about how and to what extent decision-

making abilities change during healthy aging and consequently, how these changes impact older 

adults’ ability to engage in real-world decision-making (such as using a cellphone to send a 

loved one a message). My dissertation aims to address this problem by examining the 

neurocomputational mechanisms behind age-related changes in decision-making. 

In what follows, I first provide a summary of empirical evidence for age-related 

impairments in model-based decision making (defined in the next section). I then review current 

theories of aging and highlight their shortcomings in their ability to explain recent findings in 

decision-making. Finally, I showcase the advantages of combining computational and 
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electrophysiological approaches in order to examine decision-making. The main arguments 

prefacing my dissertation work are that (1) we still understand relatively little about the neuro-

computational mechanisms underlying age-related changes in decision-making in healthy adults, 

(2) that using a neuro-computational approach provides us with unique insights into the 

mechanisms at play, and (3) that providing a strong testable theoretical hypothesis regarding 

these mechanisms is necessary to better understand how decision-making changes during healthy 

aging.  

 In the following chapters, I present a first empirical study which examines the 

mechanisms behind age-related changes in model-based decision-making, followed by a 

theoretical paper which proposes a novel theory of human cognitive aging to explain these and 

other findings. Finally, I present a second empirical paper which aims to test one of the 

predictions of the theoretical manuscript. 

 

Age-related changes in decision-making 

 

Before exploring the age-related changes in decision-making, it’s important to understand 

reinforcement learning as its rules are intricately related to the ways in which we now examine 

learning and decision-making. 

Inspired by the way animals and humans learn through trial-and-error, reinforcement 

learning (RL) is a branch of machine learning that focuses on how an agent can learn to make 

decisions within an environment to maximize cumulative reward (Sutton & Barto, 1999; Daw & 

Doya, 2006). In RL, the agent, which can be living or nonliving, interacts with an environment, 

receiving feedback in the form of rewards and/or punishments based on their chosen actions 

(e.g., lever or button presses, moves within a maze, etc.). The decision-maker typically starts off 

not knowing about the transitions between states (e.g., board positions in a game, locations in a 

maze, etc.) and the outcomes of each action. Rather, the agent develops a mapping between 

possible states and possible actions (policy function) over time which allow them to maximize 

the expected long-term cumulative reward.  

Following the observation that the phasic responses of midbrain dopamine neurons in 

primates behaving for rewards resemble learning signals used in RL (Schultz & Dayan 1997), 
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neuroscientists began to integrate such RL models directly into the design and analysis of 

experiments on learning and decision-making (see Doll, Simon & Daw, 2012).Therefore, over 

the last decade, RL theories have become increasingly popular in neuroscience research as they 

allow us to think about and examine neural substrates for learning and decision-making in 

humans and animals. Because RL models are based on algorithms that describe how agents 

should optimally behave, they explain the mechanisms underlying observed data. 

In recent years, two broad classes of RL accounts have been the focus of much attention: 

model-free and model-based decision-making. Learning in both model-based and model-free 

strategies is typically driven by prediction errors (PEs) which are defined as the difference 

between an actual and expected outcome. Yet each strategy relies on a different type of 

prediction error and therefore performs optimization in very different ways. Model-free RL for 

example, has been shown to rely on the reward prediction error (RPE) which tracks the 

difference between the actual and expected reward at a particular state (Gläscher, Daw, Dayan & 

O’Doherty, 2010). Therefore, model-free learning is typically defined as the process by which an 

agent learns simple associations between actions and rewards, often leading the decision-making 

agent to repeat actions that were rewarded and avoid actions that were not rewarded or that were 

punished (Dayan & Niv, 2008; Doll, et al., 2012).  The advantage of this strategy is its efficiency 

and low cost in terms of cognitive resources. However, in environments where contingencies 

between actions and rewards change over time, model-free decision-making becomes slow due 

to its inflexibility. In contrast, model-based decision-making requires that the agent predict 

which state is currently expected given previous states and/or choices. These expectations are 

learned through a different type of prediction error, the state prediction error (SPE), which 

measures the surprise in the new state given the current estimate of action/state transition 

probabilities (Gläscher et al., 2010). Model-based learning therefore relies on the creation, 

through experience, of an internal model of the transitions and immediate outcomes in the 

environment. Actions that will lead to the desired outcome are chosen by searching or planning 

within this internal model. Engaging in a model-based strategy is much more cognitively 

demanding than model-free strategies but comes with the advantage of being flexible in 

changing environments (Doll et al., 2012).  

In younger adults, choice behavior is often a mixture of model-based and model-free 

behavior (Daw, Gershman, Seymour, Dayan & Dolan, 2011; Gläscher et al., 2010). In constrast, 
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older adults have been shown to mainly rely on simpler model-free strategies (Bolenz, Kool, 

Reiter & Eppinger, 2019; Eppinger et al., 2013). Using a two-stage Markovian decision task in 

combination with computational modeling, Eppinger and colleagues (2013) found evidence for 

age-related deficits in model-based learning. That is, older adults demonstrated reduced model-

based behavior, but no difficulties in model-free decision-making. Markov decision tasks here 

serve as a formal framework to represent decision-making problems under uncertainty and 

examine the relative contribution of model-based and model-free decision-making. Based on RL 

algorithms, these tasks include two decision stages, where choice at the first stage can be 

analysed to determine the degree to which the agent applies a model-free strategy (relying 

predominantly on reward information) or model-based strategy (relying on both rewards and 

transitions between states). 

In younger adults, the decision to engage in either or strategy is often based on the 

benefits of doing so (Kool, Gershman & Cushman, 2017; Kool, Cushman & Gershman, 2018). 

In a study by Kool et al., (2017), younger adults were shown to engage in more model-based 

behavior when larger rewards could be obtained. Conversely, they engaged in less model-based 

behavior when the task became more complex as this made model-based planning more effortful 

(Kool et al., 2018). In contrast to younger adults, additional monetary incentives do not seem to 

shift decision-making behavior in older adults. Even under conditions in which engaging in a 

model-based strategy leads to better payoffs than model-free decision-making, Bolenz et al., 

(2019) demonstrate that older adults fail to show an increase in model-based behavior.  

In line with previous findings that individual differences in cognitive control abilities are 

thought in part to reflect differences in controlled or executive-dependent processing (Kane & 

Engle, 2003; Otto, Raio, Chirang, Phels & Daw, 2013), Otto et al., (2013) sought to determine if 

model-based decision-making relies on cognitive control mechanisms such as working memory. 

Their results revealed that high working memory load resulted in a reduced degree of model-

based behavior in younger adults suggesting that, at least in younger adults, goal-directed 

decisions rely on working memory functions and the associated neural systems. Based on this 

evidence, Eppinger et al., (2013) investigated if changes in model-based behaviour may be 

related to age-related and individual differences in working memory capacity. Their results 

replicate those of Otto et al., (2013) demonstrating that in younger adults, high working memory 

capacity is associated with greater model-based behavior. However, they found no association 
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between working memory and model-based learning in older adults, suggesting that some other 

factor, other than decline in working memory must explain older adults’ shift towards model-free 

decision-making. 

Effects of Aging on Neural representations of Task Environments 

In recent years, it has been hypothesized that older adults’ shift to model-free decision-

making may be due to difficulties representing the task structure of the experimental task (i.e., 

contingencies between actions and states in the task) (Eppinger, Heekeren & Li, 2015; 

Hämmerer, Müller & Li, 2014; Hämmerer, Schwartenbeck, Gallagher, FitzGerald, Düzel & 

Dolan, 2019); a necessary requirement for model-based learning. Specifically, early work by 

Eppinger et al., (2015) reveals that older adults experience difficulties learning future rewards 

(but not immediate rewards), indicating that older adults may have deficits in learning the 

transition structure of a sequential decision-making task. Similarly, using a probabilistic reversal 

learning paradigm, Hammerer et al., (2019) find that older adults show inconsistent choice 

behavior because of their overestimation of the reversal probability of the task. Consequently, 

they show that older adults were less able to converge on a task representation and therefore 

show reduced model-based behavior. Finally, Bolenz et al., (2019) found that, in contrast to 

younger adults, older adults showed a reduced adjustment of decision strategies as well as less 

reaction time slowing after changes in the task structure. In line with previous work by Decker et 

al., (2016), they interpret slower reaction times after surprising transitions as reflecting 

knowledge of the task structure, an effect that was not present in the older adults.   

Taken together, these finding suggest that older adults’ difficulties in representing task 

transition structures may be at the core of their deficits engaging in model-based learning. 

However, these empirical findings are unclear regarding the reason for these deficits. That is, it 

remains unclear if these representational difficulties arise from a difficulty in (1) creating a 

representation of the task, or (2) updating this representation based on trial-by-trial feedback. 

From a neurobiological perspective, difficulties in the representation of the task structure 

are thought to result from the structural decline of hippocampal and prefrontal regions 

(Gershman & Daw, 2017; Lengyel & Dayan, 2007; Rajah & d’Esposito, 2005; Resnick, Lamar 

& Driscoll, 2007; Schuck & Niv, 2019). Beyond the well-documented role of the hippocampus 
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in memory (Eichenbaum, 1999), in recent years, the hippocampus has been shown to also 

contribute to the creation of non-spatial maps (internal task models), such as those required for 

goal-directed decision-making (Gershman & Daw, 2017; Lengyel & Dayan, 2007; Schuck & 

Niv, 2019). For instance, in a probabilistic sequential task (Bornstein & Daw, 2013), participants 

had to use the knowledge they gained about the likelihood of an image given the previous image. 

They then had to choose between two images, based on what they learned about the probabilistic 

relationship between images in order to maximize reward. Neuroimaging analyses revealed 

activation in the hippocampus, as well as in close-by cortical areas involved in the representation 

of the contingencies between images. In line with these findings, Kapan and colleagues (2017) 

demonstrated that the hippocampus is involved in maintaining representations of current and 

future choices during a sequential decision-making task.  

Years of magnetic resonance imaging (MRI) research have observed that frontal areas such 

as the prefrontal and orbitofrontal cortices also experience significant deterioration with 

advancing age (Hedden & Gabrieli, 2004; Raz, Lindenberger, Rodrigue, et al., 2005; West, 

1996). Structural changes (i.e., shrinkage) in these regions predict changes in cognitive abilities 

such as reversal learning (Gunning-Dixon & Raz, 2003), cognitive control (Metzler-Baddeley, 

Hunt, Jones, Leemans, Aggleton & O’Sullivan, 2012) and working memory (Evangelista et al., 

2021). More recently, these prefrontal regions have been suggested to play a role in the 

representation of internal maps through helping the agent update their representation (Chan, 

Schuck, Lopatina, Schoenbaum & Niv, 2021; Rajah & d’Esposito, 2005; Resnick et al., 2007; 

Schuck et al., 2016). For instance, in the afore-mentioned paper by Eppinger et al., 2015, fMRI 

analyses revealed that older adults’ deficits in learning the transition structure of task were 

reflected in their reduced dorsolateral prefrontal and orbitofrontal cortex (OFC) activity. 

Replicating these findings, Wittkuhn et al. (2018) showed that when repetitive transcranial 

magnetic stimulation (rTMS) is applied to the prefrontal cortex of younger adults, they display 

difficulties learning the transition structure of a task to a degree similar to older adults. More 

recently, using fMRI, Shuck et al., (2016) found that, during decision-making, unobservable 

states can be decoded from activity in the OFC, revealing that the OFC plays a role in 

representing a cognitive map of the task environment. Specifically, patterns of fMRI activity in 

the OFC contained information about the agent’s current location in a mental map of the task. 

Therefore, the OFC seems to play a specific role in updating the representation of the task 
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environment.  In line with these findings, Chan et al., (2021) demonstrate that trial-by-trial OFC 

activity was associated with increased expectation of the more probable outcome, indicating that 

the OFC plays a role in reactivation or reinforcement of a previously learned task model.  

Together, these findings suggest that age-related changes in decision-making may (1) arise 

due to difficulties in representing the task environment, and (2) that the hippocampus and/or 

OFC play critical roles in these representations. What remains unclear is if older adults mainly 

experience difficulties in creating the internal model of the task, or in updating it based on 

feedback obtained during decision-making. 

Advantages of Using a Combined Computational Modeling and EEG Analysis Approach 

Early computational research drove rapid progress in quantifying neural signals that support 

learning. However, much of this work was primarily focused on model-free RL (O’Doherty, 

2004; Morris, Nevet, Arkadir, Vaadia & Bergman, 2006; Schönberg, Daw, Joel & O’Doherty, 

2007). Although it had long been argued that the brain also uses a more sophisticated and distinct 

mechanism (now referred to as model-based learning) it had been much less investigated.  

In a seminal paper, Daw et al., (2011) designed a novel multistep decision task to examine 

the relative contribution of model-based and model-free learning to behavior. Through 

examining choice behavior and the corresponding BOLD activity (blood-oxygen-level-

dependent), they found evidence for a BOLD signal that reflects both model-free and model-

based contributions. Therefore, in contrast to what they predicted, the authors found neural 

evidence that model-based and model-free contributions to behavior may be more integrated than 

previously thought. Similarly, a few years later, Deserno et al., (2015) replicated these findings 

showing that the neural signatures for model-based and model-free decision-making seem to 

overlap in the ventral striatum and PFC when examined using fMRI. It was only when 

researchers shifted their attention to examining the neural signatures of RPEs and SPEs, that we 

were able to determine that these predictions errors are computed in partially distinct brain 

regions, supporting the idea of overlapping, yet distinct mechanisms supporting model-based and 

model-free decision-making (Gläscher et al., 2010).  

Altogether, while some work has provided preliminary evidence that behavioral and neural 

signatures for model-based learning can be identified using MRI (see also Simon & Daw, 2011; 
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van der Meer & Redish, 2010), most of the evidence led to the overall sense that model-based 

signals may not be as separable from model-free as previously thought. These findings therefore 

lead to the conclusion that the BOLD signal may not be precise enough to get at distinctions 

between model-based and model-free learning. Instead, invasive or more temporally specific 

methods such as EEG may be better suited. 

Based on prior work suggesting that a few event-related components may reflect decision-

making processes, in more recent years several researchers have used EEG to examine model-

based and model-free learning mechanisms. Specifically, the P300 has been suggested to reflect 

the updating of the internal representation (Donchin & Coles, 1988; Nieuwenhuis, Aston-Jones, 

& Cohen, 2005), while the FRN (feedback related positivity) and RewP (reward positivity) have 

been shown to reflect feedback processing (Holroyd & Coles, 2002; Nieuwenhuis et al., 2002; 

Walsh & Anderson, 2012). For instance, Eppinger et al., (2017) used a combined EEG- 

computational RL modeling approach to examine the neural dynamics of model-based and 

model-free decision-making. Their results revealed that the P300 was enhanced when 

participants had more differentiated and reliable predictions regarding the state transitions, 

suggesting that the P300 may reflect SPEs. Further, the P300 amplitude correlated with the 

degree to which participants were able to discriminate between choice options, and the 

probability of choosing the best option at that point during the task. Together, in line with 

previous work on the P300, Eppinger and colleagues found that this component reflects the 

integration of model-based information about the transition structure of the task. Similarly, 

Nassar et al., (2019) showed that the same P300 component is associated with adjustments in 

learning behavior, which corroborates previous findings on its relationship to learning in 

changing environments (Jepma et al., 2016; Jepma et al., 2018).  

Novel approaches such as multiple single-trial EEG regression analysis (see Fischer & 

Ullsperger 2013) provide even more insight into these mechanisms as they allow for a direct 

examination of the relationship between neural and behavioral data. This analysis involves using 

the results of the reinforcement learning model to build a general linear model (GLM) and 

regress single-trial EEG activity at each electrode and time point against model predictors and/or 

behavioral parameters. Specifically, trial-by-trial EEG data is first extracted for the time window 

of interest across all electrodes and all subjects and then entered into a regression with RL 
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computational model parameters (e.g., PEs or variable learning rates) as predictors. This first 

regression therefore allows for the examination of the effect of the computational model 

parameter on EEG signal at each electrode. In a second step, the effects of condition and age 

group can be added. The result is therefore a way to examine if and to what degree the 

relationship between computational parameters and EEG signal differs across conditions and age 

groups as well as possible interactions between the two.  This approach, applied in study 1 (see 

chapter 2) provided me with novel insights into the neural mechanisms underlying age-related 

shifts in decision-making during aging. 

Current Theories of cognitive Aging 

Researchers have attempted to explain cognitive aging in terms of changes in cognitive 

primitives, such as working memory (Craik & Byrd, 1982), inhibition (Hasher & Zacks, 1988; 

Lustig, Hasher & Zacks, 2007) and speed of processing (Salthouse, 1996). While these theories 

have been successful in explaining general age-related changes in cognition, they fail to account 

for the finding that older adults show representational difficulty during decision-making.  

For instance, Kirasic et al., (1996), in line with previous work by Salthouse (1991; 1996), 

argue that processing speed and working memory may be considered general abilities that 

mediate age differences in cognitive outcomes. They show that changes in working memory are 

a pivotal determinant of more general age-related declines in cognitive performance (Salthouse, 

1995; Park et al., 2002). However, changes in decision-making appear to go beyond the age-

related deficits in working memory.  For instance, past work failed to find a relationship between 

working memory abilities and model-based decision-making in older adults (Eppinger et al., 

2013). Perhaps more compelling is evidence in the same study showing that even after 

controlling for differences in working memory capacity, age differences in model-based behavior 

remained statistically significant, suggesting that working memory capacity does not fully 

explain age differences in model-based behavior. In line with this suggestion, in a modified 

predictive inference task in which participants had to infer the position of a virtual helicopter 

based on the positions of bags that had previously fallen from it, Nassar et al., (2016) found age 

differences in the ability to learn from surprising outcomes. However, these differences in 

learning were shown to be reflective of age rather than differences in fluid intelligence or 
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working memory. The authors demonstrated that when fluid intelligence and working memory 

were accounted as covariates in a model explaining learning differences, age was still a 

significant factor. Given the compelling evidence for the relationship between model-based 

decision-making and working memory in younger adults (see Eppinger, Walter, Heekeren & Li, 

2013; Otto, Skatova, Madlon-Kay & Daw, 2015), I am not suggesting that working memory is 

unrelated to older adults’ deficits. Rather, I propose that working memory does not appear to be 

the main reason older adults experience age-related deficits in model-based decision-making.  

Another leading theory suggests that difficulties inhibiting irrelevant information are one 

major contributor to cognitive aging (Hasher & Zacks, 1988; Lustig et al., 2007). Although the 

work they review demonstrates that older adults have significant and important difficulties with 

inhibition, this deficit does not seem to significantly extend beyond interference-sensitive 

cognitive tasks such as the Wisconsin Card Sorting Test, the Stroop test and selective attention 

tasks with a predominant response. For instance, older adults have been shown to maintain intact 

retrieval inhibition during episodic recall (see Aslan, Bäuml & Pastötter, 2007), demonstrating 

that when measured with certain tasks, older adults show intact inhibition.  

While these theories have been highly influential and remain critical to our understanding of 

how healthy aging affects cognition, as I have shown, they fail to fully explain the deficits seen 

during decision-making. Instead, I propose that these deficits arise from disturbances in multiple 

cognitive processes. Therefore, rather than relying on a single cognitive primitive, I suggest that 

we must develop a theory that takes multiple primitives into account in order to refine what we 

describe as the underlying deficit seen in aging adults’ decision-making.  

 In line with this idea, Braver et al., (2001) have proposed the context processing theory 

(see also Braver & Barch, 2002; Braver, Satpute, Rush, Racine & Barch, 2005). According to 

their definition, context is any task-relevant information that is internally represented for task 

performance including representations that have their effect early in the processing stream. For 

example, in a Stroop task, the instructions which must be represented and maintained to guide 

response selection is also part of the context. Therefore, they propose that the disruption of 

underlying working memory, inhibition, attention, and executive function is what disrupts 

context processing during aging. Further, Braver et al., (2001) argue that this processing 
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mechanism is housed within the DL-PFC (dorsolateral prefrontal cortex) and is regulated by the 

DA (dopamine) system.  

 Although a portion of what is proposed in Braver’s context processing theory is 

consistent with the age-related changes in decision-making described above, there are at least 

two inconsistencies. First, the context processing theory fails to account for several findings that 

older adults have deficits in representing the transition structures of decision-making tasks 

(Bolenz et al., 2019; Eppinger et al., 2013; Eppinger et al., 2015; Hämmerer et al., 2019). As this 

deficit has been shown both in probabilistic (Eppinger et al., 2013) and deterministic 

environments (Eppinger et al., 2015; Bolenz et al., 2019) as well as during reversals (Hämmerer 

et al., 2019), it cannot be ignored. Second, recent neurobiological evidence proposes that the 

hippocampus may play an important role in the creation of a mental model necessary for model-

based learning (Gershman & Daw, 2017; Lengyel et al., 2007; Schuck & Niv, 2019). In light of 

the well-known effects of aging on the hippocampus, there may be a key neurobiological 

component missing from the context processing theory.  

Overall, while current theories of cognitive aging have provided a good explanation for the 

age-related changes in cognition, they either explain deficits in a limited domain or in specific 

tasks or fail to account for recent findings in decision-making.  

Research Objectives 

To summarize, the current literature suggests that older adults’ deficits in model-based 

learning may arise from an underlying difficulty in representing the decision-making 

environment due to structural and functional changes in the prefrontal cortex (particularly the 

orbitofrontal cortex). However, the specific neurocomputational mechanisms by which aging 

adults experience difficulties engaging in model-based decision-making are unclear. Further, 

current theoretical accounts of aging do not fully account for existing findings on age-related 

deficits.  

The aims of my dissertation were therefore to (1) examine neuro-computational mechanisms 

underlying changes in older adults’ decision making, (2) determine and describe older adults’ 

deficits in representing and/or updating their internal model and (3) to develop a theoretical 

framework that better accounts for age-related changes in decision-making. 
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In the first study of my dissertation, I examine age-related changes in representational 

deficits as a potential explanation for the shift towards model-free decision-making seen in older 

adults. By using a single trial EEG analysis approach, I directly examine the relationship 

between neural dynamics and behavior. In the next section, I propose a novel theory of cognitive 

aging which explains age-related changes in decision-making. Finally, in the last empirical 

paper, I examine if and to what extent older adults experience difficulties updating their internal 

model by examining their neural activity and behavior in a changing statistical context.  
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Abstract 

 

 Under high cognitive demands, older adults tend to resort to simpler, habitual, or model-free 

decision strategies. This age-related shift in decision behavior has been attributed to deficits in 

the representation of the cognitive maps, or state spaces, necessary for more complex model-

based decision-making. Yet, the neural mechanisms behind this shift remain unclear. In this 

study, we used a modified 2-stage Markov task in combination with computational modeling and 

single-trial EEG analyses to establish neural markers of age-related changes in goal-directed 

decision-making under different demands on the representation of state spaces. Our results reveal 

that the shift to simpler decision strategies in older adults is due to (i) impairments in the 

representation of the transition structure of the task and (ii) a diminished signaling of the reward 

value associated with decision options. In line with the diminished state space hypothesis of 

human aging, our findings suggest that deficits in goal-directed, model-based behavior in older 

adults result from impairments in the representation of state spaces of cognitive tasks. 
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Introduction  

The ability to make goal-directed decisions that rely on mental models of the 

environment has been shown to decline with advancing age over adult development. However, 

the neural mechanisms underlying these age-related deficits in complex decision-making remain 

unclear. In the current study, we administered a modified two-stage Markov task and used 

computational modeling in combination with single-trial EEG analyses to examine the neural 

mechanism behind the age-related shift towards model-free behavior in older adults.  

Rather than making decisions guided by a mental model of the task environment (i.e., 

model-based decision-making), older adults tend to engage in a simpler model-free strategy, 

which involves learning associations between choice actions and rewards (Bolenz, Kool, Reiter 

& Eppinger, 2019; Eppinger, Heekeren & Li, 2015). The shift towards model-free decision-

making in older adults has been hypothesized to result from age-related difficulties in 

representing a mental model of the task environment (Eppinger, Kray, Mock & Mecklinger, 

2008; Eppinger & Kray, 2011; Hämmerer & Eppinger, 2012), a critical prerequisite for model-

based decision making. These difficulties could arise from the deterioration of prefrontal brain 

regions during aging (Eppinger, Walter, Heekeren & Li, 2013; Raz et al., 2005; Resnick, Pham, 

Kraut, Zonderman & Davatzikos, 2003) as these regions are thought contribute to representing a 

mental model of the task environment (Schuck et al., 2016; Wilson, Fern & Tadepalli, 2014, 

Vikbladh et al, 2019). Aging-related declines in dopamine modulation of the frontal-striatal 

network (see Li & Rieckmann, 2014 for a review) may also contribute to less distinctive 

representations of state spaces. In line with this view, work by Wunderlich and colleagues 

showed that administration of L-DOPA in younger adults (to augment dopamine concentration) 

enhanced model-based over model-free control (Wunderlich, Smittenaar & Dolan, 2012).  

In this study, our aim was twofold; a) to determine if reducing the demands on 

representing a mental model of the state transitions may lead older adults to engage in greater 

model-based decision-making, and b) to examine the neural dynamics underlying age-related 

deficits in goal-directed decision-making. To do so, we recorded electroencephalography (EEG) 

activity and adopted a single trial EEG regression approach (based on Fischer & Ullsperger, 

2013; Fischer, Danielmeier, Villringer, Klein & Ullsperger, 2016). This novel approach allowed 

us to directly examine previous hypotheses regarding the relationship between prediction errors 
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and neural data for both age groups, and therefore provide unique insights into the neural 

mechanism underlying the age-related shift toward model-free decision-making in older adults.  

To address our first aim, we had younger and older adults complete a modified two-stage 

Markov decision task with two conditions which differed with respect to the predictability of the 

state transitions (see Figure 1). In the low demand condition, common transitions between states 

occurred on 80% of the trials whereas rare transitions occurred on 20% of the trials. In this 

condition, the transition structure of the task should be simpler to represent, and thus the 

upcoming state should be easier to predict. In contrast, in the high demand condition, common 

transitions occurred on 60% of the trials whereas rare transitions occurred on 40% of the trials. 

In this condition the representation of the task transition structure should be less differentiated, 

and it should be harder for subject to predict the upcoming state. We hypothesized that both age 

groups would demonstrate a greater contribution of model-based decision-making in the low 

demand compared to the high demand condition. To address the second aim, we investigate the 

neural dynamics underlying age-related differences in model-free and model-based decision 

making and focus on two components of event-related potential (ERP) that have been shown to 

reflect model-based and model-free decision processes (Eppinger, Walter & Li, 2017; Sambrook, 

Hardwick, Wills, & Goslin, 2018): the stimulus-locked P300 component and the feedback-

related negativity (FRN) respectively. In line with previous work (Eppinger et al., 2017; 

Gläscher, Daw, Dayan & O’Doherthy, 2010), we assume that the P300 component covaries with 

the degree to which participants update their internal state and value representation on a trial-by-

trial basis (Eppinger et al., 2017; Gläscher et al., 2010).  

Next, to examine the neural mechanisms underlying feedback processing during 

decision-making, we focus on the FRN which has been suggested to be sensitive to negative 

prediction errors during reinforcement learning tasks (signed prediction errors; Holroyd & Coles, 

2002; Nieuwenhuis et al., 2002; Walsh & Anderson, 2012) and more recently has been shown to 

reflect surprise (unsigned prediction errors; Cavanagh, Figueroa, Cohen & Frank, 2012; Talmi, 

Atkinson, El-Deredy, 2013). In contrast to the P300, we did not expect the FRN to vary across 

demand conditions based on previous work (see Eppinger et al., 2017) demonstrating that the 

FRN seems to reflect the contribution of a model-free strategy to decisions made at the first stage 

of the two-step task. However, consistent with previous work (Eppinger et al., 2008; Eppinger & 
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Kray, 2009; Hämmerer, Li, Müller & Lindenberger, 2011) predicted that the amplitude of FRN 

during probability reinforcement learning would be attenuated in old age.  

Method 

Participants 

Twenty-eight healthy young adults and 30 healthy older adults participated in the study. 

Participants were recruited via the participant pool of the Lifelab in the Chair of Lifespan 

Developmental Neuroscience. We excluded participants from analysis for whom 20% of reaction 

times were under 200 ms (1 younger adult, 3 older adults) or who showed an insufficient 

understanding of the task during the practice trials, assessed by choice behavior (2 older adults). 

The final sample size therefore consisted of 26 younger adults (Mage = 23.73 years, SD = 3.08, 11 

males), and 25 older adults (Mage = 72.32 years, SD = 3.36, 13 males). All participants gave 

informed written consent before participating. The ethics committee of the Technische 

Universität Dresden approved the study. Participants received a minimum payment of 5.00 euros 

and an additional amount (up to 8.00 euros) depending on rewards obtained within the task. 

Stimuli 

Stimuli for the first stage of the task were two colored figures, representing the two 

different choice options. Stimuli at the second stage was 8 pairs of colored figures (i.e., Gogos) 

which were created using free software. To avoid carryover effects, 2 new pairs of stimuli were 

used in each block of the task. All stimuli were further processed in Adobe Photoshop. Stimuli 

for the second stage of the task were on a blue or brown background, representing the two 

different states participants could transition to at the second stage. Feedback stimuli for each trial 

either indicated a reward of 10-euro cents in green or 0-euro cents in red (i.e., no reward). All 

stimuli were presented on a 19-inch CRT computer screen using the Eprime 2.0 software (PST 

Inc., Pittsburgh, PA).  

Task  

A modified version of the two-stage Markov decision-task (cf. Daw, Gershman, 

Seymour, Dayan & Dolan, 2011) was administered to all participants (see Eppinger et al., 2013; 

Eppinger et al., 2017). All participants completed two 60%–40% transition probability blocks, 

and two 80%–20% transition probability blocks, corresponding to a high demand and low 

demand condition, respectively. Each block contained 116 trials. Block order alternated within 
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participants and was counterbalanced across participants. Before the start of each condition 

block, participants were informed about the transition probability condition. 

The task involved two decision stages with one decision at each stage. During the first 

stage, participants had to make a choice between two first-stage options (see Figure 1a). 

Depending on this choice, participants ended up in one of two possible second-stage states based 

on the transition probabilities: In the example illustrated in Figure 1, the left option is associated 

with a higher probability (i.e., common trials, 60% or 80%) of transitioning to the lower left 

second-stage state, and a lower probability (i.e., rare trials, 40% or 20%) of transitioning to the 

lower right second-stage state. The reverse is true for the right stimulus at stage one. Second-

stage states were represented by two colored squares (with a separate color in each individual 

state) and upon these squares, the second-stage choice options (Gogo figures) were displayed 

between which participants made a choice. Finally, second-stage choices were either rewarded 

(10-euro cents) or unrewarded (0-euro cents) and the probability of receiving a reward followed 

from the chosen second-stage option. Consequently, at the second stage of the task, participants 

had to learn which of the 4 stimuli is currently associated with the highest probability of reward. 

However, to ensure participants continuously learn during the task, the reward probabilities 

fluctuated over time based on four independent Gaussian random walks with a standard 

deviation of 0.025 and reflecting boundaries of 0.25 and 0.75 (see Doll, Simon & Daw, 2012). 

Choice options at both stages were randomly counterbalanced to appear on the left or 

right side of the screen. Responses at both stages were made by using the “f” key for the left 

option, and “j” key for the right option using a standard keyboard. Choices were presented for a 

response window of 2 s and after a choice was made, the chosen option was highlighted for the 

remaining time. If participants did not make a choice within the response window, the trial 

ended, and the task proceeded with the next trial. The colored squares signaling the second 

stages and the received reward at the end of the trial were each presented for 1 s. Prior to both 

decision stages and the reward, a fixation cross was displayed for 500 ms. To ensure all 

participants understood the task, a cover story was applied. The cover story was about a 

businessman who had to decide between two airline companies. Each airline (represented by two 

different figures) would bring the businessman to one of two islands on which two populations 

of inhabitants could be found (i.e., the Gogo figures on the blue and brown background colors). 

However, the airlines are somewhat unreliable regarding their destinations, and thus end up on 
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one island most of the time, but the other some of the time (i.e., reflecting the 80%–20% and 

60%–40% transition probabilities). The task of the businessman is to make as much money as 

possible by tracking information about the reward probabilities of the options at the second stage 

of the task and the transition structure at the first stage. Importantly, participants are informed 

that the productivities (reward probabilities) of the populations change across time. 

 

Figure 1. (A) Schematic representation of the modified two-stage Markov decision task. After 

making a first stage decision, participants made a second stage decision before either obtaining a 

reward or no reward on a given trial. At the first stage, each stimulus has a higher probability of 

resulting in a transition to one of the two second stage states (common transitions: 80% or 60%) 

and a lower probability of leading to the other of the two (rare transitions: 20% or 40%). Due to 

the greater predictability of the transitions in the 80%–20% condition, we predicted that both age 

groups should demonstrate greater model-based decision-making in this condition in contrast to 

the 60%–40% condition. (B) Trial procedure of the two-stage task. 

 

 

Procedure  

While the experimenter prepared the electroencephalogram (EEG), participants 

completed a demographic questionnaire as well as the BIS/BAS personality questionnaire 

(Carver & White, 1994), the identical pictures, spot a word (Yuspeh & Vanderploeg, 2000) and 
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an N-back task. The BIS/BAS personality questionnaire was administered in order to ensure 

younger and older adults did not significantly differ in their relative contribution of avoidance 

and approach behaviors in the context of a goal-directed task. The identical pictures, spot a word 

and N-back tasks were administered in order to examine the relationship between verbal 

intelligence and working memory and performance in the two-step decisions-making task. 

Results of this analysis will be reported elsewhere. 

 

Before starting the experimental task, all participants completed a computer training 

session. During this training session, participants were familiarized with the reward probability 

structure of the task and had to perform 10 choices between options with a fixed reward 

probability of 60%. To help their understanding of the probabilistic structure of the task, the 

experimenter explained the reward probabilities in terms of absolute numbers (i.e., receiving a 

reward in approximately six of ten trials). Participants then completed 10 trials on which they 

had to find the option (out of two) with the highest reward probability. After the successful 

completion of these 10 training trials, the experimenter explained that the reward probabilities 

would change slowly across the experiment. Participants were shown two examples of the 

random walks (Fig 1a). In the next part of the training phase, participants were introduced to the 

transition probabilities connecting the first and the second stage of the task. They were explained 

that the task involved common and rare transitions and shown an illustration of these transitions 

(similar to Fig 1a). Following this explanation, participants completed ten trials in which they 

practiced transitioning from the first to the second stage of the task. At the end of the training 

session, participants completed 30 full practice trials of the experimental task which involved 

different stimuli than in the experimental task.  

 

Data Analysis  

Behavioral data were analysed in R (R Development Core Team, 2010) using the lme4 

package (Bates et al., 2015). The RL model (based on Eppinger et al., 2017) and the single trial 

regression analyses (based on Fischer & Ullsperger, 2013; Fischer, Danielmeier, Villringer, 

Klein & Ullsperger, 2016) were implemented in MATLAB (Mathworks Inc. Natick, MA) using 

the mfit toolbox (Gershman, 2016) and EEGLAB(Delorme & Makeig, 2004), respectively.  
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First Stage Choice Data  

In an initial attempt to descriptively capture the degree to which participants engaged in 

model-based decision-making in the two conditions we ran a multi-level regression analysis of 

stay-switch behavior at the first stage of the task. Stay-switch behavior was defined as the 

probability of repeating a choice at the first stage as a function of the transition (common, rare) 

and the feedback (reward, no reward) on the previous trial. Mean stay probabilities were 

analysed using a mixed effects logistic regression with the factors of age group (younger or older 

adults), condition (60%–40% or 80%–20%), previous transition (common or rare) and previous 

trial feedback (reward or no reward). Only trials on which a response was generated at both the 

first and second stage were included in this analysis.  

Based on past results (Daw, Gershman, Seymour, Dayan & Dolan, 2011; Eppinger et al., 

2013; Eppinger et al., 2017), we predicted that a pure model-free decision strategy will be 

reflected by a main effect of reward (Figure 2). That is, that participants using a purely model-

free strategy should be more likely to repeat choices that were rewarded on the previous trial and 

more likely to switch their first stage choice after non-rewarded trials. In contrast, a model-based 

decision strategy should be reflected by an interaction between the transition and the feedback 

received on the previous trial. This is the case because a pure model-based agent would be more 

likely to repeat choices after rewarded trials with a common transition and after non-rewarded 

trials with a rare transition. They would also be more likely to switch first-stage choices after 

rewarded trials with a rare transition and after non-rewarded trials with a common transition.  

 

Computational Modeling  

To better understand the mechanisms underlying choice behavior in the task we ran a 

modified version of a well-established computational model (Daw, German, Seymour, Dayan & 

Dolan, 2011; Eppinger et al., 2013, Eppinger et al., 2017; Wunderlich et al., 2012). Each 

participant’s choice behavior was fitted using a hybrid RL model. This model first acquires 

independent state-action values (Q values) for both a model-free and a model-based decision-

making algorithm and then computes an integrated Q value as a weighted mean of model-based 

and model-free Q values. This weighting is controlled by a model-based weight which ranges 

from 0 to 1 and was held constant across trials for a given participant (but varies between 
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conditions). A model-based weight closer to 0 represents a greater contribution of model-free 

behavior, while in contrast, a model-based weight closer to 1 reflects a greater contribution of 

model-based decision-making. Further, the integrated Q values were converted into choice 

probabilities by using a softmax function (see equation 6). 

The model parameters were estimated for each condition separately and participant 

individually as maximum a posteriori estimates. These parameters were held constant across 

trials but were allowed to vary across participants and within each condition across states for the 

same participant. Trial by trial reward prediction errors (RPEs) were extracted for each 

participant and were consequently used as predictors in the single trial EEG regression analyses.  

 

Description of the computational model 

In each trial t of the task, a participant visited two states s1,t and s2,t at the first and second 

stage, respectively, decided for two actions a1,t and a2,t and received a final reward rt at state 2. 

We model the reward expectation held for each state-action pair as Q(s,a). Specifically, the 

reward expectations held by the model-free decision-making system are represented by QMF(s,a) 

and the reward expectations held by the model-based decision-making system are represented by 

QMB(s,a). 

 

Model-free state-action values. Model-free state-action values were updated using SARSA () 

temporal-difference learning (Rummery & Niranjan, 1994). After each trial, a reward prediction 

error δ was computed as the difference between the expected and the actual experienced reward 

for each of the two decision stages.  

𝛿1,𝑡 = QMF(𝑠2,𝑡, 𝑎2,𝑡) − 𝑄𝑀𝐹(𝑠1,𝑡, 𝑎1,𝑡) 

𝛿2,𝑡 = 𝑟𝑡 − 𝑄𝑀𝐹(𝑠2,𝑡, 𝑎2,𝑡) 

These RPEs were then used to update the state-action values according to the equation  

𝑄𝑀𝐹  (𝑠2,𝑡, 𝑎2,𝑡, ) =  𝑄𝑀𝐹(𝑠2,𝑡𝑎2,𝑡) +  𝛼2𝛿2,                        (1) 

𝑄𝑀𝐹(𝑠1,𝑡, 𝑎1,𝑡) =  𝑄𝑀𝐹 (𝑠1,𝑡, 𝑎1,𝑡) +  𝛼1δ1 + 𝛼1𝜆𝛿2            (2) 

where αi represented the learning rate at a given stage, and λ represented the eligibility trace 

decay. 
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Note that eligibility traces are not assumed to carry over from trial to trial because the 

task structure involved constantly changing reward probabilities (determined by the random 

walks) for each option across trials. 

 

Model-based state-action values. Model-based state-action values are computed for each trial 

using Bellman’s equation (Sutton & Barto, 1998) by taking the model-free state-action values 

from the second stage and the transition probabilities into account (Eq. 3): 

𝑄𝑀𝐵(𝑠1,𝑡, 𝑎1,𝑡) =  𝑝1 ∗ [max
a

𝑄𝑀𝐹(𝑠2,𝑡 = 1, 𝑎) ]  + 𝑝2 ∗ [max
a

𝑄𝑀𝐹(𝑠2,𝑡 = 2, 𝑎) )] ,         (3) 

The p1 and p2 in Eg. 3 refer to the probabilities of transitioning to each of the two second-

stage states after choosing action a1,t  ( pcommon for common transitions 1-pcommon for rare 

transitions). Since transition probabilities were not explicitly instructed, we estimated pcommon as 

a free parameter in both transition probability conditions. 

 Finally, the action-value for the full hybrid model (Qnet) was calculated as the weighted 

sum of the model-based and model-free action-values: 

𝑄𝑁𝑒𝑡 =  𝛺 ∗ 𝑄𝑀𝐵(𝑠1,𝑡, 𝑎1,𝑡) + (1 − 𝛺) ∗ 𝑄𝑀𝐹(𝑠1,𝑡, 𝑎1,𝑡),                                               (4) 

where 𝛺 is the weighting parameter. At the second stage, the Qnet state-action value is equal to 

the model-free state-action value (Qnet|S2= QMF|S2).  

 

Softmax rule. Choice probabilities at the first stage were calculated according to a softmax rule: 

𝑃𝑆1(𝑎1, 𝑡) =  
𝑒𝑥𝑝 (𝛽1∗[𝑄𝑛𝑒𝑡|𝑆1(𝑎1 ,𝑡)+ 𝜋∗𝑟𝑒𝑝(𝑎1)])

( 𝑒𝑥𝑝 (𝛽1∗[𝑄𝑛𝑒𝑡|𝑆1(𝑎1 ,𝑡)+ 𝜋∗𝑟𝑒𝑝(𝑎1)]) )+(𝑒𝑥𝑝 (𝛽1∗[𝑄𝑛𝑒𝑡|𝑆1(𝑎2 ,𝑡)+ 𝜋∗𝑟𝑒𝑝(𝑎2)]) )
            (5) 

where 𝛽1represents the inverse softmax temperature parameter which controls the distinctiveness 

of the choices within each stage. We allowed both learning parameters (α1, α2) as well as the 

softmax temperature parameters (𝛽1, 𝛽2) to change between both stages of the task. The indicator 

function rep(a) is 1 if a is a top-stage action and is the same as was chosen on the previous trial 

and zero otherwise. Together, the rep(a) function and the parameter 𝜋 capture the degree of 

perseveration (𝜋 >  0) or switching (𝜋 <  0) for the first stage (Lau & Glimcher, 2005).  

Choice probabilities at the second stage were calculated similarly as: 

𝑃𝑆2(𝑎1, 𝑡) =  
𝑒𝑥𝑝 (𝛽2∗𝑄𝑛𝑒𝑡|𝑆2(𝑎1 ,𝑡))

𝑒𝑥𝑝 (𝛽2∗𝑄𝑛𝑒𝑡|𝑆2(𝑎1 ,𝑡)) +𝑒𝑥𝑝 (𝛽2∗𝑄𝑛𝑒𝑡|𝑆2(𝑎2 ,𝑡))
                              (6) 
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The model therefore contained eight parameters (α1, α2, 𝛽1, 𝛽2, 𝜋, , 𝛺, pcommon) and this 

set of parameters was estimated separately for each individual participant for each of the two 

conditions. 

 

 

EEG recordings and Analysis 

Two approaches were used to examine the EEG data based on our predictions: (1) ERP 

analyses that allow us to study the P300 and FRN components across conditions and (2) Multiple 

single-trial robust regression analyses that allow us to examine the trial-wise correlation between 

ERP components and time-varying parameters from the computational model. Specifically, we 

explored the prediction that the P300 covaries with value prediction errors (VPEs) at the second 

stage of the task while variance in the FRN may be explained by participants’ reward prediction 

errors (RPEs).  

Pre-processing. EEG and electrooculography (EOG) were recorded continuously from 

64 active Ag/AgCl electrodes embedded in an elastic plastic cap, using a BrainVision Recorder 

(Brain Products GmbH, Gilching, Germany). The electrodes were placed according to the 

international 10-10 system. During the recording, electrodes were referenced to the right 

mastoid, and re-referenced offline to the average of the left and right mastoids. The EEG signal 

was first filtered using a band pass filter in the range of 0.01 and 100Hz and were digitized with 

a sampling rate of 1000Hz. The ground electrode was placed above the forehead. Vertical and 

horizontal EOGs were recorded next to each eye and below the left eye. Electrode impedances 

were kept below 5kΩ. 

 For all statistical analyses, in addition to being re-sampled at 500Hz, a low-pass filter of 

30Hz and a high-pass filter of 0.5Hz were applied to the EEG data. Next, bad channels were 

linearly interpolated and artifacts were rejected by visual inspection of the continuous data. 

Visual rejection resulted in 6.38% of trials being rejected for younger adults, and 5.83% of trials 

for older adult groups. Each data set was then epoched (-1 to 3s) surrounding the second stage 

choice and run through independent component analysis (ICA) to allow for further artifact 

rejection. Blinks, eye movements and muscle components determined using the ICA were 

marked and were rejected from further data analysis. All trials for which participants did not 

provide a first or a second stage response were removed from both the EEG and behavioral data.  
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ERP Analysis. The larger 4s epochs were then re-epoched (-200ms to 800ms) around the 

first stage choices, second stage stimuli and feedback phases of the task, where 0 corresponds to 

stimuli/feedback onset. These epochs were then baseline corrected by subtracting the average of 

the first 200ms pre-stimulus activity from the entire epoch (-200 to 800ms). To match trial 

numbers across transition probability conditions (i.e., 80%, 60%, 40% and 20%) we randomly 

drew a subset of trials according to the number of trials in the least frequency condition (20%) in 

each condition to calculate the individual participant ERP averages, resulting in 32 trials for the 

second stage stimulus-locked ERPs and 29 trials for the feedback-related ERPs.  

 

Stimulus-locked ERPs at the first stage: Choice Period. We analysed two ERPs at the first stage 

choice period: the N200 and P300 components at Pz. The N200 was measured as the mean 

amplitude in a 220–320ms time window after the onset of the first stage stimuli for younger 

adults, and as the mean amplitude in the 230–330ms time window for older adults. The P300 was 

measured as the mean amplitude in a 300–400ms time window after the onset of the first stage 

stimuli for younger adults, and as the mean amplitude in the 350–450ms time window for older 

adults. These times were determined separately for both age groups by building a 100ms window 

around the peaks which were determined by visual inspection. We then used a repeated measures 

ANOVA with the between subject’s factor age group (younger and older adults) and the within 

subject’s factors condition (80%–20% and 60%–40%) and transition type (common, rare). 

 

Stimulus-locked ERPs at the second stage: Transition Phase. The P300 component at the 

transition phase of the task was measured as the mean amplitude in a 300–400ms time window 

after the onset of the color patches during the transition phase for younger adults, and as the 

mean amplitude in the 410–510ms time window after stimulus onset for older adults. We also 

examined the transition phase effects at the frontal electrode FCz as the mean amplitude in a 

300–400ms time window for younger adults, and as the mean amplitude in the 410–510ms time 

window after stimulus onset for older adults. These times were determined separately for both 

age groups by building a 100ms window around the peaks which were determined by visual 

inspection. To examine these components, we used a repeated measures ANOVA with the 
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between subjects factor of age group (younger and older adults) and the within subjects factors 

of condition (80%–20% and 60%–40%) and transition type (common, rare). 

 

 Stimulus-locked ERPs at the second stage: Second stage Stimuli. The P300 component at the 

second stage of the task was measured as the mean amplitude in a 330- to 430-ms time window 

after stimulus onset (appearance of the two second stage choice stimuli on top of the colored 

background) for younger adults, and as the mean amplitude in the 430- to 530-ms time window 

after stimulus onset for older adults. These times were determined separately for both age groups 

by building a 100ms window around the peaks which were determined by visual inspection. To 

examine the mean N200 and P300 amplitudes, we used a repeated measures ANOVA with the 

between-subjects factor of age group (younger and older adults) and the within-subjects factors 

of condition (80%–20% and 60%–40%) and transition type (common, rare). 

 

Feedback-locked ERPs. The FRN was measured as the mean amplitude in the 210- to 310-ms 

time window after stimulus onset for younger adults, and in the 250- to 350-ms time window for 

older adults. These times were determined separately for both age groups by building a 100ms 

window around the peaks which were determined by visual inspection. For analyzing differences 

in the FRN amplitude, we used a repeated measures ANOVA with the between subjects factor of 

age group (younger and older adults) and the within subjects factors of condition (80%–20% and 

60%–40%) and feedback (reward, no reward). 

 

Multiple Single-Trial Robust Regressions. To examine the relationship between variables 

extracted from the computational model (VPE, RPE) and EEG signals we used single-trial robust 

regressions in a multi-level approach. We first used general linear models (GLM) to regress 

single-trial EEG activity at each electrode and time point against the variables extracted from the 

computational model. The resulting regression weights from these analyses were standardized 

and averaged across their respective time windows. We then used these values in set of two-way 

ANOVAs to examine the effects of age group and condition on the association between 

computational parameters and single trial EEG signals. 
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Multiple Single-Trial Robust Regression of stimulus-locked ERPs at the second stage. To 

examine if VPEs explained significant variance in the P300 component elicited by second stage 

stimuli, we regressed trial-by-trial VPEs on the second stage stimulus-locked EEG data in each 

condition (60%–40% and 80%–20%) (based on Fischer & Ullsperger, 2013; Fisher et al., 2016). 

Regressions were run separately by condition to allow for the effect of condition to be examined 

at the second stage (described below). Both regressions (one per condition) were run at the 

subject level, resulting in a set of b values (and their associated p-values) per subject per 

condition. These b values therefore represent the average effect of the VPEs at each electrode in 

10ms windows from -200 to 600ms. These first stage regressions revealed maximum amplitudes 

of positive going EEG activity at electrode Pz approximately 350ms after stimulus onset in the 

60%–40% condition, and around 410ms after stimulus-onset in the 80%–20% condition which 

are consistent with the P300 component.  

From the first level regressions, we extracted 𝑏 values for each subject in each condition 

for the time window of interest based on the maximal effects at the first level. In order to capture 

the maximum amplitudes found at the first stage, we used a time window of 330–430ms. These b 

values from the first level regressions were standardized by their SDs before being averaged 

within each subject to ensure comparability between subjects. These new β weights representing 

the effect of VPE on the EEG signal were then used as the dependent variable in a set of two-

way ANOVAs using condition and age group as predictors. This second level of analysis 

allowed for the examination of main effects of condition and age on the VPE β weights as well 

as the interaction effect between condition and age group on the VPE β weights. The main 

effects are therefore interpreted as an interaction between VPE and the main effect predictor on 

the P300 component, while a significant interaction is interpreted as a 3-way interaction.  

In a separate analysis, we regressed the current trial’s transition (common vs. rare) on the 

second stage stimulus-locked EEG data to examine the effect of transition on the signal in each 

condition. Analyses examining the effect of VPE and transition on the P300 component were run 

separately due to the collinearity between these predictors. All steps of analysis were identical to 

those described for the VPE regression and ANOVA. See Supplemental Material for details. 

 

Multiple Single-Trial Robust Regression of Feedback-locked ERPs. To examine if RPEs 

explained significant variance in the FRN component elicited by feedback, we regressed trial-by-
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trial signed and unsigned RPEs on the feedback-locked EEG data in each condition.  All steps of 

analysis were identical to those described for the VPE regressions. Using signed RPEs as 

predictor, first stage regressions revealed maximum amplitudes of positive going EEG activity at 

electrode Pz approximately 270ms after stimulus onset in the 60%–40% condition, and around 

270ms after feedback-onset in the 80%–20% condition, consistent with the FRN component. We 

therefore used a 220–320ms time window for the second level analyses. In contrast, using 

unsigned RPEs as predictor, the first stage regressions revealed a significant age group effect, but 

no significant effects of condition. We therefore did not run second level analyses using 

unsigned RPEs. 

 

Results  

Choice Behavior  

In line with previous studies (Daw et al., 2011; Eppinger et al., 2013; Eppinger et al., 2017), we 

examined choice behavior (stay/switch) at the first stage was analysed using condition (80%–

20%, 60%–40%), previous trial transition (common, rare), the previous trial feedback (reward, 

no reward), as well as age group (younger adults, older adults) as predictors in a mixed-effects 

logistic regression (see table 1). This analysis revealed significant main effects of age group (β = 

-0.400, SE = 0.107, p < 0.001) and feedback (β = 0.280, SE = 0.046, p < 0.001). As shown in 

Figure 1a, older adults had a greater tendency to repeat their choices at the first stage than 

younger adults and across age groups participants were more likely to stick to their choice after 

rewarded compared to unrewarded trials. As expected based on previous studies, the analysis 

revealed a set of signficant two and three way interaction between the factors (see table 1). Most 

importantly we also obtained the predicted four-way interaction between the factors age group, 

condition, transition and feedback (β = -0.060, SE = 0.020, p = 0.001).  

 

Table 1. Mixed-effects logistic regression on stay probabilities for first-stage choices.  

Predictor β SE p 

(Intercept) 1.538 0.107 < 2e-16 

Age group  -0.400 0.107 < 0.000 
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Condition -0.110 0.043 0.010 

Transition 0.054 0.029 0.060 

Feedback 0.280 0.046 1.43e-09 

Age group x Condition -0.096 0.043 0.023 

Age group x Transition 0.073 0.028 0.010 

Condition x Transition -0.033 0.021 0.107 

Age group x Feedback -0.061 0.046 0.186 

Condition x Feedback -0.001 0.021 0.967 

Transition x Feedback 0.304 0.021 < 2e-16 

Age group x Condition x Transition -0.030 0.020 0.144 

Age group x Condition x Feedback 0.020 0.021 0.330 

Age group x Transition x Feedback 0.177 0.021 < 2e-16 

Condition x Transition x Feedback -0.148 0.020 3.66e-13 

Age group x Condition x Transition x Feedback -0.066 0.020 0.001 

 

To further examine this interaction, we performed separate regression analyses for each age 

group. These analyses revealed significant three-way interactions between condition, transition 

and feedback in both age groups (younger adults: β = -0.215, SE = 0.026, p < 0.001, older 

adults: β = -0.081, SE = 0.032, p = 0.011; see Supplementary Table S1 for regression by group). 

To further analyse these interactions, we performed analyses separately for the two conditions 

and age groups.  

 In the 60%-40% condition, we obtained significant transition by feedback interaction for 

younger adults (β = 0.266, SE = 0.031, p < 0.001) but not older adults (β = 0.047, SE = 0.041, p 

= 0.247). In contrast, in the 80%-20% condition, we obtained a significant interaction between 

transition and feedback for both age groups (younger adults: β = 0.706, SE = 0.042, p < 0.001; 

older adults: β = 0.220, SE = 0.050, p < 0.001). 

Together, these results suggest that younger adults show model-based behavior in both 

conditions yet relied more heavily on this strategy in the 80%–20% compared to the 60%–40% 

condition (β of 0.71 vs. 0.27). Older adults, in contrast, demonstrated no evidence of model-
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based decision-making in the 60%–40% condition but did engage in the model-based decision 

strategy in the 80%–20% condition (see Figure 2).  

 

 

Figure 2. Probability of repeating first choice (stay behavior) as a function of the transition on the 

previous trial (common or rare transition) and the feedback on the previous trial (reward or no 

reward). Stay probabilities are displayed separately for each condition (60%–40% and 80%–20%) 

across both age groups (younger and older adults). Vertical black lines represent the median, while 

boxes represent the inter-quartile range. Black dots represent individual participants’ data, and the 

black outline represents the overall distribution. 

 

Computational Modeling Results  

The analysis of estimated model parameters revealed a significant main effect of 

condition (F(1,49) = 5.288, p =0.026), a trending main affect of age (F(1,49) = 3.072, p =0.086) 

and a trending age by condition interaction (F(1,49) = 3.355, p =0.073) on the mixing weight 

parameter (Ω). In line with our behavioral results, this suggests that both age groups showed 

greater model-based behavior in the 80%-20% condition as compared to the 60%-40% condition. 
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In addition to the condition differences in the mixing weight parameter, we found 

significant age by condition interactions for the softmax (β1) (F(1,49) = 4.729, p = 0.035) and 

learning rate (α1) parameters at the first stage (F(1,49) = 6.738, p = 0.012) as well as the pcommon 

parameter (F(1,49) = 8.487, p = 0.005). To further analyse these interactions, we performed 

analyses separately for the two age groups. 

Analyses in younger adults revealed larger β1 and pcommon parameters in the 80%-20% 

condition as compared to the 60%-40% condition (β1: t = -2.044, p = 0.048; pcommon t = -4.589, p 

< 0.001) whereas no such effects were obtained for older adults (p’s > 0.665). The condition 

differences in the softmax parameter suggest that younger adults had a better representation of 

the value of the choice options than older adults did at the first stage of the task. The condition 

differences in the pcommon parameter indicate that the younger adults had a more distinctive 

representation of the transition probabilities in the 80%-20% condition as compared to the 60%-

40% condition.  

Our analyses also revealed a main effect of age group for the learning rate at the second 

stage (α2 ; F(1,49)=4.412, p = 0.041), indicating that in younger adults recent outcomes had a 

greater impact on value predictions than in older adults. We also found a main effect of age 

group for the choice stickiness parameter, (𝜋; F(1,49)=17.177, p < 0.001) suggesting that older 

adults showed more perseverative behavior than younger adults in both conditions.  

Together these findings show that the pronounced differences in model-based decision-

making that we observed in the descriptive analyses may not be due to underlying differences in 

the degree of model-basedness between age groups but may reflect differences in the 

representation of the transition probabilities as well as in the distinctiveness of the choice 

patterns at the first stage. 

 

Table 2. Model parameters in each condition for both age groups. 

  α1 α2 𝛽1 𝛽2 𝜋  𝛺 pcommon 

Younger 

Adults 

60%-40%          

 25th percentile 0.245 0.516 3.335 2.395 0.095 0.288 0.389 0.543 

 Median 0.530 0.600 4.495 3.254 0.161 0.448 0.482 0.659 
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 75th percentile 0.640 0.754 5.618 3.916 0.226 0.675 0.635 0.877 

          

 80%-20%         

 25th percentile 0.203 0.482 4.156 3.138 0.109 0.487 0.386 0.861 

 Median 0.365 0.628 5.321 3.948 0.141 0.630 0.518 0.966 

 75th percentile 0.627 0.741 8.197 4.977 0.204 0.757 0.631 1.00 

          

Older 

Adults 

60%-40% 

       

 

 25th percentile 0.067 0.078 4.418 1.707 0.176 0.072 0.055 0.507 

 Median 0.256 0.428 4.723 2.191 0.348 0.562 0.310 0.657 

 75th percentile 0.561 0.642 6.464 3.514 0.472 1.00 0.528 1.00 

          

 80%-20%         

 25th percentile 0.337 0.082 4.332 1.719 0.181 0.245 0.332 0.512 

 Median 0.470 0.532 4.848 2.122 0.256 0.951 0.539 0.658 

 75th percentile 0.730 0.942 6.145 3.265 0.471 1.00 0.654 1.00 

   

  

ERP Results  

Stimulus-locked ERPs at the first stage: Choice Period 

In line with previous work (Eppinger et al., 2017), the analysis of the first stage stimulus-

locked ERPs revealed a main effect of age group for the N200 component, (F(1,49) = 5.898, p = 

0.020). In addition, we found a main effect of age group (F(1,49) = 10.343, p = 0.003),  and a 

main effect of condition (F(1,49) = 5.582, p = 0.022) for the P300 component. However, no 

significant interaction effects were for either of the components. These effects reflect that both 

the N200 and P300 were larger for younger adults as compared to older adults. Further, the P300 

was larger in the 80%-20% condition for both age groups (see Supplemental Figure S4). 
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Stimulus-locked ERPs at the second stage: Transition Phase 

The analysis of the transition phase ERPs at Pz revealed only a main effect of condition 

(F(1,49) = 18.6239, p < 0.001) showing that both age groups revealed a larger component (more 

positive going) in the 60%–40% condition (M= 2.730, SD = 5.924) as compared to the 80%–

20% condition (M = 1.391, SD = 4.540). Transition phase ERPs at the FCz revealed a main 

effect of transition (F(1,49)= 5.422, p = 0.024) as well as an interaction between transition and 

condition (F(1,49) = 5.045, p = 0.029) (see Supplemental Figure S5). 

 

Stimulus-locked ERPs at the second stage: Second stage Stimuli 

The analysis of the stimulus locked ERPs at the second stage revealed a main effect of 

transition, indicating that larger P300 components were elicited following common compared to 

rare transitions (F(1, 49) = 38.008, p < 0.000). Further, we found significant interactions between 

transition and age group (F(2,47) = 26.377, p <  0.000) we well as between transition and 

transition condition (F(2,47) = 4.296, p = 0.044). To further examine the P300 effects, we ran the 

ANOVAs separately for the two age groups. For the younger adults, the analysis revealed a main 

effect of transition (F(1,24) = 50.073, p < 0.001), as well as a significant interaction between 

transition and condition (F(1, 50) = 4.3087, p= 0.042). For older adults, the same analysis 

revealed no significant main effects or interactions (p’s > 0.265) (see Fig. 3A). Based on past 

work demonstrating that the parietal P300 component decreases with advancing age, while the 

frontal P300 may not (van Dinteren, Arns, Jongsma & Kessels, 2014), we ran a post-hoc ERP 

analysis at electrode Fz. The results revealed no significant transition by condition interaction at 

electrode Fz for older adults, F(1, 50) = 0.5564, p= 0.459 indicting that the absence of transition 

effects is not due to an overall reduced P300 response at parietal sights. 

Taken together, the results show a greater P300 component in the 80%–20% condition 

compared to the 60%–40% condition in younger adults whereas no effect of transition 

probability was observed in older adults. In line with the findings from the simulated behavioral 

data, we interpret the larger P300 component seen in the 80%–20% condition for younger adults 

as evidence for an increased ability to represent the task structure in this condition. The lack of a 

condition effect in the older adults reveal that a more predictable environment did not help them 

represent the task structure. 
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Feedback-locked ERPs 

The analysis of the feedback-related negativity (FRN) revealed main effects of feedback 

(F(1,49) = 227.538, p< 0.000), condition (F(1,49) = 4.670, p = 0.036) and age group (F(1,49)= 

5.561, p= 0.023). Moreover, we obtained significant interactions between feedback and age 

group (F(1,49)= 57.339, p< 0.000) as well as between condition and age group (F(1,49)= 8.144, 

p = 0.007). To further analyse these effects, we examined each age group separately.  

For younger adults, this analysis revealed a main effect of feedback (F(1,24)= 193.478, 

p<0.000) as well as a main effect of condition (F(1,24)= 9.084, p = 0.006). These main effects 

demonstrate that 1) the FRN component was larger (more negative going) for no reward 

feedback as compared to reward feedback and 2) was more negative in the 80%–20% condition 

as compared to the 60%–40% condition. For older adults, this analysis revealed only a main 

effect of feedback (F(1,23)= 37.211, p< 0.001) which reflects a greater (more negative) FRN on 

no reward compared to reward trials (see Fig 3B).  

 

 

 

 

 

 

 

A) 
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Figure 3. A) Top: ERPs elicited by second-stage stimuli at electrode Pz, displayed separately for 

the 80%–20% condition (red) and the 60%–40% condition (blue), as well as the common 

transitions (solid lines), and rare transitions (dashed lines) for both younger adults, and older 

adults. Bottom: The topographical map displays of the difference between common and rare 

transitions for the 60%–40% condition (left) and the 80%–20% condition (right) for young adults 

and old adults. Please note that for visualization purposes different scales are used for the 

topographical plots for younger and older adults. B) Top: Feedback locked ERPs at electrode FCz 

for rewards (blue) and no rewards (red) for younger adults, and older adults. Bottom: The 

topographical map displays of the differences between no reward and reward feedback across for 

younger adults, and older adults. 

 

Single Trial EEG Regression Results 

Following work by Fischer and Ullsperger (2013) and Fischer and colleagues (2016) we 

ran Multiple Single-Trial Robust Regression analyses on the EEG data to examine the impact of 

state and reward prediction errors on the corresponding event-related potentials. We then used 

standardized β weights from first the level analysis as the dependent variable in two-way 

ANOVAs involving the within-subject factor transition condition and the between-subjects 

factor age group (for details see Method section).   

 

B) 
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VPE effects on the second stage P300 component. The analysis of the effects of VPE’ s 

on the P300 component revealed a significant main effect of age group (F(1, 49) = 10.770, p = 

0.001) and a significant interaction between age group and transition condition (F(1, 49) = 5.361, 

p = 0.023). To further examine the age group x transition condition interaction effect, we 

analysed each group separately.  

 This analysis revealed a significant main effect of transition condition for younger adults 

(F(1,49) -4.405, p = 0.041), but not older adults (F(1,49) = 1.188, p = 0.281). As shown in 

Figure 4A, in younger adults VPEs explained significantly more variance in the P300 in the 

80%–20% condition (M= 0.477, SD = 1.006) compared to the 60%–40% condition (M= -0.037, 

SD = 0.739). No such effect was observed in older adults.  

Together, these results demonstrate that, in younger adults, the P300 component covaries 

with VPEs across trials and this effect is more pronounced in the 80%-20% condition in which 

the younger adults had a more differentiated representation of the task environment. In contrast, 

in older adults the P300 signal was not explained by VPEs in either condition, which points to 

age-related deficits in the prediction of the value of states on the second stage of the task.  

Analysis of feedback-locked EEG data. The second level analysis of the FRN 

component revealed only a significant main effect of age group (F(1,49) = 31.685, p < 0.001), 

indicating that the RPE explained significantly more variance in the FRN for younger adults (M= 

0.432, SD = 1.069) than older adults (M= -0.479, SD= 0.234). As shown in Figure 4B, these 

findings suggest that the FRN is more tightly linked to RPE’s in younger compared to older 

adults. 
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Figure 4. A) ERPs elicited by second-stage stimuli at electrode Pz of VPE variance at the second 

stage choice period displayed separately for young and older adults and 60%–40% and 80%–

20% condition. VPEs were averaged in to high (red), neutral (blue) and low (green) values 

according to a tertiary split. The shaded areas within each plot represents the window of analysis 

(330–430ms). Topographies of maximum amplitudes are overlaid on each plot (350ms in the 

6040 condition and 410ms in the 8020 condition). B) Feedback-locked ERPs at electrode FCz of 

A) 

B) 
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RPE variance at the feedback stage displayed separately for young and older adults and 60%–

40% and 80%–20% condition. RPEs were averaged in to high (red), neutral (blue) and low 

(green) values according to a tertiary split. The shaded areas within each plot represents the 

window of analysis (330–430ms). Topographies of maximum amplitudes are overlaid on each 

plot (370ms in the 60%-40% condition and 380ms in the 80%-20% condition).  

 

Discussion 

The ability to make goal-directed decisions that rely on mental models of the 

environment has been shown to decline with advancing age (Bolenz et al., 2019; Eppinger et al., 

2013; Eppinger et al., 2015). However, the neural mechanisms underlying these age-related 

deficits in model-based decision-making are unclear. In the current study we used a modified 

version of a well-established sequential decision-making task and a novel neurocomputational 

approach involving model-based single-trial EEG analyses to (1) determine whether age 

differences in decision-making depend on the ability to internally represent the structure of the 

environment (the state space of the task) and (2) establish neural markers of age-related decline 

in goal-directed decision-making.  

Younger and older adults completed a modified version of a two-stage sequential 

decision task (cf. Daw et al., 2011; Eppinger et al., 2013, 2017) in which we manipulated the 

demands on the representation of the state space in two conditions; a high representational 

demand condition in which the transition probabilities between the first and the second stage of 

the task were less differentiated (60%-40%) and a low representational demand condition in 

which the transition probabilities between these states were more differentiated (80%-20%) (see 

Figure 1). 

 As shown in Figure 2, the descriptive analyses revealed greater model-based behavior in 

both age groups in the low demand condition. In contrast, while younger adults demonstrated a 

significant contribution of model-based behavior in the high demand condition, in older adults 

we found no evidence for model-based behavior in this condition.  

To better understand the mechanisms underlying these descriptive results we used a 

modified version of a hybrid reinforcement learning model (see Daw et al., 2011; Eppinger et al., 
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2013, Eppinger et al., 2017) which was fit to task behavior. The advantage of the computational 

modeling approach over the descriptive analysis (which just considers choices on the first stage 

of the task) is that the model can be used decompose behavior across stages of the task into 

different assumed mechanisms. One of these parameters is the so-called Omega- (𝛺) Parameter, 

which reflects degree of model-based decision-making in the task. In line with our predictions, 

we found a main effect of condition, indicating that both age groups demonstrated an increase in 

model-based decision-making in the low demand compared to the high demand condition (see 

Figure 2 and Table 2). Yet, in contrast to the descriptive results (and our predictions), we did not 

obtain a significant age group by condition interaction in the analysis in the 𝛺- parameter. 

However, we did find expected the two-way interactions for two other parameters that are related 

to decision behavior at the first stage. Specifically, younger adults showed an enhanced ability to 

discriminate between the two first stage choices (𝛽1 ) and a higher perceived common transition 

probability (pcommon) in the low demand compared to the high demand condition. No such effects 

were observed in older adults.  

Taken together, there are two major conclusions that can be drawn from the analysis of 

the behavioral data. (1) Younger and older adults show greater model-based decision-making 

when the transition structure between states is more differentiated. This finding adds to the 

literature in younger adults by showing that it is not just motivational factors that support model-

based decision-making (Bolenz et al., 2019) but that the complexity of the task (transition) 

structure matters when it comes the engagement in decision strategies that are more cognitively 

demanding. The fact that we also observe a shift in the degree of model-based behavior from the 

high to the low demand condition in older adults, may be even more noteworthy. Results from a 

previous study (Bolenz et al., 2019) show that in contrast to younger adults, greater incentives do 

not lead to more model-based behavior in older adults. This suggests that it is not older adults’ 

willingness to engage in model-based behavior but deficits in the cognitive resources available to 

do so that limits them. Thus, when the cognitive demands on the representation of the task 

structure are reduced (such as when transition probabilities are more differentiable) older adults 

do show the ability to engage in greater model-based decision-making. (2) With respect to the 

computational mechanisms underlying age differences in model-based behavior in the two 

conditions, we observed an interesting mismatch between the outcome of the choice data 

regression analyses and the results of the computational modeling. Our descriptive regression 
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analysis of first stage choice behavior reveals pronounced age differences in the condition effects 

on model-based behavior (see Figure 2). However, these are not mirrored by a significant age 

group x condition interaction in the omega parameter in the computational modeling analysis. 

Instead, we found that younger had a better subjective representation of the transition 

probabilities (reflected in the pcommon- parameter) as well as a more differentiated representations 

of the action values associated with the choice options than older adults. This suggests that the 

greater sensitivity of younger adults to the condition manipulation may not reflect greater model-

based behavior per se but rather results from a greater ability to represent the transition 

probabilities between the first and second stage of the task.  

To investigate the neural dynamics underlying age-related differences in model-based 

decision-making, we used two different analyses: a standard ERP analysis and multiple single-

trial robust regression analyses (see Fischer & Ullsperger, 2013; Fischer et al., 2016).  To our 

knowledge, no prior study has examined age-related changes in decision-making using single 

trial EEG regression analyses. This method allows us to directly examine previous hypotheses 

regarding the relationship between computational parameters from the model and neural data for 

both age groups, and therefore provide unique insights into the neural mechanism underlying the 

age-related shift toward model-free behavior in older adults.  

For both analyses, we focused on two ERP components that have been shown previously 

to reflect model-based and model-free decision processes (Eppinger et al., 2017; Sambrook et al., 

2018): the second-stage stimulus-locked P300 component and the feedback-related negativity 

(FRN).  

In line with our previous results (Eppinger et al., 2017), an analysis of the stimulus-

locked ERPs at the second stage of the task showed a larger P300 component in response to 

common as opposed to rare transitions in younger adults. Further, among younger adults the 

difference between common and rare transitions was larger in the 80%–20% condition compared 

to the 60%–40% condition. This finding points to a more differentiated representation of the task 

transition structure in the 80%–20% condition among young adults, which is in line both with 

our computational modelling results and with previous work suggesting that the P300 covaries 

with the degree to which participants update their representation of the probabilistic transition 

structure (Eppinger et al., 2017). The single-trial analyses support this view by showing that in 
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the younger adults, trial-by-trial changes in transition type predict changes in the second stage 

stimulus-locked EEG data (P300), whereas this is not the case in older adults.  

In older adults the ERP analyses showed a larger P300 component for common compared 

to rare transitions, but no significant effect of demand condition. This finding suggests that the 

older adults were generally sensitive to the probability of outcomes of their choices but were 

unable to represent differences in probabilistic transition structures. This interpretation is 

consistent with our computational modelling results, showing no difference in the pcommon 

parameter between demand conditions in the elderly as well as with recent findings, suggesting 

that older adults may have deficits in the adjustment of internal models of the task environment 

(Bolenz et al., 2019; Hämmerer et al., 2019).  

Using single trial regression analyses, we also examined whether older adults differed 

from younger adults in their ability to predict the expected value of the state they ended up in on 

the second stage of the task (we refer to this as the state value prediction error (VPE)). VPEs 

were computed using Qvalues from the computational model. Therefore, these VPEs reflect 

participants ability to represent the relationship between their choice at the first stage of the task 

and the value of the options they arrive at during the second stage. As shown in Figure 5, this 

analysis revealed that in younger adults the P300 component covaries with the VPE and that this 

effect is more pronounced in the low demand condition compared to the high demand condition. 

Thus, younger adults were better able to predict the value of the upcoming state in the more 

differentiable state transition structure (i.e., in the 80%-20% condition). In older adults, we 

observed no such relationship between VPEs and the P300 component. In our view, the most 

plausible interpretation of these results is that the age-related deficits in state value predictions 

are a downstream consequence of diminished representations of the task structure.  

Based on previous work demonstrating a relationship between the FRN component and 

reward prediction error processing (Eppinger et al., 2008; Eppinger & Kray, 2011; Holroyd & 

Coles, 2002; Nieuwenhuis et al., 2002; Walsh & Anderson, 2012), we examined age-related 

differences in the trial-by-trial relationship between the FRN and reward prediction errors 

(RPEs) during learning. Given the current debate regarding the interpretation of the FRN, we 

examined both signed and unsigned RPEs in order to determine if the FRN covaries with the 

degree to which participants recognized feedback as better or worse than predicted (signed RPE; 
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see Ullsperger, Fischer, Nigbur & Endrass, 2014) or the degree of surprise following feedback 

(unsigned RPE; Cavanagh et al., 2012; Talmi et al., 2013).  

First, we investigated age differences in the feedback-related negativity (FRN) averaged 

across trials and as a function of transition probability and reward outcome. Based on previous 

results (Eppinger et al., 2017) we predicted to see a more negative FRN component following 

unrewarded compared to rewarded trials, but we did not expect it to covary across transition 

probability conditions. Consistent with these predictions, both age groups showed a larger (more 

negative going) FRN in response to unrewarded compared to rewarded feedback (see also 

Holroyd & Coles, 2002; Nieuwenhuis et al., 2002; Walsh & Anderson, 2012). Furthermore, the 

effect of reward outcome did not differ across transition probability conditions, which replicates 

our own previous results (Eppinger et al., 2017) (see Figure 4).  

To examine age difference in the neural dynamics of reward prediction error processing, 

we performed two analyses: The first analysis used trial-by-trial signed reward prediction errors 

(RPEs) as the independent variable whereas the second analysis used unsigned RPEs. 

Interestingly, the first analysis revealed that trial-by-trial signed RPEs explained significant 

variance in the FRN for both younger and older adults in both the 60%-40% and 80%-20% 

condition. No such statistically significant effects were found in the second analysis when using 

the unsigned RPEs. Thus, our findings are in line with previous work on the FRN (Fischer & 

Ullsperger, 2013; Talmi et al., 2012; Walsh & Anderson, 2012), suggesting that the component 

reflects the processing of signed reward prediction errors during reinforcement learning.  

 To summarize, we find that when the cognitive demands on representing the task 

environment are increased, older adults tend to resort to a simpler, model-free decision-making 

strategy as opposed to a more demanding and flexible model-based strategy. The ERP results 

show that this shift in decision strategies in older adults results from deficits in their ability to 1) 

represent the probabilistic transition structure of the task and 2) predict the value of upcoming 

choice options. Thus, in line with the diminished state space hypothesis of human aging, our 

findings indicate that deficits in goal-directed, model-based behavior in older adults may result 

from impairments in the representation of state spaces of cognitive tasks. 
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Abstract 

Many new technologies such as smartphones, computers, or public access systems like ticket 

vending machines are a challenge for older adults. One feature that these technologies have in 

common is that they involve underlying, partially observable, structures (henceforth called state 

spaces) that determine the actions that are necessary to reach a certain goal (e.g., to move from 

one menu to another, to change a function, or to activate a new service). In this work we provide 

a theoretical, neurocomputational account to explain these behavioral difficulties in older adults. 

Based on recent findings from age-comparative computational and cognitive neuroscience 

studies, we propose that age-related impairments in complex goal-directed behavior result from 

an underlying deficit in the representation of state spaces of cognitive tasks. Furthermore, we 

suggest that these age-related deficits in adaptive decision-making are due to impoverished 

neural representations in the orbitofrontal cortex and hippocampus. 
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Introduction  

The use of new technologies such as smart phones, or public access systems like ticket 

vending machines at train stations or check-in counters at airports, can be challenging for older 

adults (Czaja et al., 2006; Leung et al., 2012; Sengpiel, 2016). For example, many older adults 

prefer to buy train tickets at ticket counters rather than vending machines because they feel 

unable to navigate the complex multi-option displays of these devices (Schreder et al., 2012; 

Sengpiel, 2016). Thus, a technology that is meant to provide faster and more convenient access 

to public transport, may turn out to be a barrier for populations such as older adults. What this 

example means to illustrate is that many new technologies require learning and representational 

abilities that, with healthy aging, become more limited. This may turn out to be a problem for 

westernized societies that a) rely more and more on these technologies (Malik, 2014) and b) have 

a growing proportion of older adults (United Nations report, 2019). 

In what follows, we provide a cognitive (neuro-)scientific perspective on the potential 

psychological and neurocomputational underpinnings of these age-related impairments in 

complex learning and decision-making. The main theoretical argument that we develop in this 

work, is that the difficulties in adaptive behavior seen in the elderly may arise from an 

underlying deficit in their ability to learn and represent state spaces of cognitive tasks (see Figure 

1). In line with previous work (Wilson et al., 2014) we define the state space of a task as an 

abstract representation of the structure of the task — that is, the states that it involves, the 

available actions and the transitions between states that may follow from these actions (note that 

this definition of a state space is broader than in other parts of the literature (e.g., Sutton & Barto, 

1998). In terms of the example provided in the introduction, the state space of a train ticket 

vending machine involves a set of menus (states) that contain choice options (actions) that link 

the different states (transitions to the next menu). To buy a ticket, the user (agent) must navigate 

and make sequential decisions in this state space. In most cases, the state space is not directly 

observable (latent) and must therefore be explicitly learnt from experience. In our example, a 

latent state could be a general setting in the vending machine that restricts the options / actions 

based on previous choices that have been made (e.g., discounts that have been applied). In terms 

of the underlying neurobiological mechanisms, we suggest that functional decline in the 

representational capacity of the orbitofrontal cortex (OFC) and the hippocampus (HC) are the 
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major source of the observed behavioral deficits (Bornstein & Daw, 2013; Bradfield et al., 2015; 

Kaplan et al., 2017; Schoenbaum et al., 2009; Wilson et al., 2014). 

 

 

 

Figure 1. The diminished state space theory of human aging suggests that age-related 

impairments in goal-directed (model-based, MB) learning and decision-making result from a 

diminished representation of state spaces of tasks in the hippocampus (HC) and orbitofrontal 

cortex (OFC). In sequential decision tasks older adults primarily rely on model-free learning 

which has been associated with dopaminergic reward prediction error input from the ventral 

tegmental area (VTA) to the striatum. The dorsolateral prefrontal cortex has been shown to play 

a role for state prediction error signaling during model-based learning and the striatum is 

involved in learning by providing reward information to the MB algorithm. 
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Empirical evidence  

Age-related impairments in model-based learning result from deficits in the representation 

of state spaces 

Recent computational work on reinforcement learning in humans has focused on two 

different decision strategies: model-free decision-making, which relies on the learning of simple 

associations between states or actions and reward, and model-based decision-making, which 

relies on the learning of a state space (model) of the environment that is used for forward 

planning of actions (Daw et al., 2011; Gläscher et al., 2010). The advantage of model-free 

decision-making is its computational efficiency and low cost in terms of cognitive resources. The 

downside of this strategy is that it is inflexible and slow in adapting to changes in the 

environment because the agent has to relearn the contingencies from experience. In contrast, the 

advantage of a model-based strategy is its flexibility: If rewards or contingencies between states 

in the environment change, the learner can quickly adapt behavior by updating the state space 

representation.  

Empirical studies have used variants of so-called multi-stage Markovian learning tasks to 

study the interplay of model-free and model-based decision processes. A prominent version of 

such a paradigm is the so-called two-stage decision task developed by Daw and colleagues 

(2011). In this task, a decision at the first stage (state 1) determines a probabilistic transition to 

the second stage, which contains two states. Participants then have to decide between two 

options and receive a probabilistic reward. The participants are supposed to learn what the option 

with the highest reward is at a given time and how to transition from one state to the other in 

order to accumulate as many rewards as possible. The choice data generated through this task 

can be used to estimate the degree of model-based behavior for each individual. That is, how 

well they integrate their representation of the state space with knowledge about the reward 

probabilities in order to accumulate as much reward as they can. 

In younger adults, choice behavior in this task reflects a mixture of model-based and 

model-free decision processes, but there are substantial individual differences in the degree of 

model-based control (Daw et al., 2011). For example, it has been shown that individuals with 

higher working memory capacity engage in greater model-based decision-making and are less 

susceptible to the detrimental effects of stress on this strategy (Eppinger, Walter, et al., 2013b; 
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Otto et al., 2013; Schad et al., 2014). Furthermore, in younger adults higher cognitive control 

abilities are associated with greater model-based decision-making, indicating that the two 

behaviors may share a common set of underlying computational processes (Otto et al., 2015). 

Recent work also points to an association between the ability to infer latent structures in the 

environment and model-based control in the two-stage task (Markant, 2020; Rmus et al., 2019). 

Together, these results suggest that model-based control relies on the ability to represent and 

update an internal model of the task structure (the state space).  

In contrast to younger adults, older adults rely predominantly on model-free learning 

strategies and show performance deficits under conditions that require model-based learning 

(Bolenz et al., 2019; Eppinger et al., 2015; Eppinger, Walter, et al., 2013a; Ruel et al., 2022). 

Furthermore, findings from these studies suggest that the degree to which older adults shift 

towards model-free strategies depends on their ability to represent the state space of the task. 

Results by Bolenz et al. (2019) show evidence for an adjustment of decision strategies after 

changes in the task structure (the state space) in younger adults. Furthermore, these adjustments 

were associated with reaction time slowing, indicating that the behavior reflects a deliberate 

adaptation to changes in the state space. In contrast, older adults show deficits in the updating of 

task representations as well as less reaction time slowing after changes in the task structure, 

supporting the idea of deficits in state space representations. In a recent study, Ruel et al. (2022) 

investigated age differences in model-based decision-making under varying demands on the 

representation of the task structure. Consistent with the data by Bolenz et al. (2019), the 

behavioral results show substantial age-related deficits in model-based decision-making under 

high demands on the representation of the task structure. Even under low representational 

demands, older adults show reduced model-based decision behavior when compared to younger 

adults. Similar findings come from a study on age differences in reversal learning, which showed 

that older adults are less able to converge on stable task representations and that this deficit is 

independent of age differences in outcome processing (Hämmerer et al., 2018). It is important to 

note that although the sequential decision tasks applied in the studies outlined above are similar 

in that they can be described as a Markov decision process, they also differ in many important 

respects: The experimental tasks used in Eppinger et al. (2013) and Ruel et al. (2022) involved 

probabilistic transition structures whereas in the study by Bolenz et al. (2019) deterministic 

structures were applied that involved reversals of state transition mappings. The studies by 
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Eppinger et al. (2015) and Wittkuhn et al. (2017) applied deterministic transition structures but 

across three instead of two states and with rewards as well as punishments. In the study by 

Bolenz et al. (2019), performance on the task (reflected in monetary payouts) depended on the 

degree to which participants engage in model-based behavior whereas in the studies by Eppinger 

et al. (2013) and Ruel et al. (2022) performance was independent of the degree of model-based 

behavior. Thus, the state space theory is partly based on an empirical generalization, but the 

experimental designs of the underlying tasks vary substantially, which allows for a detailed 

examination of the deficits experienced by older adults. 

That being said, we do not want to imply that age-related differences in learning and 

decision-making are only due to a diminished representation of state spaces. For example, results 

of several studies indicate that older adults might have difficulties in building up reward value 

representations, particularly under high degrees of reward uncertainty (Chowdhury et al., 2013; 

Eppinger et al., 2011; Eppinger, Schuck, et al., 2013; Lerner et al., 2018). Yet, these deficits do 

not seem to be the primary sources of the shift from model-based to model-free control that is 

observed in healthy aging. As shown in Eppinger et al. (2013) more differentiated reward 

structures do support model-based behavior in younger adults, but not older adults. 

 

Psychological mechanisms underlying diminished state space representations 

A straightforward explanation for the observed age-related deficit in model-based 

learning might be the well-documented age differences in working memory capacity. Findings 

by Otto et al. (2013) show a significant positive association between working memory and 

model-based control in younger adults. Results from Eppinger et al. (2013) replicate these 

findings in the young. However, they show no such correlation in older adults. Furthermore, 

when controlling for differences in working memory capacity, age differences in model-based 

behavior remained statistically significant, suggesting that working memory capacity does not 

fully explain age differences in model-based behavior. Again, this is not to say that model-based 

control is independent of working memory, as the evidence for such a positive relationship 

between model-based behavior and working memory in young adults is compelling (Eppinger, 

Walter, et al., 2013a; Otto et al., 2015). However, it seems that working memory may not be the 

primary reason for the limitations in model-based behavior observed in older adults. 
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An alternative (although not mutually exclusive) explanation for the shift from model-

based to model-free behavior with age might be age-related deficits in the consolidation of state 

space information (Schuck & Niv, 2019). Using a sequential decision task in combination with 

multivariate pattern analyses (MVPA) of fMRI data, Schuck and Niv (2019) show evidence for a 

sequential replay of task states in the hippocampus. Furthermore, these replay mechanisms seem 

to drive the learning of complex state spaces in other brain areas such as the orbitofrontal cortex 

(see also (Momennejad et al., 2018)). Accumulating evidence suggests that replay also occurs in 

cortical areas and can be decoded from fMRI resting state data (Wittkuhn & Schuck, 2021). 

Work by Liu et al. (2021) supports this view by showing a backward cortical replay signal in 

MEG data that is associated with learning performance. They suggest that this replay signal may 

provide a mechanism for solving non-local credit assignments problems during model-based 

learning by connecting actions and outcomes across intervening states (Liu et al., 2021). 

To summarize, it seems very likely that the replay of state sequences is critical for the 

construction and use of state space representations. There is indirect evidence from the aging and 

episodic memory literature that shows a reduced association between neural reinstatement 

signals in the medial temporal lobe and memory performance in older adults (Stawarczyk & 

Wahlheim, 2020). However, to our knowledge, the direct relationship between the replay signals 

described above and learning and memory abilities in older adults has yet to be examined. In the 

following two sections we will consider potential computational implementations of the 

diminished state space theory and consider how impoverished state space representations might 

be reflected in the brain. 

 

Computational mechanisms 

In computational reinforcement-learning models, a state space can be represented by a set 

of states in the environment, a set of possible actions and the transition probabilities P(s’|s,a) that 

specify the subjective assumptions about how likely performing action a in state s will lead to the 

new state s’. By means of these transition probabilities, the expected reward Q(s,a) for a state 

action pair can be computed as the weighted mean of the reward in subsequent states. The 

reward of a subsequent state is composed of the reward immediately available in this state r(s’) 
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and the temporally discounted expected future reward from choosing the most valuable action in 

this state.   

 

Note the recursive nature of this computation: To evaluate the potential consequences of an 

action, not only do the immediately subsequent states have to be considered, but also all possible 

subsequent states after two, three, or more steps. Thus, computing a reward expectation is not 

only guided by the part of the state space representing the transition probabilities from the 

current state, but requires a representation of the transition probabilities for all states that can 

potentially be reached at some point in the future. We propose that the diminished state space 

theory of human aging could be reflected in two different ways in computational models. First, 

as an incomplete or inaccurate representation of states, actions, or transition probabilities and, 

second, as an inefficient updating of these transition probabilities. 

 

Simplified representations of the state space  

Older adults might have difficulties with maintaining information about differences in 

transition probabilities (e.g., “this action will lead with 80% probability to state X and with 20% 

probability to state Y”). Therefore, rather than trying to accurately represent the state space, they 

may only maintain information about the states that are connected and consider all these 

connections to be equally likely (e.g., “this action will lead to either state X or state Y with equal 

probability”). The idea that older adults might simplify their representation of transition 

probabilities receives support from the study by Ruel et al. (2022), which showed that older 

adults represented transition probabilities as almost equally likely even when in fact one 

transition was five times more likely than the other possible transition. Alternatively, it could be 

that older adults simplify their representation of the state space by pruning branches of the 

decision tree with aversive outcomes or with low frequencies, thus reducing the number of states 

or actions. Similarly, older adults might restrict the planning depth of their state space, for 

example, by only representing information of immediately subsequent states but not of states 

thereafter (see Huys et al., 2012; Huys et al., 2015; Keramati et al., 2016 for findings on these 

strategies in younger adult samples). Findings also show that humans can use successor 

representation learning, a strategy that relies on stored predictions of future states (instead of 
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transition probabilities between all possible states) and is therefore simpler than a model-based 

strategy while preserving a lot of its flexibility (Momennejad et al., 2017). Finally, recent work 

by Ho et al. (2022) suggests that people adaptively construct simplified representations of 

cognitive tasks when planning action sequences (Ho et al., 2022). The authors refer to these as 

task construals, and it is possible that older adults are less flexible in adjusting the complexity of 

these representations to task demands. Taken together, although there is considerable evidence 

for simplified representations of state spaces in older adults, the mechanisms that govern these 

simplifications are not clear yet and need to be established in future studies.  

 

Inefficient updating of transition probabilities 

One of the major benefits of model-based decision strategies is that they can flexibly 

adapt to changes in the task structure. However, in order to do so, these changes need to be 

incorporated by updating the transition probabilities. Previous computational accounts have 

modeled this with state prediction errors and transition learning rates similar to temporal-

difference learning (Bolenz et al., 2019; Gläscher et al., 2010). The magnitude of the transition 

learning rate then determines the degree to which experienced transitions are disregarded as 

oddballs or random perturbations (learning rate = 0) or interpreted as indicators for changes in 

the underlying task structure (learning rate close to 1). There is no universal value for an optimal 

transition learning rate. Rather, the transition learning rate has to be flexibly adjusted based on 

the statistical properties of the environment (D’Acremont & Bossaerts, 2016; Nassar et al., 

2019). Age-related deficits in the flexible adjustment of transition learning rates might lead to an 

insufficient (rigid) representation of the state space, consistent with the predictions of the 

diminished state space theory. However, age differences in model-based behavior are also 

observed when transition probabilities are deterministic (Bolenz et al., 2019; Eppinger et al., 

2015), which indicates that diminished state space representations are not due to deficits in 

learning probabilistic state transitions alone. One reason for an insufficient updating of learning 

rates may be age-related alterations in episodic memory replay that is necessary for keeping track 

of the changes in state transitions (Olafsdottir et al., 2018; Schuck & Niv, 2019). Previous work 

suggests a role of reward prediction errors in prioritizing replay of state transition sequences 

(Momennejad et al., 2018). However, whether state prediction errors have a similar effect in 

supporting replay is currently unclear. Another reason for a reduced updating of transition 
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probabilities in older adults could be that suboptimal transition learning rates in older adults 

reflect a greater tendency to perseverate on previous predictions in the elderly (Nassar et al., 

2016). A greater rigidity of internal state spaces might be beneficial in some contexts (Devine et 

al., 2022) but is mal-adaptive in environments in which performance depends on a flexible 

adjustment of state space representations. To summarize, each of these computational 

explanations seems consistent with what is seen behaviorally (Bolenz et al., 2019; Hämmerer et 

al., 2018; Ruel, Bolenz, et al., 2021). Yet, the exact mechanism that leads to these deficits in 

updating is unclear. Overall, we have presented two potential computational explanations for 

diminished state space representations in older adults: (1) Simplified representations of state 

spaces and (2) an inefficient updating of state transition probabilities. It is important to note that 

these explanations are neither mutually exclusive nor completely interchangeable. That is, older 

adults might have a simplified representation of the task structure even when no updating of the 

transition probabilities is needed (e.g., stable-transitions condition in Bolenz et al. (2019)). 

Similarly, if older adults are simply slower at incorporating state prediction errors in their 

internal model (inefficient updating), they should nevertheless eventually converge on the same 

mental representation of the task as younger adults. 

 

Neurobiological mechanisms 

Several recent studies tried to establish the neural processes underlying goal-directed 

decision making. Results of this work suggest that the orbitofrontal cortex (Nogueira et al., 2016; 

Schuck et al., 2016; Wilson et al., 2014) and the hippocampus (Gershman & N.D., 2017; 

Lengyel & Dayan, 2007; Schuck & Niv, 2019; Stachenfeld et al., 2017) play key roles for the 

representation and updating of state spaces during model-based decision-making. In what 

follows, we go over recent findings on the role of each of these areas in goal-directed behavior 

and discuss how aging might affect the neural mechanisms underlying model-based learning and 

decision-making. 

 

Hippocampus. Seminal findings by O’Keefe and Nadel (1978) demonstrated that activity in the 

rat hippocampus reflects the use of cognitive maps during spatial navigation (O'Keefe & Nadel, 

1978). More recent work by Johnson and Reddish (2007) showed that these hippocampal 
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representations are not static, but are updated as the animal moves along its path in the maze, 

suggesting that spatial navigation is an active process that is likely controlled by other cognitive 

mechanisms (Johnson & Reddish, 2007). Situated in the medial temporal lobe, the human 

hippocampus appears to play a similar role as the rat hippocampus by learning locations relative 

to a spatial boundary (Doeller et al., 2008). However, in humans the hippocampus has also been 

associated with more abstract (i.e., not exclusively spatial) representations of episodic 

information (Deuker et al., 2016; Shohamy & Wagner, 2008; Tavares et al., 2015). These 

findings led to the hypothesis that the hippocampus may play a role in representing state space 

information necessary for model-based reinforcement learning (Gershman & Daw, 2017; 

Lengyel & Dayan, 2007; Schuck & Niv, 2019). More specifically, the hippocampus has been 

suggested to be involved in the representation and planning of sequential actions necessary to 

achieve a certain goal. To gain a better understanding of how the brain learns these sequential 

state-action contingencies, Bornstein & Daw (2013) had participants view a series of images in 

which the next image to be presented depended probabilistically on the current image that they 

observed. At test, participants were asked to use the knowledge they had gained in the first phase 

of the task (regarding the sequential contingencies between stimuli) to guide their choice 

between two images in order to maximize reward (Bornstein & Daw, 2013). The neuroimaging 

analyses revealed that the hippocampus and close-by cortical areas are involved in the 

representation of state contingencies during model-based decision making. Work by Kaplan and 

colleagues (2017) echoes these findings by demonstrating that in a spatial sequential choice task 

the hippocampus is part of a network which supports planning by maintaining representations of 

current and potential futures choices (Kaplan et al., 2017). More recently, in a 

neuropsychological study, Vikbladh and colleagues (2019) found that the degree to which 

participants’ planning was impaired was related to the amount of damage to the right 

hippocampus (Vikbladh et al., 2019). Further, in line with findings in rodents, recent work has 

shown that sequential replay of experiences in the hippocampus and cortex during decision-

making also occurs in humans (Liu et al., 2019; Liu et al., 2021). Overall, it seems that the 

hippocampus may be involved in representing two important pieces of information necessary for 

model-based planning and decision-making: a) the transition probabilities between different 

states and b) the states that can be potentially reached in the future. What remains unclear from 
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the current work on the involvement of the hippocampus in goal-directed planning and choice 

behavior is the degree to which it can be extended beyond the spatial domain. 

 

Orbito-frontal Cortex. Another brain region proposed to be involved in goal-directed decision-

making is the orbito-frontal cortex (OFC). The OFC is located on the ventral surface of the 

prefrontal cortex and has been previously suggested to play a key role in the representation of 

reward value, or more generally, in hedonic experience (Kringelbach, 2005; Rolls, 2000; Wallis, 

2007). However, recent work points into a different direction and suggests that the OFC is 

involved in the representation of an agent’s current location within an abstract cognitive map of a 

task (Bradfield et al., 2015; Schoenbaum et al., 2009; Wilson et al., 2014). Recent empirical 

evidence provides support for this theory. For instance, Schuck et al. (2016), using multivariate 

pattern analysis, found patterns of activity in the OFC during a 16-state decision-making task 

that contained unobservable information about the participants’ location in a cognitive map of 

the task. Performance on the task depended on memory of past events and knowledge about the 

current phase of the task. In line with previous animal studies (Takahashi et al., 2011), the 

authors suggest that the human OFC may represent information about locations in a mental (i.e., 

non-spatial) map of a task that is comprised of hidden or partially observable states. More 

recently, Chan et al. (2021) tested this prediction empirically. Using univariate and multivariate 

activity fMRI analyses, they demonstrated that activity in the OFC correlates with experienced 

state transitions. Their findings reveal that the OFC is also involved in learning a state-to-state 

transition structure, necessary for accurate planning during model-based decision-making (Chan 

et al., 2021). 

What about the interplay of the OFC and HC during decision-making? Several findings 

indicate that the hippocampus and OFC support separate functions such as episodic memory and 

the representation of subjective (reward) value. However, there is also evidence that points to 

complementary functions when it comes to decision-making. Work by Wang, Schoenbaum and 

Kahnt (2020) indicates that the OFC and hippocampus represent partially overlapping 

information such that the HC may be involved in the initial acquisition of information for the 

creation of a cognitive map whereas the OFC seems to maintain these cognitive maps and to 

guide behavior (Wang et al., 2020) (see also (Schuck & Niv, 2019; Wimmer & Büchel, 2019)). 

Further, work by Johnson et al. (2022) suggests that the OFC, similarly to the hippocampus, 
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supports an understanding of temporal order information (Johnson et al., 2022). In line with 

previous work by Barbey et al. (2011), these findings highlight the role of the OFC in working 

memory and temporal cognition (Barbey et al., 2011). Coming back to the train ticket example in 

the beginning, while the hippocampus appears to help the user represent the overall relationship 

between states, the OFC may play a role in keeping track of the states they are currently in (i.e., 

menu) based on previous actions (i.e., choices) and previously visited states. However, the 

degree to which the roles of these two structures overlap is poorly understood. 

Taken together, current findings indicate a role for the OFC as well as hippocampus in 

creating, maintaining and updating non-spatial state space representations during goal-directed 

decision-making. Specifically, these findings suggest that the OFC and HC represent partially 

overlapping information and that interactions between these two regions support model-based 

planning and decision-making. While the hippocampus has been suggested to be involved in the 

creation of a “cognitive map” of the state space and the transitions between them, the OFC 

appears to help the agent use this map to guide behavior. 

 

The effects of aging on hippocampal and OFC function 

A considerable body of structural MRI work indicates that prefrontal regions and the 

hippocampus deteriorate as we age (Hedden & Gabrieli, 2004; Raz et al., 2005; West, 1996). In 

line with the structural findings, functional MRI research suggests an under-recruitment of 

various areas in the prefrontal cortex including the OFC (Rajah & d’Esposito, 2005; Resnick et 

al., 2007). This under recruitment of the PFC, and particularly the OFC, could limit top-down 

activation of the model-based learning network leading older adults to rely more on simpler, 

model-free decision strategies. According to the neurobiological evidence, a shift away from 

model-based learning could be related to changes in the function of: (1) the hippocampus due to 

its involvement in the representation of state spaces and/or (2) the orbitofrontal cortex in line 

with its role in helping the agent use and update these representations. 

Research on age-related changes in memory has long shown that healthy aging is 

associated with a decrease of contextual (episodic) memory, while memory for content (semantic 

information) remains more intact (see (Spencer & Raz, 1995). To our knowledge the relationship 

between age-related changes in hippocampal structure and/or function and model-based behavior 

has not yet been established. Nevertheless, based on the findings in younger adults, hippocampal 
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decline may lead to difficulties representing state transitions required for a complete “cognitive 

map” of the state space (Bornstein & Daw, 2013). Further, based on findings by Liu et al., (2019, 

2021) demonstrating that hippocampal and cortical replay aids the creation of a mental model of 

the decision-making environment as well as model-based learning, age-related decline of the 

hippocampus may contribute to changes in decision-making during aging. Based on the 

neuropsychological findings by Vikbladh et al. (2019), we would predict that the degree of 

hippocampal deterioration would affect both decision-making and spatial navigation. 

Beyond the effects on the hippocampus, healthy aging also strongly affects the structure 

and function of prefrontal regions (West, 1996). Specifically, with increasing age, various 

prefrontal regions appear to be underrecruited, which may lead to difficulties in older adults in 

using and updating their state space representation. Findings from an fMRI study by Eppinger et 

al. (2015) support this view showing that impairments in older adults in learning to predict future 

rewards are associated with prefrontal deficits in extracting sequential state transition structures 

(Eppinger et al., 2015; Wittkuhn et al., 2018). A study by Wittkuhn et al. (2018) replicated the 

behavioral results in older adults and showed that the age-related decline in the learning of state 

transition structures can be mimicked in younger adults by inhibiting prefrontal cortex function 

using repetitive transcranial magnetic stimulation (rTMS) (Wittkuhn et al., 2018). Moreover, 

recent findings show that even when demands on the representation of the state transition 

structure are reduced, older adults show marked difficulties learning probabilistic transitions 

between states when compared to younger adults (Ruel et al., 2022). Consistent with the 

behavioral deficits, electroencephalography (EEG) data show blunted trial-by-trial neural 

responses following unexpected state transitions in older compared to younger adults whereas 

neural responses to reward feedback seem intact in the elderly. These results indicate that the 

older adults fail to realize changes in the task structure (as indicated by the lack of state 

prediction errors in the ERP), whereas they seem to be able to adjust behavior as a function of 

reward feedback. 

Taken together, the current findings suggest that the observed age-related deficits in older 

adults in the representation and updating of state transition structures (state spaces) result from 

functional decline in the (orbito-)frontal cortex (OFC) and possibly hippocampus. While this 

neurobiological explanation is consistent with behavioral findings and computational accounts of 
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decision-making in older adults, there is a strong need for further research to support this 

hypothesis. We suggest that future work should first examine the OFC and HC independently in 

order to improve our understanding of the impact of aging on these regions and the effects this 

has on older adult’s ability to engage in goal-directed learning. Based on the findings in younger 

adults, we predict that the hippocampus may be involved in helping the user represent transitions 

between states, while the OFC may play a role in helping the user apply and update state space 

representations. Methods such as MVPA and computational modeling may help develop our 

mechanistic understanding of the representational capacities of the HC and OFC. 

Summary of the Theory 

In the diminished state space theory of human aging, we propose that age-related 

limitations in complex goal-directed behavior may result from an underlying deficit in the 

representation of state spaces of cognitive tasks (see Figure 1). We provide evidence from 

behavioral and cognitive neuroscience studies that support our theory, and we make first steps 

towards potential computational implementations of such deficits. As outlined in the 

introduction, in industrialized high-tech societies there is an increased need for complex learning 

and decision-making abilities. However, these abilities clearly decline with advancing age and 

the societal impact of this decline is potentiated given the demographic changes. To be able to 

counteract the implications of these age-related limitations, we need to understand the underlying 

cognitive, computational and neurobiological mechanisms. Here we propose that diminished 

state space representations might be one source of these deficits. 

The diminished state space theory could be understood as an ‘intermediate’ level theory 

that provides an interface between lower-level deficits in basic cognitive processes and 

interactions with the environment. We think that this is the strength of the theory rather than a 

weakness. In the last decades, several theories have been proposed to explain cognitive aging in 

terms of cognitive primitives, such as working memory (e.g. (Kirasic et al., 1996; Park et al., 

2003), inhibition (Lustig et al., 2007), speed of processing (Salthouse, 2000), or episodic 

memory (e.g., Shing et al., 2010). These theories have been successful in explaining age 

differences in cognition but each of them in a relatively limited domain, in specific tasks, or with 

the additional assumption that the corresponding cognitive process might contribute significantly 

to some higher-level deficit (e.g., complex decision-making, reasoning or cognitive control). 
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Instead of focusing on one of these primitives, we suggest that age-related changes in goal-

directed cognitive behavior result from a deficit on this intermediate level, the representation of 

the state space of a cognitive task. This does not mean that the cognitive primitives do not play a 

role for explaining cognitive aging. Rather, we believe the opposite to be true. We explicitly 

assume that deficits in these cognitive primitives may contribute to impoverished state space 

representations and describe candidate mechanisms on the computational and neurobiological 

level. 

 

Specific predictions of the theory, generalization and pathways for application 

Specific predictions. In the paragraph on the computational mechanisms, we suggest that 

diminished state space representations in older adults may result from the pruning branches of 

the decision tree, from the use of simplified task construals, or from the application of heuristic 

strategies such as successor representation learning. The pruning of branches of the decision 

tree is difficult to assess directly in experimental paradigms, but could be studied indirectly by 

testing memory for state information encoded during learning. Differences in subjective task 

representations (construals) have been investigated in a recent study by Ho et al. (2022) using a 

goal-directed maze navigation paradigm. Using these types of tasks in older adults should reveal 

that deficits in forward planning and navigation in the elderly result from over-simplified task 

construals. Finally, recent work has studied the use of successor representation learning as a 

cognitively less demanding alternative decision strategy (Momennejad et al., 2017). This 

approach could be used in older adults in combination with neural measures of offline replay 

(Momennejad et al., 2018). The hypothesis would be that diminished state spaces in older adults 

reflect the use of successor representation learning and are associated with differences in replay. 

In the paragraph on the computational mechanisms underlying deficits in state space 

representations, we also suggest that an inefficient updating of transition probabilities may be 

one source of impoverished state space representations in older adults. This could be tested 

empirically by comparing neural (EEG or MEG) correlates of state predictions errors (SPE’s) of 

different magnitude in conditions in which SPE’s can or cannot be used for learning. This would 

allow to dissociate age-related deficits in SPE signaling itself from an inappropriate updating of 

state predictions in older adults (see (Nassar et al., 2019)). 
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Generalization to other cognitive domains. One cognitive domain in which older adults show 

consistent deficits is cognitive control. An important aspect of control in the Stroop task or the 

task switching paradigm is to be able to accurately represent the task sets (defined as all 

stimulus–action mappings required to perform a task) and to keep the representation of task sets 

as separate from each other as possible (see (Musslick & Cohen, 2021). In line with the 

diminished state space theory, task set representations diminish with aging, which, in turn, 

should lead to specific impairments in task switching in older adults. That is, based on the 

theory, we predict that a diminished representation of task sets should affect performance on 

switch and repeat trials during task switching (general or global switch costs) whereas it should 

leave the actual process of switching unaffected (specific or local switch costs). This is 

consistent with what is observed empirically in the aging and task switching literature (for a 

meta-analysis see (Wasylyshyn et al., 2011). Future research could try to test the predictions of 

the diminished state space theory in task-switching paradigms by further increasing the load on 

the representation of the state space (e.g., by increasing the number of tasks) or by manipulating 

the local transition probabilities of the task sets. 

The diminished state space theory could also be applied to explain age-related deficits in 

reversal learning or performance on tasks such as the Wisconsin Card Sort Test. Work by 

Hämmerer et al. (2019), suggests that older adults tend to overestimate the likelihood of reversals 

during learning and they interpret their findings as a deficit in building up accurate 

representations of optimal choice behavior (Hämmerer et al., 2019). Viewed through the lens of 

the diminished state space theory, it could be argued that the underlying deficit might be in 

establishing differentiated state representations. Recent data in rats suggests that state 

representations during reversal learning can be decoded from activity of orbitofrontal neurons 

(Bartolo & Averbeck, 2020; Stalnaker et al., 2021). In humans, the work by Schuck and Niv 

(2019) showed similar representations in the OFC, which were associated with task performance 

in a variant of a reversal learning task. Based on the work by Schuck & Niv (2019), the most 

straightforward way to test the diminished state space theory in task switching and reversal 

learning tasks would be to try and decode task sets and attentional states from fMRI data during 

performance of these tasks. Accordingly, these state representations should be less differentiated 
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in older adults and the representational deficits should predict learning and task switching 

performance in the elderly. 

 

Applications. To exemplify potential applications of the theory we come back to the initial 

example of an older adult trying to purchase a train ticket. Apart from the in-person ticket 

counter there are two ways of purchasing a train ticket: At a ticket vending machine or using a 

computer app. Both options are characterized by complex state spaces that are not directly 

observable and have been shown to be a major challenge for older adults (Schreder et al., 2012; 

Sengpiel, 2016). One important feature that distinguishes vending machines from apps is the 

degree to which the device can learn about the preferences and cognitive abilities of their users. 

This in turn determines design recommendations. One obvious way to support model-based 

decision-making in older adults while using these devices would be to reduce overall 

representational load by simplifying the state space (the number of available states and actions). 

Another way could be to foreshadow transitions to subsequent states (menus) or to provide an a 

priori map of the state space. Thereby one could offload the computational cost of having to 

internally represent and update state transitions. Lindenberger & Mayr (2014) suggest that 

environmental cues (such as on a menu of a ticket vending machine) should be compatible 

(functionally related to the goal of the agent) and distinctive (they should not co-activate 

competing actions). Compatibility in multistage decision making would mean that at the start 

state decision trajectories that are in line with the predicted preferences of the agent would be 

made more available. Furthermore, the state space could be adapted such that it matches the task 

construals or simplifying decision strategies of the user. Distinctiveness could mean that state 

transition structures need to be unambiguous and predictable. However, as outlined above, 

surprising outcomes (state transitions or rewards) may trigger learning. Thus, it could be useful 

to consider ways to induce surprising transitions (e.g., to rewarding end states) in order to 

support learning in the agent. The potential applications of the diminished state space theory 

outlined above center on reducing load on state space representations in older adults. However, 

there are two interrelated trade-offs to be considered: (1) in order to maximize learning in older 

adults (and other age groups) it may be important to account for individual cost-benefit 

evaluations and to adjust the decision environment accordingly (see Devine et al., 2021; Ruel, 

Devine, et al., 2021). (2) An over-reliance on environmental support (such as the adaptive 
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algorithms outlined above) may diminish cognitive resources in older adults (see Lindenberger & 

Mayr, 2014). Finally, there are ethical and data security concerns that need to be considered. 

After all, the interest of the transportation company may not align with that of the customer and 

the algorithms underlying such technology should remain transparent to its users. 

Relationship to other theories 

The diminished state space theory ties in with suggestions that older adults rely more on external 

information across several psychological domains. Lindenberger and Mayr (2014) propose that 

this greater reliance on environmental support might be (mal-) adaptive adjustment to deficits in 

the ability to trigger and maintain cognitive representations (Lindenberger & Mayr, 2014). Here 

we provide a first explanatiƒpron for what these representations are and how they might be 

implemented computationally and on a neurobiological level. Future work should try to capture 

differences in the distinctiveness of state space representations across groups (e.g., through 

MVPA) and use this information to predict shifts in decision strategies as well as a greater 

reliance on environmental control. The current theory can be seen as being foreshadowed by past 

work on working with memory (Moscovitch, 1994) in which the author suggests that memory 

performance does not reflect the operation of a single system but depends on the interaction of 

processes within a network of interrelated components including sensory areas, basal ganglia, 

hippocampus and the prefrontal cortex. The diminished state space model also resonates with the 

neuronal gain control theory of human aging, which proposes that less differentiated cognitive 

representations in older adults may result from deficient dopaminergic input to cortical areas (Li 

et al., 2001). However, so far there is no direct evidence for an association between age-related 

decline in the dopamine system and deficits in state space representations in the OFC and 

hippocampus. This should be established in the future. Our theory also seems compatible with 

the proposal that age-related changes in the locus coeruleus (LC) norepinephrine system may 

underlie cognitive decline in older adults (Mather & Harley, 2016). Mather and colleagues 

suggest that the phasic norepinephrine (NE) signals from the LC may shift cognitive 

representations in accordance with arousal levels (Mather et al., 2018). Specifically, 

norepinephrine may modulate cortical excitation and inhibition, which in turn, guides selective 

processing of information during learning. Therefore, age-related degeneration of the LC system 

may result in impairments in selective attention and downstream effects on model-based 
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learning. Although some research shows that older adults have a less reliable attentional filter 

(Dahl et al., 2020), future research should consider this research question using indicators of LC 

function (such as pupillometry and EEG signals) as well as structural (MRI) measures of LC 

integrity to predict age-related changes state space representations. Finally, we would like to 

conjecture that deficits in state space representations may not necessarily imply suboptimal 

learning and decision behavior in older adults. From a resource-rational perspective (Lieder & 

Griffiths, 2020), it could well be that shifts in behavioral strategies with age reflect a boundedly 

optimal adaptation to internal constraints (diminished state space representations) in the elderly 

(Devine et al., 2021; Ruel, Devine, et al., 2021). 
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Abstract  

 

An increasing number of empirical studies suggest that older adults experience difficulties 

engaging in goal-directed decision-making due to their deficits in representing an abstract model 

of the task structure (i.e., state space), including the states, the actions that can be taken at each 

state and the transition structure that connects the states. From a computational perspective, one 

possible explanation for older adults’ deficits in representing state spaces is their reduced 

efficiency in updating their internal model of the state space of the task. In the current study, we 

used a novel paradigm in which younger and older adults made decisions in two conditions 

(reversal learning vs. oddball) that are identical with respect to their perceptual input but differ in 

terms of the relationship between surprise and the need to update the internal representation of 

the task. We were therefore able to examine if older adults differ from younger adults in their 

ability to discriminate between surprising outcomes that can be safely ignored, from those that 

dictate the need to update their internal model. Behavioral results suggest that older adults 

showed greater impairments in the reversal learning condition as compared to the oddball 

condition than younger adults did. Our ERP analyses revealed that in contrast to the younger 

adults, older adults demonstrated reduced updating signals and showed no significant 

relationship between these signals and behavior in the reversal learning condition. We therefore 

propose that older adults’ behavioral difficulties in the reversal learning condition may arise 

from a deficit in discriminating between common and rare outcomes in this condition. In line 

with the diminished state space theory, we find preliminary evidence that older adults’ deficits in 

creating an abstract model of the task, may in part be due to their deficit updating their internal 

model.  

 

 

 

 

 

 

 

 



 78 

Introduction 

The ability to make goal-directed decisions that rely on mental models of the 

environment has been shown to decline during healthy aging (Eppinger et al., 2013; Bolenz et 

al., 2019; Ruel et al., 2022). One recent theory suggests that difficulties in goal-directed 

decision-making arise from an underlying deficit in older adults’ ability to learn and 

represent the state spaces of cognitive tasks (Eppinger et al., 2023). In this theory, a state space is 

defined as an abstract representation of the structure of the task, including the states (stimuli), the 

available actions and the transition structure that connects the different states. From a 

computational perspective, older adults’ representational deficits are hypothesized to stem from 

two, not mutually exclusive, sources: 1) an inaccurate representation of states, actions, or 

transition probabilities or 2) an inefficient updating of these transition probabilities. Thus far, 

behavioral results (Bolenz, et al., 2019; Eppinger et al., 2015; Hämmerer et al., 2019; Ruel et al., 

2022) have been incapable of disambiguating between these two possibilities. Therefore, it 

remains unclear if older adults experience deficits in representing and/or a reduced updating of 

their state space during decision-making.  

 

 Recent work has emphasized the important role that learning processes play when 

making decisions in complex and dynamically changing environments (e.g. D’Acremont & 

Bossaerts, 2016; Nassar et al., 2019). Namely, in volatile environments, where changes from one 

state to another may represent important information about a change in the configuration of the 

task, agents must employ a set of cognitive rules to identify which outcomes are important and 

which ones they can disregard. From a computational standpoint, recent work has demonstrated 

that learning principles based in temporal-difference learning can be leveraged to explain how 

humans (and other biological agents) navigate such stochastic environments (Bolenz et al., 2019; 

Gläscher et al., 2010). From this perspective, agents must dynamically update their 

representation of a task environment based on the states they encounter and the transitions 

between them. Therefore, proper encoding of the transitions between states is a critical 

component to forming a correct representation of the task environment. That is, the degree to 

which state outcomes ought to be encoded depends, critically, on the statistical properties of the 

environment in which they are situated (D’Acremont & Bossaerts, 2016; Nassar et al., 2019). For 

example, in changing environments, surprising outcomes dictate the need to update the internal 
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model of the environment. In contrast, in stable environments with occasional outliers (i.e., 

oddballs), a surprising outcome does not require that the agent update their internal model 

(Nassar et al., 2019).  

Younger adults have been shown to be quite remarkable at assessing when a surprising 

outcome requires them to update their internal model and consequently to either emphasize or 

deemphasize surprising information (Cheadle et al., 2014; d’Acremont and Bossaerts, 2016; 

Nassar et al., 2010; Nassar et al., 2019; Summerfield & Tsetsos, 2015). In contrast, older adults 

may experience greater difficulties identifying outcomes that signal a need to update their 

representations (Samanez-Larkin et al., 2014; Nassar et al., 2016; Weiler et al., 2008). For 

example, several studies have demonstrated that older adults show impaired reversal learning 

(Hämmerer et al., 2019; Weiler et al., 2008) as well as a reduced neural representation of 

prediction errors during feedback-driven reinforcement learning (Eppinger et al., 2013; 

Samanez-Larkin et al., 2014). As prediction errors provide feedback signals that guide 

subsequent updates to the model’s internal representation (Gläscher et al., 2010), age-related 

deficits in computing prediction errors could have a significant impact on internal model 

updating. In line with this, Nassar and colleagues (2016) have shown that age-related deficits in 

the flexible adjustment of transition learning rates might lead to an insufficient (i.e., rigid) 

representation of the environment. Taken together, it seems that while younger adults have the 

ability to efficiently update their internal representation of the task environment based on 

feedback obtained during the task, older adults may experience difficulties identifying when an 

outcome should be learned from, which could contribute to their deficits in representing state 

spaces. 

One method employed by past research to examine how adjustments in individuals learn 

and consequently update their internal model in changing environments is 

electroencephalography (EEG) (see Jepma et al., 2016; Eppinger et al., 2017). Specifically, prior 

work using EEG has revealed that the P3b component of the event-related potential tracks 

learning and changes in learning rates across statistical contexts (Nassar et al., 2019; Wyart, et 

al., 2012). Specifically, the context updating theory (Donchin, 1981) suggests that the P3b, a 

positive stimulus-locked component, seems to reflect brain activity underlying a revision of the 

mental representation (Donchin, 1981; Polich, 2007). That is, even after controlling for the 

degree of surprise, this positive component relates to learning (Fischer & Ullsperger, 2013; 
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Jepma et al., 2018). In contrast, the P3a, originating from stimulus-driven frontal attention 

mechanisms during stimulus processing is thought to be unrelated to updating processes (Polich, 

2007; Squire, 1975). Rather, the P3a has been shown to be generated when a stimulus is 

surprising given the current task representation.  

 

In the current study, we examined if older adults experience difficulties in updating their 

internal model in changing environments by designing a simple paradigm which would allow us 

to dissociate updating and surprise. Specifically, younger and older adults completed a goal-

directed decision-making task in an oddball condition as well as a reversal learning condition. In 

the reversal learning condition, surprising outcomes indicate that the association between actions 

and outcomes have reversed, therefore dictating the need for the participant to update their 

internal model. In contrast, surprising outcomes dictate no change in the environment, and 

therefore no updating is required. In line with the context-updating theory, we predicted that 

reversal trials, but not oddball trials would lead to an increase in participants’ learning rates 

resulting in a larger P3b component, as well as a behavioral adjustment on the immediately 

subsequent trial. Based on the hypothesis that older adults may have deficits in their ability to 

identify surprising outcomes and consequently update their internal model (Eppinger et al., 2013; 

Nassar et al., 2016; Samanez-Larkin et al., 2014), we predicted that older adults would show a 

reduced P3b component in the reversal learning condition in comparison to younger adults. 

 

Method 

Participants  

Thirty-four healthy younger adults and 41 healthy older adults participated in the current 

study. Younger adults were recruited via the participant pool at Concordia University and 

through online advertisements. Older adults were recruited via Concordia University’s 

PERFORM center’s mailing list. We excluded any participant whose data was missing 20% of 

trials or more and who performed at chance (50% correct responses) (younger adults: n= 3, older 

adults: n= 12). For the ERP analyses, all participants had to have at least 28 viable surprise trials 

in each condition. The final sample consisted of 30 younger adults (18-32 years, Mage = 23.16 

years, SD = 3.11years, 12 males) and 29 older adults (60-82 years, Mage = 70.48 years, SD = 
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5.16years, 13 males). All participants gave informed written consent before participating. The 

ethics committees of Concordia University approved the study. Participants received a minimum 

payment of $20.00 CAD and a bonus of up to $12.00CAD based on their performance on the 

task. Eligible younger adults who registered to participate in the study through the Concordia 

Participant Pool could receive 2 credits instead of $20.00 CAD.  

 

 

Stimuli 

Stimuli consisted of 2 differently colored houses and 2 differently colored buses. Original 

images taken from a royalty-free image website (vecteezy.com), modified in the free software 

Inkscape (inkscape.org) and made equally luminescent using the independently developed 

MATLAB SHINE color toolbox (https://github.com/RodDalBen/SHINE_color). The resulting 

stimuli consisted of a blue bus and a red bus, as well as two visually distinct and discriminable 

houses (see Fig 1). All stimuli were presented on a 23.6-inch VIEWPixx/EEG computer screen 

using Psychopy3 software (Peirce & MacAskill, 2018). 

 

Task 

A novel task, with two conditions (oddball and reversal learning) was designed for the 

present study. The paradigm was programmed in Psychopy (Version 3; Pierce et al., 2019).  

 

During the learning phase, participants had to learn the association between houses and 

buses by trial and error. On each trial, participants were first shown a cue, which consisted of one 

of the two houses, presented for 750ms. Following this, participants had to make a choice 

between the two buses (red and blue) by using the “A” and “L” keys on a computer keyboard. 

Buses were randomly counterbalanced to appear on the left or right side of the screen for 750ms. 

After this choice period, participants were presented with a fixation cross with a mean 

presentation time of 700ms and a standard deviation of 200ms. This variable interstimulus 

interval (ISI) reduced the likelihood that participants would anticipate the feedback presentation. 

Finally, during the feedback stage of the task, participants were presented with the house their 

chosen bus ‘traveled’ to (i.e., the house that bus is associated with). Participants were not 

presented with reward feedback per se. Rather, they had to infer the accuracy of their choice 

https://github.com/RodDalBen/SHINE_color
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based on the feedback stimuli they obtained. If participants made the correct bus choice, they 

would see the same (cued) house as feedback. If their choice was incorrect, they were shown the 

house their chosen bus travels to, which was not cued on that trial. If participants failed to make 

a choice between the two buses, they received “Too Slow” as feedback. Similarly, if participants 

pressed a key before the buses were presented, they received “Too Fast” as feedback. All 

feedback stimuli were presented for 750ms. Note that, for older adults, the task included an 

additional practice phase at the start of the task. This practice phase was added to help older 

participants learn the association between houses and buses before starting the practice phase 

with added time pressure. The practice phase ended once participants achieved 80% accuracy. 

 

Once the practice phase was completed, participants started the experimental blocks. In 

the oddball condition, participants experienced one configuration of the task structure with the 

occasional oddball trial type on which the association between the houses and buses would 

switch. In the reversal learning condition, participants experienced one task configuration, until 

an unexpected outcome indicated that the association between houses and buses had reversed. 

Oddball trials and reversal trials (surprising trials) occurred on 20% of trials with a mean of 4 

trials between oddball or reversal trial types (herein referred to as rare trial types) with a 

minimum of 2 trials and a maximum of 7 trials between rare trials. In both conditions, 

participants were not instructed on the occurrence of surprising outcomes, but only in the 

reversal learning condition did a surprising outcome dictate the need to update their internal 

model. Before the start of each block, participants were presented with instructions that 

explained its statistical context (i.e., the oddball or reversal learning context). For oddball blocks, 

participants were told that due to construction, sometimes the buses will swap routes, traveling to 

the opposite house for a single trial. Instructions for reversal learning blocks were similar, but 

participants were instead told that buses would swap routes for several trials in a row instead of 

just one. For both conditions, participants were warned that they would not be instructed when 

the buses would swap their routes. Yet, their goal always remained the same: to get as many 

trials correct. For every correct answer, participants were compensated $0.04 CAD. 
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Figure 1.  A) Schematic representation of the relationship between houses and buses according 

to the task configuration, with the reversal condition illustrated on the left, and oddball condition 

on the right. B) Example trial in the bus task. In this example, the participant would have made 

the correct choice between the two buses during the choice period, and therefore obtains 

feedback that confirms that their choice was correct.  

 

Procedure 

All participants provided written consent to participate in the present study. While the 

experimenter prepared the electroencephalogram (EEG), participants completed a demographic 
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questionnaire. All participants first completed the learning phase, in which they were instructed 

to learn the association between the buses and houses. The learning phase ended once 

participants reached an accuracy of 80% or after a maximum of 36 trials. Participants then 

completed 6 blocks of 60 trials each (3 blocks per condition) for a total of 360 trials (180 per 

condition). Blocks alternated between conditions within participants and block order was 

counterbalanced across participants.  

Data Analysis  

Behavioral data were analysed using the lme4 package (Bates et al. 2014) for R (version 

4.1.3). The EEG analyses were completed in MATLAB (Mathworks Inc. Natick, MA) using 

EEGLAB (Delorme & Makeig, 2004). 

 

Behavioral Data 

To examine our prediction that the reversal learning condition should result in behavioral 

adjustments in the immediately subsequent trial, we examined each trial type separately.  Note 

that rare trials refer to the oddball trial in the oddball condition and to the reversal trials in the 

reversal learning condition. The rare+1 trial types were defined as trials immediately following 

the rare trials in both conditions. All trials in which the task configuration remained unchanged 

are referred to as a common trial type. We therefore ran mixed effects regressions on reaction 

time and accuracy data, with factors condition (oddball vs. reversal learning) and age group 

(younger vs. older adults) for each trial type. All regressions were implemented using the lme4 

package (Bates et al., 2014) in R (R Development Core Team 2010). 

 

EEG Recording and Analysis 

Preprocessing 

EEG was recorded continuously from 64 active Ag/AgCl electrodes embedded in an 

elastic cap, using Brain Vision Recorder (Brain Products GmbH, Gilching, Germany). The 

electrodes were placed according to the international 10-10 system. During the recording, 

electrodes were referenced to the left mastoid and re-referenced offline to the average of the left 

and right mastoids. The EEG signal was first filtered using a band pass filter in the range of 0.01 

and 100 Hz and was digitized with a sampling rate of 1000 Hz. The ground electrode was placed 
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at the center of the forehead at Fpz. Electrode impedances were kept below 25 kOhm during 

recording. 

 

For statistical analysis, data were resampled to 500 Hz and filtered using a band-pass 

filter of 0.5-20Hz. Next, bad channels were linearly interpolated, data was epoched and artifacts 

such as large muscle movements and large blinks were rejected by visual inspection. Visual 

rejection therefore resulted in 4.05% of trials being rejected for younger adults and 4.34 % for 

older adults. Data were epoched (-1 to 2s) surrounding the feedback phase and run through an 

independent component analysis (ICA) for further artifact rejection. Blinks, lateral eye 

movements and muscle components were identified in the ICA output and removed from the 

data. Finally, any trials on which participants failed to make a choice were removed from both 

the behavioral and EEG data. 

 

ERP analysis  

The 3s epochs were epoched (-200 to 1000ms) around the feedback stimuli presentation, 

where 0 corresponds to the feedback stimuli onset. These epochs were baseline corrected by 

subtracting the average activity within the first 200ms pre-stimulus activity from the entire epoch 

length. To ensure all condition and trial type averages had the same number of trials, we used the 

same subset of common trials as used for behavioral analyses which resulted in an average of 30 

trials per type (common, rare and rare+1) for analysis.  

 

 Stimulus-locked ERPs at the feedback stage. We analysed two ERPs at the feedback stage 

of the task: the P300a (P3a) and the P300b (P3b). Due to known age-related differences in the 

latency of these components (see Pontifex, Hillman & Polich, 2009), the exact times selected for 

younger and older adults differ slightly. Nevertheless, for both age groups, component latencies 

were chosen based on the peak latencies, around which we built a 100ms time window for the 

analysis of the P3a and a 200ms time window for the analysis of the P3b. The P3a was measured 

as the mean amplitude in a 290-390 ms time window after stimulus onset for younger adults and 

in a 300-400 ms time window for older adults. Finally, the P3b was measured as the mean 

amplitude in a 400-600 ms time window after onset for younger adults, and in a 450-650 ms time 

window for older adults. 



 86 

Each component was analysed at the electrode that showed the largest effects based on 

inspection of the topographical plots (see figures 3 & 4). Specifically, we analysed the P3a at Cz 

and the P3b at Pz.  

 

Correlation analysis  

We investigated the relationship between behavioral and electrophysiological measures 

for each age group by calculating Pearson correlation coefficients. To do so, we computed 

amplitude difference values for the P3a and P3b in each condition (P3adiff_OB, P3adiff_RV, 

P3bdiff_OB, P3bdiff_RV). In line with our prediction that participants would exhibit behavioral 

adjustments following rare trial type in the reversal learning condition only, we focused on 

participants’ performance on rare+1 trial type in each condition (acc_OB, acc_RV). Note a 

Bonferroni correction for multiple comparisons was applied, adjusted p-values are reported in 

the results.  

 

Results  

Behavioral Results 

 Overall, younger adults were more accurate (B = 0.048, SE=0.015, p= 0.002) as well as 

faster (B=-0.044, SE=0.016, p= 0.009) than older adults. 

 

 Common trial type. 

Reaction times. Results of the mixed effects regression on common trial type reaction 

times revealed main effects of age (B= -0.065, SE=0.019, p=0.001), as well as a significant 

interaction between condition and age group (B= -0.012, SE=0.004, p=0.002). To analyse the 

interaction effect, we ran separate analyses for the two age groups. While younger adults showed 

no difference in reaction times across conditions (B=-0.001, SE=0.006, p=0.842), older adults 

were significantly slower in the reversal learning condition (B=0.019, SE=0.005, p < 0.001). 

Accuracy. The same analysis on common trial type accuracy data revealed main effects 

of age (B=0.061, SE=0.023, p=0.017) and condition (B=-0.095, SE=0.010, p <0.001) as well as 

an interaction between condition and age group (B= 0.049, SE= 0.011, p<0.001). This analysis 

revealed that older adults were less accurate than the younger adults in the reversal learning 
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condition (B=0.099, SE=0.037, p=0.009). In contrast, we found no difference across age groups 

for the oddball condition (B=0.033, SE=0.022, p=0.140).  

Together, in the oddball condition, older adults were significantly slower but did not 

differ from younger adults in their accuracy. In contrast, in the reversal learning condition, in 

comparison to younger adults, older adults were slower and less accurate.  

 

 Rare trial type.  

Reaction times. Results of the mixed effects regression on rare trial type reaction times 

revealed a main effect of age group (B= -0.060, SE = 0.019, p = 0.002) and an interaction 

between condition and age group (B= -0.007, SE = 0.004, p=0.038). To analyse this interaction, 

we performed separate analyses for the two age groups. Similar to the common trial type results, 

younger adults showed no difference in reaction times across conditions (B=-0.004, SE=0.006, 

p=0.479), while older adults were significantly slower in the reversal learning condition 

(B=0.011, SE=0.005, p=0.017).  

Accuracy. Results from our accuracy analysis revealed a main effect of condition (B= 

0.089, SE= 0.011, p< 0.001) showing that both age groups were more accurate in the reversal 

learning condition. We also found a trending interaction between condition and age group (B= -

0.021, SE=0.011, p= 0.051). Performing analyses separately by condition revealed no significant 

difference in accuracy between age groups in the oddball condition (B= -0.022, SE=0.029, p= 

0.442).  Yet in the reversal learning condition, older adults were more accurate than younger 

adults (B=-0.065, SE=0.035, p=0.073).  

Taken together, the analysis of rare trial types reveals that both age groups were more 

accurate in the reversal condition.  

 

 Rare+1 trial type. 

Reaction times. Results from the mixed effects regression on rare+1 trial type reaction 

times revealed a main effect of age (B= -0.065, SE=0.019, p= 0.001) as well as a main effect of 

condition (B= -0.013, SE=0.004, p< 0.001), demonstrating that older adults were significantly 

slower than younger adults, and that participants had faster reaction times in the reversal learning 

condition. However, contrary to our prediction, we found no significant condition by age 

interaction on reaction times (p=0.156).  
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Accuracy. Results from the accuracy analysis revealed that older adults were less 

accurate than younger adults (B=0.083, SE=0.031, p=0.009) and that both age groups were 

significantly less accurate in the reversal learning condition than in the oddball condition (B=-

0.063, SE=0.012, p<0.001). In line with the reaction time analysis, we found no condition by age 

group interaction. 

Together, results of the analyses on rare+1 trial type suggest that both age groups were 

less accurate but faster in the reversal condition as compared to the oddball condition.  

 

 Overall, our behavioral results reveal that age differences were more pronounced in the 

reversal learning condition as compared to the oddball condition. In the reversal learning 

condition, older adults demonstrated slower and less accurate responses than younger adults did 

in this condition. In contrast, in the oddball condition, older adults were slower, but just as 

accurate as younger adults in both the common and rare trial types. 

 

 

 

 

 

 

 

 

 

 

A) Common trial type 
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ERP results  

Stimulus-locked ERPs at the feedback stage 

P300a component. The analysis of the P300a component at Cz revealed main effects of 

condition (B=0.546, SE=0.215, p=0.012), trial type (B=-0.519, SE=0.215, p=0.017) and age 

group (B=1.129, SE=0.218, p< 0.001). In contrast to our prediction, we found no significant 

condition by trial type interaction. However, we found a trending trial type by age interaction 

(B=-0.371, SE=0.215, p=0.08). Follow-up analyses showed a larger P3a for rare compared to the 

Figure. 2. Behavioral results (reaction times and accuracy) for both conditions across both age 

groups for the A) common trial type, B) rare trial type and C) rare +1 trial type. The reversal 

condition is reflected in blue bars, while the oddball condition is in yellow.  

 

B) 

C) 

Rare trial type 

Rare +1 trial type 
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common trial type in younger adults (B=-0.890, SE=0.218, p<0.001). In contrast, older adults 

show no difference in the P3a for the two trial types (B=-0.148, SE= 0.117, p=0.210).  

 

 

 

 

 

 

 

  

 

 

 

 

 

 

Figure 3. Top: ERPs elicited by feedback stimuli at electrode Cz, displayed separately for the 

oddball condition (blue) and reversal learning condition (red), as well as the common trial type 

(solid lines), and rare trial type (dashed lines) for both younger A) and older adults B). Bottom: 

topographical map displays of the difference between common and rare trials for younger and 

older adults.  

 

 

P300b. The analysis of the P3b at Pz revealed main effects of trial type (B=-0.198, SE=0.039, p< 

0.001) and age group (B=0.261, SE=0.040, p<0.001), but no significant condition by trial type 

interaction. However, we did find a significant interaction between trial type and age group (B=-

0.114, SE=0.039, p=0.004). As displayed in figure 4, younger adults showed a larger P3b in 

response to rare as compared to common trial types (B= -0.312, SE=0.036, p<0.001) than older 

adults did (B=-0.083, SE=0.021, p<0.001).  

 

 

A) B) 
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Figure 4. Top: ERPs elicited by feedback stimuli at electrode Pz, displayed separately for the 

oddball condition (blue) and reversal learning condition (red), as well as the common trial type 

(solid lines), and rare trial type (dashed lines) for both younger A) and older adults B). Bottom: 

topographical map displays of the difference between common and rare trial types for younger 

and older adults.  

 

ERP-behavior correlations 

To investigate relationships between the behavioral and electrophysiological data across 

individuals, we ran Pearson correlation analyses. As shown in figure 6A, using difference values 

for the effect of trial type (rare-common) for the P3a component, we found a significant positive 

correlation between younger adults’ accuracy on the rare+1 trial type and the P3a amplitude 

difference between common and rare trial types in the reversal learning condition (r=0.497, 

p=0.028). In contrast, we found no such correlation between behavior and the P3a amplitude in 

the reversal condition for the older adults (r=-0.093, p=1.000). For the oddball condition, we 

found no correlation between P3a trial differences and behavior for younger adults (r =-0.117, 

p=1.000), but found a trending negative correlation for the older adults (r=-0.450, p=0.076). 

Follow up analyses revealed that younger adults’ correlation between the P3a and behavior 

significantly differed from the same correlation in older adults (z = 2.174, p=0.029).  In contrast, 

B) A) 
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younger and older adults’ correlations between the P3a and behavior did not significantly differ 

for the oddball condition (z= 1.330, p=0.184) (see Fig 6C). 

For the P3b component we calculated the same trial type difference values (rare-

common). Examining the correlations between these P3b differences values and behavior on the 

rare+1 trial type revealed a significant positive correlation for younger adults in the reversal 

learning condition (r=0.412, p=0.116). In comparison, we found no significant correlation 

between the P3b and behavior in the reversal condition for older adults (r=0.182, p=1.00) (see 

Fig 6B). Follow up analyses revealed that correlations did not differ significantly between age 

groups (z = 0.719, p=0.472). Finally, we found no significant correlations between P3b 

differences values and behavior in the oddball condition (younger adults: r=-0.216, p=1.000; 

older adults: r=-0.229, p=1.000) (see Fig 6D). 

 

Together, our correlation analyses reveal that younger adults show a positive relationship 

between trial difference values for the P3a and performance on the rare+1 trial type in the 

reversal learning condition only. In contrast, older adults show no relationship between the P3a 

or P3b and subsequent behavior in the reversal learning condition. Nevertheless, older adults 

showed a trending negative relationship between their P3a and performance in the oddball 

condition, revealing that older adults with a smaller difference across trial types in their P3a 

amplitude showed better performance in the oddball condition. We found no other significant 

relationships between either component and performance on rare+1 in the oddball condition. 
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Figure 5. Scatterplots of correlations between average accuracy on the rare+1 trial type and 

average P3a or P3b trial difference (rare-common) at the participant level for both the reversal 

learning condition (top) and oddball condition (bottom). A) Correlation between average 

accuracy on the rare+1 trial type and P3a component trial difference value in the reversal 

learning condition. B) Correlation between average accuracy on the rare+1 trial type and P3b 

component trial difference value in the reversal learning condition. Bottom: Scatterplot of 

correlations for the oddball condition. C) Correlation between the accuracy on the rare+1 trial 

type and P3a component trial difference value (rare-common) in the oddball condition. D) 

Correlation between the accuracy on the rare+1 trial type and P3b component trial difference 

value (rare-common) in the oddball condition. For all plots, younger adult data is in orange, and 

older adults in green.  
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Discussion 

During healthy aging, the ability to make goal-directed decisions that rely on an internal 

model of the environment, has been shown to decline (Bolenz et al., 2019; Eppinger et al., 2013; 

Ruel et al., 2022). Recent theoretical work suggests that these deficits arise from older adults’ 

underlying difficulty to learn and represent the state spaces of cognitive tasks (Eppinger et al., 

2023). From a computational (reinforcement learning, RL) perspective, older adults’ state space 

representation deficits could be a result of two different processes: 1) an inaccurate 

representation of states, actions, or transition probabilities or 2) an inefficient updating of these 

transitions. While both explanations are consistent with what has been shown behaviorally 

(Bolenz, et al., 2019; Eppinger et al., 2015; Hämmerer et al., 2019; Ruel et al., 2022), in the 

current study, we designed a novel paradigm to specifically test the latter explanation; inefficient 

updating. 

 

In a novel paradigm, younger and older adults completed a decision-making task under 

two conditions: a reversal learning condition and an oddball condition. While the conditions 

differed in terms of their updating requirements following surprising outcomes, they were made 

identical with respect to their perceptual input. Therefore, participants had to recognise 

surprising outcomes in both conditions, but only update their internal representation following 

surprising outcomes in the reversal learning condition. Note that we refer to oddball trials in the 

oddball condition and to the reversal trials in the reversal learning condition as belonging to the 

rare trial type. The rare+1 trial type was consequently defined as trials immediately following the 

rare trials in each condition. Finally, the common trial type included all other trials. 

 

Behavioral results revealed that both age groups showed reduced accuracy in the reversal 

learning condition as compared to the oddball condition. However, in line with past results 

(Hämmerer et al., 2019; Weiler et al., 2008), we found that older adults showed greater deficits 

in the reversal learning condition in comparison to younger adults. Specifically, older adults 

demonstrated marked slowing and error rates on common, versus rare trial types. Yet, they 

remained, overall, slower than young adults on the rare trial type. Taken together, in line with 

past findings by Hämmerer et al., (2019), these findings may reflect that older adults were 

overestimating the probability of reversals. Alternatively, this finding may reflect age differences 
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in choice randomness. Both these explanations may be manifesting in generally more stochastic 

responding, which, in the context of the current task, may explain older adults’ apparent boosts 

in rare trial type performance. Future computational work should be used to disambiguate 

between these two possibilities. As predicted, age differences were less pronounced in the 

oddball condition (see figure 2). That is, although older adults’ reaction times were significantly 

slower than that of younger adults, accuracy in the oddball condition did not differ between age 

groups. 

Together, our behavioral results suggest that older adults showed greater impairments in 

the reversal learning condition compared to the oddball condition than younger adults did. Yet, 

reversals do not seem to have significantly affected the performance of either age group.  

 

To investigate the neural dynamics underlying age-related changes in the ability to update 

the internal model of the environment following surprising outcomes, we examined EEG 

responses to outcome stimuli on rare trial types in comparison to common trial types in both 

conditions. Specifically, we focused on two ERP components that have been shown to reflect 

updating of internal models in response to surprising outcomes during cognitive tasks: the P3a, 

P3b.  

In line with our predictions, we found a larger P3a component in the reversal learning 

condition as compared to the oddball condition as well as a larger P3a response to rare outcomes 

in comparison to common outcomes for younger adults. In contrast, older adults showed no 

significant difference in their P3a response across common and rare trial types but maintained a 

larger P3a component in the reversal learning condition. These findings indicate that younger 

adults were able to differentiate between common and rare trial types in both conditions (Polich 

2007; Menon et al., 1997). In contrast, older adults showed no differentiation between common 

and rare trial types, suggesting that for the older age group, rare trials did not elicit a larger 

neural P3a response than common trials did. Consequently, we propose that older adults may not 

have experienced the rare trial type as surprising. 

In contrast to our prediction that the P3b would be larger in the reversal learning 

condition compared to the oddball condition, reflecting internal model updating in this condition 

(Donchin, 1981; Donchin & Coles, 1988; Polich, 2007), we found no significant difference in the 

P3b component between conditions. Yet, both age groups showed a larger P3b response to rare 
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as opposed to common outcomes. Further, a significant interaction between trial type and age 

group revealed that younger adults showed a larger difference in P3b response between common 

and rare trial types, whereas older adults exhibited more similar (albeit, nevertheless significantly 

different) responses across trial type. This finding indicates that both age groups had a 

differentiated representation of common and rare trial types, with younger adults showing a more 

differentiated representation than older adults.  

 

To better understand the significance of our ERP findings and their relationship to 

behavior on subsequent trials in each condition, we ran correlations between trial difference 

waves (rare-common) and accuracy on the rare+1 trial type. We found that the difference waves 

for the P3a related to younger adults’ performance on subsequent (rare+1) trials, but only in the 

reversal learning condition. Specifically, younger adults who showed a larger differentiation 

between common and rare trials in the P3a component in the reversal learning condition also 

showed better performance on rare+1 trials in this condition. Therefore, performance following 

reversals may be related to younger adults’ ability to discriminate between common and rare 

outcomes.  

Interestingly, this finding is in line with results from a study by Nassar et al., (2019). In their 

study, they find no significant difference in the P300 component elicited in an oddball condition 

and changepoint condition (in which the structure of the task changes following surprising 

outcomes but creates a new structure every time). Nevertheless, Nassar et al., (2019) find a 

relationship between the amplitude of the P3 and learning. In their changepoint condition, larger 

P300 responses predicted increased learning. In contrast, in the oddball condition, larger P300 

responses predicted reduced learning. In contrast to the younger adults, we found no significant 

relationship between P3a or P3b difference values and behavior in the reversal learning condition 

for older adults. This pattern of results suggests that older adults’ behavioral difficulties in the 

reversal learning condition may arise from a deficit in discriminating between common and rare 

outcomes.  

 

To summarize, we provide preliminary evidence that older adults have deficits in 

updating their internal representation during goal-directed reversal learning. However, in contrast 

to our prediction that internal model updating should be accompanied by a larger P3b, we found 
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no consistent increase in the P3b in a reversal learning condition. Instead, we found that the 

ability to differentiate common and rare outcomes during reversal learning is related to better 

performance on subsequent trials in younger but not older adults. Therefore, we suggest that the 

P3a may be involved in updating but does so by mediating the subjective response to surprise, 

which in turn affects behavior. We therefore suggest that older adults’ deficits in discriminating 

between surprising outcomes that can be safely ignored, from those that must be used to update 

their internal model may explain their behavioral deficits during reversal learning.  

One alternate explanation however remains. That is that older adults could be 

demonstrating a shift in their strategy, towards one in which they expect reversals or instability 

in the environment more, as a baseline, relative to younger adults. Older adults could therefore 

have had an accurate representation of the task, but simply were expecting reversals to occur 

more frequently, leading to the current pattern of behavior. This possibility should be examined 

in future research. 

Although confirming this finding requires future studies to examine these effects using 

additional computational and neurological methods, we nevertheless suggest that in line with the 

diminished state space theory of cognitive aging (Eppinger et al., 2023), age-related deficits in 

the updating of state spaces and provide a starting point for future research. Future studies could 

adopt a single-trial regression approach to better examine the relationship between the P3b and 

behavioral adjustments or opt for an analysis technique that is not restricted in time, such as 

time-frequency analyses (Blanco et al., 1995).  
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CHAPTER 5: GENERAL DISCUSSION 

 

The overarching goal of this dissertation was to (1) explore the mechanisms underlying 

age-related changes in decision-making and (2) to develop a theoretical framework that 

characterizes these changes. In the following sections, I outline the main findings from the two 

empirical studies (chapters 2 & 4) and summarize the theoretical paper (chapter 3). Additionally, 

I discuss the main contributions of each chapter. Finally, I discuss the implications and 

limitations of this work and suggest potential future directions.  

 

Summary and contributions of main findings  

Chapter 2 

Summary. In chapter 2 (empirical study 1), I examined if older adults would 

demonstrate a greater contribution of model-based decision-making when the demands on 

representing the task environment were reduced. To do so, I developed a modified version of a 

Markov two-step task in which I manipulated the demands on representing the transition 

probabilities linking the first and second stages of the task. By using a combined 

electrophysiological (EEG) and computational (RL) approach, I found that younger, but not 

older adults benefited from more differentiated transition probabilities. Specifically, results of a 

modified hybrid computational RL model revealed that in contrast to younger adults, older adults 

were less able to accurately represent the transition probabilities, and therefore failed to predict 

the value of the upcoming choice options. Neural (EEG) analyses corroborated past work 

showing that the P300 component covaried with the degree to which participants update their 

representation in the probabilistic transition structure (Eppinger et al., 2017). Importantly, using 

a single trial EEG regression approach (see Fischer & Ullsperger, 2013), I found that younger 

adults’ P300 component related to their ability to represent the relationship between their choice 

and the value of the resulting choice options. In contrast, older adults’ data showed no such 

relationship.  This pattern of results suggests that older adults may experience difficulties in 

predicting the value of upcoming choice options, which may be a downstream consequence of 

their diminished representations of the task structure. Interestingly, the same single-trial EEG 
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regression analysis examining the FRN/RewP and trial-by-trial rewards prediction errors (RPEs) 

demonstrated that both age groups showed intact reward processing. That is, both younger and 

older adults had a distinct representation of rewarded and unrewarded outcomes which, in turn 

was related to their trial-by-trial RPEs.   

Taken together, older adults appear to have specific deficits in representing the 

probabilistic transition structure of decision-making tasks and in predicting the value of 

upcoming choice options. Therefore, in line with previous work, I suggest that age-related 

changes in decision-making may be due to impairments in the representation of task 

environments. 

 

Contributions. One of the major contributions of the first empirical paper (see chapter 2), is 

its use of a single trial EEG regression approach (Fischer & Ullsperger, 2013). By applying a 

single trial EEG regression analysis (based on Fischer & Ullsperger, 2013), I was able to 

examine latent processes that I would not have been able to directly examine otherwise. 

Specifically, these multiple robust regression analyses allowed me to examine trial-by-trial 

correlations between ERP components (P300 and FRN/RewP) and time-varying parameters 

extracted from a computational RL model (i.e., prediction errors). This is the first study that 

directly examined previous predictions that the P300 covaries with value prediction errors 

(VPEs) while the FRN/RewP covaries with reward prediction errors (RPEs). Consequently, this 

analysis allowed me to provide novel evidence that older adults experience specific deficits with 

transition structures during decision-making, while their ability to adjust their behavior as a 

function of reward feedback remains intact. 

Based on the importance and novelty of the findings described above, a related contribution 

of this paper is the role it played in developing the diminished state space theory (theoretical 

paper presented in chapter 3). Alongside several other empirical findings, results from this study 

helped provide a strong argument that age-related impairments in model-based decision-making 

result from deficits in the representation of state spaces. 
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Chapter 3 

Summary. In chapter 3 (theoretical paper), I propose the diminished state space theory of 

human aging which relies on findings from the first empirical paper, as well as several other 

critical findings on the age-related changes in decision-making. 

The main argument in this theoretical paper is that older adults’ difficulties engaging in 

goal-directed decision-making can be explained by an underlying deficit in the representation of 

state spaces of cognitive tasks. A state space, in this theory, is defined as the abstract 

representation of the structure of the task which includes 1) the decision options (stimuli) that are 

available in a given cognitive task, 2) the contingencies between the options and the 

corresponding actions and 3) the outcomes that follow these actions (see Wilson et al., 2014). In 

the paper, we present empirical, computational, and neurobiological evidence to support this 

argument.  

In the literature review section of the paper, we provide evidence that older adults seem 

to have hard limits in their ability to engage in model-based learning which relies on the creation 

and maintenance of an abstract representation the task structure. For example, even when 

additional incentives are provided (Bolenz et al., 2019) or when representational demands are 

reduced (Ruel et al., 2022; see chapter 2), older adults still show difficulties engaging in model-

based decision-making. From a computational standpoint, we propose two non-mutually 

exclusive mechanisms to explain older adults’ deficits in state space representations. First, older 

adults may have simplified representations of the state space. By simplifying the rules that link 

one state to the next, or by pruning part of the state space, older adults may end up with an 

inaccurate representation. Second, they may struggle to update the transition probabilities based 

on feedback obtained during decision-making. Finally, from a neurobiological perspective, 

deficits in the representation and updating of state spaces seem to be (at least in part) explained 

by the functional decline of the hippocampus and orbitofrontal cortex (OFC), respectively.  

Together, the proposed diminished state space (DSS) theory is shown to explain age-

related changes in decision-making and more broadly, may extend to cognitive control.  

 

Contributions. The main contribution of the diminished state space (DSS) theory is its 

success in synthesizing a large body of work that had yet to be expressed in a single theory. 

Although several research groups around the world have directly or indirectly suggested that 
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older adults may have deficits representing abstract task structures (see Chan et al., 2021; 

Hämmerer et al., 2019; Nassar et al., 2016; Rmus et al., 2019), this theory provides the field with 

a concise description of what we know about older adults’ deficits and sets the tone for future 

work in cognitive aging. Future work should examine our proposed computational mechanisms 

and neurobiological predictions. Specific implementations are proposed in the future directions 

section below. 

Chapter 4 

Summary. One of the major benefits of model-based decision-making is its flexibility in 

changing environments. Yet, these changes need to be incorporated in the internal representation 

of the task. Therefore, in chapter 4 (study 2), I examined one of two computational explanations 

proposed in the diminished state space theory regarding older adults’ representational deficits: 

difficulties updating their internal representation. 

By designing a simple paradigm which allowed me to dissociate updating from surprise, I 

examined if older adults differ from younger adults in their ability to discriminate between 

outcomes that must be used to update their internal model (i.e., reversals) from those that can be 

safely ignored (i.e., oddballs).  In one condition (reversal learning condition), a surprising 

outcome indicated that the transition structure of the task has changed, and therefore dictated the 

need to update the internal model. In contrast, in the oddball condition, surprising outcomes, 

which were perceptually identical to those in the reversal condition, could be safely ignored. Our 

behavioral results revealed that older adults show greater behavioral deficits in the reversal 

learning condition as compared to younger adults. However, in contrast to our predictions, we 

found no difference in the P3b across conditions for either age group.  Nevertheless, we did find 

that the P3a systematically related to better performance on trials immediately after reversals in 

the reversal learning condition for younger, but not older adults. We interpret these findings in 

line with previous work by Nassar et al. (2019) which demonstrates that the P300 reflects the 

need to increase or decrease learning based on the statistical context. That is, we suggest that 

older adults’ behavioral deficits during reversal learning may be explained by their difficulties in 

discriminating between surprising outcomes that necessitate an update to the internal model, 

from those that do not.  
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Overall, we provide preliminary evidence that older adults experience difficulty in 

correctly identifying and learning from surprising outcomes in changing environments. In line 

with the diminished state space theory of human aging, we therefore propose that older adults 

have difficulty updating their internal model during decision-making. 

 

Contributions. One main contribution of this theoretical paper is its experimental design 

which was simplified in order to focus on updating processes. That is, in line with the DSS 

theory suggesting that additional states, actions and transitions between states may exacerbate 

older adults’ difficulty to represent the whole state space, I reduced the complexity of the task to 

include only two deterministic transitions between two states. This simple design therefore 

allowed me to test for age-related differences in updating in a task that had been stripped of 

additional factors which could make updating more difficult (i.e., additional states and/or 

probabilistic transitions). 

Another benefit of designing a simple paradigm is the ease with which it can be modified 

in order to answer additional research questions. For instance, by making the state space more 

complex (i.e., by adding more states, actions, or transitions), the same design could be used to 

examine if manipulating the size of state space significantly affects older adults’ ability to update 

their internal model. In line with the diminished state space theory, I would predict that older 

adults’ deficits in updating would be further enhanced in a large space as compared to a small 

space condition. Alternatively, the volatility of the environment could be increased, by 

decreasing the number of trials between reversals. Similar to increasing the size of the state 

space, I would predict that increasing the volatility would lead to more pronounced deficits in 

older adults.  Finally, the task could be used to examine updating processes in children who have 

been suggested to experience similar difficulties with updating (Decker et al., 2016; Potter et al., 

2017; Smid et al., 2020).  

 

Implications 

A major implication of the research described in this dissertation is its relevance in real world 

situations. As western societies become increasingly reliant on technology, understanding why 

current designs remain barriers for older adults is of paramount importance. Decades of research 
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have and continue to determine how we can modify current technology to help older adults who 

experience age-related sensory and cognitive decline (Di Giacomo et al., 2019; Gitlow, 2014; 

Tyler, De George-Walker & Simic, 2020). However, there is an additional underlying deficit that 

must also be considered: older adults’ difficulties in learning and making decisions within the 

hierarchical information structures (i.e., menus) inherent to most modern technologies (Ziefle & 

Bay, 2004; 2006). The current dissertation takes a step towards understanding these deficits by 

demonstrating that older adults experience marked difficulties representing the state space of 

cognitive tasks which can be thought of as conceptually comparable to the hierarchical menu 

structure used in many technologies.  

In addition to identifying that older adults’ representational deficits may explain difficulties 

engaging with technology in the real world, we propose two solutions that may help circumvent 

these difficulties.  

First, possibly the simplest solution, is to provide technology users a map of the state space 

(i.e., a map of the menu structure). Past findings have demonstrated that external prompts for 

action or environmental support help older adults’ performance (Mayr, Spieler & Hutcheon, 

2015). A map could significantly help older adults’ decision-making by allowing them to offload 

some of the computational costs associated with representing the state transitions to an external 

aid. Although there is significant evidence showing that when external support is removed, older 

adults show noticeable performance deficits, there is also some evidence that external support 

may even benefit older adults once the source of information is removed (Lindenberger & Mayr, 

2014). For instance, in the last block of a paradigm in which environmental sources of 

information are initially present and removed over time, older adults’ accuracies remain very 

high (Lindenberger & Mayr, 2014). Although future research will need to investigate the features 

that are most helpful to older adults, there is preliminary evidence that including the agent’s 

current location in a map may also be beneficial. According to previous research from the field 

of interface design, maps that reflect the user’s current location relative to other submenus may 

significantly improve older adults’ ease in using complex devices (Zeifle & Bay, 2006). 

Lindenberger and Mayr (2014), provide additional recommendations, suggesting that external 

cues should be compatible (i.e., in line with the user’s goal) and distinctive (i.e., each cue should 

suggest only one action). 
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Second, simplifying the state space by reducing the number of available states and actions 

may significantly help older adults who have difficulties representing them. Reducing the 

complexity of the state space by reducing the planning depth, may help older adults engage in 

more complex decision-making strategies. While this solution remains more speculative, in the 

DSS paper (see chapter 3), we allude to a computational explanation which suggests that older 

adults may naturally try to simplify complex state spaces.  Therefore, by starting out with 

simpler state spaces, we may see that older adults experience less difficulty in accurately 

representing all states, actions and transitions that comprise them. 

 

A second implication of the current dissertation pertains to its applicability to clinical 

research. While some work has begun to investigate the impact of clinical aging on decision-

making, much work remains to develop a clear understanding of the cognitive deficits that 

accompany conditions such as mild cognitive impairment (MCI) and Alzheimer’s disease. For 

instance, past work has shown that, similar to healthy aging adults, Alzheimer patients 

experience difficulties with reversal learning (Freedman & Oscar-Berman, 1989). Further, 

Parkinson’s patients have been shown to have deficits in goal-directed decision-making, while 

their habitual decision-making remains intact.  Therefore, by providing a clearer description of 

the impact of healthy aging on decision-making, we can begin to better quantify the effects of 

clinical aging on decision-making. Further, by understanding the degree to which specific 

decision-making abilities are affected in healthy aging, and the mechanism by which these 

deficits arise, we may be able to help identify the progression of different clinical disorders. This, 

in turn, could help earlier detection and potential treatment. For example, recent work by Ahmed 

et al., (2022), has demonstrated that we may be able to disentangle frontotemporal dementia 

(FTD) from Alzheimer’s (AZ) disease using a reversal paradigm. They found that the AZ group 

demonstrated significantly greater deficits in stimulus-association learning than the FTD group, 

therefore suggesting that such paradigms may help discriminate between two similar diagnoses 

and help inform treatment plans. Similarly, in a review paper, Santos de Siquiera et al., (2017) 

demonstrate that both probable Alzheimer’s patients and individuals with MCI experienced 

impairments in decision-making in ambiguous and risky contexts. However, Alzheimer’s 

patients showed stronger impairments.  
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Thus, while the work in the current dissertation does not directly examine clinical 

populations, these findings may nevertheless help advance clinical research. 

 

Limitations 

One main limitation of the present dissertation is the small sample sizes used in both 

empirical studies. That is, the sample sizes used do not allow for the assessment of factors that 

may lead to inter-individual differences in decision-making.  

For instance, several psychiatric, psychological, or neurological conditions such as 

schizophrenia (Culbreth et al., 2016), depression (Heller et al., 2018), anxiety (Bishop & Gagne, 

2018) and gambling disorder (Wyckmans et al., 2019), as well as aging disorders such as mild 

cognitive impairment (MCI; Zamarian, Weiss & Delazer, 2011), have been shown to impact 

decision-making processes including model-based learning. In comparison to healthy older 

adults, individuals with MCI have been shown to experience greater difficulties in learning from 

feedback and adapting to changes in the decision-making environment (Zamarian, Weiss & 

Delazer, 2011), abilities that were required and closely examined in the empirical studies 

reported in this dissertation.  Therefore, if any of the older adults included in the final samples 

were diagnosed or had MCI symptoms, it may have led to larger differences between them and 

the younger adults; leading to the false conclusion that healthy older adults have larger deficits 

than they actually do.  

Although I took precautions to ensure that all participants included in both empirical 

studies were free of any psychological or neurological condition that could impact their 

performance, participants were not clinically evaluated for these conditions. Therefore, since 

many individuals remain undiagnosed or fail to report their diagnosis (see Pelletier et al., 2017), 

there is a possibility that a few participants may have diagnoses that could have affected their 

performance. There is also evidence that sub-clinical traits can result in changes in decision-

making. For instance, impulsivity (Raio, Konova & Otto, 2020), and even transient changes in 

factors such as stress (see Otto et al., 2013; Schwabe & Wolf, 2011), can shift decision control 

away from model-based learning. As the studies in this dissertation did not account for 

individual differences in stress and impulsivity, these factors may also be playing a small role in 

the reported findings.  
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Ultimately, the studies included in this dissertation do not assess the potential clinical and 

sub-clinical conditions and traits that have previously been shown to impact the engagement in 

model-based decision-making. Rather, they focus on examining and explaining the general 

changes that occur with (reported) healthy aging. Nevertheless, considering these individual 

differences, the current findings should be replicated as we continue to investigate age-related 

changes in decision-making.  

As such, I am currently working in collaboration with Dr. Moritz Koester from 

Universität Regensburg, and Mirjam Marx from the Freie Universität Berlin to run a replication 

of the empirical study described in chapter 4. By doing so, I aim to examine the validity of the 

findings, as well as potentially beginning to examine some of the traits that may lead to 

individual differences in younger as well as older adults’ abilities. 

 

 A second limitation of the present dissertation pertains to the methodological approach. 

In both empirical studies, I used event-related potentials (ERPs) as a primary method to 

investigate the neural mechanisms behind age-related changes in decision-making. However, 

there is one considerable limitation of ERP analyses. As suggested by its name, ERP analyses are 

restricted to examining event-related activity, and therefore do not leverage all the information 

contained within the EEG signal. Specifically, ERP analyses ignore all non-phase-locked signals 

as they focus on neural activity in short time windows (in the order of milliseconds), following 

an event which can be the presentation of a stimulus or a response. However, there is much more 

to the EEG signal, and these patterns of neural activity may be of particular importance in 

decision-making. For instance, although several empirical studies (including those in this 

dissertation) have shown that the process of updating the internal representation of a task 

typically begins when a stimulus or outcome indicates that the environment has changed 

(Eppinger et al., 2017; Eppinger et al., 2013; Gläscher et al., 2010), the updating process may 

span a few seconds, making the ERP technique suboptimal to capture the process in its entirety.  

Additionally, a lack of significant condition effects in ERP analyses do not necessarily mean that 

there are no differences in the reported comparison. For example, non-phased locked dynamics 

that are task modulated are often not observable in the ERP, as the averaging process inherent to 

ERP analyses most often averages out this variance. In the Future Directions section below, I 
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discuss how wavelet analyses can help circumvent these issues and be used to compliment 

standard ERP analyses. 

 

Finally, although this dissertation focuses on age-related changes in the ability to create 

and update an abstract representation of a cognitive task, neither empirical study directly 

examined neural representations. Instead, I assume that, based on previous work (Bolenz et al., 

2019; Eppinger et al., 2013; Eppinger et al., 2013) the experimental manipulations in the first 

study (see chapter 2) impacted the demands on representing the internal model of the task. 

Similarly, in the second empirical study (see chapter 4), I assume that the developed task has 

simplified the initial demands on representing the task environment, resulting in a paradigm that 

is aimed at specifically examining updating. Therefore, future work should attempt to directly 

examine neural representations. One method which shows great promise in doing so is 

representational similarity analyses (RSA); a multivariate technique that allows the examination 

of similarities among neural activity patterns (in fMRI or EEG data) generated by different 

conditions (e.g., different demands on representational abilities). Details of this method are 

discussed in the Future Directions section. 

 

Future Directions 

While the current dissertation provides noteworthy findings that have advanced our 

understanding of the specific age-related deficits in goal-directed decision-making, there remain 

several open questions. In what follows, I outline future directions both in terms of 

methodological approaches and research questions.  

 

First, future research should continue to adopt different analysis techniques to 

complement traditional ERP and computational RL analyses. One such approach is single trial 

regression analyses, used in the first empirical study, which allows for the examination of latent 

processes such as the relationship between time varying computational parameters and neural 

activity. Another technique is time-frequency (wavelet) analysis. The unique advantage of time-

frequency approaches is that neural activity is analysed in the frequency domain as opposed to 
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the time domain. Further, this approach allows for an analysis over longer periods of time when 

compared to ERPs (see Kolev et al., 2005).  

Within the decision-making literature, previous research has successfully demonstrated 

that there are at least two frequency bands that contribute to the P300: the delta and theta band 

(Başar-Eroglu et al., 1992; Harper, Malone & Iacono, 2017), which have been shown to relate to 

creating and updating internal representations, respectively. For instance, the theta band has been 

shown to covary with reward prediction errors across several studies (Cavanagh et al., 2012; 

Cavanagh & Frank, 2014), while the delta band has been shown to reflect response-related 

demands (Harper, Malone & Iacono, 2017). Therefore, using time-frequency analyses may be 

another (and potentially more informative) way to examine mechanisms such as those that 

support updating internal models. Specifically, as updating processes can potentially last longer 

than the time windows examined using ERPs and/or not be bound to any specific stimulus or 

response, wavelet analyses may be particularly informative. 

As part of my collaboration with Dr. Moritz Köster and Mirjam Marx, in a follow-up 

study to the experiment described in chapter 4, we will be applying time-frequency analyses to 

examine the neural oscillations elicited following surprising outcomes in the reversal learning 

condition.  

A second method that shows great promise for the study of neural representations is 

inspired from multi-voxel pattern analyses (MVPA) used in MRI research (Schuck et al., 2016).  

Namely, representational similarity analysis (RSA) has been used to study differences in 

cognitive representations reflected in EEG data (Freund et al., 2021). This multivariate technique 

allows for the decomposition of control-related neural activity (EEG or fMRI data) into measures 

that better correspond to representational components of theories. Past work using this technique 

has been successful in examining similarity structures across neural activity patterns of different 

conditions (see He et al., 2021; Kriegeskorte et al., 2008). Therefore, RSA may be used as a 

method to examine the hypothesis that older adults experience representational deficits. That is, 

by applying RSA to experimental paradigms designed to examine the neural processes behind 

the creation and updating of state spaces, we may be able to further investigate age-related 

differences in these abilities.  
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A second future direction pertains to the theoretical manuscript in this dissertation (see 

chapter 3). Future research is needed to determine if the diminished state space (DSS) theory can 

be generalized to other cognitive domains such as cognitive control. As discussed in the DSS 

theory paper, several cognitive control tasks such as task switching, or the Stroop task, require 

the maintenance of several task sets (stimulus-action pairings) in order to achieve good 

performance (Musslick & Cohen, 2021). Therefore, the DSS theory would predict that older 

adults’ performance on these tasks should be explained by their greater difficulties representing 

and maintaining an accurate representation of the task, with larger state spaces taxing their 

abilities to a greater degree. A handful of studies examining age-related differences in task 

switching performance suggest that this prediction may hold true (Verhaeghen, 2011; 

Wasylyshyn et al., 2011). That is, the ability to represent and update two task sets declines with 

age, not the specific ability to switch between two tasks (Wasylyshyn et al. 2011). Therefore, 

consistent with the DSS theory, it seems plausible that age-related difficulties in goal-directed 

behavior, even in the context of cognitive control, may arise due to deficits in the representation 

and/or updating of state spaces. Future research could examine these predictions using task 

switching paradigms by manipulating the demands on representing the state space (i.e., changing 

the number of task sets; or manipulating the transition probabilities within task sets).  

As part of another ongoing collaboration with a Bachelor’s student, Kimia Motevalli, I 

am currently examining if the DSS theory generalizes to older adults’ performance in task 

switching. To do so, I have created a novel task switching paradigm in which participants must 

switch between three tasks. In line with the DSS theory, we predict that older adults will show 

greater difficulties switching between tasks in a condition that includes a larger number of task 

sets (global switch costs) as opposed to switching between tasks at the trial level (local switch 

costs).  

A second future direction arising from the DSS theory is our suggestion that observed 

deficits in older adults in the representation and updating of state spaces are due to the functional 

decline of the orbitofrontal cortex (OFC) and hippocampus.  By using fMRI with simultaneous 

EEG, we may gain unique insight on the spatial and temporal dynamics underlying changes in 

decision-making. Finally, as mentioned above, novel analysis techniques such as MVPA and 

RSA could be applied to examine the OFC and hippocampus and their respective roles in state 

space representations required for model-based decision-making.  
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A final future direction regarding the overall proposal of older adult’s diminished state 

space representations is an examination of the relative contribution of other mechanisms which 

could be result in these impoverished representations. Based on a large body of work 

demonstrating that older adults have deficits in learning (see Finucane et al., 2005; Peters et al., 

2007; Rolison et al., 2012), one possibility is that a deficit in learning in complex goal-directed 

environments may explain (in part) the reason older adults experience diminished state space 

representations. Another possibility is that older adults experience deficits retrieving information 

that has been previously learned (see Bäckman et al., 1997; Gilsky et al., 2001), which in turn 

could contribute to an improvised representation. Future research should therefore examine the 

relative contributions of these mechanisms in order to help provide a complete mechanistic 

explanation as to how diminished state spaces may arise in older adults. 

Conclusion 

In conclusion, the present dissertation contributes to the field of decision-making and 

more broadly, cognitive aging, by providing important insights to our understanding of the 

neurocomputational mechanisms behind age-related changes in decision-making, and providing 

a novel theory of human cognitive aging.  In chapter 2, I provide the first direct evidence for age-

related deficits in the ability to represent probabilistic transitions and predict the value of 

upcoming choice options. In chapter 3, I propose a novel theoretical explanation (the diminished 

state space theory) to the deficits experienced by older adults which takes into consideration the 

empirical work described here, among other previous studies on age-related changes in decision-

making. Finally, in chapter 4, I provide preliminary evidence that older adults experience 

difficulties updating their internal model by showing that they have deficits identifying 

surprising outcomes during decision-making. By utilising novel analysis approaches such as 

single-trial regression analyses, findings from the current dissertation significantly advance our 

understanding of the mechanisms behind the age-related changes in decision-making. As we 

begin to develop a better understanding of these neuro-computational mechanisms, we can move 

towards creating devices that will be designed with the cognitive abilities of individuals of all 

ages in mind. This will help us move towards a more inclusive tech-supported society.  
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SUPPLEMENTAL MATERIALS 

 

APPENDIX A: SUPPLEMENTAL MATERIAL CHAPTER 2 

 

Multiple Single-Trial Robust Regression of stimulus-locked ERPs at the second stage. 

Using transition as the predictor, first stage regressions revealed maximum amplitudes of 

positive going EEG activity at electrode Pz approximately 370ms after stimulus onset in the 

60%-40% condition, and around 380ms after stimulus-onset in the 80%-20% condition, 

consistent with the P300 component. We therefore used a 330-430ms time window for the 

second level analyses.   

In a separate ANOVA we tested the effects of age group and transition condition on 

transition related single trial P300 activity. Results revealed a significant main effect of age 

group (F(1,49) = 32.755, p < 0.001) but no significant main effect of transition condition 

(F(1,49) = 3.458, p = 0.066)(see fig 5). However, no significant interaction between the factors 

age group and condition was obtained (F(1,49) = 2.183, p = 0.143). These results reflect that the 

transition predictor explained more variance in the P300 component for the younger adults (M = 

0.401, SD = 0.926) than the older adults (M = -0.426, SD = 0.453). Further, the transition type 

explained more variance in the P300 in the 80%-20% condition (M= 0.135, SD = 1.001) as 

compared to the 60%-40% condition (M= -0.133, SD = 0.623). 
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Figure S1. ERPs elicited by second-stage stimuli at electrode Pz for common (blue) vs 

rare (green) transitions at the second stage choice period displayed separately for young and 

older adults and 60%-40% and 80%-20% condition. The shaded areas within each plot represents 

the window of analysis (330-430ms). Topographies of maximum amplitudes are overlaid on 

each plot (350ms in the 6040 condition and 410ms in the 8020 condition).  
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Table S1. Mixed-effects logistic regression on stay probabilities for both age groups.  

Younger Adults     

Predictor β SE p 

(Intercept) 1.133 0.100 < 2e-16 

Condition  -0.206 0.045 4.97e-06 

Transition 0.125 0.040 0.002 

Outcome 0.219 0.058 1.720e-04 

Condition x Transition -0.059 0.026 0.021 

Condition x Outcome 0.024 0.026 0.358   

Transition x Outcome 0.479 0.026 < 2e-16 

Condition x Transition x Outcome -0.215 0.026 < 2e-16 

Older Adults    

Predictor β SE p 

(Intercept) 1.955 0.196 < 2e-16 

Condition  -0.002 0.079 0.980 

Transition -0.014 0.040 0.715 

Outcome 0.332 0.073 4.94e-06 

Condition x Transition -0.011 0.032 0.745 

Condition x Outcome -0.028 0.033 0.396 

Transition x Outcome 0.130 0.032   5.96e-05 

Condition x Transition x Outcome -0.081 0.032 0.010 
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Table S2. Computational Model: ANOVA Results  

 

Computational 

Model 

Parameter 

Predictor F p Partial n2 

α1 Age group  0.088 0.768 0.001 

 Condition 1.225 0.274 0.007 

 Age group x Condition 6.738 0.012 0.036 

α2 Age group  4.413 0.041 0.055 

 Condition 1.002 0.322 0.007 

 Age group x Condition 0.701 0.406 0.005 

𝜷𝟏 Age group  0.022 0.882 < 0.001 

 Condition 2.747 0.104 0.021 

 Age group x Condition 4.729 0.035 0.036 

𝜷𝟐 Age group  3.347 0.073 0.043 

 Condition 0.754 0.389 0.005 

 Age group x Condition 0.292 0.591 0.002 

𝝅 Age group  17.177 < 0.001 0.197 

 Condition 0.347 0.558 0.002 

 Age group x Condition 0.530 0.470 0.003 

 Age group  1.191 0.280 1.132e-02 

 Condition 2.763 0.103 2.897e-02 

 Age group x Condition 0.001 0.981 5.910e-06 

𝜴 Age group  3.072 0.086 0.040 

 Condition 5.288 0.026 0.035 
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 Age group x Condition 3.355 0.073 0.022 

pcommon Age group 4.899 0.032 0.0520 

 Condition 7.312 0.009 0.063 

 Age group x Condition 8.487 0.005 0.073 
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a) Younger Adults     b) Older Adults 

Figure S2.  ERPs elicited by first stage stimuli at electrode Pz, N200 and P300 for a) younger 

adults, and b) older adults. These ERPs are displayed separately for the 80%-20% condition (red) 

and the 60%-40% condition (blue). as well as the common transitions (solid) and the rare 

transitions (dashed).  
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Figure S3. ERPs elicited by transition phase stimuli at electrode Pz for a) younger adults, and b) 

older adults as well as at electrode FCz for c) younger and d) older adults. These ERPs are 

displayed separately for the 80%-20% condition (red) and the 60%-40% condition (blue). as well 

as the common transitions (solid) and the rare transitions (dashed).  
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