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ABSTRACT 

 

Automated Analysis of Ground Penetrating Radar Outputs for Bridge Condition Assessment 

Mohammed Abdul Rahman, Ph.D. 

Concordia University, 2023 

 

Bridge infrastructure requires periodical inspection, repair-maintenance, or complete replacement 

of bridges for long-term safety and sustainability. The visual inspection method has been predom-

inantly used by transportation agencies for bridge condition assessment whereby qualified bridge 

inspectors visually observe the surface defects and based on their knowledge, scale the bridge 

components according to their condition. However, this method does not provide accurate infor-

mation about the bridge condition due to its inability to detect internal defects. While various non-

destructive techniques are being increasingly adopted for wholesome condition assessment, 

Ground Penetrating Radar (GPR) is recommended for bridge evaluation due to its distinct ad-

vantages of identifying major subsurface defects rapidly. The interpretation of data obtained from 

GPR profiles is a major issue for bridge inspectors due to inconsistent correlation with the actual 

bridge condition. Federal agencies commonly employ an amplitude-based approach that involves 

picking amplitude values at specific locations in a GPR profile which are indicative of concrete 

corrosion levels. However, this approach may not always yield reliable results as it disregards the 

majority of the information present within a GPR profile. A novel approach based on image-based 

analysis involves an experienced analyst reviewing the GPR profiles and marking attenuated areas 

across them while considering structural and surface anomalies, and other several parameters, 
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which are typically ignored in amplitude-based analysis. Thus, this holistic method generates less 

noisy condition maps and has demonstrated good correspondence with the actual ground condi-

tion. However, this approach is highly subjective, dependent on the level of knowledge of the 

analyst, and time-consuming. To overcome these shortcomings, the image-based approach of an-

alyzing GPR data has been automated based on scientific analysis and image processing tools by 

evaluating the GPR profiles as images since most of the information contained in these profiles 

can be better analyzed visually. Two successful models have been developed which generate reli-

able condition maps. The first comprehensive model is based on Viola-Jones Algorithm, and it 

identifies hyperbolic regions automatically with a trained classifier to develop condition maps us-

ing entropy values of detected regions and K-means clustering. The second model is relatively a 

more robust and wholesome approach for analyzing GPR data as it considers user-assisted infor-

mation, identifies complex hyperbolic signatures based on downward openings and local maxi-

mums of the distance transform image, detects anomalies, and assigns an optimal cluster value to 

generate condition maps. As part of the validation, both these methods were implemented on real 

case studies that have shown good resemblance with the existing amplitude-based approach, im-

age-based analysis, and more importantly, correlated with the destructive coring samples. Finally, 

lab tests were conducted in a controlled environment to evaluate the measured factor, entropy, 

used for detected regions and compare it with the amplitude values for subsurface objects and the 

results indicated that entropy yielded comparatively better results for all cases (rebars, air gaps, 

and water gaps). Consequently, condition maps generated based on developed models can be effi-

ciently used by bridge inspectors in making informed decisions regarding the repair and rehabilitation 

of reinforced concrete bridges  
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1 INTRODUCTION 

1.1 Problem Statement and Research Motivation 

Bridge infrastructure requires periodical inspection, repair-maintenance, or complete replacement 

of bridges for long-term safety and sustainability (Mohammed Abdul Rahman et al., 2016). An 

efficient bridge management system (BMS) assists transportation authorities to review the state of 

existing bridges through regular inspections and maintenance records and take appropriate actions 

by allocating its budget concerning future repair or replacement of bridges. All bridges undergo 

deterioration due to various factors like structural aging, increased traffic volume, and vehicular 

overloads (Shan & Li, 2009). To assess the condition of these bridges, transportation authorities 

have traditionally been utilizing the visual inspection method whereby qualified bridge inspectors 

visually observe the surface defects and based on their knowledge scale the bridge components 

according to its condition (Heymsfield & Kuss, 2015). Even though this method is simple and 

effective, it has major disadvantages; two of which include a) subjective nature and b) inability to 

determine internal defects like corrosion, delamination, internal cracks, and others. Due to such 

limitations, various destructive and non-destructive techniques have been adopted which can assist 

in determining the wholesome health of a bridge deck. Non-destructive evaluation (NDE) tech-

niques are preferred due to the clear advantage of avoiding damage to bridge decks (Oh et al., 

2013). Some examples of NDE techniques include half-cell potential, infrared thermography, im-

pact echo, and ground-penetrating radar (GPR). These methods enable the assessment of structural 

integrity without the need for destructive testing, providing valuable insights into the condition of 

bridge decks.  
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Based on a comprehensive report on non-destructive testing (NDT) to identify bridge deck deteri-

oration (Gucunski & National Research Council, 2013), GPR is the recommended technique for 

overall condition assessment at the network level due to its ability to identify major subsurface 

defects such as corrosion, voids, and delamination within a short period. The method involves 

scanning a structural element such as a bridge deck using GPR equipment which consists of an 

electromagnetic signal emitting antenna. The reflected signals are recorded, and this obtained GPR 

data is analyzed through various methods found in the literature to generate deterioration maps for 

condition assessment. The commonly utilized method for analysis adopted by federal agencies 

involves picking amplitude values either at the concrete-rebar level or the relative difference of 

amplitude from top to bottom of a deck, and these values are indicative of concrete deterioration 

or corrosion levels. However, utilizing such an amplitude-based approach has various limitations 

which include the following: a) it majorly neglects information contained within GPR data; and b) 

the condition maps obtained have shown to vary from the actual ground condition when compared 

with results using destructive measures (Tarussov et al., 2013). Therefore, amplitude-based ap-

proaches are not completely reliable and there is a need to improve GPR data analysis.  

(Tarussov et al., 2013) introduced an alternate approach for analyzing profiles obtained from GPR 

scans based on visual interpretation and proposed that it overcomes the major limitations of am-

plitude-based analysis. It involves a (typically well-versed) analyst to visually scan through each 

GPR profile and mark attenuated areas in them while considering several factors such as surface 

anomalies, reflected amplitudes at the top and bottom slab, presence of water puddle on the sur-

face, structural anomalies like the presence of beam or column, tightly spaced reinforcing bars, 

variation in slab thickness among others. The resulting condition maps obtained from this approach 
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are less noisy and chaotic as it does not consider GPR as a mere (amplitude) measuring device, 

but rather an imaging device as most of the information contained in profiles is visual in nature. 

However, since this approach requires a (human) analyst for interpretation, it is highly subjective, 

dependent on the level of knowledge of the analyst, and time-consuming. Thus, there is a need to 

automate the image-based approach of analyzing GPR data based on scientific analysis. The pre-

sent research aims to fulfill the aforesaid need by utilizing digital image processing and computer 

vision techniques and has developed robust model(s) for assessing GPR data. The condition maps 

generated based on the developed model(s) would correspond closer to the actual bridge element 

condition and thus, make it highly reliable for bridge inspectors to use such maps with enhanced 

confidence for repair and rehabilitation purposes. 

1.2 Objectives of Research 

The primary objective, as stated earlier, is to automate the image interpretation of GPR profiles 

and develop a robust model(s) for GPR data analysis with an overall goal of reliable condition 

assessment of bridges. The following list includes the sub-objectives identified to achieve the re-

quired purpose:  

a) Review of bridge management practices, types of bridge defects, various NDTs includ-

ing GPR, and its data acquisition & analysis techniques found in the literature. 

b) Review image processing techniques that have been previously employed for GPR data 

interpretation. 

c) Identify, investigate, and apply various approaches for image analysis of GPR data 

based on image processing and computer vision tools. 
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d) Develop robust model(s) for automated and scientific analysis of GPR data which gen-

erate reliable condition maps.   

e) Compare & validate the results of the developed model(s) with case studies and lab 

tests. 

1.3 Summary of Research Methodology 

The detailed research methodology for the developed models is presented in Chapter 3. How-

ever, it can be summarized in the following steps:  

 Step 1: A compendious literature review has been done as a premier step that provides an 

overview of bridge management systems, types of bridge defects, and a concise explanation of 

various NDTs for reinforced concrete bridge evaluation including the reasons for adopting the 

chosen technology - GPR. Then, numerous methods of analyzing GPR data have been listed along 

with a brief explanation of the commonly adopted amplitude-based method with its limitations. 

Later, the image-based analysis methodology adopted by a GPR analyst is explained along with 

previous efforts of image processing algorithms employed in literature for GPR data analysis.  Fi-

nally, key findings and research gaps are identified as a source of fuel for the current research. 

 Step 2: A brief review of common processing and computer vision operations is presented. 

Subsequently, a few methods are categorized and examined on GPR radar data to investigate the 

effects of applying various image processing techniques.  A three-step philosophy was identified 

which includes identifying hyperbolic regions, measuring meaningful properties of detected re-

gions, and clustering those regions to generate condition maps. 



   
 

5 
 
 

Step 3: The methodologies of the three developed models are discussed stepwise in detail. 

The first model, termed as the ‘X-Sim’ method, is an initial exploratory approach and has not been 

recommended for condition assessment. The second model is based on Viola-Jones Algorithm, 

and it identifies hyperbolic regions automatically to develop condition maps using entropy values 

of detected regions and K-means clustering. The final model is a comprehensive robust approach 

for analyzing GPR data as it considers user-assisted information, identifies complex hyperbolic 

signatures based on downward openings, provides optimal clusters, detects anomalies, and gener-

ates reliable condition maps. 

Step 4: Each of the developed models has been applied with real-case studies of reinforced 

concrete structural elements (typically bridge decks) to compare with existing approaches and val-

idate the results with destructive coring samples. 

Step 5: Lab tests have been performed at Concordia University, Montreal to evaluate the 

entropy factor on GPR scans of concrete slabs with varying materials at differing depths in a con-

trolled environment and its comparison has been done with respective amplitude values to further 

validate the developed models. 

1.4 Structure of the Thesis 

This thesis has been organized into six chapters. The following description highlights the contents 

presented in the chapters. 

Chapter 1 illustrates the need for this research by stating the problem statement and the motivation 

of this research with a brief introduction. It later enlists the objectives of the research along with a 

brief overview of the proposed research methodology. 
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Chapter 2 provides a comprehensive literature review and background to the development of this 

research. It proceeds by discussing bridge management practices, and various NDE techniques and 

in particular focuses on GPR and its data interpretation methods. It concludes by highlighting the 

research gaps identified along with the limitation of existing approaches to GPR data interpreta-

tion. It also encompasses research methods investigated in detail. An overview of the various im-

age processing and computer vision techniques are discussed briefly in this chapter along with the 

categorized methods explored on GPR data during the process of developing a final research meth-

odology. 

Chapter 3 explains the complete methodology of three models which have been developed in this 

research in a progressive approach such that the later model is better than the former. Although the 

first model is not recommended for condition assessment, the advantages of the latter two models 

are discussed to generate reliable condition maps. 

Chapter 4 has real-case applications of developed models. Its purpose is to compare the results of 

these models with existing approaches and validate with coring samples, if applicable. 

Chapter 5 describes the lab tests conducted along with the results achieved and contains two ad-

ditional case studies of the last and final method. 

Chapter 6 finally concludes by listing the research contributions along with limitations and sug-

gested future works. 
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2 LITERATURE REVIEW 

2.1 Background of Bridge inspection 

Bridge inspection and maintenance have become increasingly important to bridge authorities over 

the years to ensure public safety. The aging infrastructure of bridges across North America is a 

major concern and it highlights the importance of regular inspection, repair, and rehabilitation of 

a vast network of bridges. The need for bridge maintenance evolved from a public safety perspec-

tive rather than the need of managing infrastructure itself. A major catastrophe on 15th December 

1967, the collapse of Silver Bridge in Point Pleasant, West Virginia which caused the death of 46 

people, is the single most incident responsible for creating public awareness about maintaining 

infrastructure in the US and elsewhere (Silano & Parsons Brinckerhoff., 1993). Bridge inspection 

programs were consequently established at the national and provincial level and the assessment of 

existing bridges revealed that the need for maintaining a database is imperative for efficient bridge 

inspection, repair, and rehabilitation. According to statistics published by FHWA in the USA,  341, 

494 (55.11%) out of a total of 629,622 bridges are rated from poor to fair among which 43,586 

bridges (7.03%) are in extremely poor condition (FHWA, 2021). The statistics in Canada also 

paint a similar picture: according to the Canadian Infrastructure report card, 26.3% of total bridges 

and tunnels are rated in fair condition while 12.3% of them are rated from very poor to poor (CIRC, 

2019). A previous report also estimated a $13 billion investment needed to fully replace the bridges 

in fair to poor condition out of which $2 billion was at least needed to replace poor-rated bridges 

with an anticipated decline in future from existing conditions (CIRC, 2016).  To properly assess 

and maintain the huge amount of bridge infrastructure, the bridge management practice has 

evolved over the years and has been discussed in the next section. 



   
 

8 
 
 

2.2 Bridge Management 

Bridge management refers to the management or care of a collection of bridges within a region, 

country, or zone right from its inception until the end of its useful life (Ryall, 2009). A detailed 

definition of bridge management has been attempted by  (OECD, 1992) as follows: 

“The term bridge management encompasses a broad range of activities aimed at ensuring the 

safety and functionality of bridges. An efficient bridge management scheme is necessary to support 

the highway and bridge agencies’ organizational set-up and their administrative and technical 

functions. . . . Above all, adequate qualified and well-trained manpower with clear responsibilities 

and duties must be ensured. The personnel must be aware of its role in the different management 

process.” 

The scheme in the preceding definition refers to a bridge management system (BMS) adopted by 

agencies and transportation authorities to maintain bridges at the network level. This mechanism 

through which the database of bridges at the network level is maintained by coordination and im-

plementation of repair and rehabilitation strategies, the Bridge Management System (BMS) is the 

topic of subsequent discussion in brief.  

2.3 Bridge Management System (BMS)  

The term bridge management has been defined in the previous section. (Mittra, 1988), in his book, 

defines “A system is a group of elements, either physical or non-physical in nature, that exhibit a 

set of interrelations among themselves and interact towards one or more goals, objectives, or ends. 

The elements that comprise a system maybe of several different types… The nesting of smaller 

subsystems within larger ones forms a hierarchy that is characteristic of any system. A system and 

all its subsystems accept input and produce output.”  
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The term bridge management system (BMS) came into existence as a terminology with the advent 

of powerful personal computers in the late 1980s, as a need for transition from managing a limited 

number of bridges as usual to network-level management of a database of bridges at network level 

built up through regular inspection and maintenance (Ryall, 2009). The definition of bridge man-

agement in (NCHRP Report 300, 1987) encapsulates this transition from bridge management to 

BMS as follows:  

“The objective . . . is to develop a form of effective bridge management at the network level (that 

is, dealing with a group of bridges rather than with a single bridge) that will ensure the effective 

use of available funds and identify the effects of various funding levels. Bridge management . . . 

requires a practical, objective, and systematic consideration of the problem with a set of economic 

and technical tools not previously combined to solve the problem. Specifically, a bridge manage-

ment system (BMS) is a rational and systematic approach to organizing and carrying out the ac-

tivities related to planning, designing, constructing, maintaining rehabilitating, and replacing 

bridges vital to the transportation infrastructure”; and the discussion of BMS continues beyond 

this point in the report (OECD, 1992) which similarly relates the need of development of BMS 

through defining bridge management:  

“Bridge management addresses all bridge-related activities from the moment of construction to 

the replacement of a particular structure. Bridge managers require an instrument that enables 

them to carry out their tasks efficiently which guarantees the functionality and safety of bridges in 

the most economical way. In order to improve the ways and means of managing bridges which so 

far have been founded on an individual project-by-project approach, the sheer size of the existing 

bridge stock and capital invested has recently led member countries to search for a coherent and 
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cost-effective network approach to bridge management. Bridge Management Systems are there-

fore being developed to provide guidelines for managers, which identify and clarify the implica-

tions and requirements of the system as to the technical and organizational structures.” Over the 

years, BMS developed as a more complex system for bridge authorities as a tool striving to opti-

mize decision-making for the allocation of funds and resources for bridge repairs and maintenance 

while fully utilizing the available database of knowledge of bridges (Yanev, 2007). (FHWA, 2005) 

the report defines the BMS as “a system designed to optimize the use of available resources for 

the inspection, maintenance, rehabilitation, and replacement of bridges.” It is a system whereby 

the bridge managers are fully aware of the “health” of bridges through which they would be able 

to allocate the funds depending upon the condition ratings of individual bridges in the network 

(Ryall, 2009). A BMS typically consists of several modules depending on the size and complexity 

of the system, but it always has modules on inventory, inspection, maintenance, cost, and bridge 

condition. The information, stored in a database, is analyzed, and processed through management 

control. Figure 2.1 illustrates the basic structure of a BMS with all the essential modules. The 

inventory component contains the database of bridges and stores information pertaining to name, 

location, construction, drawings, and other basic components to provide an overview of the bridges 

along with their generic information. The inspection component contains information about its 

inspection reports, general condition, treatment specified, previous remedial works, and inspection 

drawings, if available. The maintenance component contains the bridge condition, maintenance 

records, and details of work performed, if available. The financial (cost) component contains the 

cost information about projects, financial reports, and budget allocated. The bridge condition com-

ponent contains the priority rating and importance assigned at the network and/or project level 

based on historical data and the latest inspection reports. Finally, the management components 
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refer to the management of these five aforementioned components through the brains of the or-

ganization in prioritizing planned and future bridge repair and rehabilitation. (Ryall, 2009). 

The selection of bridges based on their priority is a network-level decision while the selection of 

type of repair for a particular bridge is a project-level decision. Most of the current BMS is devel-

oped to address either network - level or project - level decisions. However, advances have been 

made that address both these decisions simultaneously in the literature leading to better optimal 

solutions (Elbehairy et al., 2006). The generic components of such a BMS model include the fol-

lowing as illustrated in Figure 2.2:  

a) “Detailed BMS models (time-dependent deterioration, repair cost, and repair-dependent 

improvement) 

b) BMS constraints (industry, governmental, political, user-defined constraints, project, net-

work, and execution constraints such as deadline, resources, etc.) 

c) BMS decision support module (user interface, condition assessment, and Life-cycle cost 

optimization)” 
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Figure 2.1 A basic BMS (Ryall, 2009) 

The type of BMS adopted by countries, agencies, or provinces typically differ but the objectives 

and basic modules remain relatively similar as discussed earlier. In North America, each state of 

the US has its own BMSs; however, there are two widely utilized BMSs: PONTIS and BRIDGIT. 

The PONTIS was developed by Federal Highway Administration (FHWA) and is a network-level, 

top-down approach while the American Association of State Highway and Transportation Offi-

cials (AASHTO)’s BMS developed the BRIDGIT as a project-level approach which works from 

the bottom to up. In Canada, each major province has developed and implemented its own BMS 

system and in the province of Quebec, Canada, the Ministry of Transportation Quebec (MTQ) has 

adopted one of its kind, BMS in French called Système de Gestion des Structures (SGS). SGS has 

an advanced Strategic Planning Module (MPS) which includes a set of three analysis levels i.e., 

network level, project level, and element level. The system is designed consistently such that if a 

change is made at any of the levels, the other levels are adjusted appropriately. (Ellis et al., 2008) 
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Figure 2.2 Components of a BMS System (Elbehairy et al., 2006) 

2.4 Bridge Inspection Overview  

One of the key elements in the operation of a sound bridge management system is the periodic 

inspection of the bridges and their elements in the network. Regular bridge inspection seeks to 

provide the following as described comprehensively by (Ryall, 2009): 

a) “a consistent record of the state of the structure, which allows the significance of any 

changes (accidents, overloading, or environmental deterioration) to be analyzed and acted 

upon. 

b) the data upon which the safety and serviceability of the bridge can be assessed. 

c) information on any potential trouble spots. 

d) information upon which a consistent maintenance strategy can be established. 

e) data for monitoring the effect of any changes in traffic loads and the use of new structural 

forms and materials. 
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f) data for monitoring the behavior of new strengthening techniques; and 

g) data for research purposes.” 

One of the primary objectives of performing a bridge inspection is to identify defects. The defects 

are identified using various techniques found in the literature. The next two sections enlist and 

describe the types of defects and inspection techniques adopted for bridge deck inspections. 

2.5 Types of Bridge Deck defects 

Table 2.1 Consequences of Deterioration in RC Structures (Bien et al., 2007) 

Sl. Deterioration Consequences Sl. Deterioration Consequences 

1 Corrosion 8 Creep 

2 Carbonation 9 Fatigue 

3 Alkali-silica reaction 10 Influence of high temperature 

4 Crystallization 11 Modification of founding conditions 

5 Leaching 12 Overloading 

6 Oil and fat influence 13 Shrinkage 

7 Salt and acid actions 14 Water penetration 

 

Condition assessment and defect detection is very important for concrete bridge decks as they are 

prone to cracking, spalling and corrosion in rebars that could reduce their capacity significantly 

(Adhikari et al., 2012), (Adhikari et al., 2016). There are a variety of detrimental causes of deteri-

oration of reinforced concrete structures like bridge elements which reduce its life span such as 

poor initial quality of concrete, damage due to deicing salts, overloading, freeze-thaw cycle in-

duced stresses, fatigue, and, majorly, corrosion of rebars (Figure 2.3)  (Gucunski & National 

Research Council, 2013). Table 2.1 shows the deterioration consequences identified by (Bien et 

al., 2007) in reinforced concrete (RC) structures. The deterioration of reinforced bridge elements 
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is the focus of this research. However, since the bridge deck is the most important element in a 

bridge, the discussion is limited to reinforced bridge decks, and it can be extended to assessing 

other reinforced bridge elements. Some of the common bridge deck defects have been tabulated 

by (Yehia et al., 2007) along with the definition and causes as shown in Table 2.2. 

 

Figure 2.3 Deck deterioration (Gucunski & National Research Council, 2013) 

Table 2.2 Summary of Common Problems in Concrete Bridge Decks (Yehia et al., 2007) 

Defect Definition Cause 
Spalling Concrete falls away leaving a little hole that de-

fines the fracture surface 
Internal pressure due to freezing and thawing, in-
sufficient consolidation during construction, and 
the formation of inner cracks which are later trans-
formed into spalls 

Corrosion of 
reinforcement 

Weakening of some metals such as steel due to 
exposure to a corrosive environment where it be-
comes brittle and goes back to its ore state 

Presence of a conductive solution, corrosion agent, 
and a corrosion cell 

Leaching Drainage or removal of soluble or constitutes in 
porous materials by water seeping action 

Occurs due to dissolving water constituted like cal-
cium hydroxide at crack locations 

Scaling Deterioration of concrete into smaller parts and 
individual aggregates 

Scaling may be a result of freezing and thawing, 
and chemical attacks 

Cracking Breakage in the concrete causes a discontinuity 
without causing a complete separation of the 
structure 

Cracks form due to tensile forces caused by shrink-
age, temperature changes, bending, loading, corro-
sion of reinforcement, sulfates, and chemical at-
tacks 

Honeycombing The presence of exposed coarse aggregate with-
out enough concrete paste covering the aggre-
gates causes the presence of small holes 

Poorly graded concrete mix, the use of large coarse 
aggregates, and insufficient vibration at the time of 
placement 



   
 

16 
 
 

Delaminations Cracks or fracture planes at or just above the 
level of 
reinforcement that grows big and can affect the 
integrity of the structure 

Corrosion of steel reinforcement, high amount of 
moisture and chloride content, and the presence of 
cracks in the concrete surface 

 

Among the various defects listed in Table 2.2, those which are of highest concern to bridge engi-

neers during inspection of bridge deck inspection are listed below and discussed briefly based on 

the detailed report by (Gucunski & National Research Council, 2013): 

a) Rebar corrosion 

b) Deck delamination 

c) Vertical cracking 

d) Concrete degradation. 

2.5.1 Rebar Corrosion 

The corrosion of reinforcement is a major defect in concrete bridge decks. The steel is obtained 

from smelting and refining iron ore and hence, it is thermodynamically unstable and undergoes 

decomposition because it is not in a natural state (PCA, 2016).  In reinforced concrete, corrosion 

is protected initially due to the alkaline condition of the concrete, which forms a thin oxide layer 

on the steel and prevents metal ions in it from dissipating. Without this layer called a passive film, 

steel would corrode at a much higher rate, at least 1000 times faster, thereby reducing the lifecycle 

of the structure significantly (ACI 222R-01, 2001). Therefore, corrosion in concrete occurs after 

this passive layer is destroyed either due to a reduction in alkalinity or contamination of chloride 

above a certain level. The process which reduces alkalinity is called carbonation and while the 

process of chloride diffusion is called chlorination. 
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Carbonation occurs when the carbon dioxide present in the air penetrates and reacts with hydrox-

ides such as calcium hydroxide or sodium hydroxide to produce carbonates. For example, the re-

action with calcium hydroxide is shown in Equation 2.1. 

Ca(OH)2 + CO2 → CaCO3 + H2O     (2.1) 

The results of such reactions in concrete reduce the pH of the porous solution to as low as 8.5 

which breaks the passive film and makes it susceptible to corrosion. Carbonation is a slow process, 

and it is estimated to proceed at a rate of up to 0.04 inches per year in high-quality concrete. The 

rate of carbonation is increased due to the following factors: high water-cement ratio, low cement 

content, short curing period, low strength, and highly permeable or porous state. Humidity level 

also affects carbonation. Carbonation is highest between 50 to 75 percent of humidity level while 

it is insignificant below 25% and above 75%; the high level of moisture prevents carbon dioxide 

to penetrate (PCA, 2016). Figure 2.4 shows the effect of carbonation on a reinforced concrete 

façade of a building. 

 

Chlorination occurs due to the intrusion of chloride ions in chlorides dissolved in water present 

primarily in deicing salts and seawater in North America and is the major initiator for corrosion. 

When the chloride contents exceed a certain threshold level, the chlorination process breaks the 

passive layer and causes internal stresses, cracking, and delamination which may eventually lead 

to spalling of concrete (Figure 2.5). Corrosion due to chlorination yields blackish rust marks while 

corrosion due to carbonation yields red or brownish rust stains. (Gucunski & National Research 

Council, 2013).  
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Figure 2.4 Carbonation process and its effect on concrete building façade (PCA, 2016) 

 

Figure 2.5 Corrosion due to chlorination because of penetration of deicing salts (Gucunski & 

National Research Council, 2013) 

After the passive layer is broken, tiny electrolyte cells are formed at active sites of the bar, called 

anodes due to the loss of electrons of ferrous ions (half-cell oxidation reaction) and is represented 

as shown in Equation 2.2. 

2Fe → 2Fe2+ + 4e-        (2.2) 

The water and oxygen combine with electrons released by ferrous ions to form hydroxide at the 

cathode, which is represented as shown in Equation 2.3. 

2H2O + O2 + 4e- → 4OH-      (2.3) 
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The ferrous ions react with these hydroxides to form iron hydroxides, and these react further with 

dissolved oxygen to cause internal stresses leading to cracking and spalling of concrete. (Figure 

2.6) (PCA, 2016) 

 

Figure 2.6 Electrolytic reaction in rebars (PCA, 2016) 

2.5.2 Deck delamination  

Deck delamination or horizontal cracking occurs due to corrosion of concrete which causes the 

reinforcing steel to expand leading to cracks or subsurface fracture planes. Such cracks can be 

localized to a small area or may extend over larger areas to cause delamination. Delamination 

could occur over different planes in concrete which might eventually affect the structural integrity 

of a bridge deck. Delamination is a subsurface defect i.e., it is not visible from the surface and 

hence, the defect is very critical. Delamination samples are shown in Figure 2.7 when cores are 

extracted from a bridge deck (Gucunski & National Research Council, 2013).  

2.5.3 Vertical Cracking  

Besides cracking, other factors can cause cracking in a bridge deck. Factors such as plastic shrink-

age, hydration heat, ambient temperatures, geometric constraints as the deck concrete cures, traffic 

load, and freeze-thaw cycles induce vertical cracking in concrete. An increase in rebar corrosion 
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can further exaggerate vertical cracking (Gucunski & National Research Council, 2013). Figure 

2.8  shows  shrinkage-induced  vertical  cracking  documented  by  (Sharp  &  Moruza,  2009) in  the 

underside of the Route 123 bridge deck in the US.  

 

 

Figure 2.7  Delamination observed in cores (Gucunski & National Research Council, 2013) 
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Figure 2.8 Underside of Route 123 Bridge Deck Showing Cracking (Sharp & Moruza, 2009) 

2.5.4 Concrete Deterioration  

Concrete degradation refers to the reduction in concrete strength or its modulus and it could be a 

consequence of micro-cracking and macrocracking due to phenomena such as alkali-silica reaction 

(ASR), delayed ettringite formation (DEF), plastic shrinkage, and freeze-thaw cycles. ASR refers 

to the reaction between reactive silica phases in aggregates and alkali hydroxides in the concrete 

pore solution and it can cause two problems: a) the deformation of the structure, thereby impairing 

the serviceability, and b) the development of a crack network through the structure. DEF is a type 

of internal sulfate attack and is a consequence of improper heat curing of the concrete. The hydrous 

calcium aluminum sulfate mineral, ettringite, is formed due to the chemical reaction of calcium 

and aluminum compounds of concrete with concentrated sulfate in porous concrete. The ettringite 

formed causes concrete to expand, and empty cracks (gaps) form in aggregates. Figure 2.9 shows 

cracks formed due to ASR and DEF. Freeze-thaw cycles cause increased hydraulic pressure in 
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concrete causing tensile strength in concrete leading to extensive deterioration of concrete in the 

form of cracking, scaling, and crumbling (Gucunski & National Research Council, 2013). To iden-

tify the various type of defects in bridge decks, there are multiple approaches adopted by transpor-

tation authorities which will be discussed in the next section. 

 

 

Figure 2.9 a) ASR and b) DEF cracking in bridge deck (Gucunski & National Research Council, 

2013) 
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2.6 Type of Bridge Inspections  

Visual Inspection (VI) is a common method for bridge inspection and evaluation. However, VI-

based bridge deck condition assessment could produce incorrect and subjective results. However, 

appropriate Non-Destructive Testing (NDT) methods can be used to complement the information 

produced from visual inspection. A comprehensive list of NDT methods used to detect and char-

acterize the defects enlisted in Section 2.5 for reinforced concrete bridge decks include the follow-

ing 14 methods as shown in Table 2.3 (Gucunski & National Research Council, 2013). Structural 

Health Monitoring (SHM) techniques and vibration testing are also increasingly being used to 

gather more detailed information on the structural behaviour of bridges to aid in a more accuarte 

assessment of their conditions (Noman Ahmed et al., 2013), (Sabamehr et al., 2018). 

Table 2.3 List of various NDTs for reinforced concrete bridge deck inspection (Gucunski & 

National Research Council, 2013) 

Sl. Inspection Method Sl. Inspection Method 

1 Impact Echo 8 Half-cell potential 

2 Ultrasonic pulse echo 9 Galvanostatic pulse measurement 

3 Ultrasonic surface waves 10 Electrical resistivity 

4 Impulse response 11 Infrared thermography 

5 Ground-penetrating radar 12 Visual inspection 

6 Microwave moisture technique 13 Chain-dragging and hammer sounding 

7 Eddy current 14 Chloride concentration measurement 
 

(Yehia et al., 2007) classified 9 of these NDT techniques utilized for bridge deck evaluation based 

on their uses (type of defects), advantages, and limitations as shown in Table 2.4. (Kashif Ur 

Rehman et al., 2016) also presented the selection of suitable NDT techniques based on different 
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defects and damages for concrete bridges in a flowchart format as shown in Figure 2.10. It classi-

fied inspection procedures into two types: a) periodic inspections, which refer to inspections done 

at higher frequency by simpler methods like visual inspection and/ or Acoustic Emission; and b) 

detailed inspection which is required based on the type of defects identified from periodic inspec-

tions.  

Table 2.4 Summary of NDT Techniques for Bridge Deck (Yehia et al., 2007) 

Method Uses Advantages Limitations 
Visual inspection • Cracks 

• Geometry 
• Surface roughness 

• Accessibility  
• Oldest known technique  
• Well established 

• Subjective 
• Time-consuming 
• Qualitative results  

Liquid penetrant dye • Surface flaws 
• Detection of irregularities 

• Portable 
• Easy interpretation 

• Surface preparation 
• Exhausting for an inspector 
• Time-consuming 

Chain drag • Flaw detection inside 
decks 
•Delaminations 

• Simple 
• Portable 
• Good for delaminations 

• Time-consuming 
• Tedious 
• Subjective 
• Not good with overlays 

Half-cell potential • Detect corrosion state in 
concrete reinforcement 
• Corrosion rate 

• Simple 
• Portable 
• Good for corrosion 

• Deck needs preparation 
• Time-consuming 
• Not good for delaminations 
• Lane closure  
• Not very accurate 

Acoustic emission • Cracks 
• Delaminations 
• Corrosion 

• Real-time response 
• No lane closures 

• Qualitative results only 
• Not good with overlays 
• Interpretation 
• Costly 
• Not Reliable 

Ultrasonic pulse ve-
locity 

• Homogeneity of concrete 
cracks, voids 
• Strength determination 

• Portable 
• Easy test procedure at a 
relatively low cost 
• Relatively easy to inter-
pret 

• Not very reliable for con-
crete 
• Attenuation negatively af-
fects results 
• Does not give information 
about the shape of the defect 

Ground penetrating 
radar 

• Concrete mapping, mining, 
geotechnical, road, and 
bridge 
• Forensics 
• Detection of voids, honey-
combing 
• Delaminations 
• Moisture 

• Versatility 
• Portability  
• Effectiveness 
• Low cost 
• Good with overlays 
• Minimum traffic control  
• Prediction of repair quan-
tities in road 

• Interpretation 
• Complexity of results  
• Interpretation of results 
sometimes requires destructive 
testing 

Impact echo • Detection of voids, cracks, 
Delaminations, unconsoli-
dated concrete, and debond-
ing 
• Determining thickness 

• Requires one surface of 
the tested material to be ex-
posed, independent of the 
geometry of the structure 
• Less susceptible to steel 
reinforcement 
• High accuracy 

• Size of detected flaws is 
highly dependent on the im-
pact duration 
• Less reliable in the presence 
of asphalt overlays 
• Interpretation of the results is 
difficult  
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Thermography 

• Detection of thermal dif-
ferences, Delaminations, 
cracks, voids 

• Portable 
• Simple, easy interpreta-
tion 
• Minimum traffic interfer-
ence 

• No information about the 
depth of defects 
• Dependent on environmental 
conditions 

 

 

Figure 2.10 Selection of NDT techniques based on different defects and damages (Kashif Ur 

Rehman et al., 2016) 

A brief description along with the advantages and limitations of some of the common NDT tech-

niques as discussed by (Gucunski & National Research Council, 2013) will be summarized in this 

section to provide an overview of the methods for appropriate selection of NDT techniques based 

on various types of defects. 
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2.6.1 Impact Echo 

This method involves striking the surface of the bridge deck to be tested by inducing seismic or 

stress waves and measuring the response at a nearby location using simple or automated devices 

as shown in Figure 2.11. The deck is struck by various means, such as wire-mounted steel balls, 

automated projectile sources, or solenoid-type impactors, and the return frequency of the impacted 

signal is recorded to identify delamination. The characteristic of the recorded frequency can be 

interpreted to measure the presence and amount of delamination. The sound deck has a single peak 

in recorded frequency from the bottom of the deck while initial delamination has reflections rec-

orded from both deck and delamination areas. However, delamination progressed to an advanced 

stage and will have reflections only from the delaminated area. The delaminated areas have typi-

cally shallow reflections. Thus, by studying the impact through recorded reflections, impact echo 

identifies delamination and does not detect corrosion. Other applications include the detection of 

surface-opening cracks, characterization of grouting in tendon ducts, and overlay debonding. How-

ever, the use of this method for other such applications is limited due to insufficient reliable results. 

The major disadvantage of this method is that it can be used suitably only with Portland Cement 

Concrete (PCC) overlays as with the presence of asphalt overlay on bridge decks, detection is 

possible only when the asphalt concrete is sufficiently low and hence, its use on asphalt overlay 

bridges is restricted because of unreliable results. 
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Figure 2.11 Stepper (left) and bridge deck scanner (right) (Gucunski & National Research 

Council, 2013) 

2.6.2 Ultrasonic Pulse Echo (UPE)  

UPE method uses ultrasonic (acoustic) stress waves generated by exciting a piezoelectric material 

to detect anomalies (cracks, voids, delamination, or horizontal cracking) in bridge decks. A dry-

point contact, ultrasonic transduces unit consisting of 24 probes, 12 of which act as pulses while 

the remaining 12 as receivers as shown in Figure 2.12(a). Figure 2.12 (b) shows a UPE mounted 

on an automated device. The transit time of ultrasonic waves traveling through the medium along 

with the time taken for the reflected wave to come back to the surface is used for identifying 

defects. When the wave interfaces with a defect, a part of the energy is emitted back and hence, 

areas with deterioration or microcracking will have lower velocity compared to sound deck con-

crete. UPE is advantageous for measuring defects in concrete elements, debonding of reinforce-

ment bars, shallow cracking, and delamination. However, it has various limitations such as the 

process being time-consuming due to the UPE deck survey requiring very close test points, the 

inability to generate sound results on rough surfaces, and some of the defects may remain unde-

tected as UPE works only at low frequencies. 

Ultrasonic Surface Waves (USW) 
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USW method involves recording the reflected surface waves, which are elastic waves that travel 

along the free surface of the deck and penetrate until the concrete depth. Figure 2.13 shows the 

numerous devices used for generating elastic waves by impacts (steel balls, automated projectile 

sources, solenoid-type impactors). The surface waves propagate radially from the impact source 

forming a cylindrical front with a velocity dependent on the elastic properties of the medium. The 

USW velocity is evaluated based on the spectral analysis of the recorded signal. In the case of a 

sound deck, the velocity of the surface will have little variation while significant variation is in-

dicative of the presence of anomalies. The USW method is used for detecting various defects such 

as ASR, DEF, freeze-thaw, vertical cracks, and other deterioration processes. However, this 

method is not suitable for detecting delamination in concrete decks, especially with asphalt con-

crete overlaid decks due to unreliable results.  

 

(a)                    (b) 

Figure 2.12 (a) Shear-wave probe array A1220 (a), and (b) automated A1220 measurements us-

ing stepper (Gucunski & National Research Council, 2013) 
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Figure 2.13 USW testing using a portable seismic property analyzer (Gucunski & National 

Research Council, 2013) 

2.6.3 Impulse Response 

The impulse response method measures the dynamic response of the element tested, often tested 

in terms of mobility or flexibility spectrum to differentiate sound areas from defective areas based 

on the shape and amplitude of the response spectrum. The typical frequency range of impulse 

testing is 0 to 1 kHz and Figure 2.14 (a) shows the field-testing operation. It involves applying an 

impact with an instrumented hammer on a part of the bridge deck and measuring its response at a 

close-by location using a geophone or accelerometer. The principle behind this method is illus-

trated in Figure 2.14 (b) wherein the signal from the impact hammer sensor is recorded by a nearby 

displacement transducer, geophone (velocity transducer), or accelerometer, and the recorded sig-

nal is transferred into the frequency domain to obtain the corresponding spectra. The ratio of the 

displacement and impact spectra represents a flexibility spectrum, and this measured response is 

used to evaluate the detection of defects. The impulse response method can detect honeycombing, 

voids, concrete delamination, and debonding in bridge decks. The major disadvantage of this 
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method is it can only detect gross defects, leaving smaller defects undetected and the data obtained 

is highly sensitive to selected test points on the bridge deck. 

 

Figure 2.14 (a) Impulse sound testing and (b) Principles of impulse response testing (Gucunski 

& National Research Council, 2013) 

2.6.4 Ground-Penetrating Radar 

GPR is a condition assessment tool that works by emitting electromagnetic (radio) waves into a 

reinforced concrete bridge element and recording the reflected signals for analysis. (Hugenschmidt 

& Mastrangelo, 2006). Despite being used to evaluate the condition of reinforced concrete struc-

tures for more than 30 years, GPR technology has gradually improved (Ulriksen, 1982). The prem-

ier step of GPR assessment is to utilize a mobile or manually operated antenna that emits electro-

magnetic  (EM)  waves  to  scan a structure, such  as  a  bridge  element,  pavement,  or a  reinforced 

concrete element (Mohammed Abdul Rahman, Zayed, et al., 2022). For detailed inspections, a 

hand-pushed cart is typically utilized with ground-coupled GPR systems, and it is often necessary 

to close the entire bridge for the survey. In contrast, for mobile or aerial surveys used for recon-

naissance, air coupled GPR systems are employed, typically attached to vehicles, and lane closure 



   
 

31 
 
 

is typically not necessary. Contemporary GPR systems are designed to mitigate electromagnetic 

disturbances and vibrations through radar design and manufacturer-recommended survey proto-

cols. "However, regulatory guidelines must be adhered, and special care must be taken to prevent 

interferences at sensitive sites like airfields, prisons, defense establishments, and similar locations 

(Utsi, 2017). Usually, the scanning is carried out either along an element's longitudinal section or 

in a grid pattern with uniform traverse spacing to cover the entire element. Depending on the goal 

of a GPR survey, such as the level of detail required, the traverse spacing between scans is as-

signed. The selection of antenna frequency (typically ranges from 1 to 5 GHz) is a trade-off be-

tween a GPR survey's required resolution and penetration depth. In general, higher antenna fre-

quencies offer higher resolution power but less depth of penetration, and vice versa (Gehrig et al., 

2004). Accordingly, several additional GPR survey parameters are preset such as the number of 

samples per scan, transmit rate, number of scans per unit of distance, and dielectric constant 

(Varnavina et al., 2015). The energy signal reflects at various media interfaces (such as concrete 

air, and concrete rebar), where it is periodically recorded and known as a GPR profile (K Dinh et 

al., 2014). Indicators of the condition of a bridge element include the delay time and amplitude of 

the reflected signal at any location, which is influenced by the presence of various subsurface 

materials (Yehia et al., 2007). Moreover, the GPR profiles of a bridge deck can be utilized to 
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estimate the corrosiveness status because the signal attenuation is predominantly caused by an 

increase in conductivity at the level of the corroding rebar (Tarussov et al., 2013).  

 

Figure 2.15 GPR scanning a bridge deck in Laval using wheel-mounted equipment 

Figure 2.15 shows an image of GPR testing of a concrete deck using the equipment in Laval, 

Quebec while Figure 2.16 shows a GPR scan of a sample reinforced bridge deck wherein the hy-

perbolae represent reflections at top rebar layer. The hyperbolae on the left section of the GPR 

profile is somewhat fuzzy indicating corrosion because of increased loss of signal at corroded rebar 

level. GPR applications include evaluation of deck thickness, measurement of concrete and rebar 

configuration, deterioration maps of bridge decks, characterization of delamination potential and 

concrete deterioration, and estimation of concrete properties. GPR limitations include its inability 

to detect delamination unless they are epoxy-impregnated or filled with water, negative influence 
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in results due to presence of moisture, extremely cold weather and one of its major limitations is 

interpretation of results (GPR profiles) obtained for corrosion detection. 

 

Figure 2.16 GPR principle (Gucunski & National Research Council, 2013) 

2.6.5 Half-Cell Potential 

Half-cell potential (HCP) method is an electrochemical technique to evaluate active corrosion in 

reinforced steel bridge deck by finding the potential difference between the reinforcement and a 

standard portable half-cell, typically a Cu/CuSO4 standard reference electrode. Figure 2.17 shows 

the equipment used for Half-cell potential measurement. HCP measurements should be taken on 

the free concrete surface because the presence of isolating layers (asphalt, coating, and paint) make 

measurements erroneous. Also, since electrical connectivity is essential between the rebars, this 

method is not applicable for epoxy-coated reinforcements. The HCP test accurately assesses the 

corrosion of steel reinforcement; higher negative potential values indicate severe corrosion in 
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concrete, while less negative or positive potential values suggest otherwise. This method can be 

typically utilized to validate corrosion results from other NDTs.  

 

Figure 2.17 HCP testing (Gucunski & National Research Council, 2013) 

2.6.6 Galvanostatic pulse measurement (GPM) 

The concrete corrosion rate measurement using HCP is often unreliable when concrete is wet, 

dense, or polymer modified. The GPM is a rapid assessment method of rebar corrosion by immers-

ing an electrolytically conducting liquid of adequate oxidizing power. The corrosion current is 

indirectly measured by galvanostatically (with constant current) imposing a short-time anodic cur-

rent pulse between a counter electrode at the concrete surface and the steel reinforcement. Figure 

2.18 (a) shows GPM testing while Figure 2.18 (b) shows the GPM principle wherein the applied 

current polarizes the reinforcement anodically resulting in a measurable potential drop. Corroded 

areas in concrete possess an active current between the anode and cathodic sites and have lower 
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resistance to current flow compared to sound concrete areas. GPM like half-cell potential is a semi-

destructive technique and pre-wetting of the concrete layer is essential in concrete deck covers 

with high resistivity. 

 

Figure 2.18 (a) GPM Testing and (b) GPM Principle (Gucunski & National Research Council, 

2013) 

 

2.6.7 Electrical Resistivity (ER) 

The electrical resistivity method is used for detecting moisture which could indicate the presence 

of cracks. The amount of water and chlorides in concrete bridge decks are important parameters 

for determining the corrosion state. ER is measured using the Wenners probe as shown in Figure 

2.19 and the principle behind this method is that the presence of cracks leads to increased porosity 

and thus, defected areas will possess low ER values while sound concrete deck areas have higher 

ER values. The primary application of ER method is to characterize the concrete deck's suscepti-

bility to corrosion. Since the ER depends on many material properties (moisture, salt content, po-

rosity), interpreting the results of this method is a major limitation.  
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Figure 2.19 Electrical Resistivity testing using a Wenner probe (Gucunski & National Research 

Council, 2013) 

2.6.8 Infrared (IR) Thermography 

Infrared Thermography is used to measure voids and delamination in concrete decks. IR thermog-

raphy method measures the thermal radiation emitted by the deck, and based on the thermal prop-

erties of various materials, the region is captured with temperature differences. IR maps of surface 

temperature are generated and the principle behind detecting anomalies (voids or delamination) is 

that areas with defects will have different thermal conductivity compared to sound concrete due to 

the presence of water or air. For example, delaminated areas due to the presence of air or water 

heat up and cool down quicker than sound concrete and thus, exhibit higher temperatures in the 

range of 1oC to 3oC than surrounding concrete. Figure 2.20 shows the process of testing IR ther-

mography using infrared cameras. Figure 2.21 shows a deck under solar radiation which emits heat 

from all objects and the temperature variations are recorded using this method. Some limitations 

of this method include that it does not provide adequate information about the depth of flaws, 

cannot detect defects at higher depths, and is very sensitive to surface anomalies and boundary 

conditions.  
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Figure 2.20 Infrared thermography testing using IR cameras (Gucunski & National Research 

Council, 2013) 

 

 

Figure 2.21 Principle of passive infrared thermography (Gucunski & National Research Council, 

2013) 
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2.6.9 Chain Dragging and Hammer Sounding 

Chain Dragging and Hammer Sounding are popular techniques used by transportation authorities 

and it involves dragging a chain along the deck or hitting it with a hammer and listening to the 

sound produced to detect regions with delamination. Figure 2.22 shows the process of testing the 

bridge deck using the two methods. A clear ringing sound indicates a sound deck while a hollow 

sound indicates a delaminated area. The hollow sound is a consequence of flexural oscillations in 

the delaminated area of the deck. These oscillations are in the range of 1 to 3 kHz and hence, 

audible to the human ear. The sound generated is listened to by the bridge inspector while per-

forming these tests for inspection. Chain drag is a relatively faster method and is used to determine 

the approximate location of delamination while hammer sounding is used to accurately determine 

the boundary of defect. The test needs to be performed without asphalt overlay which is a major 

limitation. Additionally, the method is very subjective as it is dependent on the operator’s skill and 

hearing.  

 

Figure 2.22 Chain Dragging (left) and Hammer Sounding (right) (Gucunski & National 

Research Council, 2013) 
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2.6.10 Visual Inspection 

Transportation authorities have primarily been using the visual inspection method to evaluate the 

condition of the bridges, in which qualified bridge inspectors observe the defects and rate the 

bridge's components on a scale of 0 to 9 according to their expertise (Heymsfield & Kuss, 2015). 

Despite being straightforward and effective, this method has several drawbacks, two of which are 

its subjectivity and its inability to identify internal defects like corrosion, delamination, internal 

cracks, and others (M Abdul Rahman & Zayed, 2016). Therefore, it doesn't give accurate infor-

mation on bridge decks, which could result in making bad decisions. (Moore et al., 2001) examined 

the reliability of visual inspection results of highway bridges and key findings of their report indi-

cate that the visual inspection results are very subjective, as stated earlier, due to variable condition 

ratings by different agencies and that at least 48 percent of individual condition ratings for the 

primary elements were incorrectly assigned. Hence, transportation authorities over time have 

shifted their focus on adopting NDT techniques over the years along with visual inspection to 

determine the wholesome health of bridge decks or elements for better safety and management 

practices. Image-based assessment of the bridge deck condition has also gained some interest as a 

supplement to visual inspection (Adhikari et al., 2013a), (Adhikari et al., 2013b), (Adhikari et al., 

2014). Some of the common NDT techniques used for bridge deck inspections have been briefly 

described in this section. The next step is the selection of appropriate NDT technique based on 

several factors and is a precursor to the motivation of choosing a suitable interpretation method of 

a specific NDT technique for this research. 

2.7 Selection of recommended NDT Technique – GPR  

Various NDTs that could be used for bridge deck inspections were discussed in the previous sec-

tion, each with its own benefits and drawbacks (Yehia et al., 2007). For instance, IE is highly 
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sensitive to the surface disposition and surrounding environment, even though it may identify de-

lamination, cracks, and voids in the early stages of bridge elements (Oh et al., 2013). The selection 

of appropriate technology for a bridge deck is a challenge in itself. (Gucunski & National Research 

Council, 2013) performed a comprehensive study to determine the overall ranking of NDT tech-

nologies using weighted factors based on their ability to detect critical defects in bridge decks 

(delamination, corrosion, vertical, concrete degradation) and ranked GPR as the most recom-

mended technique based on its ability to detect major subsurface defects within a short span of 

time (Table 2.5). Such studies  aid in assessing the structural capacity and reliability of a structure 

to determine the safety issues and remaining service life (Ghodoosi et al., 2015), (Ghodoosi et al., 

2018).  Several other studies also indicate that GPR is the most appropriate and preferred technique 

among other NDTs for bridge elements inspection such as (D.J. Daniels, 2004), (Benedetto et al., 

2012), and, (Alsharqawi et al., 2017). Therefore, the present research adopts GPR for inspecting 

bridge decks and developing condition maps. However, the interpretation of results from GPR 

inspection outputs based on widely applied amplitude-based analysis and its variants are not com-

pletely reliable or erroneous (Tarussov et al., 2013), due to which the transportation agencies are 

reluctant to depend entirely on GPR.  A review of GPR data analysis is discussed in the next 

section along with the motivation for using a specific interpretation method adopted in this re-

search.  

Table 2.5 Overall Value of NDT Technology in Bridge Deck Deterioration Detection (Gucunski 

& National Research Council, 2013) 

 
Deterioration Type 

Delamination Corrosion Vertical 
Cracks 

Concrete 
Degradation 

Overall 
Value 

Ranking 

WF = 0.42 WF = 0.35 WF = 0.10 WF = 0.13 
Impact echo 3.0 0.0 1.0 1.0 1.5 2 
Ultrasonic surface waves 2.7 0.0 2.4 3.3 1.8 2 
Ground-penetrating radar 3.1 3.1 0.0 1.0 2.5 1 
Half-cell potential  0.0 3.3 0.0 0.0 1.2 3 
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Galvanostatic pulse 
measurement 

0.0 2.8 0.0 0.0 1.0 3 

Electrical resistivity 0.0 3.6 0.0 0.0 1.3 3 
Infrared thermography 2.9 0.0 0.0 0.0 1.2 3 
Chain-dragging/hammer 
sounding 

2.9 0.0 0.0 0.0 1.2 3 

Note: WF - Weight Factor 

2.8 GPR inspection and data analysis 

2.8.1 GPR Survey Strategies 

Using a "radio detection and ranging" (radar) technique for identifying hidden objects, GPR equip-

ment uses an antenna to transmit electromagnetic (EM) waves into a bridge element to record 

subsurface reflections. The premier step requires the GPR operator to assess the feasibility of uti-

lizing GPR to inspect the bridge component, considering both environmental conditions and the 

characteristics of the bridge deck. GPR may not function effectively in environments with high 

levels of free ions, such as presence of excess moisture or saltwater during winters. In such condi-

tions, the transmitted signal dissipates into the ground as a weak electrical current, resulting in 

minimal to no signal return to the GPR receiver antenna, leading to data loss and limited subsurface 

information for analysis (Utsi, 2017). It is also important to complete a GPR survey for a bridge 

deck within a single day without major weather fluctuations (Varnavina et al., 2015). Additionally, 

if it is known a priori that certain sections of the bridge deck are exposed to moisture differently, 

such variations must be accounted for as areas with relatively higher moisture content will exhibit 

greater signal attenuation (Coleman & Schindler, 2022). GPR is not recommended on bridges with 

localized delamination over the reinforcements that are equipped with cathodic protection systems, 

or bridges containing conductive aggregate in their asphalt (ASTM D6087, 2015). Subsequently, 

the bridge deck to be inspected can be physically scanned using any GPR equipment produced by 

commercial companies such as Geophysical Survey Systems, Inc. (GSSI) or Ingegneria Dei Sis-

temi (IDS). Prior to scanning, it is essential to ensure that the bridge deck is in a clean, surface-dry 
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condition, free from soil, aggregate, or other particulate debris (ASTM D6087, 2015). The scan-

ning procedure was briefly outlined in Section 2.6.4, which entails the selection of various survey 

parameters, some of which include: 

1) Antenna frequency: When assessing a concrete bridge deck using ground-coupled GPR, it 

is common to employ one or more high-frequency antennas (exceeding 900MHz) to 

achieve the best trade-off between image depth and resolution (Gehrig et al., 2004). Typi-

cally, frequencies in the range of 1 to 2 GHz are used, but higher frequencies (such as 4 

GHz) can be employed depending on the need such as when a greater level of detail is 

required closer to surface or in the presence of high moisture.  

2) Number of scans per unit of distance: The number of scans per unit of distance refers to 

the density of individual scans and determines how closely spaced the data points are along 

the scanning path. It depends on both the repetition rate of EM pulses and the speed of 

acquisition and impacts both the lateral resolution and acquisition speed. In most cases, 24 

scans per foot are adequate for imaging rebars in bridge decks, however, care must be taken 

if smaller anomalies need to be detected (Varnavina et al., 2015). 

3) Transmission velocity (ν): Radar measurements are highly accurate, but any potential in-

accuracies arise from the conversion of time measurements in nanoseconds into standard 

depth measurements. This conversion relies on knowing the transmission velocity, which 

is influenced by the electromagnetic properties of the materials the radar waves pass 

through. The relative permittivity, also known as the dielectric constant (Er), quantifies the 

electromagnetic behavior of different materials, and it can vary significantly between ma-

terials like asphalt, concrete, soil, stone, brick, air, water, or any substance where radar 

targets are located. The transmission velocity is determined by this relative permittivity of 
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the material under investigation (ν = c/√Er; wherein c is the speed of light). The velocity 

passing through concrete (~0.1 m/s) varies considerably from that through air (~0.3 m/s) 

and water (~0.01 m/s). While it's common to assume a velocity of 0.1 m/s for concrete in 

bridge decks, care must be taken when calibrating and converting this velocity, especially 

when large voids (containing air, water and/or impurities) are present (Utsi, 2017). 

4) Number of samples per scan: It refers to the number of discrete data points or samples 

taken within each individual GPR scan and should be approximately the size of or slightly 

smaller than the target to be detected. Using an excessively small sampling interval can 

slow down radar performance, even when data isn't lost, as it takes a longer time to acquire 

the complete data set (Utsi, 2017). Therefore, selecting an optimal value involves balancing 

radar speed with the required level of detail. The minimum requirement for concrete as-

sessments within a 15 ns range is to use 256 samples per scan (Varnavina et al., 2015). 

5) Wavelength (λ): The wavelength of a radar signal depends on both the frequency and the 

material through which it propagates, especially the transmission velocity (λ=ν/ƒ). It af-

fects various aspects, including the depth of penetration, the smallest detectable object size, 

and the spacing at which adjacent objects can be distinguished. In practical terms, assessing 

this wavelength helps ensure that the correct antenna frequency has been chosen to detect 

and differentiate targets at the desired depth, such as identifying rebars in bridge decks. For 

example, the wavelengths must be either the same length as or shorter than the distance 

between the rebars (Utsi, 2017). 

6) Penetration depth: In ideal circumstances, the maximum depth radar waves can penetrate 

before losing their energy is typically less than 20 wavelengths (λ) (D.J. Daniels, 2004). 

However, real-world conditions rarely allow for such minimal signal loss, making it 



   
 

44 
 
 

essential to consider two practical implications. Firstly, when choosing an antenna for a 

bridge deck survey, one must account for a significantly shallower depth range than the 

theoretical 20 wavelengths. Secondly, the presence or absence of moisture or humidity 

during the survey can significantly impact the depth (Utsi, 2017). 

7) Smallest target and its spacing: To be detectable by radar, an object (rebar for bridge decks) 

must be at least around 10% of the wavelength or larger. Short wavelengths are effective 

for finding small targets, but they limit depth penetration, creating a trade-off. High-fre-

quency GPR is suitable for shallow small targets, while deep targets require lower frequen-

cies, but the target size must be larger than 10% of the wavelength for detection. The choice 

depends on the target's depth and size.  Additionally, it’s essential to maintain a minimum 

spacing between each rebar of at least one wavelength (Utsi, 2017). 

8) Traverse spacing: The choice of traverse spacing in a GPR survey depends on the investi-

gation's objectives. For bridge decks, spacing of 1 to 2 feet is used to map detailed features 

of a bridge deck, whereas 3 to 6 feet is typically employed for a reconnaissance or quality-

assurance survey (Varnavina et al., 2015). 

9) Bandpass filters: These filters in data processing allow the selection of a specific frequency 

range while filtering out frequencies outside that range. In practice, GPR emits a spectrum 

of frequencies, with the antenna's frequency marked by a manufacturer represents its peak 

energy. In modern GPR systems, it is common to utilize the recommended low-pass and 

high-pass filters to eliminate spurious noise. For instance, when scanning a bridge deck 

with a 1.5 GHz antenna, one might apply a 3000 MHz low-pass filter and a 250 MHz high-

pass filter to ensure the acquisition of high-quality data (Varnavina et al., 2015). Neverthe-

less, there may be situations, especially in complex environments, where applying these 
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filters to restrict frequencies to a narrow range could lead to data loss, making it challenging 

to analyze or interpret the results effectively. For bridge deck inspections, the application 

of such filters might inadvertently remove reflections from anomalies beyond rebar. A 

more effective approach could involve refraining from using these filters and instead con-

ducting frequency-based anomaly separation during the subsequent data analysis phase. 

Figure 2.23 shows GPR equipment installed on a wheeled cart produced by GSSI® and driven 

on the bridge deck manually for scanning. It has three main components: a) Antenna: which 

transmits and received the electromagnetic pulse; b) Control Unit: which triggers the signal, 

records the reflected signal, and shows it as a B-Scan on its display unit contained within; and 

c) Power supply: different sources ranging from small rechargeable batteries to vehicle batter-

ies and normal 110/200-volt. The GPR antenna is dragged from one side to another to take one 

swab, and multiple swabs are taken at a certain distance from each other to completely scan a 

given bridge deck (or element) either along the longitudinal direction only or in a grid pattern. 

Once the scan is complete, the GPR profile data are transferred from the control unit as files 

onto a desktop computer/ laptop for further processing. Alternatively, GPR data can be directly 

obtained from an already scanned bridge deck database, if available.  



   
 

46 
 
 

 

Figure 2.23 GPR Equipment (GSSI, 2022) 

2.8.2 GPR principles and existing approaches 

The radar reacts to variations in EM properties between any materials, making it capable of de-

tecting any material, whether metallic or not, without relying on specific material presence. None-

theless, it's important to understand that GPR doesn't directly provide information about the nature, 

type, color, or density of the target material. Such characteristics can be inferred using ancillary 

means such as the specific type of GPR investigation or externally provided information (Utsi, 

2017). The rate of attenuation of the EM signals are dependent on the frequency of the transmitted 

wave, which is typically constant for a GPR survey, and the properties of the subsurface materials 

(Dojack, 2012).  Thus, the recorded reflections of the EM waves are apparent at varying material 

interfaces of the element being inspected such as air/asphalt, asphalt/concrete, and concrete/rebar 

for reinforced structures (M Abdul Rahman & Zayed, 2016). The signal primarily responds to the 

electrical properties of subsurface materials, particularly their electrical conductivity and dielectric 

constant. The dielectric constant affects the speed of the signal as it is exclusively based on the 

moisture content of the medium. However, the signal loss in deteriorated concrete is predominantly 



   
 

47 
 
 

caused by the conductive loss of the material surrounding the concrete. Therefore, radar signals 

can reasonably estimate the level of corrosivity (such as severe, moderate or no corrosion) in re-

inforced concrete elements as it is highly sensitive to conductivity (Tarussov et al., 2013). Never-

theless, it's crucial to emphasize that GPR signals do not provide a direct measurement of corrosion 

or detect corrosion-induced volume changes at the millimeter level.  

The radar signal emitted at a specific point or location can be shown as an amplitude vs. time graph 

called as an A-scan (Figure 2.24). When such A-scans recorded at regular intervals are merged 

across the complete section of a scanned element, it is represented as a B-scan as shown in Figure 

2.25, where the X-axis denotes the distance along the direction of the scan and the Y-axis denotes 

the time or the converted depth after applying appropriate transmission velocity. A radar beam, 

which emits in a cone-shape widens with depth, begins detecting buried objects (typically rebars 

in bridge decks) before it aligns directly above them. As it approaches, the beam's edge detects the 

target, and this distance is recorded as its "apparent depth." However, it's longer than the true 

vertical depth. The apparent depth shortens as the radar approaches the target and reaches its min-

imum above the target's position, then increases again as the radar moves past. This relationship 

between depth and distance creates a hyperbolic shape when plotted (Utsi, 2017). In Figure 2.25, 

the B-scan displays hyperbolic patterns that correspond to radar reflections from the upper layer, 

with each hyperbola's peak indicating the location of rebar. The shape of each hyperbola is not 

determined by the contours of the target, except when the target's size significantly exceeds the 

radar's wavelength. The hyperbola's shape primarily results from two key factors: the radar's de-

sign, which includes the beam's shape and angle, and the electromagnetic properties of the subsur-

face (concrete in bridge decks), particularly the speed at which electromagnetic pulses travel 
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through the ground. While most aspects of the radar design are consistent, the hyperbola's appear-

ance may vary with depth due to the widening of the beam. Consequently, each hyperbola's shape 

is influenced by depth and transmission velocity (ν). Specifically, if the radar waves encounter a 

material with a higher propagation speed, the hyperbolas may appear narrower and more elon-

gated, while in materials with lower propagation speeds at similar depth, the hyperbolas may ap-

pear wider and more rounded. Although the standard practice is to conduct scans at a right angle 

to rebars, deviating from this orthogonal angle could potentially alter the hyperbolic shape, poten-

tially introducing variations in signal strength and unwanted noise (Utsi, 2017). 

When radar waves hit the rebar (steel reinforcement), they undergo a sudden change in the dielec-

tric constant and this abrupt transition causes a portion of the radar energy to bounce back towards 

the surface, creating echoes. Occasionally, reflections from such highly reflective objects like re-

bars may manifest as 'multiples' or 'ring-down' in radar data. These occurrences are confined to the 

vicinity of the rebar and do not span the entire vertical section. The background echo effects, or 

‘ringing’ occurs as recurring, regular horizontal bands in radar profiles, typically in their upper 

sections, and originates due to antenna system noise (Conyers, 2013). All radar systems have these 

faint echo effects, typically hidden by stronger reflected signals from subsurface targets. However, 

they become visible when no such strong signals are present (Utsi, 2017). Reverberation, akin to 

ring-down, generates multiples in reflection profiles. However, it arises from system noise caused 

by closely spaced "ringing antennae" that create such reverberations (Conyers, 2013). Finally, 

ringing caused by air or water gaps may manifest as repetitive hyperbolic patterns in radar profiles, 

resulting from abrupt changes in dielectric properties and significant variations in travel time (D. 

J. Daniels, 2005). GPR data analysis involves the interpretation of such radar signals, whether in 
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the form of A-scans or typically B-scans. While corrosion is a major defect identified, GPR can 

be used to identify other defects in bridge decks such as voids, honeycombing, delamination, and 

the presence of moisture content (Yehia et al., 2007). 

 

Figure 2.24 A- Scan  (Abdel-Qader et al., 2014) 

 

Figure 2.25 B-Scan (marked vertical white-line  represents extracted trace in Fig 2.23) (Abdel-

Qader et al., 2014) 
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Several methods have been proposed in the literature to interpret data obtained from GPR scans 

and Table 2.6 enumerates this gradual development over the years by various researchers with a 

brief description. The initial methods focused on interpreting data based on individual waveforms 

or signatures in GPR profiles as proposed by (Clemena, 1983) and (Carter et al., 1986). A signifi-

cant approach (Maser KR, 1990) involved analyzing GPR data based on normalized amplitudes 

while (Parrillo et al., 2006) developed deterioration maps by measuring such amplitudes at the 

concrete-rebar level. Subsequently, (Barnes et al., 2008) improved amplitude-based analysis by 

considering signal depth effects. An image-based analysis of GPR data by a human analyst was 

proposed by (Tarussov et al., 2010). As stated earlier, (Gucunski & National Research Council, 

2013) conducted a comprehensive investigation on nine bridge decks using multiple NDEs. A 

time-series analysis of GPR data was proposed by (K Dinh et al., 2014) while another study sug-

gested correlating original waveforms of GPR signals with semi-simulated waveforms at deterio-

rated state (Kien Dinh et al., 2017). Detection of delamination is a major issue of GPR data analysis 

and two recent studies investigated its reliability and the factors affecting it (Ali A. & Glenn A., 

2018), (Kien Dinh & Gucunski, 2021). Additionally, a couple of studies proposed enhanced meth-

ods of signal depth correction (Kien Dinh et al., 2016), (Pashoutani & Zhu, 2023). Several holistic 

methods of deterioration mapping have been lately proposed which included automated detections 

of hyperbolic regions and considering other parameters besides amplitudes such as (Asadi et al., 

2020), (Sepehr & Jinying, 2020), and (Kien Dinh et al., 2021). 

Table 2.6 GPR Data Analysis Improvement over the Years 

Sl.  Researcher & Year Brief description 
1 (Clemena, 1983)  Identified that deterioration signatures in a GPR profile are usually in a de-

pressed shape with occasional ascending and blurred reflections. 
2 (Carter et al., 1986) Analyzed individual waveforms in GPR profiles and identified scaling and 

surface delamination by measuring variances in these waveforms. 
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3 (Chung et al., 1993) A rating system was proposed to classify the condition of a bridge deck 
based on waveforms at the asphalt/concrete level in several bridge decks 

4 (Maser KR, 1990) A deck assessment technique by evaluating normalized amplitude values at 
the concrete surface. 

5 (Maser & Bernhardt, 2000) 
(Romero et al., 2000) 

Signal attenuation and concrete dielectric constant value were measured to 
assess the condition of bridge decks. 
 

6 (Barnes & Trottier, 2004) Evaluated GPR effectiveness by comparing with ground-truth results of nu-
merous bridge decks and proposed that combining visual inspection data 
with GPR-predicted deteriorations can lead to better results. 

7 (Parrillo et al., 2006) Generated a deterioration map of a bridge deck based on amplitude values at 
the concrete-rebar level 

8 (Barnes et al., 2008) Proposed a linear regression model to improve GPR results by considering 
the signal depth-amplitude effects 

9 (Tarussov et al., 2010) 
(Tarussov et al., 2013) 

Condition mapping wherein an experienced analyst marks attenuated areas 
through GPR image analysis while considering several parameters such as 
surface anomalies, reflection amplitudes, rebar spacing variations, etc. 

10 (Gucunski & National 
Research Council, 2013) 

Multiple NDE techniques were applied to nine concrete bridge decks, and 
GPR was top-rated for identifying major subsurface defects when compared 
to other techniques.  

11 (K Dinh et al., 2014) Provided an alternative analysis based on evaluating the change of ampli-
tude values over time to assess the condition of bridge decks. 

12 (Kien Dinh et al., 2016) Depth correction of amplitude values by accounting for geometric & dielec-
tric loss in signals and conductive loss due to free ions individually. 

13 (Kien Dinh et al., 2017) Analyzed GPR data by correlating original waveforms with semi-simulated 
waveforms developed for completely deteriorated concrete. 

14 (Ghodoosi et al., 2018) Update the deterioration prediction model based on the GPR defect map to 
reliably estimate the remaining life of a bridge deck. 

15 (Ali A. & Glenn A., 2018) A reliability study to assess GPR's ability in detecting delamination in 
bridge decks. 

16 (Kien Dinh et al., 2019) Condition mapping of bride decks by utilizing entire amplitude data of B-
scans with synthetic aperture focusing technique (SAFT). 

17 (Asadi et al., 2020)  Automated rebar detection in GPR images of bridge decks using a machine 
learning approach and condition assessment based on intensity values at 
identified peaks instead of amplitudes. 

18 (Goulias et al., 2020) Examined & compared A-scans at different locations in GPR profiles of a 
prestressed bridge deck to quantify potential concrete deterioration. 

19 (Jiao et al., 2020) Automated detections of three major defects (delamination, air-voids, and 
moisture) in GPR images including bridge decks through characterizing re-
flection signal’s polarity and image shape patterns. 

20 (Nicolas et al., 2020) A new method to assess complete bridge deck condition (concrete surface 
condition, concrete cover, deck thickness, top rebar condition, and surface 
elevation) using step-frequency GPR antenna arrays. 

21 (Rhee et al., 2020) Developed a practical GPR signal interpretation method for condition as-
sessment through statistical analysis of concrete relative permittivity for as-
phalt-covered bridge decks in Korean expressways. 

22 (Sepehr & Jinying, 2020) Deterioration mapping through combined analysis of three parameters at 
different depths instead of solely measuring signal attenuation which in-
clude: a) direct coupling amplitude map measured at the concrete surface, b) 
wave velocity map at cover concrete depth, and c) depth-corrected signal at-
tenuation map from the rebar reflections. 

23 (Kien Dinh et al., 2021) Collected GPR data using the dual-polarization antenna and developed two 
algorithms based on the SAFT technique for 3D imaging of concrete 
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structures to identify objects/ defects in both directions, steel bar debonding, 
and concrete delamination. 

24 (Mohamed et al., 2021) Proposed a formula to relate the area of corroded rebars with amplitude val-
ues based on finite-element analysis and corrosion mapping. 

25 (Kien Dinh & Gucunski, 
2021) 

An investigative study to determine factors that affect the detectability of 
concrete delamination. 

26 (Pashoutani & Zhu, 2023) 2 methods for depth correction using real rebar depth were proposed with a) 
migrated amplitude values and b) migrated and normalized amplitudes. 

 

GPR data analysis is an active field of investigation, and the majority of proposed approaches 

(Table 2.6) are aimed at improving reliability through enhancing amplitude-based analysis (ABA). 

However, this approach of processing GPR data solely based on amplitude values suffers from an 

intrinsic limitation of ignoring 90% of data contained within radar profiles among others (Tarussov 

et al., 2013). The commonly adopted amplitude-based approach (basis of all ABAs) by transpor-

tation authorities is to analyze GPR data utilizing (ASTM D6087, 2015). This approach is ex-

plained briefly along with its drawbacks, and an alternative better approach to process GPR data 

utilized in this study is subsequently discussed.   

2.8.3 Numerical Amplitude-Based Analysis (ABA) 

The rebar locations in a bridge element correspond to the peak of the hyperbolas formed by the 

reflections at the concrete-rebar interfaces (Krause et al., 2007). The standardized procedure in 

(ASTM D6087, 2015) generates condition maps based on amplitude values of GPR profiles (B-

Scans) obtained from scanning a bridge deck. It entails picking reflection amplitude values across 

B-scans at either of the two locations at regular intervals: (a) concrete-rebar interface, i.e., the peak 

of hyperbolas, or (b) relative amplitudes between the surface and bottom of the bridge deck. Figure 

2.26 shows a sample GPR profile of a bridge deck with amplitude values taken at either of these 

points: a) red dots indicate amplitude values taken at the peak of hyperbolas which is rebar level, 
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and b) blue and green dots indicate amplitude values picked at top and bottom of slab respectively. 

Modern GPR data collection and processing software typically consists of a module that allows 

automatic rebar picking. Due to the presence of corrosion at rebar levels or any void(s), the signal 

attenuation, which is conversely related to amplitude, is higher compared to sound concrete. There-

fore, the basic principle is that higher values of amplitudes indicate areas of good concrete condi-

tion while lower values indicate areas of moderate-to-bad concrete condition (Mohammed Abdul 

Rahman, Zayed, et al., 2022). Subsequently, a condition map is generated for the complete bridge 

deck by stacking amplitude values of all profiles relative to its location which shows areas of 

concrete with varying conditions such as good, moderately corroded, and severely corroded con-

crete. Such maps can be used by bridge inspectors to locate deteriorated regions that require further 

inspection and repairs. Modern GPR equipment manufacturers often provide their proprietary 

modules for automated rebar detection and deterioration mapping based on amplitude analysis, 

such as the ‘BridgeScan Handbook’ designed for use with the GSSI® SIR 4000 system (GSSI, 

2017). Although numerical ABA is a commonly adopted approach for GPR profile analysis (K 

Dinh et al., 2014), it has various limitations as discussed in the next section. 

 

Figure 2.26 Picking of points in a GPR profile for amplitude analysis (Tarussov et al., 2013) 
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2.8.4 Limitations of Numerical-ABA 

Firstly, it is presumed that employing numerical ABA speeds up data processing, yet this ignores 

the majority of the information in a GPR profile which is visual in nature (Tarussov et al., 2013). 

Secondly, the method is assumed to be objective and could produce precise results because it em-

ploys numerical values. Even so, it is untrue since several amplitude-affecting factors are disre-

garded such as depth, surface anomalies, reinforcing bar spacing, reinforcing bar configuration, 

polarization effects, apparent change in slab thickness, and others. Corollary, condition maps based 

on numerical-ABA analysis can be ambiguous, noisy, and not always reliable. (Parrillo et al., 

2006) investigated an amplitude-based corrosion map of a bridge deck and proved that the color-

coded results do not indicate the actual amount of deterioration. Additionally, structural or surface 

anomalies are not evaluated during this analysis (Tarussov et al., 2013). (Giachetti, 2000) also 

stated that for a bridge with no or near deterioration, rebar depth variation correction is required. 

The number of deterioration zones corresponding to the condition of concrete (typically three: 

good, moderate, and bad) and its threshold calculations are prone to interpolation and criticism as 

the results are not consistent and do not correlate with the actual ground conditions (Kien Dinh et 

al., 2015). Although the ABA analysis has been considerably improved such as accounting for 

variations due to depth (Barnes et al., 2008), it suffers from a major limitation of considering only 

a single parameter for GPR data analysis (amplitude). Therefore, a different approach that also 

considers the visual nature of GPR data and accounts for several parameters rather than just am-

plitude has been proposed by (Tarussov et al., 2013). This approach is known as GPR image-based 

analysis, and it has been discussed briefly in the next section. 
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2.9 GPR Image-Based Analysis (IBA) 

A better approach based on visually analyzing GPR profiles potentially addresses significant issues 

with the numerical-ABA method. The IBA method views GPR as an imaging tool as opposed to 

an (amplitude) measuring tool. With the help of real case examples, (Tarussov et al., 2013) vali-

dated this method by demonstrating that the condition maps generated based on his method corre-

sponded closely with the actual condition of bridge decks.  

2.9.1 Methodology 

Using the proprietary software 'RADxpert' developed by Radex Detection Inc., each profile is vis-

ualized as an image of a GPR dataset obtained for a reinforced structural element and individually 

scanned by an experienced analyst based on the procedure described extensively in (Tarussov et 

al., 2013). The areas or zones are marked as yellow or red depending on the estimated severity of 

the condition (moderate or bad correspondingly) and graphically displayed overall identified zones 

in each GPR profile (B-scan). A zone is left alone if it is in good shape, that is, if it contains no 

attenuated sections, and it is automatically marked as green. When labeling these GPR profiles, 

the analyst takes into account several parameters which include surface anomalies, reflected am-

plitudes at the top and bottom slab, presence of water puddles on the surface, structural anomalies 

like the presence of beam or column, variation in rebar spacing or slab thickness, staggered rebars, 

pavement debonding, expansion joints, air or water voids, and previous repairs. GPR data reflects 

variations in the dielectric constant, and it's essential to emphasize that a hyperbola or any distinc-

tive feature represents this change compared to its surroundings. Therefore, any hyperbola can be 

described as an 'anomaly,' but whether it signifies the presence of a rebar, or any other anomaly 

depends on the type of inspection, location, and several other factors. Moreover, corrosion, exces-

sive moisture, and fracturing do not create distinct boundaries but rather impact radar signals 
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through subtle changes in attenuation or velocity (Tarussov et al., 2013). Therefore, in this ap-

proach, an analyst is considered best suited to distinguish rebar regions from other anomalies and 

identify their corrosion levels based on analyzing such nuances in GPR profiles. The resultant 

condition map derived using this approach is less noisy and significantly better than numerical-

ABA since each profile is carefully examined for even minor variations. 

A sample GPR profile demonstrates how to identify and mark red & yellow zones using the GPR-

IBA method in a simple case with no anomalies present as shown in Figure 2.27.  Zones with the 

highest attenuation are marked as red on top in RADxpert®, corresponding to bad condition of 

concrete while zones with lower attenuation are marked in yellow color, corresponding to moder-

ate condition of concrete. The zones unmarked represent the good condition of concrete and would 

be labeled as green in the condition map developed based on this analysis. To briefly illustrate 

with an example how GPR-IBA is better than numerical-ABA, consider the profile shown in Fig-

ure 2.28. It contains a structural anomaly (beam) present in the right section of the B-scan which 

looks similar to a corrosion zone (middle-left). The ABA method would not identify such an anom-

aly due to amplitude values being closer to the corroded zone. However, an analyst performing the 

GPR-IBA approach can easily identify the absence of corrosion in the structural anomaly zone 

based on the visual appearance and/or location of structural members based on structural drawings, 

if available, and thus, such regions would be marked appropriately yielding a precise and noise-

free condition map. Corollary, the GPR-IBA method considers all such anomalies and other pa-

rameters while marking attenuated areas. 
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Figure 2.27 Marking attenuated areas using Image-based Analysis (Tarussov et al., 2013) 

 

Figure 2.28 Zone of corrosion & anomaly distinguished by GPR-IBA (Tarussov et al., 2013) 

A systematic framework for the GPR-IBA method was developed with the help of experts by 

(Abouhamad et al., 2017) and consists of mainly two interrelated tasks: a) remove anomalies that 

aren’t caused by rebar corrosion, and b) identify defects that are induced due to corrosion. Figure 

2.29 shows the flowchart of this framework containing steps of if-then rules based on an extensive 

learning process while considering parameters mostly indicative of a structure corrosiveness con-

dition. The parameters to identify deterioration include understanding the structure being 
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inspected, considering top and bottom rebar amplitudes, slab bottom amplitudes, deformed hyper-

bolas, radar velocity changes, and visible cracks/delamination. The factors relating to identifying 

anomalies include supporting structures such as main girders, beams, or columns, variation of re-

bar spacing, alignment and depth, previous repairs, and surface anomalies such as cracks.  

 

Figure 2.29 Framework of GPR-IBA analysis (Abouhamad et al., 2017) 

On sets of concrete bridge decks scanned using GPR along a segment of the I-290 and I-294 Toll-

ways in Chicago (IL), USA, the GPR-IBA approach was compared with extracted cores 
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(destructive technique), chain-drag technique, and chloride profiles. The corrosion maps based on 

the IBA method had better correspondence with the ground truth concrete condition when com-

pared with amplitude-based analysis (Tarussov et al., 2013). Similarly, two bridge decks were 

scanned in Quebec and the resulting maps based on GPR-IBA were comparable with amplitude-

based maps, visual inspection, and Half-Cell Potential results, and validated with ground-truth 

cores (Abouhamad et al., 2017). Based on the GPR-IBA framework, (Dawood et al., 2020) devel-

oped an integrated approach to generate condition maps that identify air/water voids in subway 

tunnels. A portion of a subway tunnel in Montreal, Quebec, was examined, and the map developed 

by the proposed model (Dawood et al., 2020) demonstrated a high degree of correlation when 

compared with the laser-based thermal map, visual inspection results (camera images), and ex-

tracted cores. Thus, the condition maps generated by GPR-IBA analysis have been validated to 

show better correspondence with the actual in situ concrete condition. 

2.9.2 Significance and Limitations 

The GPR-IBA analysis of GPR profiles has the following major advantages: a) all structural and 

surface anomalies and several other parameters can be identified by an analyst and accounted for, 

instead of mistakenly identifying them as corroded zones, b) depth variations are also accounted 

for by the analyst, c) reduced noise due to visual filtering, and d) reasonably correct limits of 

corroded zones resulting in fairly accurate in situ condition of reinforced concrete structural ele-

ments. However, this analysis does have some shortcomings of its own (Mohammed Abdul 

Rahman, Zayed, et al., 2022). Firstly, it is prone to human errors because an analyst manually 

marks the attenuated areas. For instance, based on optical judgment, an analyst might categorize a 

certain area in a B-scan in a different way each time as either moderate or severe. Likewise, the 
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accuracy of a GPR survey, conducted by an operator, and the selected parameters significantly 

impact the resulting profiles (B-scans). Consequently, it is sensitive to both factors: the operator's 

scanning technique and the subsequent interpretation. Secondly, it is subjective because various 

analysts may have different visual perceptions of what constitutes areas in GPR profiles as good, 

moderate, or severe. Thirdly, the level of accuracy is dependent on the expertise of the analyst. 

Fourthly, the analysis could be laborious and time-consuming, particularly when dealing with 

bridge decks having large spans. Finally, GPR-based delamination detection has several limita-

tions, primarily because the fractures or cracks in concrete are often too thin compared to the 

wavelength to generate a noticeable reflection (Tarussov et al., 2013). Based on findings from an 

experimental study, it was determined that delamination with a thickness of up to 2.4mm at the 

level of the top or bottom reinforcement mat in bridge decks without overlays cannot be identified 

when scanned with a 2.6 GHz frequency antenna (Coleman & Schindler, 2022). Another study 

indicates that the detectability of delamination depends on factors like its thickness, its content (air 

or water), signal frequency, concrete's dielectric constant, and delamination width. The detectabil-

ity of delamination is also influenced by their proximity to steel reinforcement bars, as these bars 

are excellent reflectors of radar energy. Delamination located above or away from the bars can be 

readily detected, but those situated at the same level or directly beneath the bars are challenging to 

identify, as these may be obscured by the reflections from the rebar. In some cases, scanning along 

the transverse direction may improve the chances of uncovering these concealed delamination, but 

they still remain difficult to detect (Kien Dinh & Gucunski, 2021). While this is not a limitation 

inherent to the method, but rather a characteristic of GPR technology, an analyst should be mindful 

of it and adjust when feasible. Despite these constraints, when an analyst meticulously analyzes 
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GPR profiles employing GPR-IBA, it has been validated to provide corrosion maps that closely 

align with the actual ground truth, as previously discussed. 

By using automated hyperbola detections and classification based on mathematical modeling, this 

research seeks to resolve the shortcomings of the GPR-IBA approach. For a given set of GPR data, 

a condition map generated utilizing developed model(s) would produce a consistent (same) output 

devoid of any human errors. A thorough analysis of various image processing and computer vision 

tools has been performed and applied to GPR data sets to develop a reliable approach based on 

image-based analysis. Although several researchers have proposed various approaches to identify 

hyperbolic signatures in GPR profiles along with noise removal, there have been no efforts in the 

literature to develop a comprehensive robust approach for condition mapping based on automated 

image analysis of GPR data. Hence, this research has identified this need and has developed mod-

els to analyze GPR profiles based on GPR-IBA.  

2.10 Previous Efforts of Image Processing 

A major objective of analyzing GPR data is detecting hyperbolic signatures automatically in its 

profiles. Such signatures can represent varying objects depending on the type of GPR survey. They 

often indicate embedded rebars when assessing structures for condition evaluation, such as bridge 

decks, pavements, or slabs. On the other hand, if the inspection is done to map underground utili-

ties or find buried objects, they typically indicate hidden pipelines, cables, landmines, tree roots, 

or even archaeological artifacts. While several methods of image processing efforts are found in 

the literature, Table 2.7 delineates an extensive list of identifying hyperbolic signatures in GPR 

profiles along with the primary algorithm employed in each approach. 
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Table 2.7 Image Processing efforts of hyperbolic signatures detection in GPR Profiles 

Sl.  Researcher & Year The primary type of detection algorithm 
Curve-fitting based 

1 (Yilmaz, 1987); (Dell’Acqua et al., 2004) Radon transform or its variants 
2 (Mallat, 1989); (Carevic, 1999); (Hui-lin et al., 

2005); (Ni et al., 2010) 
Wavelet transform or its variants 

3 (Kaneko, 1991); (Kleinmann et al., 1993); 
(Capineri et al., 1998); (Simi et al., 2008); (J. 
Wang & Su, 2013); (Windsor et al., 2014); (Li et 
al., 2016) 

Hough transform or its variants 

4 (Shihab, 2005) Curve fitting with the least-square method 
5 (Krause et al., 2007) Arc detection based on hyperbolic equation and other 

GPR data properties  
6 (Yayu Liu et al., 2010) Curve fitting based on hyperbolic echo characteristics 
7 (Z. W. Wang et al., 2011) Signature discrimination based on partial differential 

equations 
8 (Qiao et al., 2015) Multiresolution Monogenic Signal Analysis (MMSA) 

with Hough transform to locate hyperbolic targets 
Machine Learning based 

9 (Fritzsche, 1998); (Gader et al., 2001) Hidden Markov Model (HMM) 
10 (Zhang et al., 2014); (Manandhar et al., 2015); HMM with ML framework 
11 (Delbo et al., 2000) A fuzzy quadratic shell clustering algorithm  
12 (Al-Nuaimy et al., 2000); (Gamba & Lossani, 

2000); (Shaw et al., 2005); (Birkenfeld, 2010); 
(Singh & Nene, 2013) 

(Deep) Neural networks trained on GPR datasets to 
classify hyperbolic regions. 

13 (Besaw & Stimac, 2015); (Sakaguchi et al., 2015); 
(Lameri et al., 2017); (Reichman et al., 2017); 
(Kien Dinh et al., 2018); (Ishitsuka et al., 2018); 
(N Kim et al., 2019); (Namgyu Kim et al., 2020) 

CNN trained on real and simulated data 

14 (Lei et al., 2020) CNN-Long Short-Term Memory (LSTM) Frame-
work 

15 (F Hou et al., 2021); (Feifei Hou et al., 2021) Enhanced mask R-CNN 
16 (Pham & Lefèvre, 2018); (Feng et al., 2020); 

(Jaufer et al., 2021); (Kumlu, 2022) 
Faster R-CNN framework 

17 (Pasolli et al., 2009); (Harkat et al., 2018); (Yanhui 
Wang et al., 2020) 

Multi-objective Genetic Algorithms (GAs) 

18 (El-Mahallawy & Hashim, 2013); (Qin & Huang, 
2016) 

Discrete cosines transform with SVM classifier 

19 (Harkat et al., 2016) Scale-Invariant Feature Transform (SIFT)  
20 (Sagnard & Tarel, 2016); (Terrasse et al., 2016) Template matching with a dictionary of defined ob-

jects 
21 (Maas & Schmalzl, 2013) Viola-Jones (V-J) Algorithm with Haar-like features 
22 (Lee & Mokji, 2014); (Torrione et al., 2014) HOG feature descriptor 
23 (Kaur et al., 2015) HOG with SVM classifier and curve fitting using 

Random Sample Consensus (RANSAC) 
24 (Gibb & La, 2016) HOG with Naïve Bayes classifier 
25 (Malof et al., 2018) HOG with improved CNN classifier 
26 (Noreen & Khan, 2017) HOG descriptor with V-J Algorithm & SVM classi-

fier 
27 (Asadi et al., 2020) HOG with Multi-Layer Perceptron (MLP) classifier 
28 (Zong et al., 2019) YOLO (You Only Look Once) v3 
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29 (Ahmed et al., 2020) Different architectures of Residual neural Networks 
(ResNet), and densely connected convolution Net-
works (DenseNet) utilized and compared 

30 (Ozkaya et al., 2020) Convolutional Support Vector Machine (CSVM) 
31 (H. Liu et al., 2020); (Yu-Chen et al., 2022) Single-Shot Multibox Detector (SSD) framework 
32 (Zhang et al., 2021) Generative Adversarial Nets (GANs) framework 
33 (Wunderlich et al., 2022) RetinaNet deep learning framework  
34 (Ahmed et al., 2023) Novel multi-stage Deep Encoder-Decoder framework 

Pixel-based 
35 (Mertens et al., 2016) An algorithm that detects ill-shaped hyperbolas by al-

locating a buzzer zone with hyperbolic fitting.     
36 (Dou et al., 2017) Novel column-connection clustering (C3) algorithm 
37 (Chenxi et al., 2018) A new drop-flow algorithm that mimics the move-

ment of a raindrop 
38 (Zhou et al., 2018) Novel Open-Scan Clustering Algorithm (OSCA) 

which identifies downward-opening signatures 
39 (Lei et al., 2019) Double cluster seeking estimate (DCSE) algorithm 

which improved the OSCA along with faster R-CNN 
 

The earlier methods of detecting signatures involve direct curve-fitting algorithms, such as Radon, 

Hough, and wavelet transform, including their variants, employed to fit the hyperbolic equation. 

Such approaches suffer from overfitting, leading to several false positives, excessive noise, and 

manual selection of parameters. The detection rate is typically low, especially in cases of complex 

signatures present in GPR profiles. Although neural networks (NNs) have been utilized for iden-

tifying objects in GPR data since the early 2000s such as (Al-Nuaimy et al., 2000) and (Gamba & 

Lossani, 2000), there has been an increasing trend in recent years to apply machine learning (ML) 

and deep learning (DL) approaches due to the availability of high computing power and the sig-

nificant evolution of computer vision algorithms (Martoni et al., 2022). CNNs have been used 

extensively by several researchers as it offers the advantage of incorporating learned parameters 

as extracted features from the data (Travassos et al., 2020).  Similarly, HOG is a common feature 

descriptor utilized with different classifiers (SVMs, Naïve Bayes, MLP) as it has been tested to 

have the best accuracy, precision, and sensitivity rate to train and categorize rebar reflections (Kaur 

et al., 2015). Recently, researchers have been exploring the detection of signatures in GPR datasets 
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through the application of diverse DL frameworks, including ResNet, DenseNet (Ahmed et al., 

2020), GANs (Zhang et al., 2021),  SSD (Yu-Chen et al., 2022), and RetinaNet (Wunderlich et al., 

2022). ML-based methods demonstrate relatively higher accuracy in detections compared to 

curve-fitting methods. For instance, studies such as (Zong et al., 2019) reported accuracies up to 

85%, (Kaur et al., 2015) achieved 96% accuracy, and (Namgyu Kim et al., 2020) achieved an 

impressive 98% accuracy. However, these methods do have limitations, and one such limitation is 

the availability of large, open-source GPR databases that accurately represent varied real environ-

ments. Such databases are crucial for effectively training the models and improving their perfor-

mance (Martoni et al., 2022). Several methods typically have a manual threshold leading to false 

and missing detections. Although certain proposed approaches make use of transfer learning from 

extensive datasets like AlexNet (Namgyu Kim et al., 2020) or simulated data generated by tools 

such as GPRmax (Pasolli et al., 2009), the accuracy of detection can vary significantly across 

different conditions and is primarily influenced by the quality and diversity of the training data. 

Despite these drawbacks, ML methods are highly desirable due to their ability to significantly 

reduce human effort and achieve a high degree of accuracy (Martoni et al., 2022). Some recently 

proposed methods focus on detecting patterns in GPR profiles by analyzing hyperbolic character-

istics and features within a preprocessed binary image at the pixel level. Such pixel-based methods 

enable exhaustive searches with decreased computational requirements, as they don't rely on train-

ing data and exhibit high efficiency. As an illustration, the C3 algorithm introduced in a study by 

(Dou et al., 2017) focuses on locating clusters of pixels that are connected vertically, while the 

OSCA algorithm described in a paper by (Zhou et al., 2018) specifically targets the identification 

of downward openings. Moreover, these techniques can be integrated with ML algorithms to en-

hance the detection rate. For instance, in the same study by (Dou et al., 2017), a three-layer 
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feedforward NN was employed after applying the C3 algorithm to further improve the results. 

Similarly, in the research conducted by (Lei et al., 2019), Faster-CNN was utilized as a precursor 

to identifying downward openings. Although these approaches can outperform ML-based meth-

ods, particularly when dealing with diverse data, it is important to note that these methods still rely 

on an optimal noise removal threshold to achieve an improved detection rate. Lastly, none of the 

existing methods have specifically aimed at developing a comprehensive approach based on im-

age-based analysis. Consequently, there is a need for enhanced automated detection techniques in 

GPR profiles to generate reliable condition maps using GPR-IBA. 

2.11 Key Findings and Research Gap 

The following lists key findings along with identified research gaps in the literature that motivated 

this research has been summarized as follows: 

1. A novel method proposed by (Tarussov et al., 2013) utilized the GPR-IBA approach to 

analyze GPR profiles, and this method will be adopted in our research as it has shown 

better ground truth correspondence when compared with traditional numerical-ABA ap-

proaches. 

2. The GPR-IBA considers various anomalies and corrosion-affecting factors during analysis 

and considers a GPR profile as an imaging tool instead of a measuring tool. Hence, the 

resulting condition map is more accurate with less noise. 

3. The current GPR-IBA has the major limitation of using an expert analyst for analyzing 

each GPR profile and is prone to human errors. To reduce subjectivity and produce con-

sistent results, there is a need to automate this approach using image processing tools of 

MATLAB® with a user-interactive approach. 
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4.  Numerous efforts found in the literature indicate that image processing techniques have 

been primarily employed to pick rebar locations in GPR profiles but subsequently, these 

methods have applied ABA or its variations to develop condition maps. There is a need to 

employ image processing techniques to locate hyperbolic regions and utilize GPR-IBA for 

developing condition maps instead of numerical ABA methods. 

5. Previous image processing techniques as mentioned by (Kaur et al., 2015) have various 

limitations. Curve fitting & thresholding techniques suffer from overfitting problems, 

noise, and manual selection of thresholds while machine learning techniques cause missing 

or false detections and typically require a large database to incorporate the diversity of 

shape of hyperbolas. Novel methods are needed for automated detections of regions in GPR 

profiles which overcome such limitations. 

2.12 Preliminary Investigations 

After identifying research gaps through a literature review, an extensive exploration of image pro-

cessing and computer vision tools was conducted. These tools were applied to sample GPR pro-

file(s) to identify potential model(s) for efficient processing of GPR data using IBA. The following 

sections does not delve into the methodology of the developed models. Instead, it provides a brief 

background on typical image processing and computer vision techniques, followed by an explora-

tion of various image-processing operations using sample GPR profiles. After the GPR bridge 

deck data is obtained, the radar profiles are generally pre-processed in the proprietary software of 

the respective GPR equipment manufacturer and these operations typically include applying dis-

play gain and background removal. After applying pre-processing steps, if needed, the profiles are 

converted into image files. All GPR radar profiles utilized in this research were scanned using 
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GSSI® equipment. The software used for pre-processing and converting the radar files was 'RA-

DAN 7', specifically version 7.6.19.11260. The radar files have a ‘.dzt’ extension and were con-

verted to image files in ‘.bmp’ format. Thus, the GPR data profiles obtained in image format be-

come an input for performing image processing operations required for developing the models. 

The image processing tool utilized in this research is MATLAB (abbreviation of "MATrix LA-

Boratory") developed by MathWorks®. The specific version used in this research was R2019b 

(9.7.0.1190202).  

2.13 Image Processing Overview 

This section gives a brief introduction and background of common image processing operations. 

A visual two-dimensional representation of an object, a person, or a scene produced by an optical 

device such as a mirror a lens, or a camera is called an image. The representation of such a two-

dimensional image utilizing a finite number of points, usually referred to as picture elements, or 

pixels, is called a digital image. Each pixel can be represented by one or more numerical values: 

for monochrome (grayscale) images, one value representing the intensity of each pixel (usually 

in a [0, 255] range; or for color images, three values (e.g., representing the amount of Red (R), 

green (G), and blue (B)) are usually required. The term digital image processing refers to the sci-

ence of modifying digital images using a digital computer. (Marques, 2011) 

Three levels of image processing have been categorized by (Gonzalez et al., 2010):  

a) Low- Level processing which includes primitive operations of image preprocessing such as 

noise reduction, contrast enhancement, and sharpening. At this level, the input and output 

of the process are both images. 
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b) Mid-Level processing involves a process in which inputs are images while outputs are ex-

tractions or attributes of the input image such as edges contours, etc.  

c) High-Level processing involves “making sense” of an ensemble of recognized objects and 

it can be extended from image analysis to performing cognitive functions normally associ-

ated with computer vision. 

Although image processing operations cover various concepts and techniques including image 

analysis and extending up to computer vision, an overview of the most representative image pro-

cessing operations is described below (Marques, 2011). The figures associated with each operation 

are a sample example of the process described. 

1) Sharpening (Figure 2.30): Image sharpening refers to an implementation of a technique 

through which the edges and fine details of an image are enhanced for human viewing.  

2)  Noise Removal (Figure 2.31): It is generally a pre-processing step that involves applying 

filters to reduce the amount of noise in an image through the application of various tech-

niques. 

3) Deblurring (Figure 2.32): It refers to techniques of image processing that focus on deblur-

ring an image for a better representation of the image. 

4) Edge Extraction (Figure 2.33): It refers to techniques or algorithms used to extract edges 

from an image. Extracting edges could be a pre-processing step for separating objects of 

interest from one another before identification of their contents. 

5) Binarization (Figure 2.34): It refers to reducing the number of grey levels in a monochrome 

image to only two levels of grey (black and white). 
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6) Blurring (Figure 2.35): It refers to applying techniques on an image where it is necessary 

to blur it to minimize the importance of texture and fine details to better recognize objects 

contained within the image by their shape. 

7) Contrast Enhancement (Figure 2.36): It refers to applying techniques such as histogram 

processing or utilizing transformation functions to enhance the contrast of an image for 

better human viewing or other image processing tasks (such as edge extraction) 

8) Object Segmentation and Labelling (Figure 2.37): It refers to segmenting objects of interest 

from an image and labeling which can be used to classify, compare, cluster, or recognize 

the detected objects. It is part of feature extraction and pattern recognition in an image. 

 

Figure 2.30 Image sharpening: (a) original image; (b) after sharpening (Marques, 2011) 
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Figure 2.31 Noise removal: (a) original (noisy) image; (b) after removing noise (Marques, 2011) 

 

 

Figure 2.32 Deblurring: (a) original blurry image (b) after removing motion (blur) (Marques, 

2011) 
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Figure 2.33 Edge extraction: (a) original image; (b) after extracting its most relevant edges 

(Marques, 2011) 

 

Figure 2.34 Binarization (a) original grayscale image (b) conversion to a black and white binary 

image (Marques, 2011) 
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Figure 2.35 Blurring (a) original image (b) blurred image after removing unnecessary details 

(Marques, 2011) 

 

Figure 2.36 Contrast enhancement (a) original image (b) contrast enhancement after histogram 

equalization (Marques, 2011) 
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Figure 2.37 Object segmentation and labeling (a) original image (b) image with individual ob-

jects labeled and segmented (Marques, 2011) 

 

2.14 Digital Image Processing using MATLAB 

For digital image processing, commercial software is commonly used which typically consists of 

modules that perform specialized tasks. The process of development of image processing solutions 

is iterative in nature (Marques, 2011). There are many commercial tools available for image pro-

cessing operations such as MATLAB, OpenCV, Octave, and Halcon. While each tool is powerful 

enough for performing basic to advanced image processing operations, MATLAB has been used 

in this research because of its a) ease of use and b) popularity of its use with scientists, engineers, 

and especially researchers both in industry and academia.  

MATLAB is a high-performance multi-platform, data analysis, prototyping, and visualization tool 

with built-in support for matrices and matrix operations, rich graphics capabilities, and a friendly 

programming language, and development environment. It is easy to use when it comes to editing 

and interacting with the main functions and their parameters, which leads to valuable time savings 

in the software development cycle (Marques, 2011). A digital image in MATLAB is represented 
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as a two-dimensional matrix of real numbers as a function f(x,y), where x and y are spatial (plane) 

coordinates, and the function f at any pair of coordinates (x, y) represents the intensity or gray level 

of the image at that point. If the size of a matrix is M x N; where x denotes the row number (from 

0 to M – 1) and y represents the column number ( from 0 to N – 1); f(x,y) is represented as shown 

in Equation 2.4 (Marques, 2011): 

𝑓𝑓(𝑥𝑥, 𝑦𝑦) =

⎣
⎢
⎢
⎢
⎡

𝑓𝑓 (0,0) 𝑓𝑓(0,1) .  . 𝑓𝑓(0,𝑁𝑁 − 1)
𝑓𝑓 (1,0) 𝑓𝑓 (1,1) .  . 𝑓𝑓(1,𝑁𝑁 − 1)

. . .  . .

. . . .
 𝑓𝑓(𝑀𝑀 − 1, 0) 𝑓𝑓(𝑀𝑀 − 1, 1) .  . 𝑓𝑓(𝑀𝑀 − 1,𝑁𝑁 − 1)⎦

⎥
⎥
⎥
⎤

     

             (2.4)                          

MATLAB provides an Image Processing Toolbox that consists of a collection of functions that 

extends the basic capability of the MATLAB environment. The toolbox provides a comprehensive 

set of reference-standard algorithms, functions, and apps for image processing, visualization, and 

algorithm development. It can perform image analysis, image segmentation, image enhancement, 

noise reduction, geometric transformations, and image registration and support multicore proces-

sors, GPUs, and C-Code generation. Some of the key features of this toolbox are as given in (The 

MathWorks, 2014):  

• “Image analysis, including segmentation, morphology, statistics, and measurement 

• Image enhancement, filtering, and deburring 

• Geometric transformations and intensity-based image registration methods 

• Image transforms, including FFT, DCT, Radon, and fan-beam projection 

• Large image workflows, including block processing, tiling, and multiresolution display 

• Visualization apps, including Image Viewer and Video Viewer 

• Multicore- and GPU-enabled functions, and C-code generation support” 
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The MATLAB functions in the toolbox are written as M-files, whose source can be inspected and 

edited using the MATLAB editor. These predefined functions can be powerfully used for image 

processing GPR profiles and extended to identify corrosion zones in concrete which will be ex-

plained in the next sections. 

2.15 Computer Vision 

Computer vision is an extension and advanced level of image processing and refers to applying 

techniques related to emulating the human vision of objects and scenery, for example, the shape 

and translucency of each petal in Figure 2.38. The human visual system easily recognizes the subtle 

variations in translucency and shading in this photograph while computer vision aims to achieve 

it through complex mathematical models to recognize the three-dimensional shape and appear-

ance of objects in an image.  

 

Figure 2.38 Petals of a flower are easily distinguished by human vision from the background 

(Szeliski, 2010) 
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Some applications of computer vision are shown in Figure 2.39. A partial 3D model of an envi-

ronment from thousands of partially overlapping photographs is shown in Figure 2.39 (a). An ac-

curate dense 3D surface model using stereo matching is achieved in a large set of views of a par-

ticular object or façade in Figure 2.39 (b). A person’s movement is tracked in Figure 2.39 (c) while 

the people are recognized by their face, clothing, and/or hair detection and recognition and labeled 

with their name in Figure 2.39 (d). However, detecting features or decrypting vision as close to 

humans using computer programming is not as simple as it is performed by humans. The computer 

vision models, therefore, adopt physics-based and probabilistic models to disambiguate between 

potential solutions (Szeliski, 2010). 
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Figure 2.39 Some examples of computer vision algorithms and applications (Szeliski, 2010) 

Computer vision has wide applications in real-world and has been summarized by (Szeliski, 2010) 

as follows:  

• Optical character recognition (OCR): recognizing postal codes which are handwritten 

on mail (Figure 2.40a) and automatic number plate recognition (ANPR). 

• Machine inspection: measure tolerances on aircraft wings or auto body parts employing 

stereo vision with specialized illumination for rapid parts inspection as part of quality as-

surance (Figure 2.40b) or use X-ray vision to find defects in steel castings. 

• Retail: object recognition for automated checkout lanes (Figure 2.40c). 
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Figure 2.40 Some industrial applications of computer vision (Szeliski, 2010) 

• 3D model building (photogrammetry): Utilizing aerial photographs to create 3D models 

which are fully automated and typically used in web mapping platforms like Bing Maps. 

• Medical imaging: logging both intraoperative and preoperative images (Figure 2.40d) or 

conducting long-term research on aging people's brain morphology. 
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• Automotive safety: recognizing unforeseen obstructions, such as pedestrians on the road, 

in situations where active vision techniques like radar or lidar are ineffective (Figure 2.40e) 

• Match move: combine computer-generated imagery (CGI) with live-action footage by 

tracking feature points to determine the 3D camera movements and environment shape 

(Figure 2.40f) 

The main components of a computer vision system are explained using a practical example of 

recognizing license plates at a highway toll booth as shown in Figure 2.41 (Marques, 2011):  

• Problem Domain: It represents the objective and in this example case, it is the automatic 

recognition of license plates. The exact alphanumeric contents of license plates of oncom-

ing vehicles at a toll both are to be identified in an automated and unsupervised way while 

considering the weather, speed of the vehicle, and acceptable success rate. 

• Acquisition: It refers to acquiring one or more images of the license plate of a vehicle 

using a front or rear view of the vehicle, for example, using a CCD camera and controlling 

the lighting conditions to ensure that the image is suitable for further processing while 

considering various factors such as speed, choice of lens and others. 

• Preprocessing: This step refers to applying techniques such as contrast improvement, 

brightness correction, and noise removal to improve the quality of the acquired image. 

• Segmentation: It refers to partitioning an image into its main components: relevant fore-

ground objects and background. The outputs are labeled regions of objects of interest and 

in this case, could be license plates segmented from the image, or characters segmented 

within a license plate. 
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• Feature Extraction: It refers to developing algorithms to encode the segmented image 

constituents in a concise and descriptive based on a measure of color, texture, shape, or 

most relevant features.  

• Classification: The final stage after extracting and encoding objects of interest is pattern 

classification using techniques such as minimum distance classifiers, probabilistic classi-

fiers, neural networks, and others. The ultimate objective, in this example, would be to 

produce a unique string as output containing the license plate contents. 

All these modules are connected to a large block called the knowledge base which is meant for 

interconnecting them to successfully achieve the solution of recognizing license plates. 

 

Figure 2.41 Components of a computer vision system (Marques, 2011) 

MATLAB provides a specialized tool for computer vision whose function can be utilized for edge 

detection, object detection, motion tracking, and others. Feature extracting through detection and 

recognition can be very useful in GPR data processing to identify hyperbolas contained within it 

and other anomalies. It can be further used for classifying such detected regions corresponding to 
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the corrosion levels in concrete. Thus, the application of image processing combined with com-

puter vision could be a powerful tool for achieving the required objectives of this research.  

2.16 Methods Explored on GPR Data 

Based on the image processing & computer vision techniques delineated in the previous sections, 

the flowchart in Figure 2.42 shows all the methods investigated on sample GPR profiles. It has 

been classified into seven categories as shown. Each method has its own advantages and limita-

tions. The objective of exploring multiple methods is to analyze the effects of various image pro-

cessing techniques on GPR radar data and consequently, develop a robust methodology and 

model(s) by utilizing a combination of investigated approaches among others.  Each of the seven 

categories is outlined along with a brief explanation of each method and their application on GPR 

profile(s). 

2.16.1 Colormap 

A colormap is a sort of color filter in the form of a matrix that can be applied over GPR profiles 

to show variations of intensity in the image. It has a predefined command in MATLAB with the 

ability to define custom colormaps along with the standard colormaps feature available. The col-

ormap matrix has only three columns but any number of rows. Each row represents a color in this 

matrix; the first element specifies the intensity of red, the second green, and the third blue. The 

function ‘colormap (map)’ sets the colormap of a given indexed or grayscale image to the color-

map specified by the map. The map is a built-in or custom colormap, specified as one of the built-

in colormap functions or a three-column matrix of RGB triplets (The MathWorks, 2014). 
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Figure 2.42 Methods investigated in this study with GPR profiles 

Some of the built-in colormaps in MATLAB are shown in Table 2.8. A custom colormap can be 

defined as a three-column matrix of values in the range [0-1] where each row is an RGB triplet 
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Colormap 1. Colormapping

Thresholding

2. Ostu's Threshold
3. Basic Threshold 
4. Adaptive Threshold
5. Multi-Threshold

Edge Detection

6.Roberts Operator
7. Prewitt Operator
8. Sobel Operator
9. LoG Detetor
10. Zerocross
11. Canny's Detector 

Segmentation 12. Watershed Segmentation

Region Properties and 
Clustering

13. Measuring regions and K-
means Clustering

Texture Filters
14. Entropy Filter
15. Standard Filter
16. Range Filter

Object Detection and Feature 
Extraction

17. FAST Detector
18. MinEigen Detector
19. Harris Detector
20. BRISK Detector
21. SURF Detector
22. MESR Detector

23.Viola Jones Algorithm 
(Cascade Object Detector)
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that defines one color of the colormap. A specific number of rows from the built-in colormap can 

also be used; for example, colormap (summer (10)) uses 10 colors from the summer colormap. If 

the number of colors is not specified, the colormap contains all the colors within the built-in col-

ormap. The colormap function is applied on a real-case bridge sample profile as shown in Figure 

2.43. It was tested with various maps as shown in Table 2.8. The ‘hsv’ and ‘jet’ maps yielded 

satisfactory results which showed good distinction of the hyperbolas. The result of generating the 

hsv map is shown in Figure 2.44. 

Hyperbolas which have greater intensity and representative of sound concrete have a more pro-

nounced deep pink hue close to their vertex. Hyperbolas representative of moderately corroded 

concrete or bad concrete will not have such deep pink zones within due to lower intensity values. 

This distinction of color can be used to classify various zones of concrete. However, it has various 

limitations as discussed: 

a) It is difficult to extract absolute meaningful data from it because it is classified based on 

intensity alone and doesn’t distinguish hyperbolas. 

b) It was applied to various other GPR profiles, and it showed poor results with varying con-

trasts or profiles which have minor variances in intensities between sound and bad concrete 

and may give unreasonable results. 

c) It is hugely affected by noise and other anomalies and as such, anomalies that are not rep-

resentative of good concrete may be considered as sound concrete by this analysis. 

d) Pre-processing is required for this method to successfully apply but it would have still sev-

eral limitations as discussed earlier.  
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Table 2.8 Built-in Colormaps in MATLAB (Marques, 2011) 

Name Description 
hsv Hue-saturation-value color map 
hot Black-red-yellow-white color map 
gray Linear gray-scale color map 
bone Gray scale with a tinge of blue color map 

copper Linear copper-tone color map 
pink Pastel shades of pink color map 
white All-white color map 
flag Alternating red, white, blue, and black color 

map 
lines Color map with the line colors 

color cube Enhanced color-cube color map 
vga Windows color map for 16 colors 
jet Variant of HSV 

prism Prism color map 
cool Shades of cyan and magenta color map 

autumn Shades of red and yellow color map 
spring Shades of magenta and yellow color map 
winter Shades of blue and green color 

summer Shades of green and yellow color map 
 

 

 

Figure 2.43 Sample GPR Profile - Yellow zones potentially indicate areas of moderate corrosion 

(Mohammed Abdul Rahman et al., 2016) 
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Figure 2.44 Colormap (hsv) applied over the profile 

2.16.2 Thresholding 

Thresholding refers to converting a greyscale image (a GPR Profile) which has intensity values 

ranging from 0 to 255 to a binary image which would have intensity values of 0 (black) and 1 

(white) (Marques, 2011). Such a representation simplifies the data embedded in an image and helps 

in the easy identification and processing of variations contained within it. The thresholding of an 

image could distinguish the hyperbolas contained within the GPR image and its intensity levels 

and areas could be a good indicator of corrosion. The thresholding can be done manually but it has 

a big limitation of having different thresholds for each image and thus, negates the objective of 

automated image processing of GPR profiles. Therefore, thresholding is done with typically done 

with methods that automatically identify a threshold value, and the following four popular methods 

are described and implemented on GPR profiles: a) Otsu’s Threshold; b) Basic Threshold; c) 

Adaptive Threshold and d) multi-Thresholding. MATLAB functions ‘im2bw’ or ‘imbinarize’ are 

used for converting a grayscale image to a binary image. In the output image, all pixels in the input 

image with luminance greater than a certain level are replaced with the value 1 (white), and all 

other pixels are replaced with the value 0 (black). The default level value is 0.5 if it is unspecified 

and can be used to convert any greyscale image to a binary image. 
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Image Thresholding by Otsu’s Method 

Direct conversion of a grayscale image to a binary image using the above image type conversion 

function with a default value (0.5) yields transformed images that may not distinguish the hyper-

bolas in a GPR profile. However, the application of Global Image thresholding could produce 

images with distinct parabolas representing the top or bottom reinforcement embedded in an im-

age. It is based on the concept that a grayscale image, based on its intensity or pixel values, can be 

differentiated into two zones, black and white, by introducing a single threshold value between 0 

and 1 for the entire image. This value is calculated based on Otsu’s method which automatically 

clusters the image into two zones while minimizing the intra-class variance using a predefined 

‘graythresh’ function in MATLAB (MathWorks, 2017). To understand thresholding using this 

method, the histogram of a monochrome image needs to be defined. It is a graphical representation 

of the frequency of occurrence of each gray level in the image. The histogram data structure of an 

image stores the frequency values in a 1D array of numerical values, h, whose individual elements 

store the number (or percentage) of image pixels that correspond to each possible gray level 

(Marques, 2011). If the components of an image histogram can be denoted by Equation 2.5 

(Gonzalez et al., 2010). 

                                                     𝑝𝑝𝑞𝑞 = 𝑛𝑛𝑞𝑞
𝑛𝑛

 ;    𝑞𝑞 = 0, 1, 2, … … . , 𝐿𝐿 − 1    (2.5) 

Where n is the total number of pixels in the image, nq is the number of pixels that have intensity 

level q, and L is the total number of possible intensity levels in the image (intensity levels are 

always integer values). A threshold k is chosen such that C1 is the set of pixels with levels [0,1,2, 

…,k] and C2 is the set of pixels with levels [k+1,…., L-1]. The threshold value k is chosen such 

that it maximizes the between-class variance σB(k) defined as shown in Equation 2.6. 
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                                           𝜎𝜎𝐵𝐵2(𝑘𝑘) =  𝑃𝑃1(𝑘𝑘)[𝑚𝑚1(𝑘𝑘) −  𝑚𝑚𝐺𝐺]2 + 𝑃𝑃2(𝑘𝑘)[𝑚𝑚2(𝑘𝑘) −  𝑚𝑚𝐺𝐺]2    (2.6) 

Where P1(k) is the probability of C1 occurring and P2 (k) is given as in Equation 2.7 and 2.8. 

                                                                       𝑃𝑃1(𝑘𝑘) =  ∑ 𝑝𝑝𝑖𝑖𝑘𝑘
𝑖𝑖=0                                                           (2.7) 

                                                          𝑃𝑃2(𝑘𝑘) =  ∑ 𝑝𝑝𝑖𝑖 = 1 −  𝑃𝑃1(𝑘𝑘)𝐿𝐿−1
𝑖𝑖=𝑘𝑘+1          (2.8) 

The terms m1 (k) and m2 (k) are the mean intensities of the pixels in sets C1 and C2 respectively. 

The term mG is the global mean (the mean intensity of the entire image) as shown in Equation 2.9. 

                                                                   𝑚𝑚𝐺𝐺 =  ∑ 𝑖𝑖𝑝𝑝𝑖𝑖𝐿𝐿−1
𝑖𝑖=0          (2.9) 

The mean intensity up to level k is given by Equation 2.10. 

                                                              𝑚𝑚(𝑘𝑘) =  ∑ 𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘
𝑖𝑖=0          (2.10) 

The equation of between-class can then be written as: 

                                                  𝜎𝜎𝐵𝐵2(𝑘𝑘) =  
[𝑚𝑚𝐺𝐺𝑃𝑃1(𝑘𝑘) −  𝑚𝑚(𝑘𝑘)]2

𝑃𝑃1(𝑘𝑘)[1 − 𝑃𝑃1(𝑘𝑘)]
                                                    (2.11) 

The ratio of the between-class variance to the image intensity variance is given as: 

                  𝜂𝜂(𝑘𝑘) =  
𝜎𝜎𝐵𝐵2(𝑘𝑘)
𝜎𝜎𝐺𝐺2

                                                                                  (2.12) 

The optimal threshold, k*, maximizes η, or equivalently maximizes 𝜎𝜎𝐵𝐵2 , and is written as: 

                                             𝜎𝜎𝐵𝐵2(𝑘𝑘) =  max
1≤𝑘𝑘≤𝐿𝐿

𝜎𝜎𝐵𝐵2(𝑘𝑘) ;     0 ≤ 𝜂𝜂(𝑘𝑘∗)  ≤ 1                                         (2.13) 

The concept of segmenting images based on maximizing the between-class variance is that the 

larger the variance is, the more likely it is that the threshold will segment the image properly. This 
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threshold is applied to a sample profile (Figure 2.43) to segment hyperbolic regions within the 

GPR Profile. Figure 2.45 shows the result of applying Otsu’s threshold and the following infer-

ences can be made visually: a) the hyperbolas areas are distinctly visible as white zones along with 

the thick asphalt layer in white; b) there is limited noise present in the image i.e., presence of many 

small regions along with insignificant hyperbolic areas; and c) Hyperbolas in strong concrete zones 

have larger areas than areas in the corroded (yellow) zone. The detected hyperbolic regions can be 

used to identify deterioration zones based on their shape and area. For further validation, it was 

applied to various GPR profiles of different bridges having differing image intensities, and the 

following were the major limitations found in using this method:  

a) The automatic threshold value generated is not suitable for all profiles as it yields profiles 

with either large noise or missing hyperbolas. 

b) Thresholding segmentation doesn’t detect hyperbolas explicitly. It converts the greyscale 

image into a binary image and thus, further processing would be required to identify hy-

perbolas. However, in case of large noise or missing hyperbolas, it could lead to many false 

or missing detections. 

c) Thresholding could be a workable solution if all GPR profiles are similar in characteristics 

such as shape and intensity of hyperbolas. However, due to large variance in real case 

bridges GPR profiles, this method cannot be successfully applied for automation. 

d) The effect of change in illumination and reflectance will lead to differing results when this 

method is applied (Marques, 2011). 
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Figure 2.45 Otsu’s Threshold on GPR Profile Sample 

Basic Global Thresholding 

A single global threshold value can also be obtained for an image by utilizing an iterative proce-

dure until one produces a good result. This method is used to distinguish two peak areas in the 

histogram of an image, and it could be used on GPR profiles to distinguish hyperbolic areas similar 

to Otsu’s method. The iterative procedure is as follows (Gonzalez et al., 2010):  

1. “Select an initial estimate for the global threshold, T. 

2. Segment the image using T. This will produce two groups of pixels: G1, consisting of all 

pixels with intensity values greater than T, and G2, consisting of pixels with values less 

than or equal to T. 

3. Compute the average intensity values ml and m2 for the pixels in regions G1 and G2, re-

spectively. 

4. Compute a new threshold value: T = ½ ( m1 + m2 ) 

5. Repeat steps 2 through 4 until the difference in T in successive iterations is smaller than a 

predefined value, ΔT. 

6. Segment the image using the function im2bw: 

BW = im2bw (I; T/den) where den is an integer (e.g., 255 for an 8-bit image) that scales 

the maximum value of ratio T/den to 1, as required by function im2bw. ‘I’ is the original 

grayscale image while BW is the binary image after thresholding”. 
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A global threshold is obtained by implementing the above algorithm logic on the sample GPR 

Profile (Figure 2.43). The threshold value ‘T’ obtained was ‘0.563’ which is closer to Otsu’s 

threshold, which was found to be ‘0.549’. Hence, the resultant image as shown in Figure 2.46 is 

close to Otsu’s method and this method also suffers from similar limitations as described for Otsu’s 

method. 

Adaptive Thresholding  

Adaptive (or Local) Thresholding computes a locally adaptive threshold that uses block processing 

to threshold blocks of pixels, one at a time. The resultant matrix, T, applied over an image, I, is 

the same size as ‘I’ containing normalized intensity values in the range [0, 1]. It chooses the thresh-

old based on the local mean intensity (first-order statistics) in the neighborhood of each pixel. The 

resultant matrix, T, is representative of the background information contained in an image. It is 

converted to an 8-bit unsigned integer values (unit8) image and subtracted from the original image 

to obtain an image that would contain areas of the image with higher intensities (Marques, 2011). 

If the GPR sample profile (Figure 2.43) undergoes adaptive thresholding, the resultant image after 

applying the process is shown in Figure 2.47. It contains less noise compared to other thresholding 

methods and hence, could be considered superior to other methods. However, this method suffers 

from similar major limitations as other thresholding methods, however, the results could be used 

as a preprocessing parameter in the identification of hyperbolic regions of an image. 
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Figure 2.46 Basic Global Thresholding of Image 

 
Figure 2.47 Adaptive Thresholding of the sample GPR Profile 

 

Multi-thresholding by Otsu’s Method 

Otsu’s global thresholding method can be extended to find multiple thresholds in an image as 

explained in (Otsu, 1979). This can be used if there are multiple peak values in the image. In the 

case of segmenting the given sample GPR Profile (Figure 2.43) with two threshold values, three 

levels or areas are distinguished in RGB color zones as shown in Figure 2.48. The yellow areas 

correspond to the positive amplitude values and the blue zones correspond to negative amplitude 

values along with the noise present in the image. Higher thresholds can also be implemented but 
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it will have more noise levels. This method is good in separating positive and negative amplitudes 

of hyperbola but suffers from similar limitations of thresholding as discussed for Otsu’s method. 

 

Figure 2.48 Multi-thresholding of the sample GPR Profile 

2.16.3 Edge Detection   

Edge detection refers to finding areas in an image where the intensity changes rapidly and it high-

lights an image contrast. It is insensitive to change in the overall illumination level and in detecting 

contrast, which is rapid change in intensity levels, it emphasizes the boundaries of features within 

an image. It is similar to how a human vision perceives the perimeter of an object since the object 

boundaries have rapidly changing intensity from its surroundings (Gonzalez et al., 2010). There-

fore, it can be applied to evaluate if it would filter out the boundaries of hyperbolas within GPR 

profiles which usually have high varying contrast within the image. The most common classifica-

tion of edge detectors is first-order and second-order edge detectors. The first-order edge detectors 

are equivalent to first-order differentiation while the second-order detectors are equivalent to sec-

ond-order differentiation. Edge detection occurs along a path of rapid change in intensity based on 

following one of these two criteria: a) places where the first derivate of intensity is greater in 

magnitude than some threshold and ii) places where the second derivative of the intensity has a 
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zero crossing. The following are the six common edge detectors explained by (Marques, 2011) 

and applied over GPR profiles in this research and classified based on their order: 

a) First-Order Edge Detectors: Roberts, Prewitt, Sobel, and Canny 

b) Second-Order Edge Detectors: Laplacian of Gaussian (LoG), Zero-crossing 

The gray–level gradient (g) at a pixel, which can be approximated by the digital equivalent of the 

first-order derivative can be written for a pair of coordinates (x, y) with function value f (x, y) as 

shown in Equation 2.14 (Marques, 2011). 

    𝑔𝑔𝑥𝑥(𝑥𝑥,𝑦𝑦) ≈ 𝑓𝑓(𝑥𝑥 + 1,𝑦𝑦) − 𝑓𝑓(𝑥𝑥 − 1,𝑦𝑦) 

                                      𝑔𝑔𝑦𝑦(𝑥𝑥,𝑦𝑦) ≈ 𝑓𝑓(𝑥𝑥, 𝑦𝑦 + 1) − 𝑓𝑓(𝑥𝑥,𝑦𝑦 − 1)                (2.14) 

Roberts Edge Detector 

Consider the 3 x 3 neighbor region of a pixel as shown in Figure 2.49a. The Roberts cross-gradient 

operator is one of the earlier attempts to use 2-D masks (Figure 2.49b) to digitally approximate the 

first derivatives as differences between adjacent pixels. It is based on implementing the following 

diagonal difference in the neighborhood as shown in Equation 2.15 (Gonzalez et al., 2010).  

𝑔𝑔𝑥𝑥 =  
𝜕𝜕𝑓𝑓
𝜕𝜕𝑥𝑥

= (𝑧𝑧9 −  𝑧𝑧5) 

                                                                  𝑔𝑔𝑦𝑦 =  𝜕𝜕𝜕𝜕
𝜕𝜕𝑦𝑦

= (𝑧𝑧8 −  𝑧𝑧6)      (2.15) 

Prewitt Edge Detector 

Masks of size 2 x 2 are not as useful for computing edge direction as masks that are symmetric 

about the center point, the smallest of which is of size 3 x 3. Such masks consider the nature of the 

data on opposite sides of the center point and thus carry more information regarding its edge. The 

simplest pair of kernels, known as the Prewitt edge detector (Figure 2.49c) is given by Equation 

2.16 (Gonzalez et al., 2010).  
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𝑔𝑔𝑥𝑥 =  𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥

= (𝑧𝑧7 +  𝑧𝑧8 + 𝑧𝑧9) −  (𝑧𝑧1 +  𝑧𝑧2 + 𝑧𝑧3)  

                                            𝑔𝑔𝑦𝑦 =  𝜕𝜕𝜕𝜕
𝜕𝜕𝑦𝑦

= (𝑧𝑧3 +  𝑧𝑧6 + 𝑧𝑧9) −  (𝑧𝑧1 +  𝑧𝑧4 + 𝑧𝑧7)    (2.16) 

Sobel Edge Detector 

A slight variation to the Prewitt operators wherein the center pixel in each row or column is 

weighted by 2 to provide image smoothing gives the Sobel edge operator (Figure 2.49d) and is 

given by Equation 2.17 (Gonzalez et al., 2010). 

𝑔𝑔𝑥𝑥 =  𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥

= (𝑧𝑧7 +  2𝑧𝑧8 + 𝑧𝑧9) −  (𝑧𝑧1 +  2𝑧𝑧2 + 𝑧𝑧3)  

                                          𝑔𝑔𝑦𝑦 =  𝜕𝜕𝜕𝜕
𝜕𝜕𝑦𝑦

= (𝑧𝑧3 +  2𝑧𝑧6 + 𝑧𝑧9) −  (𝑧𝑧1 + 2𝑧𝑧4 + 𝑧𝑧7)    (2.17) 

Laplacian of Gaussian (LoG) Detector 

The LoG detector first smoothens the image with a Gaussian low-pass filter and then applies a 

Laplacian edge detector to the result. The resulting transfer function (which resembles a Mexican 

hat) is shown in Figure 2.50a.  The Gaussian function is given as in Equation 2.18 (Gonzalez et 

al., 2010).  

                                                                        𝐺𝐺(𝑥𝑥, 𝑦𝑦) =  𝑒𝑒−
𝑥𝑥2+𝑦𝑦2 
2𝜎𝜎2       (2.18) 

Applying the Gaussian filter blurs an image as it’s a smoothening filter. The degree of blurring is 

dependent on the standard deviation, σ. The Laplacian of the function is shown in Equation 2.19.  

                                ∇2𝐺𝐺(𝑥𝑥,𝑦𝑦) =  𝜕𝜕
2𝐺𝐺 (𝑥𝑥,𝑥𝑥)
𝜕𝜕𝑥𝑥2

+  𝜕𝜕
2𝐺𝐺 (𝑥𝑥,𝑥𝑥)
𝜕𝜕𝑦𝑦2

= [𝑥𝑥
2+𝑦𝑦2−2𝜎𝜎2

𝜎𝜎4
]𝑒𝑒−

𝑥𝑥2+𝑦𝑦2 
2𝜎𝜎2         (2.19) 
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Figure 2.49 Neighborhood of a pixel (a) and masks for Roberts (b), Prewitt (c) and Sobel, and 

(d) Edge Operators (top to bottom) (Gonzalez et al., 2010) 

Zero-Crossings Detector 

It is similar to the LoG detector, except that the convolution is carried out using a user-specified 

numeric matrix filter (The MathWorks, 2014).  

 



   
 

96 
 
 

 

Figure 2.50 Laplacian of Gaussian (a) 3D Plot; (b) 2D intensity plot; (c) cross-section of (a); and 

(d) a 5x5 mask approximation to the shape in (a) from  (Marques, 2011) 

Canny Edge Detector  

The canny method is the most popular, powerful, and effective tool for edge detection as it has 

two different thresholds to identify strong and weak edges resulting in a very less noisy image. 

The algorithm of this method is summarized by (Marques, 2011) as follows:  

1. “The input image is smoothed using a Gaussian low-pass filter, with a specified value of 

σ: large values of σ will suppress much of the noise at the expense of weakening potentially 

relevant edges. 

2. The local gradient (intensity and direction) is computed for each point in the smoothed 

image. 
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3. The edge points at the output of step 2 result in wide ridges. The algorithm thins those 

ridges, leaving only the pixels at the top of each ridge, in a process known as nonmaximal 

suppression. 

4. The ridge pixels are then thresholded using two thresholds Tlow and Thigh: ridge pixels with 

values greater than Thigh are considered strong edge pixels; ridge pixels with values be-

tween Tlow and Thigh are said to be weak pixels. This process is known as hysteresis thresh-

olding. 

5. The algorithm performs edge linking, aggregating weak pixels that are 8-connected to the 

strong pixels”. 

Application of Edge detectors in MATLAB 

In MATLAB, the generic function used to detect edges (which converts it to a binary image) from 

a grayscale image is shown in Equation 2.20. 

        BW= edge (I, ‘method’, ‘threshold’)     (2.20) 

The ‘method’ could be any of the methods described above and the convention to write each of 

the six methods is as follows: ‘roberts’, ‘prewitt’, ‘sobel’, ‘Log’, ‘zerocross’, and ‘Canny’. If the 

‘threshold’ is specified, it chooses all edges above the specified point; else, the program chooses 

the threshold automatically. For Zerocross, the function is slightly different with a user-specified 

matrix, ‘h’ for convolution, and is written in MATLAB as in Equation 2.21.  

      BW= edge (I, ‘zerocross’, ‘threshold’, ‘h’)               (2.21) 
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Figure 2.51 Application of edge detectors on sample GPR profile (a) Roberts; (b) Prewitt; (c)  

Sobel; (d) LoG; (e) Zerocross and (f) Canny 

The sample GPR profile (Figure 2.43) is chosen to undergo all six edge detectors and the result is 

shown in Figure 2.51. If no threshold is specified, the result of the Prewitt and Sobel detector is 

similar, which means that image smoothening doesn’t have much effect on the given GPR profile. 

Also, the results of ‘LoG’, ‘Canny’, and ‘zerocross’ are similar because the threshold value is not 

specified. The first three methods (Roberts, Prewitt, and Sobel) distinguish the hyperbola with 

their edges clearly while the last three methods (Canny, LoG, and Zerocross) have a lot of noise 

in them. When it was tested with other GPR profiles, the results were varying because of differing 



   
 

99 
 
 

intensities and automatic selection of the threshold. Following are the limitations of using edge 

detection techniques as described earlier:  

a) Variable inconsistent noises are present in the analysis of different GPR profiles and hence, 

meaningful data extraction is difficult. 

b) The threshold value is automatically chosen and hence, is not always optimal for differing 

GPR data sets. 

c) It detects the edges of hyperbolas, but the boundaries of hyperbolas are not stored in a data 

structure. However, further processing could lead to segmenting of individual hyperbolas. 

2.16.4 Segmentation  

Segmentation refers to the process of portioning an image into nonoverlapping regions such that 

the regions correspond to desired meaningful objects. Essentially, thresholding an image and edge 

detecting implicitly segment an image too. However, explicit segmentation techniques partition an 

image explicitly into clear and concise regions or zones (Marques, 2011). Although there are many 

approaches for image segmentation, a popular technique called watershed segmentation has been 

investigated to understand the benefits of this approach for further exploration. 

Watershed Segmentation 

The term watershed is derived from geography, and it refers to a ridge that divides areas drained 

by different river systems. The geographical area that drains into a river or reservoir is called a 

catchment basin. The watershed segmentation is based on morphological image transformation 

that represents regions in a segmented image equivalent to catchment basins and the boundaries 

analogous to the ridge lines. The grayscale image is considered a topological surface, where the 

function values f(x,y) is interpreted as heights. For example, consider Figure 2.52(a) represents the 

grayscale image and it can be represented as a three-dimensional surface as shown in Figure 2.52 
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(b). If rain falls on this surface, water will collect in the areas labeled as catchment basins on the 

image and the water falling on the ridge line would equally divide into both catchment basins. 

Such ridge lines and catchment basins are found using this method and the image is segmented  

(Gonzalez et al., 2010). 

 

Figure 2.52 (a) Grey-scale image (left); and (b) Image viewed as a topological surface with ridge 

lines and catchment basins (Gonzalez et al., 2010) 

 

Applying a normal watershed segmentation approach could lead to the over-segmentation of an 

image. An approach called Marker-Controlled Watershed Segmentation is adopted to eliminate 

this problem. A marker is a connected component belonging to an image. An internal marker is a 

connected component inside each of the objects of interest, while an external marker is contained 

in the background. These markers are used to control the gradient image based on various methods 

chosen based on the original image such as linear filtering, non-linear filtering, and morphological 

processing to develop a segmented image. The following is the basic procedure for marker-con-

trolled watershed segmentation (The MathWorks, 2014):  

1. A segmentation function is evaluated wherein the dark regions in the image are to be segmented 

as objects. 

2. Foreground markers are computed as connected blobs of pixels inside each object. 
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3. Identify background markers which are pixels that do not belong to any object. 

4. Adjust the segmentation function so that the foreground and background marker positions are 

the only places where minima exist.  

5. The modified segmentation function's watershed transforms should be evaluated. 

The sample GPR profile (Figure 2.43) was applied with a marked controlled watershed segmenta-

tion method to visualize if it can identify and distinguish hyperbolic regions. The result is shown 

in Figure 2.53. The lines in the image show the ridgelines of the watershed and it separates zones 

of differing intensities in the image. Although the segmentation shows the edges of hyperbolic 

edges clearly, this method has the following limitations: 

a) It has too many ridgelines which is representative of noise. 

b) GPR profiles with slightly varying intensities produce lesser ridgelines. 

c) Although some of the ridgelines do represent hyperbolas, there is no clear distinction or 

detection based on a hyperbolic profile. The image could be employed with other pro-

cessing approaches to distinguish hyperbolas. 

 

Figure 2.53 Watershed Segmentation of the Sample GPR Profile 
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2.16.5 Region Properties and Clustering 

This approach is an extension of the segmentation method and essentially involves the following 

three steps: a) Segment the image by any of the techniques such as thresholding, edge detection, 

or watershed segmentation; b) measuring properties of segmented regions in the image such as 

centroid, the standard deviation of the regions; and c) cluster those segmented using K-Means 

clustering techniques based on measured property values. 

Measuring region properties and K-Means Clustering 

Based on the three-step philosophy, the sample GPR profile in Figure 2.43 has been processed. 

Firstly, Otsu’s threshold image was adopted as the segmented image as it distinguished hyperbolas 

and had lesser noise for the given profile. To reduce noise and eliminate smaller regions, the de-

tected regions were filled using the ‘imfill’ MATLAB function to have closed loops of detected 

regions. Subsequently, the properties of these closed regions such as areas, centroid, orientation, 

perimeter, minimum and maximum values of intensities, weighted centroid, standard deviations, 

and others were extracted using the ‘regionprops’ function in MATLAB. Finally, these regions 

were classified based on any of the region properties into three clusters using k-means. K-means 

clustering refers to the partitioning of a data set, of say ‘n’ observation into a certain ‘k’ number 

of mutually exclusive clusters (Jain, 2010) and would be explained in detail in Section 3.1.3. Figure 

2.54 shows the GPR profile after each processing step (top to bottom): a) after filling gaps on 

Otsu’s thresholded image; b) measuring weighted and unweighted centroid; c) Standard deviation 

values (chosen region property for classification) displayed at centroid locations; and d) K-means 

Clustered zones are marked from 1 to 3 where the lower value indicates regions with higher 

weighted centroid value. The following are the limitations of this method based on the obtained 

results: 
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a) The regions detected are dependent on the method of transforming it into a binary image 

and would contain similar limitations as the method chosen. For example, if Otsu’s method 

was chosen to binarize images, this method would also have its limitations. 

b) The weighted centroid locations do not correspond only to hyperbolic regions or peaks. 

There are many false and missing detections. 

c) The standard deviation values cannot be corroborated to define corrosion in the hyperbolic 

region due to poor correlation. 

d) Finally, the k-means clustering does not provide any meaningful clusters which could help 

distinguish deteriorated zones. 

Nevertheless, this three-step philosophy which includes identifying hyperbolic regions, measuring 

a meaningful property of detected regions, and clustering those regions with better image pro-

cessing techniques can be used powerfully for GPR data analysis and has been adopted as part of 

research methodology. 
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Figure 2.54 Identifying region properties and K-means clustering of a GPR profile 

2.16.6 Texture Filters 

Texture analysis is defined by (The MathWorks, 2014) as follows: “Texture analysis refers to the 

characterization of regions in an image by their texture content. Texture analysis attempts to quan-

tify intuitive qualities described by terms such as rough, smooth, silky, or bumpy as a function of 

the spatial variation in pixel intensities. In this sense, the roughness or bumpiness refers to varia-

tions in the intensity values or gray levels. Texture analysis is used in a variety of applications, 

including remote sensing, automated inspection, and medical image processing. Texture analysis 

can be used to find the texture boundaries, called texture segmentation. Texture analysis can be 

helpful when objects in an image are more characterized by their texture than by intensity, and 

traditional thresholding techniques cannot be used effectively.” 
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Texture refers to the “feel” of the image like for a fabric and is qualitatively as the smoothness or 

coarseness of the image itself (Manjunath & Ma, 1996). This could be a powerful tool for image 

analysis if intensity-based classification has various limitations as in the case of GPR profiles. The 

attempt to quantity this qualitative feel is what constitutes texture analysis. The texture of an image 

can be characterized by standard statistical measures because they provide information about the 

variability of the intensity values of pixels in an image (Tamura et al., 1978). For example, the 

range of values in the neighborhood around a pixel for a smooth textured area will have a small 

value when compared to a rough textured area. Similarly, the standard deviation could be a meas-

ure of the degree of variability of pixel values in that region and correlates with the texture of the 

image. While texture has been classified in the literature into various categories, texture analysis 

on GPR profiles has been limited to the following three functions in this section (Table 2.9) pro-

vided by MATLAB for initial examination:  

Table 2.9 MATLAB functions - Texture filters (The MathWorks, 2014) 

Function Description 

entropyfilt Calculates the local entropy of a grayscale image. Entropy is a statistical measure 
of randomness. 

stdfilt Calculates the local standard deviation of an image. 

rangefilt Calculates the local range of an image. 

  

The texture filter is applied to a neighborhood around the pixel of interest by calculating the sta-

tistics for that neighborhood, and this statistical value is used as the pixel of interest in the output 

image. To demonstrate with an example, if the rangefilt function is applied on the matrix A shown 

below: 

A = [ 1 2 3 4 5; 6 7 8 9 10; 11 12 13 14 15; 16 17 18 19 20 ] 
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A is written in MATLAB output as Equation 2.22. 

                                                            𝐴𝐴 = �

1 2 3 4 5
6 7 8 9 10

11 12 13 14 15
16 17 18 19 20

�           (2.22) 

 
Then, the output matrix utilizing the function (Equation 2.23) is given as in Equation 2.24. 
 

    B = rangefilt(A);                  (2.23) 
 

                                                    𝐵𝐵 = �

6 7 7 7 6
11 12 12 12 11
11 12 12 12 11
6 7 7 7 6

�           (2.24) 

 
Figure 2.55 shows how the value of element B (2, 4) was calculated from A (2,4). The default 
neighborhood for functions is 3x3; however, users can specify neighborhoods of different shapes 
and sizes.  

 
Figure 2.55 Determining Pixel Values in Range Filtered Output Image  (The MathWorks, 2014) 
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Figure 2.56 Texture Filters (a) entropy filter; (b) standard filter and (c) range filter 

The three filters were applied to the sample GPR profile (Figure 2.43), and the results obtained are 

shown in Figure 2.56. The entropy filters have lots of noise while the standard and range filters 

distinguished hyperbolas with reduced noise. The resultant output gives the “feel” or “roughness” 

of the image and can be a good indicator of the deterioration of concrete based on the “roughness” 

of the texture. In the absence of any irregularities, it can be concluded that a higher roughness in 

the texture measurement indicates a better concrete condition, with less signal loss. Although these 

methods are superior to methods based on intensity classification for GPR profiles, it suffers from 

two  major  limitations:  a)  Noise  and  b)  Hyperbolas  are  not  distinguished.  However, employing 

hyperbolic detections along with texture filters could be a better approach for generating deterio-

ration maps as adopted in the research methodology of the developed models which is discussed 

in the next chapter. 
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2.16.7 Object Detection and Feature Extraction:  

All the previous methods focused on processing the GPR profile were based on finding thresholds, 

edges, image segmentation, and/or applying texture filters. One of the key components or objects 

of interest which directly relates to the corrosion in concrete is analyzing reflected signals at the 

rebar level which have a hyperbolic shape in a GPR profile. The shape, intensity, and texture of 

the hyperbola are critical factors in deducing the corrosion level present at the rebar layer based 

on the GPR-IBA. Therefore, this section delineates efforts explored in detecting hyperbolic regions 

to later analyze them for determining the corrosiveness level. In a GPR profile, the object of inter-

est is either “hyperbolas” or it could be other anomalies, and feature extraction refers to the pro-

cess of detecting certain features of interest within an image related to an object of interest for 

further processing. It is part of computer vision and image processing solutions and can be effec-

tively used for detecting objects based on feature extraction and matching (Shapiro & Stockman, 

2001). Initially, readymade algorithms which detect local features based on distinct patterns or 

structures found in an image (such as corners, blobs, and edge pixels) are applied to GPR profiles 

to evaluate if such algorithms can differentiate hyperbola from its immediate surroundings based 

on its texture, shape, or intensity. If the functions corresponding to local feature detection do not 

distinguish the hyperbolas, a customized algorithm could be developed for hyperbola detection.  

Table 2.10 shows the methods investigated with a brief overview showing classification based on 

local features. 
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Table 2.10 Local Feature Detectors - MATLAB functions  (The MathWorks, 2014) 

Points Object Returned By Type of Feature 

cornerPoints detectFASTFeatures 
Features from the accelerated segment 
test (FAST) algorithm 
Uses an approximate metric to deter-
mine corners. 

 

Corners 
Single-scale detection 
Point tracking, image registration with little or no 
scale change, and corner detection in scenes of hu-
man origin, such as streets and indoor scenes. 

detectMinEigenFeatures 
Minimum eigenvalue algorithm 
Uses minimum eigenvalue metric to 
determine corner locations. 
detectHARRISFeatures 
Harris-Stephen’s algorithm 
More efficient than the minimum ei-
genvalue algorithm 

BRISKPoints detectBRISKFeatures 
Binary Robust Invariant Scalable Key-
points (BRISK) algorithm 

 

Corners 
Multiscale detection 
Point tracking, image registration, handling changes 
in scale and rotation, corner detection in scenes of 
human origins, such as streets and indoor scenes 

SURFPoints detectSURFFeatures 
Speeded-up robust features (SURF) al-
gorithm 

 

Blobs 
Multiscale detection 
Object detection and image registration with scale 
and rotation changes 

MSERRe-

gions 

detectMSERFeatures 
Maximally stable extremal regions 
(MSER) algorithm 

 

Regions of uniform intensity 
Multi-scale detection 
Registration, wide baseline stereo calibration, text 
detection, and object detection. Handles changes to 
scale and rotation. More robust to affine transforms 
in contrast to other detectors. 

https://www.mathworks.com/help/vision/ref/mserregions-class.html
https://www.mathworks.com/help/vision/ref/mserregions-class.html
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Figure 2.57 Detections of points and regions (local features) using multiple algorithms 

These methods were applied to the sample GPR Profile (Figure 2.43) to assess if any of the meth-

ods can  automatically  detect  the  hyperbolic  regions  or  their  points  with  little  or no noise. The 

resulting images after these algorithm applications are shown in Figure 2.57. The FAST algorithm 

(Rosten & Drummond, 2006) doesn’t detect any points while MinEigen features (Shi & Tomasi, 

1994) yield too many points to make sense. The Harris features algorithm (Harris & Stephens, 

1988) showed promising results as the points were located mostly in hyperbolic regions. Moreo-

ver, higher Harris points were detected in hyperbolic regions of higher intensity and vice versa. 

The number of BRISK regions (Leutenegger et al., 2011) was limited and do not always correspond 

to hyperbolic regions. The regions based on the SURF algorithm (Bay et al., 2008) had lots of 
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outliers that were not representative of hyperbolic zones. The MSER algorithm (Matas et al., 2002) 

yielded 171 detections and most of them corresponded to the hyperbolic regions. However, it has 

some false and missing detections along with some connected hyperbolas. Conclusively, detec-

tions based on such feature-extracting algorithms could be utilized in combination with others and 

further investigated for detecting and classifying hyperbolic regions. 

While the algorithms employed earlier could detect hyperbolic features, more robust and whole-

some methods found in the literature (Table 2.7) for detecting hyperbolic regions are based on 

applying multiple steps with advanced ML and deep-learning algorithms such as CNN and CSVM. 

A popular ML method based on the Viola-Jones algorithm (Viola & Jones, 2004) was chosen as 

part of this research methodology to create a custom classifier for detecting hyperbolas in GPR 

profiles. A brief background of this algorithm, its reasons for its adoption, and its complete appli-

cation for holistic hyperbola detections have been described in the next chapter. 
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3 RESEARCH METHODOLOGY 

Based on the methods identified in the literature review (Section 2.8.2) and the research investi-

gation (Section 2.16), this research has developed three models in a progressive approach, with 

each subsequent model surpassing its predecessor in terms of performance and effectiveness. In 

this chapter, the complete methodology of these models has been discussed, following a phased 

approach that improves sequentially. Each phase builds upon the previous one, resulting in an 

enhanced methodology for the development and implementation of these models. This chapter 

encompasses the complete modus operandi and flowchart of the models. However, the application 

of these models on real case bridge decks or slabs has been reserved for the next chapter, where 

the practical implementation and results on actual structures will be presented. The first model 

termed the “X-Sim” Method (M Abdul Rahman & Zayed, 2016), attempts to generate a condition 

map without detecting hyperbolic regions while utilizing a standard filter and K-means clustering 

approach. The drawbacks of this method are subsequently discussed, the apparent one being not 

detecting hyperbolas leading to inaccurate zoning of corrosion zones. The second model employed 

the three-step philosophy outlined in Section 2.16.5, which involved the following processes: a) 

Pre-processing of profiles, followed by hyperbola detections utilizing the Viola-Jones Algorithm 

and statistical analysis, b) Evaluation of detected objects using a texture-based factor, specifically 

entropy, and c) Utilization of the K-means algorithm to cluster the evaluated factors and establish 

a deterioration scale for each profile. In most cases, this model generates reasonable condition 

maps primarily because of the pre-processing steps and statistical analysis. These steps signifi-

cantly reduce false and missing detections. However, it is important to note that in instances where 

hyperbolas exhibit complex or heavily distorted shapes, the model may encounter challenges and 

may not be as accurate in those specific cases. The final model also follows the three-step 
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philosophy, with the last two steps similar to the second model. However, for more robust hyper-

bolic detections, a novel algorithm has been developed in this model. This algorithm incorporates 

concepts borrowed from pixel-based approaches such as OSCA (Zhou et al., 2018) and (Mertens 

et al., 2016), as shown in Table 2.6. Additionally, the final model includes a user-interactive ap-

proach that takes into account the structure information being inspected and considers anomalies 

to generate reliable condition maps. The assumptions and limitations of each developed model are 

outlined in the following chapter. 

3.1 X- Sim Method  

The first model in this thesis aims to develop an approach that generates condition maps without 

explicitly detecting hyperbolas. The objective is to investigate the reliability of such a strategy. 

The flowchart for analyzing GPR data based on this model is shown in Figure 3.1, and it has been 

explained stepwise, outlining the sequential process involved in generating the condition maps 

using this approach. 

3.1.1 Image Conversion and Preprocessing 

The first step is obtaining GPR profiles of a reinforced structure such as a bridge deck or any 

reinforced structural element either by scanning it using GPR equipment or utilizing available data 

as explained in Section 2.8.1. After acquiring these B-scans, they are converted into grey-scale 

images and imported into the MATLAB environment. In these greyscale images, the intensity 

values range from 0 to 255 pixels. Lower pixel values correspond to darker shades of grey, while 

higher pixel values correspond to lighter shades of grey.  Additionally, an absolute black color is 

represented by a pixel value of 0. Conversely, an absolute white color is represented by a pixel 

value of 255 (M Abdul Rahman & Zayed, 2016).  
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Figure 3.1 Flowchart for the X-Sim method 

Subsequently, the images undergo preprocessing using the following two steps. Firstly, all GPR 

profiles, which have been scanned with a uniform tracing distance, are cropped on both sides to 

have an equal number of columns and rows. Typically, since the scan depth is the same, the number 

of rows in all profiles remains equal. However, the number of columns is adjusted for easier pro-

cessing  of  profiles  using  this  method.  This  step  can  also  be  performed  in  the  proprietary  GPR 

software such as RADAN 7 if scanned using GSSI® equipment. Secondly, the intensity values of 

all profile images are adjusted using the MATLAB function as in Equation 3.1. 
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                                                              J = imadjust (I);                                                            (3.1) 

I – Input GPR profile image; J- Processed GPR image. 

This function increases the contrast of a greyscale image by saturating the top and bottom 1% of 

all pixel values. Essentially, it brightens the lighter pixels and darkens the black pixels of the 

GPR profile, and eliminates noise in the image to some extent (The MathWorks, 2014). Figure 

3.2 shows the result of applying this filter over the sample image shown in Figure 2.43.   

 

Figure 3.2 Image Preprocessing - Applying a contrast filter. 

3.1.2 Evaluate standard filter and summation. 

The subsequent step involves applying a texture filter to all preprocessed profile images. The tex-

ture filters, as described in Section 2.16.6, take into account the "feel" of an image and provide a 

more "human-like" qualitative factor rather than relying solely on crisp numeric intensity-based 

factors. The standard texture filter, among the three texture filters, was able to distinguish hyper-

bolas and reduce sufficient noise in a typical GPR profile as shown in Figure 2.56. The processed 

image resulting from this approach displays the internal features of a GPR profile, effectively dis-

tinguishing hyperbolic regions. It bears a resemblance to X-ray images, revealing subsurface 
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structures and anomalies. As a result, this approach has been aptly named the X-sim method, sig-

nifying its similarity to X-ray imaging in terms of the processed image appearance. In an image, 

the standard filter determines the neighborhood local standard deviation of each pixel. Using the 

MATLAB function "stdfilt", the local standard deviation of an image is determined with the syntax 

shown in Equation 3.2 (M Abdul Rahman & Zayed, 2016). 

                                                                 g =  stdfilt (f, nhood)        (3.2) 

where f is the input image and nhood is an array of zeros and ones where the nonzero elements 

denote the neighbors required to calculate the local standard deviation (Gonzalez et al., 2010). 

While the default value of nhood is ones(3), specified as an odd array always, it is set as ones(9) 

in this model to account for a wider range of nearby pixels for computing standard deviation. If a 

random variable, z, represents intensity, then the corresponding histogram is denoted by p(zi), 

where i = 0, 1, 2, 3, …, L−1; L is the number of distinct intensity levels (for example, 256 levels 

in a grayscale 8-bit image). Then, the nth moment of z about the mean can be written as:  

𝜇𝜇𝑛𝑛(z)  = �(𝑧𝑧𝑖𝑖 − 𝑚𝑚)𝑛𝑛p(𝑧𝑧i)
L−1

i = 0

 
 

(3.3) 

The mean, m, is the average intensity of the image or region and is evaluated as: 

 

𝑚𝑚 = �𝑧𝑧𝑖𝑖p(𝑧𝑧i)
L−1

i = 0

 
 

(3.4) 

Finally, the standard deviation, a texture descriptor that measure the average contrast, is evaluated 

as the square root of the second moment in Equation 3.3:  
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σ = �𝜇𝜇2(𝑧𝑧) = �𝜎𝜎2  

(3.5) 

Consequently, all profile images are sequentially converted into the 'X-Sim' type images. Finally, 

a summation scale is calculated for each processed image by summing the pixel values along the 

horizontal axis (X-axis). This scale for each profile would be a vector linear scale having an equal 

number of columns equal for all profiles. In the absence of any anomalies, the high range of values 

across hyperbolas is indicative of good areas while areas with less distinct or no hyperbolas have 

a lower range of values. 

 

3.1.3 K-means clustering and condition mapping  

After evaluating the summation scale for all profile images in a GPR scan of a structural element, 

these values are normalized within the range of 0 to 1. Normalization ensures that the values are 

standardized and fall within a consistent and comparable range, irrespective of the specific mag-

nitudes of the original summation scale values. Corollary, each profile image would be represented 

by a single-row scale with an equal number of columns, resembling a one-dimensional frequency 

signal with peaks and troughs. The values in these scales of all profiles are then classified into 

zones via data-clustering methods (unsupervised learning). Given that GPR datasets of scanned 

elements exhibit variable data ranges that correspond to varying conditions of concrete quality, 

data classification or supervised learning techniques may not be the preferred approach in this 

context (Mohammed Abdul Rahman, Zayed, et al., 2022). Data classification approaches can be 

employed based on extensive datasets acquired under similar GPR survey parameters and envi-

ronmental conditions. For example, a study aimed to improve depth-amplitude effects was con-

ducted by analyzing a large dataset from bridge decks showed a strong correlation between the 



   
 

118 
 
 

variation in rebar reflection amplitudes and the thickness of the concrete cover (Kien Dinh et al., 

2016). 

However, data clustering approaches are preferred and a widely accepted framework for catego-

rizing such techniques is as follows: (a) hierarchical clustering, in which data is divided into mul-

tiple sequences, ranging from one cluster containing all individuals to n clusters containing each 

individual; and (b) partitional clustering, in which data are divided into predetermined zones in a 

single step without any hierarchical structure (Everitt et al., 2001). A partitional clustering ap-

proach has been used because the number of zones or clusters is typically known when generating 

condition maps. Since its creation 50 years ago, K-means is a commonly applied data-partitioning 

technique (Jain, 2010). For GPR data interpretation, K-means have been used to cluster amplitude 

values and generate condition maps by (Kien Dinh et al., 2015) and (Alsharqawi et al., 2020). It 

has also been used by (Alsharqawi et al., 2018) for rating conditions of bridges, and for corrosion 

quantification by image processing in concrete slabs by (Zaki et al., 2020). Therefore, K-means 

has been used in the developed models of this research as the maps generated would show good 

correspondence with actual concrete conditions. Using K-means, a set of data can be clustered as 

shown as follows (Jain, 2010): 

If X = {xi}, i = 1, 2, …, n; where X represents a set of n data points needed to cluster into a set of 

K-partitions, C = {ck, k = 1, 2, …, K}. C represents a set wherein ck is a set of data points of the k-

th cluster and let µk represents its mean. The data set is clustered using the K-means algorithm in 

a way that minimizes the squared error between the points in each cluster and their respective 

means. Equation 3.6 evaluates the squared error between ck and µk.  



   
 

119 
 
 

𝐽𝐽(𝑐𝑐𝑘𝑘)  =  � ||𝑥𝑥𝑖𝑖 −  µ𝑘𝑘||
𝑥𝑥𝑖𝑖ɛ𝑐𝑐𝑘𝑘 

 (3.6) 

As shown in Equation 3.7, K-means seeks to minimize the sum of this squared error over all K-

clusters. 

𝐽𝐽(𝐶𝐶)  =  � � ||𝑥𝑥𝑖𝑖 −  µ𝑘𝑘||2
𝑥𝑥𝑖𝑖ɛ𝑐𝑐𝑘𝑘 

𝐾𝐾

𝑘𝑘=1

 (3.7) 

(Xu & Wunsch, 2005) summarize the iterative steps of the K-means algorithm as follows: 

1. First, distribute K-partitions at random or according to some prior information. If M repre-

sents the centroid mean, it can be written in a set form: M = {µk, k = 1, 2, …, K} 

2. If cω represents the nearest cluster of a data point in the data set X, it is allocated to its 

nearest cluster as follows:  

            𝑥𝑥𝑖𝑖ɛ 𝑐𝑐𝜔𝜔; ||𝑥𝑥𝑖𝑖 −  µ𝜔𝜔|| < ||𝑥𝑥𝑖𝑖 −  µ𝑘𝑘||; i = 1, 2, …, n; 𝑖𝑖 ≠ 𝜔𝜔; k = 1, 2, …, K 

3. Based on the current partition set, C, the centroid matrix M is reevaluated. 

4. Steps 2–3 are repeated until each cluster shows no change. 

The normalized summation (n-s) values in scales of all GPR profile images are clustered using K-

means into three colored zones. If k1 and k2 are limits obtained after clustering and considering 

that the range of values lies between 0 and 1, the following is the classification of concrete condi-

tion at pixel level depending upon the n-s value: a) if it lies between 0 to k1: corresponding zone 

(pixel or group of pixels across the length of scan) is classified as concrete in bad condition and 

represented with the color red, b) k1 to k2: corresponding zone is classified as concrete in moderate 

condition and represented with color yellow, and c) k2 to 1: corresponding zone is classified as 
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concrete in good condition and represented with the color green. Based on these principles, a de-

terioration scale can be generated for each profile individually, considering the cluster classifica-

tion of the n-s value for each pixel across the length of the scan. This deterioration scale utilizes 

the three aforementioned colors (red, yellow, and green) to identify different concrete conditions. 

For example, a GPR profile taken from a case study has been shown in Figure 3.3 (a). This figure 

was taken from a case study of a bridge deck which shows the application of this developed model 

in Section 4.1. Figure 3.3(b) depicts the textured image of the profile after applying a standard 

filter, along with the deterioration scale represented by three colors indicating the concrete condi-

tion at each pixel value. The profile is generally in good condition (green) while it is in moderate 

to bad condition (yellow to red) at end zones on either side. Finally, these deterioration scales of 

all GPR profiles of a data set are stacked together with uniform width which is representative of 

the tracing distance to generate a condition map. Such a map shows a complete picture of the 

condition level of a bridge deck or a structural element in general. 
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Figure 3.3 (a) Sample GPR Profile; and (b) Output image with deterioration scale (Mohammed 

Abdul Rahman et al., 2016) 

The limitations of this model have been discussed in detail in Section 4.1.4 after investigating the 

results of the condition map for a real-case bridge deck. Essentially, the deterioration scale of 

profiles has numerous impractical small-size zones which could falsely indicate the actual state of 

concrete and this model does not detect objects of interest which include hyperbole and other 

anomalies. To overcome these shortcomings, a better approach has been proposed in the next sec-

tion which involves detecting hyperbolas based on the Viola-Jones algorithm and other improved 

steps. 

 

 

 

 

 (a)  

 

(b) 
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3.2 Viola-Jones Algorithm-based Model (V-JAM) 

 

 

Figure 3.4 Methodology of V-JAM to generate condition maps  

Figure 3.4 presents the flowchart of the developed model, outlining its comprehensive methodol-

ogy. The initial stage involves data acquisition, which can be done by either utilizing existing scans 

or performing a new scan on the element requiring inspection. Commercially available GPR equip-

ment from reputable firms such as Geophysical Survey Systems, Inc. (GSSI®, Nashua, NH, USA), 
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Ingegneria Dei Sistemi (IDS) Georadar (Pisa, Italy), MALÅ GPR (Malå, Sweden), among others, 

is employed for this purpose. Parameters like traverse spacing, antenna frequency, number of sam-

ples per scan, and other relevant factors, as mentioned in Section 2.8.1, must be predetermined and 

considered during the scanning process (Varnavina et al., 2015).  

To prevent erroneous scans, the GPR antenna must be dragged at an optimal pace while consider-

ing scan spacing and sweep rate. Additionally, the scans should be taken perpendicular to the lo-

cation of the rebars either in a grid pattern or a single direction. In the case of a bridge deck, it is 

recommended to position the antenna in such a way that it intersects the reinforcing layer at an 

angle as close as possible to 90° along the longitudinal direction, which is parallel to the deck's 

centerline (ASTM D6087, 2015). Large air or water gaps in the scanned element must be consid-

ered, as they significantly affect penetration depth and transmission velocity during the scanning 

process (Utsi, 2017). Subsequently, the GPR data which are obtained as B-scans must be prepro-

cessed to improve the detection rate of hyperbolas. 

3.2.1 Pre-process GPR profiles 

The raw GPR B-scans must be pre-processed using the proprietary software provided by a GPR 

equipment manufacturer, such as RADAN® 7 from GSSI® (Nashua, NH, USA). The algorithm 

being adopted in this model, Viola–Jones, is sensitive to the aspect ratio, or the proportion of the 

width to the height of detected boxes containing hyperbolic regions (Rahman & Zayed, 2018). As 

a result, if necessary, these steps are employed on GPR profiles sequentially: 

1. If required, the initial step is horizontally stacking or stretching all the GPR profiles of the 

structural element to be examined to keep the aspect ratio closer to the computed average 

value of the trained classifier, which is 1:1.68 (explanation of this algorithm along with the 
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trained classifier is discussed in the following section). This step is adopted to improve the 

hyperbola detection rate and the process entails the following steps: (a) determine the as-

pect ratio of the raw B-scans by selecting a random small sample representative of hyper-

bolas with the highest frequency of occurrence in all of the profiles; and (b) if needed, 

horizontally stack, or stretch all profiles by a factor so that the aspect ratio of the chosen 

samples is closer to the aforesaid classifier value. Figure 3.5 displays a section of a GPR 

profile as an example of a bridge deck with a large span whose hyperbolas require hori-

zontal stretching due to their dense stacking. 

2. To improve the contrast of the GPR B-scans, the second phase of pre-processing entails 

increasing "display" or "range" gain, if required. The application of gain adjustment be-

comes necessary either due to horizontal stretching in the preceding stage or if the contrast 

of the raw GPR data is inherently low. By manually applying an optimal gain visually, the 

analyst can ensure that the gain is neither too low nor too high, improving the detection 

rate of the algorithm. While the process is subjective, employing this approach enhances 

the accuracy and effectiveness of the detection algorithm. 

3. The last phase involves removing background signals from the B-scans, which lowers the 

high contrast of reflections from asphalt/concrete and/or concrete/air level and, inadvert-

ently, enhances the contrast of hyperbolic regions. A full-pass automatic horizontal back-

ground removal option available in GSSI® RADAN 7 software is applied on GPR profiles 

of reinforced structural members as the reflections due to hidden objects are primarily due 

to rebars (hyperbolas) which are not eliminated due to this step application. In case of ge-

otechnical, archeological, or other investigations where primary object detections are bur-

ied pipes, bones, or other objects, care must be taken to ensure proper application of this 
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filter i.e., either a manual filter is applied or completely avoided depending on the type of 

investigation and the data profiles obtained (Leach, 2019). However, since this research is 

focused on hyperbolic detections from rebar reflections of reinforced members only, full-

pass background removal is employed. 

The outcome of pre-processing the GPR profile shown in Figure 3.5 is depicted in Figure 3.6 

which included the following steps: It was first stretched horizontally by a factor of "8" to keep an 

aspect ratio at 1:1.49 closer to the classifier, then the display gain in RADAN® was increased to 

"20," and finally, the background signals were removed to clearly show the top layer of rebar 

reflections for accurate and fast detections.  

These pre-processing steps, if applicable, are extremely vital and must be applied to all GPR pro-

files of an element being inspected. Through empirical observation, it has been noted that conduct-

ing pre-processing using proprietary software yields superior results compared to applying image 

processing techniques using tools like MATLAB® R2019b, even though these steps could be au-

tomated by exporting raw GPR profiles. Despite taking only a few minutes to apply these pre-

processing steps, they significantly enhance the detection rate of hyperbolas, thereby mitigating 

the limitations associated with using a ML approach (Mohammed Abdul Rahman, Zayed, et al., 

2022). 
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Figure 3.5 A GPR profile section of a large bridge deck (Rahman & Zayed, 2018) 

 

Figure 3.6 A sub-section of the GPR profile after applying pre-processing steps including hori-

zontal stretching, range gain, and background removal (Rahman & Zayed, 2018) 
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3.2.2 Trained Classifier and Hyperbola Detections 

The next stage is to convert the pre-processed GPR profiles into image files (.jpeg, .tiff, etc.) and 

apply a trained custom classifier for hyperbolic detections using MATLAB®  software (Rahman 

& Zayed, 2018). The Viola-Jones (V-J) algorithm is briefly described, and the data that was used 

to train the classifier is also explained subsequently. It was initially proposed as a framework for 

the fast processing of images with high detection rates for facial features (Viola & Jones, 2004). 

The implementation of the V-J algorithm for face detection along with its comprehensive devel-

opment and analysis has been described in (Viola & Jones, 2004), (YQ Wang, 2014), and 

(Chaudhari et al., 2015). It originally used “Haar-like” features to detect faces, but it was later 

expanded to train and detect any facial feature or object employing these feature extractors: Local 

Binary Pattern (LBP) (Ojala et al., 2002), Histogram of Oriented Gradients (HOG) (Dalal & 

Triggs, 2005), and “Haar”. (Dang & Sharma, 2017) compared prominent face-detection algorithms 

and deduced that V-J has the best precision and recall rate. The following benefits led to the adop-

tion of this algorithm in this model to find hyperbolic features in GPR profiles: (a) scale-invari-

ance, i.e., ability to detect hyperbolas of different sizes that have a similar aspect ratio, (b) the 

algorithm assumes that the features to be detected are in full-view upfront position similar to hy-

perbolas in B-scans, (Rahman & Zayed, 2018) and (c) rapid and precise with low false-detection 

rate (Gupta & Sharma, 2014). While there are other ML and deep-learning algorithms employed 

for hyperbola detections (Section 2.10) , this algorithm has been preferred due to the following 

two-step approach in detecting hyperbolic regions: a) the classifier used to detect hyperbolas based 

on V-J algorithm is lighter and speedily detects maximum hyperbolic regions in GPR profiles, and 

b) the top/ bottom layer in GPR profiles is identified based on regional comparison, and 
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subsequently, false detections are eliminated and missing gaps are filled based on statistical anal-

ysis (discussed as the next step) for accurate detections. 

 

Figure 3.7 Framework of Cascade Object Detector (MathWorks, 2016) 

Firstly, the cascade object detector in MATLAB® is utilized to train a custom classifier with GPR 

data. Figure 3.7 shows the generalized framework for training custom classifiers and detecting 

objects based on this classifier. Initially, training is done in multiple stages after supplying the 

classifier with a set of positive samples (image boxes of GPR profiles with hyperbolas present) 

and negative samples (images or image boxes with non-hyperbolic regions in GPR profiles). The 

HOG feature type is used to typically identify objects without fine-scale details, such as people 

and cars. In their study on detecting hyperbolic reflections in bridge decks, (Kaur et al., 2015) 

conducted a thorough comparison of various feature descriptors, including HOG, direct gradient-

orientation histogram, maximum gradient orientation, edge pixels, intensity values, and intensity 

histogram, among others. Among these descriptors, HOG exhibited the best performance in terms 

of accuracy, precision, sensitivity, and specificity. As a result, it has gained significant popularity 

among researchers, as mentioned in Section 2.10, and will be employed in this model. A boosting 

technique enhances the training process in each stage by eliminating negative samples and pro-

cessing positive samples to the next stage (Mohammed Abdul Rahman, Zayed, et al., 2022). The 

recommended boosting algorithm proposed in the literature which has been adopted in this model 
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is called Adaboost since the classifier is trained to categorize just the hyperbolic regions from the 

background of a GPR profile i.e., a case of binary categorization (Freund & Schapire, 1997). To 

create a strong classifier, it combines several weak learners by averaging the decisions taken at 

each stage, as explained in detail by (Viola & Jones, 2004). After all the stages are executed by 

the classifier, the identified objects can be categorized as follows: (a) true positives are positive 

samples that were accurately detected; (b) false positives are negative samples that were incorrectly 

labeled as positive; and (c) false negatives are positives sample that were incorrectly identified as 

negative. For example, Figure 3.8 shows the three types of detections based on a trained classifier 

on a sample GPR profile: true positives are labeled as filled yellow rectangles, whereas a false 

negative is labeled as an empty blue box and a false positive (A3) is marked as a filled yellow 

rectangle enclosed in a blue box. For cascade training, two additional parameters must be stipu-

lated in addition to the total number of stages: (a) the false positive rate, which is the ratio of total 

false positives to the sum of all false positives and true negatives; and (b) true positive rate, which 

is the ratio of total true positives to the sum of all false negatives and true positives.  

 

Figure 3.8 A sample GPR profile showing true positives and false detections (Mohammed 

Abdul Rahman, Zayed, et al., 2022) 
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Table 3.1 Condition and Considerations for the training set (MathWorks, 2016) 

Condition Consideration 

A large training set (in the thousands). Increase the number of stages and set a higher 
false positive rate for each stage. 

A small training set. Decrease the number of stages and set a lower 
false positive rate for each stage. 

To reduce the probability of missing an object. Increase the true positive rate. However, a high 
true positive rate can prevent you from achiev-
ing the desired false positive rate per stage, 
making the detector more likely to produce 
false detections. 

To reduce the number of false detections Increase the number of stages or decrease the 
false alarm rate per stage. 

 

Table 3.1 shows the general conditions and considerations employed in choosing these parameters. 

The selection of the number of stages is also a trade-off between more stages with a higher false 

positive rate or fewer stages with a lower false positive rate. A greater number of weak learners 

exist when a lower false positive rate is specified and vice versa (MathWorks, 2016). During each 

stage of training, a region classified as negative indicates detection is finished (no hyperbola pre-

sent) while a region labeled as positive is processed to the following stage. To reject negative 

samples as quickly as possible during the stages, the classifier is trained to assume that the vast 

majority of windows do not contain the object of interest (Rahman & Zayed, 2018). For the clas-

sifier to function well, the false negatives should be lower as once a region is falsely detected as 

negative, the classifier stops analyzing that region. Therefore, the false positive rate is generally 

specified higher as the detector incorrectly labels those regions as positive, which could be cor-

rected in subsequent stages. The overall false positive rate is fs, where f  is the false positive rate 

per stage in the range (0 1) and s is the number of stages. The overall true positive rate is ts, where 
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‘t’ is the true positive rate per stage in the range (0 1].  Thus, adding more stages reduces the overall 

false positive rate while reducing the true positive rate, and therefore, a proper trade-off must be 

done for accurate and faster detection (MathWorks, 2016). After training a custom classifier with 

chosen parameters on a GPR data set (bridge deck), it can be used to identify objects (hyperbolas) 

in any given image (GPR profile). 

A bridge deck in Sumner, Iowa, labeled O2, was inspected as one of the nine bridges comprehen-

sively assessed for bridge deck deterioration mapping, and its data was used to train the classifier 

(Gucunski et al., 2011). The reasons for choosing this deck, its cross-section, and the scanning 

parameters utilized for its GPR survey are discussed in detail as part of the case study in Section 

4.1. This bridge has two-lane roadways with a total width of 48 ft and a total of 24 scans (GPR 

profiles) were obtained at 2 feet of uniform inter-scan distance. The cascade object detector was 

utilized in two consecutive phases for training. In the first phase, a total of 167 positive samples 

(hyperbola enclosed boxes) and negative samples (profile with hyperbola deleted) were provided 

for training from just one B-scan (first swab). These input parameters were used: number of cas-

cade stages: 20; per-stage false alarm rate: 0.5; and per-stage true positive rate: 0.995. In the 

next phase, the classifier, which was trained using one profile, was utilized to identify hyperbolas 

in all 24 profiles. The results were as follows when compared to the manually counted ground truth 

of 3843 hyperbolas as shown in Appendix A: true positives - 3400 (88.5%), false positives -14 

(0.4%), and false negatives - 443 (11.5%) (Rahman & Zayed, 2018). Lastly, the classifier was 

trained again using the same input parameters, and the aforesaid obtained true positives and false 

negatives. The resulting trained classifier obtained could be used for detecting hyperbolas in GPR 

profile scans of any RC structural or bridge element, assuming the profiles were pre-processed as 

described earlier in Section 3.2.1. 
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3.2.3 Regional comparison and Statistical analysis 

Although the custom classifier can successfully identify most hyperbolas in B-scans, in real cases, 

there may be a few false detections. Automated regional comparison and statistical analysis can 

remove such false positives and false negatives, shown in Figure 3.8 as an example (Rahman & 

Zayed, 2018). The fundamental premise for this analysis is that the reinforcement bars are layered 

in a single or double layer with uniform spacing, typically in the case of RC bridge components, 

slabs, or parking lots. By employing the following three principles stepwise, the potential false 

positives and false negatives can be eliminated. 

Principal 1- Regional Comparison  

Due to their regional position in the B-Scan, the detections, if present,  - whether true or false - 

that do not occur along the chosen layer i.e., either top or bottom, are regarded as false positives 

and removed. The developed code identifies and eliminates these false positives as follows:  

1. Firstly, arrange all detected hyperbolas (boxes) in horizontal layers based on their regional 

position. To illustrate with an example, please consider a section of a GPR profile in Figure 

3.9. It has 8 hyperbolas identified as { A1, A2, …… A8} in top layer, marked L1; 8 other 

hyperbolas identified as { A9,A10, …… A15} in the bottom layer of reinforcement, marked 

L2; and lastly, let’s assume that two false positives have been identified in the bottom deck 

reflections of the bridge deck by the classifier, identified as A16 and A17; marked in layer 

L3. To identify these layers {L1, ... Lm }; where m = 3 i.e., the total number of layers; the 

hyperbolas A1 to An are first arranged in an ascending order based on the closest distance 

between the top-left edge of the detected boxes (which is closer to the apex of the hyper-

bola) and the top-leftmost edge of the complete GPR profile as follows:  

{ A1,A2, …… An}, n=17. 
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The first hyperbola A1 is assumed to lie in the first layer, L1. The next hyperbola A2 would 

lie in this layer L1 if the vertical edges of A1 & A2 overlap. If not, A2 will lie on a new layer, 

L2. This process is iterated until all hyperbolas are exhausted. If a hyperbola lies on two 

layers, which rarely occurs, it is assumed to lie on the layer whose vertical distance is 

closest to the two. If there are overlapping hyperbolas (two or more) in the same layer, both 

are considered valid and the false positive among them would be eliminated in the next 

step.  

The developed code based on the above principle would yield the following results: {A1, 

A2, …… A8} would lie in layer L1 as A2 left-edge overlaps with the box of A1, A3 overlaps 

with A2, and so on. Similarly, the second layer, L2, starts with A9 as it does not overlap with 

A8 and ends with A15. The last layer, L3, has hyperbolas A16 and A17.  

 

Figure 3.9 Regional Comparison – Identifying horizontal layers and eliminating false positives 
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2. Lastly, the top/bottom layer is identified as it generally lies on the top with the greatest 

number of hyperbolas. After identifying the required layer for analysis, all other hyperbolas 

are eliminated. So, in the case of Figure 3.9, if the analysis is performed based on the top 

layer, L1, hyperbolas A9 to A17 are discarded as false positives. However, if the analysis is 

performed based on the bottom layer, L2, hyperbolas {A1, A2, …… A8} & { A16, A17} 

would be eliminated. In the cases of thin decks, slabs, or pavements, condition mapping 

can be done based on either the top layer or bottom layer as both the layers are typically 

visible. Nevertheless, data analysis typically focuses on the top layer, as corrosion often 

initiates from this layer in North America due to the presence of de-icing salts (Coleman 

& Schindler, 2022). In certain instances, even when employing high-frequency radar, the 

top layer may remain obscured due to factors like excessive moisture, high chloride con-

tent, or an exceptionally thick concrete cover. Under such circumstances, GPR may not be 

a viable option, and it is advisable to explore alternative NDT methods (Utsi, 2017).  

3. In most cases, the top/bottom layer is detected correctly by the developed model. However, 

in the presence of GPR profiles with severely disoriented rebar layers and/or complex hy-

perbolic reflections, the automatic identification of the required layer may not be accurate. 

Principal 2- Statistical Analysis: Eliminating false positives 

After eliminating false positives which do not lie along the top/bottom layer, the next step is to 

eliminate false positives in the form of overlapping detections present along the chosen layer. 

These overlapping hyperbolas are typically present due to the following reasons: a) stronger re-

flections cause a ripple effect in which the classifier identifies the weaker reflections present be-

neath the true positives as false positives; and b) reflections from other rebars present due to repair 
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work or other reasons. When such overlapping reflections occur, typically one of them is a true 

positive, and the other(s) are false. To identify and discard the false detections, the location (pre-

dominant factor) and the average size of all the overlapping detections are compared with the non-

overlapping neighboring true positives. For example, Figure 3.8 shows two overlapping detections, 

A2 & A3, present in-between two neighboring true positives: A1 & A4. Hyperbola A3 is a false 

positive and eventually eliminated as the true positive is A2 due to the following reasons: a) loca-

tion i.e., the vertical distance of the top-left edge of A2 (taken as reference) is closer to both, A1 & 

A4, and b) the size of A2 is also closer to its neighbors.  

 

 

Figure 3.10 A sample cut-out of a GPR profile after applying a custom classifier (Mohammed 

Abdul Rahman, Zayed, et al., 2022) 

 

Figure 3.11 A sample cut-out of a GPR profile after complete detections (Mohammed Abdul 

Rahman, Zayed, et al., 2022) 

Principal 3- Statistical Analysis: Missing gaps  
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There could be gaps missing along the chosen top/bottom layer due to the following reasons: 

a. false negatives i.e., an undetected clear-shaped hyperbola 

b. zones with highly distorted hyperbolas  

c. zones with an absence of hyperbolas; possibly due to severe corrosion. 

d. Anomalies 

In this step, the missing gap width, denoted as ‘w’ is compared with the minimum width of all the 

detected hyperbolic regions, denoted as ‘gm’, for classification. The gap can occur in three possible 

scenarios: between any two detected hyperbolic regions, before the first hyperbolic region detected 

along the top layer from the left, or after the last hyperbolic region along the top layer. Firstly, the 

pixels of the missing gap are summed and normalized along the horizontal axis. Secondly, this 

summation of pixels is transformed into a 1-D signal by utilizing the cubic spline fitting function 

in MATLAB. This function is based on the popular spline interpolation technique as described in 

the book by (De Boor, 1978). The reason for converting a gap along the top layer into a signal is 

that the local highest peaks can represent corresponding hyperbolic peaks while the local lowest 

peaks can represent the dividing gap between two hyperbolas in a GPR profile. It can help split 

the gaps based on reasonable accuracy and the following three cases occur which are dealt with 

accordingly: 

1. w  <  gm: If the width is too small, i.e., smaller than the minimum width, it is assumed that 

the gap is too small to contain any object of interest within it. Therefore, if the gap lies 

between two hyperbolic regions, the lowest peak in its corresponding 1-D signal is found 

using the proprietary ‘findpeaks’ function in MATLAB. This function is based on the mod-

ified form of the widely utilized ‘PeakUtils’ algorithm (Negri & Vestri, 2017) for 
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identifying signal peaks. Subsequently, the width of the detected region box on the left side 

of the gap is extended up to the identified lowest peak pixel. Likewise, the width of the 

detected region box on the right side is extended to start immediately after the left side, 

effectively closing the gap. However, if the gap is located at either end of the profile, it is 

closed by extending the detected region box to start from the first pixel or to end at the last 

pixel, depending on the specific side of the gap.  Figure 3.12 shows a GPR profile section 

with all three cases of missing gaps for demonstration purposes. In Figure 3.13, the small 

gaps at both ends of the profile are filled with yellow boxes, which are marked as Case I. 

These yellow boxes are used to fill in the gaps and ensure a continuous profile of detections 

along the top layer. Additionally, all the other red boxes in the figure are extended on either 

side, if necessary, to maintain the aforesaid continuity. 

2. gm ≤ w  <  (2×gm): Under this circumstance, it is assumed that the gap encompasses a 

single object of interest, regardless of whether it is a false positive or any other scenario. 

Thus, to fill the gap between two hyperbolic regions, the function identifies the two lowest 

peaks in the signal closer to the gap's boundaries. Subsequently, the bounding boxes on 

either end are extended to encompass these lowest peaks, while a new single box is formed 

between the two lowest peaks. This process effectively fills the gap by incorporating the 

relevant data within the identified regions. Similarly, when the gap is present at either end 

of a profile, a new single box is created on the respective side (start or end) of the profile. 

This is accomplished by identifying the lowest peaks that are closer to the detected region 

boxes. These lowest peaks serve as the boundary for enclosing the new single box and 

effectively closing the gap. In Figure 3.13, the green box labeled as Case II represents a 

potential object of interest that has been identified through the application of this step. 
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3.  w  ≥  (2×gm): In this case, the gap is assumed to contain 2 or more objects of interest. An 

optimal number of cuts is required to split the gap irrespective of its width. Let ‘O’ repre-

sent the total number of cuts needed. If there are ‘N’ number of lowest peaks identified in 

the corresponding 1-D signal of the gap, then the value of ‘N’ is typically much greater 

than ‘O’. Each ‘O’ is identified using an iterative process as shown below:  

Let N1 represent the first peak in consideration in ascending order across the top layer. Let  N1c 

be its column value. Let  N2 be the next peak. Thus, N2c > N1c. 

If the value of (N2c – N1c) < gm; then N2 becomes the first ‘possible’ optimal cut only if its ‘row’ 

value (N2r ) is lower than N1r. Otherwise, N1 becomes the ‘possible’ first optimal cut. 

However, If (N2c – N1c)> gm; then N1 becomes the first ‘definitive’ optimal cut which is recorded, 

while N2 becomes the ‘possible’ first optimal cut. 

Then, the ‘possible’ optimal cut (N2 / N1) is compared with the next peak ‘N3’. 

This is repeated until each of the lowest peaks, ‘N’, is checked in ascending order of its column 

values to find a complete list of complete optimal cuts ‘O’.                                                   (3.8) 

 

Subsequently, the list of definitive optimal cuts is used to bind new surrounding boxes and 

extend the detected region boxes on either side, if applicable. This iterative process is utilized 

for all three gap locations accordingly such that the missing gaps have new boxes while the 

existing boxes on either end are extended, if applicable and needed, to effectively close the gap 

across the top layer. In Figure 3.13, after applying this step, four optimal cuts were obtained 

between the two red-detected hyperbolic boxes. Two of these cuts are positioned closer to the 

boxes on both ends. As a result, three white boxes, labeled Case III, are shown, representing 

potential objects of interest in the figure.  
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Finally, this process is repeated for each of the missing gaps identified across the top layer. The 

new surrounding boxes can contain an anomaly since it’s not a detected region. Lastly, the sug-

gested model employs a user-interactive approach which prompts the user to confirm if the neces-

sary layer has indeed been successfully recognized (Yes/No). If the user response is negative, a 

further prompt asks the user to draw a surrounding box with a typical hyperbola along the required 

(top/bottom) layer in a GPR profile. This information is used to record the upper and bottom limits 

of the required layer for analysis and the width of this box is considered as the minimum width 

‘gm’. Subsequently, the new limits of the top layer are assumed to be a complete gap and the steps 

of the aforesaid third case are applied to determine optimal cuts and bound the complete layer with 

new surrounding boxes. The identification of such a layer in case of incorrect detection of the 

required layer is explained with an example in Section 4.4. Hence, the adoption of a user-interac-

tive approach guarantees the selection of the appropriate layer, which is vital in the development 

of reliable maps. 

 

Figure 3.12 The sample GPR profile is shown with missing detections. 
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The user-labeled anomalies module (ULAM) discussed in Section 3.3.4 can be incorporated into 

this model wherein the user marks anomaly regions in missing gaps, if present, based on aided 

tools. Otherwise, this model assumes that there are no anomalies present in its GPR profiles. In 

case of no anomalies, it is assumed that the missing gaps contain either hyperbolic regions which 

could not be detected by the model or severely corroded regions. While it has the potential to yield 

erroneous results, proper marking of anomaly regions by the user using ULAM can mitigate this 

limitation  and  ensure  accurate  marking  of  regions. After  applying  the  aforesaid  principles,  the 

missed false negatives are correctly labeled in boxes as shown in Figure 3.13. Consequently, de-

tections are complete in all GPR profiles after employing the V-J algorithm along with these three 

principles and processed towards the next phase of evaluating a textural factor for all the detected 

regions which are bounded in rectangular boxes along the top layer. Figure 3.11 shows another 

example after detections are completed over the Figure 3.10. 

 

Figure 3.13 Missing gaps in a GPR profile filled for varying cases. 
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3.2.4 Condition Mapping 

A condition rating relative to the deterioration level of detection regions must be assigned along 

the user-selected top (or bottom) layer. In the GPR-IBA approach, it is achieved qualitatively as 

an expert analyst labels the regions using his visual perception and judgment (Tarussov et al., 

2013). The texture would be an equivalent parameter to differentiate regions in a GPR profile. 

Even though the human visual system can intuitively distinguish and segment various textures, 

automating it with computer vision is challenging (Tatu & Bansal, 2015). Texture describes both 

an object’s tactile nature, i.e., it’s tangible “feel”, and visual or optical nature, i.e., its shape or 

contents (Manjunath & Ma, 1996). Coarseness, contrast, directionality, line-likeness, regularity, 

and roughness are six mathematical metrics that relate textural features to visual perception 

(Tamura et al., 1978). The texture in image processing terminology indicates the spatial distribu-

tion of intensities in a greyscale image (Shapiro & Stockman, 2001). Therefore, a textural factor 

has been chosen in this model for assessing detected regions because it can distinguish subtle nu-

ances in patterns of GPR images while traditional intensity-based methods may prove rather inef-

fective (Mohammed Abdul Rahman, Zayed, et al., 2022). 
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Figure 3.14 A sample GPR profile with detections in red boxes, entropy values enclosed, and 

deterioration scale in color on top (Mohammed Abdul Rahman, Zayed, et al., 2022) 

(Shapiro & Stockman, 2001) states there are two broad approaches for classifying textures: struc-

tural and statistical. A structural approach is employed for evaluating fairly regular or repeated 

textures like a brick wall. However, GPR profiles, which are based on quantitative measurements 

of intensity variations within a region, are best analyzed using a statistical approach. Entropy, a 

statistical  measure  of  an  image’s  variability  or  randomness, has  been employed  in  this  model 

(Gonzalez et al., 2010). Although the standard filter reduces noise and distinguishes areas in a 

GPR profile as discussed in Section 2.16.6, entropy is a better factor for the detected regions as it 

can better differentiate slight varianc’s among them due to higher sensitivity. In essence, the en-

tropy  values  of  two  detected  regions  that  are  similar  to each other  would have closer  values, 

whereas two dissimilar regions would have a significant difference in their entropy values. Ac-

cordingly, entropy can effectively differentiate areas of deterioration as good vs. bad based on its 

values. There are no units for entropy, and its mathematical evaluation is done by examining the 

grayscale pixels of a given area or image (Gonzalez et al., 2010): If a random variable, z, represents 

intensity, then the corresponding histogram is denoted by p(zi), where, I = 0, 1, 2, 3, …, L−1; L is 
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the number of distinct intensity levels (for example, 256 levels in a grayscale 8-bit image). Then, 

the entropy is given by Equation 3.9. 

𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄 =  −� p(𝑧𝑧i) log2 p(𝑧𝑧i)
L−1

i = 0

 
 

(3.9) 

For GPR profiles of a structural element being inspected, entropy is evaluated for all the detected 

regions across the single layer (usually at the top reinforcement level). The K-means data-cluster-

ing algorithm is then used to grade these (entropy) values into zones. The reasons for using K-

means in analyzing GPR data have been explained in Section 3.1.3. Subsequently, K-means is 

used to cluster detected regions based on entropy values into a pre-assigned number of zones, 

typically three or four. Zones with higher entropy levels indicate better concrete conditions, and 

vice versa, as entropy values are strongly correlated with the deterioration level of the concrete. 

A color-coding convention is used for condition mapping to correlate each identified region with 

its deterioration level. If three zones are used, the green color indicates good concrete (regions 

associated with highest values of entropies), the yellow color indicates moderate corrosion, and 

the red color indicates severely corroded zones (regions associated with lowest values of entro-

pies). Similarly, if four color-convention is utilized, the blue zone indicates very good concrete 

condition, the green zone implies good condition of concrete, the yellow zone refers to moderately 

corroded concrete and the red zone indicates concrete in bad condition. Corollary, a deterioration 

scale is developed based on clustered zones for each GPR profile. This is demonstrated using a 

GPR profile taken from a case study in Section 4.2 with the deterioration scale shown on its top in 

Figure 3.14. In this example, K-means has clustered the detection regions into zones based on the 

entropy values as follows: one region (hyperbola) is in good condition (indicated by green color), 
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one region is in severe condition (red) while others are moderately corroded (yellow). In the GPR-

IBA, an analyst examines such profiles individually and could label a yellow region as red or vice 

versa (incorrectly), especially in cases of large profiles. However, since this model uses crisp en-

tropy values based on all profiles, the automated assignment is consistently robust and accurate. 

Lastly, the developed deterioration scales of all GPR profiles of a data set are stacked together in 

the order in which they were scanned to generate the condition map (Mohammed Abdul Rahman, 

Zayed, et al., 2022). The application of this model using a complete case study with condition or 

deterioration mapping used interchangeably, and its comparison is discussed in the next chapter in 

Section 4.2. The major limitations of the V-JAM method after its application have been stated in 

the aforesaid section and these include the inability to detect ill-shaped hyperbolas and anomalies 

and not considering information relating to the structural element being inspected. To overcome 

these limitations, a robust user-interactive model has been proposed which strives to generate re-

liable condition maps for reinforced structural elements for wholesome condition assessment. 

 

3.3 Robust User-Interactive Model (RUIM) 

One of the main limitations of the numerical ABA method is that by considering only amplitude 

values, it majorly ignores information relating to the structural element being inspected such as 

the presence of structural elements or anomalies present within the structure (Tarussov et al., 

2013). The GPR-IBA method considers these factors and to incorporate such information, the de-

veloped RUIM method aims to achieve a holistic approach through the following two steps: a) a 

user-interactive approach of condition mapping in which the GPR analyst inputs relevant known 

information about the scanned element such as the age, severity of corrosion in profiles, and 
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anomalies; b) a user-labeled anomalies module which assists in identifying anomaly regions that 

can be tagged by the user for accurate analysis. Besides, the RUIM method also detects hyperbolic 

variations in GPR based on a novel algorithm utilizing concepts from OSCA (Zhou et al., 2018) 

and (Mertens et al., 2016) so that ill-shaped hyperbolas are also accounted for extensive robust 

detections. The complete flowchart of this model is shown in Figure 3.15 and has been explained 

stepwise. 

3.3.1 Obtain GPR scans, pre-processing, and User-Assisted input 

The first stage involves obtaining GPR scans either by scanning the structural element such as a 

bridge deck or utilizing previously scanned GPR data as described in Section 2.8.1. The next stage 

involves pre-processing GPR profiles using the proprietary software of the GPR equipment used 

for scanning, such as Geophysical Survey Systems, Inc. (GSSI®, Nashua, NH, USA), Ingegne-ria 

Dei Sistemi (IDS) Georadar (Pisa, Italy), MALÅ GPR (Malå, Sweden), and others. This process 

includes similar steps as explained in detail in Section 3.2.1 

a) Horizontally stretching or stacking of all GPR profiles, if necessary, to reasonably separate 

the hyperbolic legs - ensuring they are not too close to each other or too far apart. However, 

maintaining a specific aspect ratio (1:168) like in the case of V-JAM for this model input 

is not required. 

b) Adjusting the "range gain", if needed, to enhance the contrast of the obtained GPR scans. 

This adjustment is useful in scenarios involving horizontal stretching or when the original 

contrast is inherently low. The range gain improvement is easily adjustable by a GPR ana-

lyst and consumes minimal time (typically seconds or a few minutes), but significantly 

enhances the detection rates of hyperbolic regions. 
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c) The final pre-processing step is the automatic removal of the background signals during a 

full-pass scan. It typically reduces the stronger surface reflections, such as those at the 

asphalt/concrete and/or concrete/air interface, from the GPR profiles. It is necessary be-

cause the hyperbolic reflections (objects of interest) beneath the surface reflections typi-

cally have lower intensities. By applying this step, the reflections from hidden objects, such 

as rebars, are highlighted, resulting in higher intensities. 

In the next stage, the GPR profiles are converted into image formats such as .png, .jpeg, .tiff, etc., 

and imported into the MATLAB® environment for further processing. This model prompts the 

user to select the folder containing all the GPR profile images of the inspected element. Therefore, 

it is crucial to store all the GPR profile images in a dedicated folder without any other images or 

files present. The files should be named in ascending order based on the scanning sequence. If the 

total number of files is in two digits (10s) or more, a zero (0) should be prefixed to the numeric 

filenames. Here are some examples of file naming conventions: 

i. 01, 02, 03, ..., n (assuming 'n' is the total number of GPR profiles) 

ii. A, B, C, ..., P (where P = n) 

iii. File001, File002, File003, ..., File0'n' 
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Figure 3.15 Flowchart of the RUIM 

The RUIM method offers a key advantage by being a user-interactive approach, aiming to generate 

reliable condition maps by seeking input from the GPR analyst regarding the element being in-

spected.  It  emphasizes  gathering  as much  information  as  possible  to enhance  the accuracy  and 
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effectiveness of the analysis. This model assumes that the scanning direction is primarily longitu-

dinal. If scanning was also performed in the transverse direction, the files pertaining to the trans-

verse scans must be stored in a separate folder to generate condition maps specific to that direction. 

After selecting the designated folder, the GPR analyst is prompted to enter the following infor-

mation: 

1) Length of the scanned element? : __ m. 

2) Traverse spacing? : __ m. 

3) Age of the element? : __ years/ Unknown. 

4) Any visual signs of (moderate/severe) corrosion in profiles? : Yes/No/Not sure 

5) Any visual signs of severe corrosion in profiles? : Yes/No/Not sure 

6) The number of zones for condition mapping? : Three/Four (default is three) 

7) The layer of analysis? : Top/ Bottom (default is top, if not specified) 

Questions 1-2 are compulsory (length & traverse spacing) for the user to input as it assists in scal-

ing the condition map to be generated. Questions 3-5 are optional but highly recommended to input 

for determining the optimal number of clusters for the condition map based on this user infor-

mation and methodology delineated in (Kien Dinh et al., 2015). The selection of this optimal clus-

ter value is discussed in detail in Section 3.3.5. The GPR analyst (user) is asked to rapidly inspect 

GPR profiles visually, if possible, and to answer these questions based on his/her experience, i.e., 

if the user sees (any) signs of moderate or severe corrosion in the profiles (Question 4); and if the 

user sees signs of severe corrosion specifically (Question 5).  Questions 6-7 are optional as these 

have default values that the model recommends i.e., a) three (color) zones as this number is typi-

cally used in practice; and b) as mentioned previously in Section 3.2.3, the top layer is typically 
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prioritized for profile analysis, as corrosion processes commonly initiate from the top surface. 

Moreover, the upper layer tends to exhibit better reflections in comparison, owing to lower signal 

loss. Consequently, the detection of hyperbolic regions becomes relatively easier for the model 

when focusing on the upper layer. 

3.3.2 Robust Open-Scan Clustering Algorithm (OSCA) (Zhou et al., 2018) 

The recent methods for hyperbola detections are majorly based on applying Machine Learning 

(ML) and deep-learning algorithms (Table 2.7) and have generated results with a higher degree of 

accuracy on real-time GPR data including the developed V-JAM method in this report. However, 

the reliance on training datasets is a limiting factor for these methods, especially considering the 

lack of an open-source representative GPR library encompassing multiple images from various 

real environments (Martoni et al., 2022). Algorithms based on training datasets often yield better 

results when the GPR element being inspected is similar in type and environment to the training 

dataset used for detections.  To achieve robust detections of hyperbolic regions in GPR profiles 

without relying on training data, a method called the open-scan clustering algorithm (OSCA) has 

been proposed by (Zhou et al., 2018). OSCA detects hyperbolas based on identifying downward 

openings (DOs) in GPR images. In this proposed robust model, the methodology for hyperbola 

detections is also based on identifying DOs. However, it employs a different approach for faster 

and more efficient detections. Firstly, a brief background on the OSCA algorithm is delineated 

along with relevant explanations of utilized terms. 

A GPR profile is first pre-processed before applying OSCA that includes the following steps: a) 

filter image noise based on the standard median filter (Olhoeft, 2000); b) a non-linear time-varying 

gain applied to the GPR signal (Strange et al., 2002); and finally c) a thresholding algorithm based 

on gradient information to convert it into a binary image (Zhou et al., 2018). The OSCA algorithm 
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is applied to the resulting binary thresholded GPR image. Before explaining the algorithm in detail, 

it is essential to define a few concepts that are relevant to the process. 

 

Figure 3.16 (a) Three-point segments with a downward opening; (b) Three-point segments with 

an upward opening; and (c) Two examples that can’t be defined as openings (Zhou et al., 2018) 

Point Segment: A set of three or more consecutive pixels (white) in a row in the binary image. 

Downward opening (DO): A set of three connected point segments such that one of its point seg-

ments on top has horizontal overlap with the other two on the bottom with a gap in between those 

two. 

Upward opening: A set of three connected point segments such that one of its point segments on 

the bottom has horizontal overlap with the other two on top with a gap in between those two. 
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Figure 3.16 shows examples of point segments with downward/upward openings. 

 

 

Figure 3.17 (a) A hyperbolic feature in binary form; (b) pixels of the hyperbola with a down-

ward opening; (c) the main top point-segment of the opening Xl to Xr and (d) the obtained top in 

green along with tails in red (Zhou et al., 2018) 

The OSCA algorithm initially scans for all such downward and upward openings in the binary 

image of a given GPR profile. Subsequently, hyperbolic point clusters from the DO are found if 

they satisfy the following conditions: 

i) the connected points segments above the top point segment of DO are found to have 

narrower point segments with lengths less than or equal to the point segment below -

this set forms the top of the hyperbola. 
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ii) the bottom part of the hyperbola called tails can be found by finding overlapping points 

segments below the two bottom point segments of a DO along the left and right sides 

as shown in Figure 3.17. 

The upward openings are typically intersections of two hyperbolas and this algorithm identifies 

and separates them. Eventually, OSCA identifies all such hyperbolic signatures in an image, and 

further steps which include the parabolic fitting-based judgment (PFJ) method, and restricted al-

gebraic-distance-based fitting (RADF) are performed to confirm the presence of rebars/ anomalies 

in a GPR profile. The algorithm was further modified by  (Lei et al., 2019) to include some differ-

ent variants of hyperbolic signatures and exclude some anomalies unidentified by OSCA. The 

main advantage of this algorithm is that identifies hyperbolas based on their fundamental charac-

teristics in a GPR profile i.e., point-based clusters containing downward openings. This algorithm 

does have the following factors which could affect the detection rate: a) OSCA identifies DOs in 

a binary image (BI) rather than the raw image and thus, its results depend heavily on this threshold 

(numeric) factor which may not be always optimal for each set of GPR data leading to false or 

missing detections; and b) While it is true that all hyperbolic regions have DOs, the vice versa is 

not true. Since OSCA identifies all DOs (the parabolic feature is judged later and eliminated using 

PFJ), it could pick up many false detections leading to excess processing time, especially in the 

case of large profiles. Nevertheless, OSCA is a powerful approach in detecting hyperbolic regions 

especially compared to other ML approaches as it does not depend on any trained data. Therefore, 

an alternative approach has been proposed in this model which identifies parabolic DOs with im-

proved processing times and accurate number of detections.  
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3.3.3 Robust Hyperbolic Detections 

The complete methodology for robust hyperbolic detections (RHDs) adopted in RUIM is ex-

plained based on the steps delineated in Figure 3.15. 

Preprocessing in MATLAB 

The preprocessing steps applied in proprietary software serve to clean GPR data by reducing sur-

face reflections, thereby emphasizing reflections from concealed targets in GPR profiles. How-

ever, caution should be exercised when applying the standard background removal technique, par-

ticularly in cases where profiles exhibit varying transmission velocities due to huge fluctuations in 

cover thickness or in the presence of large voids. In such cases, it may be necessary to apply fil-

tering techniques selectively to different sections of a GPR profile (Utsi, 2017). These filtering 

techniques, often referred to as signal processing, are commonly employed to reduce noise. It can 

be applied directly to individual A-scans or to B-scans (as these are A-scans stacked along the 

length of the scan),  prior to image processing. While the earlier V-JAM approach exclusively 

depended on standard background removal, this method incorporates an innovative filtering tech-

nique applied to B-scans. 

Preprocessing requires an optimal solution because if a GPR profile is heavily preprocessed i.e., if 

excess noise is removed, it causes missing hyperbolic detections in images while under-prepro-

cessing cause excess noise in images leading to false detections. Some preprocessing algorithms 

employed in literature for noise removal of GPR profiles include Otsu’s threshold (Otsu, 1979), 

standard mean filter (Olhoeft, 1984), maximum entropy thresholding (Kapur et al., 1985), Canny 

edge-detection filter (Canny, 1986), unimodal thresholding (Rosin, 2001), gaussian filter (Singh 

& Nene, 2013), median subtraction (Sagnard & Tarel, 2016), adaptive threshold based on gradient 

information (Zhou et al., 2018), among others. While these methods have shown promising results 
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on real-case GPR profiles, there is a need to develop an approach that reduces optimal noise in 

varying GPR data sets with differing intensities and input parameters. The developed prepro-

cessing approach reduces significant noise without compromising reflections from hidden objects 

in GPR profiles of varying datasets. Since background removal significantly reduces horizontal 

noise of surface reflections, preprocessing in MATLAB involves the following three steps which 

are explained in brief subsequently: a) amplifying higher intensity values as these are indicative of 

hidden objects (hyperbolic detections in reinforced members) majorly and anomalies, if present; 

and b) reducing noise by adaptive threshold subtraction; and c) image binarization with Otsu’s 

multi-threshold to eliminate noise associated with low-intensity pixels and lastly, applying mor-

phological operations. 

 Firstly, a MATLAB function which brightness low-light areas in a RGB or greyscale image has 

been adopted to improve higher-intensity pixels in a GPR image to enhance the contrast of hyper-

bolic detections. The algorithms associated with this function are part of image dehazing ap-

proaches and their detailed explanation along with their application is shown in (Dong et al., 2011) 

and (Park et al., 2014).  A single haze removal technique is employed and the primary equation to 

recover a dehazed image, let’s say, J, is written as: 

J(x)= 
I(x)-A
r (x)

+A                                                                      (3.10) 

I - original intensity; x - spatial location in the image; A - atmospheric light; r - medium trans-

mission describing the portion of the light that is not scattered. 

The method uses a per-pixel dark channel to estimate haze i.e., transmission r and quadtree com-

position to estimate the atmospheric light, A based on equations proposed in (Dong et al., 2011). 
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Since the primary function of the MATLAB function being applied, ‘imlocalbrighten’ is to in-

crease low-pixel intensities in an image, a GPR profile is first inverted i.e., each pixel value is 

subtracted from the maximum pixel value supported by the class such that the dark areas become 

lighter and light areas become darker. The complement of the image (i.e., inverted image) is then 

processed with the aforesaid function and the image is re-inverted to obtain an output image that 

distinguishes brighter areas while keeping areas with lower intensities, typically noise, relatively 

unchanged. If H is an image imported into MATLAB, the output image, I, can be obtained using 

the following code in MATLAB:  

Hc = imcomplement(H); 

I = imlocalbrighten (Hc); 

I = imcomplement(I)                                             (3.11)        

 

After brightening areas with higher intensities, the next step of preprocessing is to evaluate the 

noise present in an image. It is achieved based on Bradley’s method which computes an adaptive 

threshold at each pixel using local mean intensity (Bradley & Roth, 2007). In this algorithm, an 

integral image, wherein every pixel is the summation of the pixels above and to its left, is initially 

computed as follows represented by I(x,y) at each pixel. 

𝐼𝐼(𝑥𝑥,𝑦𝑦) = 𝑓𝑓(𝑥𝑥, 𝑦𝑦) + 𝐼𝐼(𝑥𝑥 − 1,𝑦𝑦) + 𝐼𝐼(𝑥𝑥, 𝑦𝑦 − 1) − 𝐼𝐼(𝑥𝑥 − 1, 𝑦𝑦 − 1)               (3.12)  

Wherein, f(x,y) - original intensity at each pixel location (x,y). 

Subsequently, an adaptive threshold value at each pixel location is evaluated by taking an average 

of an s x s window of pixels on all sides over the integral image, wherein s is given by:  

𝑠𝑠 = 2 ∗ 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 �
𝑠𝑠𝑖𝑖𝑧𝑧𝑒𝑒(𝐼𝐼)

16
� + 1                                                              (3.13) 
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The pseudocode to evaluate adaptive threshold is given in (Bradley & Roth, 2007).  MATLAB 

evaluates these two steps using a single function as follows, let I be the preprocessed image after 

local brightening, then Iat represents the output image with the adaptive threshold at each pixel 

location: 

𝐼𝐼𝐼𝐼𝐼𝐼 = 𝐼𝐼𝑎𝑎𝐼𝐼𝑝𝑝𝐼𝐼𝐼𝐼ℎ𝑓𝑓𝑒𝑒𝑠𝑠ℎ (𝐼𝐼);                                                                                                                         (3.14) 

The output image, Iat, represents major noise in a GPR image and is eventually subtracted from 

the original image (I) while improving its contrast utilizing the imadjust function (described in 

Section 3.1.1) to compute a cleaner image such that the majority of the noise is removed. The 

command in MATLAB is written as: 

𝐼𝐼 = 𝑖𝑖𝑚𝑚𝐼𝐼𝑎𝑎𝑖𝑖𝑖𝑖𝑠𝑠𝐼𝐼(𝐼𝐼 − 𝐼𝐼𝐼𝐼𝐼𝐼);                                                                                                                         (3.15) 

To illustrate the application of the preprocessing steps, consider a sample GPR profile, labeled ‘H’ 

after it has been imported into MATLAB as shown in Figure 3.18(a) along with the image’s his-

togram aside. The image type has been converted to double precision i.e., the values of dark to 

white pixels range from 0 (black) to 1 (white). The majority of the pixels are spread in the middle 

region as shown in the histogram. After applying the algorithms based on brightening higher pixel 

values, the resulting image is shown in Figure 3.18(b). The hyperbolic regions are visibly bright-

ened in the image with the highest pixel value, i.e., white (1), and this is also reflected in the image 

histogram shown aside. Figure 3.18 (c) shows the image containing adapted threshold values ap-

plied over the integral image of (b). Image (c) is also representative of the noise of image (a) with 

its histogram shown aside. Figure 3.19(a) shows the output image after subtracting the images 

shown in Figure 3.18(b) from Figure 3.18(c). Importantly, the resulting figure has a majority of 

noise eliminated as it shows the hyperbolic detections clearly. 
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Figure 3.18 (a) H - GPR profile sample imported into MATLAB with its histogram (Mohammed 

Abdul Rahman et al., 2016); (b) Profile after brightening of lighter pixels with its histogram; (c) 

Profile showing noise of image (a) with its histogram 
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Figure 3.19 (a) Profile after removing noise with histogram; (b) Profile image binarized after 

Otsu’s multi-threshold; and (c) BWp - Final preprocessed image after morphological operations 

The next step after eliminating a majority of the noise is to binarize the preprocessed image as a 

precursor to robust detections. This is accomplished by applying a multi-thresholding algorithm 

based on Otsu’s algorithm (Otsu, 1979). The reason for choosing this approach can be understood 

by analyzing the histogram of the resulting image in Figure 3.19(a) shown aside. It shows that the 

majority of the pixels in the image either have dark pixels (0) or white pixels (0) while the remain-

ing few pixels lie in between. This disparity of majorly dark and light pixel peaks on either end 

indicates good image segmentation and that the image can be binarized by selecting an optimal 

threshold anywhere between 0 and 1. In the process of binarizing the image, Otsu’s multi-threshold 

technique is employed, which divides the image into three distinct regions. The lower threshold, 
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positioned closer to the darker region, is selected for binarization. This choice is made to preserve 

certain remaining noise in the image, as it can be crucial for GPR images where the noise may 

represent false negative regions. Simultaneously, the method eliminates very low-pixel dark re-

gions. Given that the majority of the noise has already been eliminated, the adoption of this multi-

threshold approach ensures the retention of the maximum number of remaining lighter pixels, en-

hancing the accuracy and effectiveness of subsequent processing steps.  

Otsu’s is a widely popular algorithm that evaluates a threshold such that the weighted variance 

between the foreground and background pixels is kept minimum. Section 2.16.2 delineates the 

procedure to evaluate a single optimal threshold, k*, (Equation 2.13), based on Otsu’s algorithm, 

and it could be extended to find multi-thresholds as explained in (Otsu, 1979). If k1 and k2 are two 

thresholds [1< k1 < k2 < L]; L- total number of intensity levels an image (=1 for double type gray-

scale image), then these thresholds separate the range into three classes, [1, …, k1], [k1, …, k2], and 

[k2, …, 1]. The between-class variance, 𝜎𝜎𝐵𝐵2 , becomes a function of two variables, k1 and k2, and 

the optimal set of thresholds, 𝑘𝑘1∗ and 𝑘𝑘2∗ ,are selected by maximizing 𝜎𝜎𝐵𝐵2 using Equation 3.16. 

                                                      𝜎𝜎𝐵𝐵2(𝑘𝑘1∗,𝑘𝑘2∗) =  max
1≤𝑘𝑘1≤𝑘𝑘2≤𝐿𝐿

𝜎𝜎𝐵𝐵2(𝑘𝑘1, 𝑘𝑘2)                                                (3.16) 

This algorithm was applied to find these two thresholds {0.16, 0.61} for the sample GPR image in 

Figure 3.19(a) as highlighted in its histogram. Subsequently, the image was binarized, as shown 

in Figure 3.19(b), by assigning all pixels below this lower threshold value (0.16) as black (0) while 

assigning all pixels above this value as white (1).  

Lastly, a morphological opening is performed on the binarized image using a structural element 

through combined operations of image erosion followed by dilation. A structural element is a basic 
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neighborhood structure represented typically by a small matrix, whose shape and size, impact the 

morphological operation being performed on an image (Marques, 2011). Erosion is a morpholog-

ical operation that “shrinks” or “thins” objects in a binary image, and it is used to eliminate tiny 

clutter noises in a GPR image. Erosion of a GPR image, A,  by a structural element, B, is defined 

mathematically in set form using Equation 3.17 (Gonzalez et al., 2010). 

                                    𝐴𝐴 ⊖𝐵𝐵 = { 𝑧𝑧|(𝐵𝐵�  )𝑧𝑧  ∪  𝐴𝐴𝑐𝑐   ≠ Ø  ;  Ø is an empty set                               (3.17) 

Dilation operation causes objects in an image to “grow” or “thicken” and it is applied on a bina-

rized GPR image to thicken the objects contained within it for slight magnification of possible 

hyperbolic curves, which is useful for their detection. Dilation of a GPR image, A,  by a structural 

element, B, is defined mathematically in set form using Equation 3.18 (Gonzalez et al., 2010). 

Figure 3.19(c), labeled BWp, shows the final preprocessed image after applying morphological 

opening using a structural element matrix of ones(3) on the image shown in Figure 3.17(b). 

                                    𝐴𝐴 ⊕𝐵𝐵 = { 𝑧𝑧|(𝐵𝐵�  )𝑧𝑧  ∩  𝐴𝐴  ≠ Ø;  Ø is an empty set                                   (3.18) 

Figure 3.20 shows a GPR image sample taken from (Zhou et al., 2018) along with the prepro-

cessing results which demonstrate the removal of noise using the applied methodology and clear 

identification of hyperbolic curves. Figure 3.21 shows a GPR also taken  (Zhou et al., 2018) along 

with the results obtained using different thresholding algorithms. Figure 3.22 shows the results 

obtained using the developed model. Although the hyperbolic curves in the preprocessed images 

are present with significant clarity, there is some noise horizontal noise present in this image as 

background removal was not performed on this profile. Therefore, it is essential to remove surface 

reflections based on background subtraction before applying the proposed preprocessing steps in 

MATLAB. Figure 3.23 is an additional GPR image from (Zhou et al., 2018) and the preprocessed 
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image obtained from the proposed model was able to eliminate significant noise while retaining 

all the hyperbolic curves present within the GPR profile. 

 

Figure 3.20 (a) GPR Image (Zhou et al., 2018); (b) Image preprocessed after noise removal; (c) 

Preprocessed binarized image 

 

Figure 3.21 (a) GPR Image (Zhou et al., 2018), (b) Image thresholded based on gradient infor-

mation (Zhou et al., 2018), (c) Image thresholded based on (Otsu, 1979), (d) Image thresholded 

based on maximum entropy (Kapur et al., 1985); (e) Unimodal thresholding (Rosin, 2001) 
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Figure 3.22 (a) Image preprocessed after noise removal; (b) Final preprocessed image 

 

Figure 3.23 (a) GPR image (Zhou et al., 2018); (b) ) Image thresholded based on gradient infor-

mation (Zhou et al., 2018), (c) Image preprocessed (noise removal) based on the proposed model 
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Hyperbola Detections 

After binarizing the image based on a robust preprocessing approach applicable to GPR profiles, 

the next step is to identify downward openings (DOs). While the original OSCA (Zhou et al., 2018) 

algorithm identifies these DOs on the preprocessed binary image, the proposed method adopts a 

different approach for faster and more efficient detections as follows: a) firstly, boundary pixels 

are identified for the binary image; b) an exhaustive downward openings search for DOs (which 

could include false positives); and c) eliminating incorrect detections based on hyperbolic charac-

teristics by applying constraints or limitations. Essentially, the hyperbolas are identified utilizing 

a constraint satisfaction sequencing problem-solving strategy. Initially, hyperbolic curvatures are 

found based on a single constraint (DOs), and then true detections are narrowed down sequentially 

by incorporating additional hyperbolic characteristics (constraints). The sequential steps of this 

methodology, along with its application on a sample GPR profile, has been delineated to demon-

strate the process and highlight how the constraints are used to refine and validate the hyperbolic 

detections. 

Boundary pixels: Initially, a morphological operation is applied to identify boundary pixels of the 

binarized image with the purpose of image size reduction and faster, exhaustive search. A binary 

image contains either foreground pixels (1, white) or background pixels(0, black). The concept of 

connected components or objects is first introduced to find the boundary pixels. A pixel p with 

coordinates (x,y), in a binary image, has two horizontal and two vertical neighbors with coordinates 

(x + 1, y), (– - 1, y), (x, y + 1), and (x, y -1) as shown in Figure 3.24(a) with shaded blue boxes, 

denoted as N4(p). Two pixels, p and q, are said to be 4-adjacent if q lies on either of these neighbors 

i.e., q ∈ N4(p). Figure 3.24(a) also shows a pixel q that is 4-adjacent to p. The pixel p has four 

diagonal neighbors with coordinates (x+1,y+1), (x+1,y-1), (x-1,y+1), and (x -1, y -1) as shown in 
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Figure 3.24(b) with its top-right diagonal neighbor ‘q’. Corollary, two pixels, p, and q are said to 

be 4-connected if there exists a 4-connected path consisting of all foreground pixels between them 

(Gonzalez et al., 2010). Figure 3.24(c) shows two pixels, shaded in grey, are 4-connected wherein 

the first is located at (4,1) while the other is located at (2,5). 

 

Figure 3.24 (a) pixel p with its 4 adjacent neighbors, p & pixel q are 4-adjacent; (b) pixel p with 

its 4 diagonal neighbors including q ; (c) Grey-shaded foreground pixels are 4-connected 

(Gonzalez et al., 2010) 

The boundary pixels have at least one background pixel as zero in its 4-adjacent neighbors. There-

fore, the boundary pixels are identified in a binary image containing objects as follows: foreground 

pixels with all its 4-adjacent pixels as unity are set to 0 as these are interior pixels while all other 

remaining pixels are not eliminated as these are all boundary pixels. Figure 3.25, denoted as BWb, 

displays the boundary pixels that have been identified on the preprocessed final image, BWp, (Fig-

ure 3.19(c)), for the sample GPR profile, H (Figure 3.18(a)). The boundary pixels in the BWb image 

trace the outer and inner boundaries of the hyperbolas. The objective is to identify inner bounda-

ries as these are DOs and could be potential hyperbolic detections while the outer boundaries are 
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not preferred as the hyperbolic arms may not be complete for detections that are closer to each 

other.  

 

Figure 3.25 BWb -Boundary pixels of a binarized GPR sample 

Inner boundaries: To identify inner boundaries, the next step is to find valid point segments; 

wherein a point segment, in this method, is either a single unity pixel in a row (or) a  set of two or 

more consecutive (white) pixels in a row. The constraint applied to identify required point seg-

ments is that only those are detected which have bottom-left and bottom-right diagonal adjacent 

neighbors only as shown in Figure 3.26. Let s(i, j:k) represent any point segment having width ‘k-

j+1’ and be located at the ith row and from the jth to the kth column. The valid point segments are 

selected based on these constraints applied over the GPR image with boundary pixels (BWb): 

a) Each pixel on the top row of this point segment is zero: ∑ (s(i-1, j:k)) = 0 

b) Each pixel on the bottom row of this point segment is zero: ∑ (s(i+1, j:k)) = 0 

c) Top-left diagonal adjacent pixel is zero: s(i-1, j -1) = 0 
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d) Top-right diagonal adjacent pixel is zero: s(i-1, k +1) = 0 

e) Bottom-left diagonal adjacent pixel must be one: s(i+1, j -1) = 1 

f) Bottom-right diagonal adjacent pixel must be one: s(i+1, k +1) = 1 

g) The  top  adjacent  pixel  of  the  binarized  image  (BWp)  is  zero  to  identify  if  it’s  an  inner 

boundary point segment: BWp (i-1,j) =0 

 

Figure 3.26 A valid point segment in the ith row. 

 

Figure 3.27 BWps - Image overlayed with valid point segments in red 
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Figure 3.27, labeled as BWps, shows all the valid point segments identified in the BWb image of the 

GPR profile, H, as overlayed in red color after applying the aforesaid constraints. 

Subsequently, the inner boundaries of all the valid point segments are found by tracing valid points 

on both sides. If BWb(i,j) represents the bottom-left adjacent pixel of a point segment s, the valid 

points on the left side are found using a while loop until the adjacent pixel at either of the location 

coordinates in the image (i+1,j), (i,j-1), (i+1,j-1) is unity. The pseudocode is written as follows: 

while BWb(i+1,j)==1 || BWb (i,j-1)==1 || BWb(i+1,j-1)==1 

if BWb(i+1,j)=1; BWi (i+1,j)= 1; i=i+1; end 

if BWb(i,j-1)=1; BWi (i,j-1)= 1; j=j-1; end 

if BWb(i+1,j-1)=1; BWi (i+1,j-1)= 1; i=i+1; j=j-1; end 

repeat until the ‘while’ condition is not met 

end 

where BWi: resulting image with inner boundaries traced on the left side.                          (3.19) 

 

Similarly, if BWb(i,j) represents the bottom-right adjacent pixel of a point segment s, the valid 

points on the right side are found using a while loop until the adjacent pixel at either of the location 

coordinates in the image (i+1,j), (i,j+1), (i+1,j+1) is unity. The pseudocode is written as follows: 

while BWb(i+1,j)==1 || BWb (i,j+1)==1 || BWb(i+1,j+1)==1 

if BWb(i+1,j)=1; BWi (i+1,j)= 1; i=i+1; end 

if BWb(i,j+1)=1; BWi (i,j+1)= 1; j=j+1; end 

if BWb(i+1,j+1)=1; BWi (i+1,j+1)= 1; i=i+1; j=j+1; end 

repeat until the ‘while’ condition is not met 

end 

where BWi: resulting image with inner boundaries traced on the right side.                              (3.20) 
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Figure 3.28, labeled as BWi, shows all the inner boundaries traced (overlayed in cyan color with 

asterisk marker) by applying both the pseudocodes only upon the valid point segments in the image 

BWb for the profile, H. However,  such a resulting image (BWi ) may typically contain inner bound-

aries of surface reflections and other non-hyperbolic objects. To refine these inner boundaries, the 

following constraint is applied: only those inner boundaries are filtered out which have at least 

three or more rows with valid points on either side of each point segment of the identified inner 

boundaries. The number three is taken empirically taken from (Mertens et al., 2016) to consider 

even the smallest of possible hyperbolic detections while eliminating surface reflections. There-

fore, this constraint typically removes such surface reflections as can be visualized in Figure 3.29, 

labeled as BWir, after the filtering process. 

 

Figure 3.28 BWi - boundary pixel image with inner boundaries overlayed. 
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Figure 3.29 BWir - boundary pixel image with filtered inner boundaries overlayed. 

Distance Transform: After detecting inner boundaries based on identifying DOs, the next step is 

to identify hyperbolic cluster points of each possible true detection. It is achieved by applying 

distance transform, which is an operation that converts a binary image into a greyscale image such 

that each pixel is replaced with the distance between that pixel and its closest nonzero pixel 

(Paglieroni, 1992). While there are numerous methods found in the literature to evaluate distance 

metrics (Borgefors, 1986), the four common metrics to include their range are Euclidean, city 

block, chessboard, and quasi-Euclidean. If (x1, y1) and (x2, y2) are two points, then the aforesaid 

distance metrics between them are evaluated using equations shown in Table 3.2. Since the dis-

tance transform calculates the distances from the nearest white pixel, it is applied on the comple-

ment image of a preprocessed binary GPR profile (~BWp.). Consequently, the highest distance 

values could align with the peak values in the hyperbolic detections.  
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Figure 3.30 A hyperbolic detection with its preprocessed image and 4 distance transformations 

Figure 3.30 shows a hyperbolic detection in a GPR profile with its preprocessed image. It also 

shows (slightly zoomed) contour maps after applying the four distance transformations on its pre-

processed image. The city block distance metric has been chosen because it appropriately identifies 

possible hyperbolic point clusters for the following reasons: 



   
 

171 
 
 

a) The city block distance metric displays a relatively higher number of hyperbolic cluster 

points with higher indexes, as shown in the figure. This indicates that it effectively captures 

and represents the clustering patterns in the hyperbolic detections. 

b) The city block distance metric measures the path between pixels based on a 4-connected 

neighborhood, where edge-touching pixels are considered 1 unit apart, and diagonally 

touching pixels are considered 2 units apart. This metric aligns with the characteristics of 

hyperbolic structures, allowing for accurate measurement of distances between pixels in 

the cluster and preserving the spatial relationships between them. 

 

Table 3.2 Equations for measuring distance metrics (The MathWorks, 2014) 

Sl. Distance metric Equation 

1 Euclidean 
�(𝑥𝑥1 − 𝑥𝑥2)

2 + (𝑦𝑦1 − 𝑦𝑦2)
2 

2 city block |(𝑥𝑥1 −  𝑥𝑥2)| + |(𝑦𝑦1 −  𝑦𝑦2)|  

3 chessboard 𝑚𝑚𝐼𝐼𝑥𝑥(|(𝑥𝑥1 −  𝑥𝑥2)|, |(𝑦𝑦1 −  𝑦𝑦2)|) 

4 quasi-Euclidean 𝐼𝐼𝑓𝑓 |(𝑥𝑥1 −  𝑥𝑥2)| > |(𝑦𝑦1 −  𝑦𝑦2)| ;  |(𝑥𝑥1 −  𝑥𝑥2)| + (√2

− 1)|(𝑦𝑦1 −  𝑦𝑦2)|  

𝐸𝐸𝑓𝑓𝑠𝑠𝑒𝑒;  (√2 − 1) |(𝑥𝑥1 −  𝑥𝑥2)| + |(𝑦𝑦1 −  𝑦𝑦2)|  
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Figure 3.31 Distance transform of the preprocessed image 

Local maximums: Figure 3.31 shows the city block distance transform contour map of the comple-

ment of the preprocessed image (~BWp.). The resulting map contains greyscale point segments 

with the highest index values in the innermost region while these values gradually decline to have 

the lowest index values lie along the edge pixels. To illustrate with an example, Figure 3.32(a) 

shows the hyperbolic arc section of the city block distance transform with index values (ranging 

from 1 to 4) of the original image shown in Figure 3.30. This image contains higher values (4, 3, 

or 2) in the innermost section of the hyperbolic arc (point segments) while these values gradually 

decline to have the lowest value (1) to always lie along the edges. It is similar to greyscale hyper-

bolic reflections in a GPR profile wherein the highest pixel values lie in the interior of most regions 

while these values gradually decline to have relatively lower pixel values along the edges. There-

fore, locations of local maximums of each point segment of the distant transform image are ex-

tracted to identify possible hyperbolic clusters.  



   
 

173 
 
 

 

Figure 3.32 (a) A hyperbolic arc section of the distance transform with index values; (b) Local 

maximums overlayed in red color on the original image 

Figure 3.32(b) shows these local maximums’ locations overlayed in red color on the original im-

age shown in Figure 3.30. Figure 3.33, labeled as BWc, shows the possible hyperbolic cluster points 

overlayed in red color on the original GPR profile, H, which are identified by filtering out locations 

of local maximums of the distance transform image shown in Figure 3.31.  

 

Figure 3.33 BWc - Possible hyperbolic clusters overlayed on the original image, H 
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Correlation: The point clusters in the image, BWc, do not all correspond to hyperbolic signatures 

as seen in the figure. The next step is to group these clusters into individual hyperbolic signatures 

while filtering out the noise which is not representative of valid signatures. To achieve this objec-

tive, the processed image, BWc, is correlated with the inner boundaries identified based on the 

DOs in the image, BWir. If s(i, j:k) is represented as the point segment of an inner boundary in 

BWir, then, let r(a,b) and t(c,d) represent the leftmost and rightmost points of that inner boundary 

respectively. The following constraints are applied to identify valid hyperbolic clusters by check-

ing each inner boundary identified in BWir (using a for loop):  

a) Since s(i,j) is the left-most (first) pixel of the point segment, identify the first hyperbolic 

cluster point in BWc, if present, along the same row on the left side of s(i,j). Let this point 

found be represented as BWc(i, y1). Check if this point lies within the limits of the inner 

boundary as follows i.e., 

                                                                𝐼𝐼𝑓𝑓 𝑦𝑦1 > 𝑏𝑏;                                                   (3.21) 

If the above condition is true, trace all 4-connected points of BWc(i, y1) along its left-bottom 

side using a while loop until the adjacent pixel at either of the location coordinates in the 

image (i+1, y1), (i, y1-1), (i+1, y1-1) is unity. The pseudocode is written as follows: 

while BWc (i+1, y1)==1 || BWc (i, y1-1)==1 || BWc (i+1, y1-1)==1 

if BWc (i+1, y1)=1; i=i+1; end 

if BWc (i, y1-1)=1; y1= y1-1; end 

if BWc (i+1, y1-1)=1; i=i+1; y1= y1-1; end 

repeat until the ‘while’ condition is not met 

end                                                                                                                                             (3.22) 
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Let the last point identified after applying the while loop be represented as  BWc(ilast,ylast). 

A final check is performed to see if the last point identified lies within the limits of the 

inner boundary as follows: 

𝐼𝐼𝑓𝑓 𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 <  𝐼𝐼; && 𝐼𝐼𝑓𝑓 𝑦𝑦𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 > 𝑏𝑏;      (3.23) 

b) Similarly, since s(i,k) is the right-most (last) pixel of the point segment, identify the first 

hyperbolic cluster point in BWc, if present, along the same row on the right side of s(i,k). 

Let this point found be represented as BWc(i, y1). Check if this point lies within the limits 

of the inner boundary as follows i.e., 

                                                            𝐼𝐼𝑓𝑓 𝑦𝑦1 < 𝑎𝑎;                                                    (3.24) 

If the above condition is true, trace all 4-connected points of BWc(i, y1) along its right-

bottom side using a while loop until the adjacent pixel at either of the location coordinates 

in the image (i+1, y1), (i, y1+1), (i+1, y1+1) is unity. The pseudocode is written as follows: 

while BWc (i+1, y1)==1 || BWc (i, y1+1)==1 || BWc (i+1, y1+1)==1 

if BWc (i+1, y1)=1; i=i+1; end 

if BWc (i, y1+1)=1; y1= y1+1; end 

if BWc (i+1, y1+1)=1; i=i+1; y1= y1+1; end 

repeat until the ‘while’ condition is not met 

end                                                                                                                                             (3.25) 

  

Let the last point identified after applying the while loop be represented as  BWc(ilast,ylast). 

A final check is performed to see if the last point identified lies within the limits of the 

inner boundary as follows: 
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𝐼𝐼𝑓𝑓 𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 <  𝑐𝑐; && 𝐼𝐼𝑓𝑓 𝑦𝑦𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 < 𝑎𝑎;      (3.26) 

c) Subsequently, if all the conditions of (a) & (b) are satisfied for an inner boundary, then the 

hyperbolic point clusters identified on both sides of the point segments are classified as 

valid. The points clusters identified on the left side of the point segment are saved as rising 

legs as these clusters of 4-connected points follow an ascending stairs pattern towards the 

top of the hyperbola. Similarly, the points clusters identified on the right side of the point 

segment are saved as trailing legs as these clusters of 4-connected points follow a descend-

ing stairs pattern away from the top of the hyperbola. 

d) After identifying rising legs and trailing legs point clusters, the next step is to identify the 

top of the hyperbola at and above the point segment level called the apex. The apex point 

clusters are searched by identifying the valid point clusters in BWc by following the rising 

leg trail towards the right side upwards and the trailing leg towards the left side upwards 

while interpolating missing points such that these points are 4-connected adjacent neigh-

bors until the peak (topmost) point is reached.  

e) The three points clusters of apex, rising legs, and trailing legs together form a complete 

individual hyperbolic signature cluster.  

f) The procedure (a-e) is repeated for all inner boundaries in BWir while retaining sets of all 

valid individual hyperbolic signature clusters. 
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Figure 3.34 (a) Inner boundary of the hyperbola; (b) local maximums overlayed on the hyper-

bola; (c) hyperbolic cluster with inner boundary overlayed. 

 

To illustrate with an example, the above-mentioned constraints were applied to the original image 

in Figure 3.30. Figure 3.34(a) shows the inner boundary identified in cyan color overlayed on the 

boundary pixels of the preprocessed image. Figure 3.34(b) shows the local maximums of the dis-

tance transform on the complement of preprocessed image overlayed in red color traced upon the 

original image. Figure 3.34(c) shows the complete hyperbolic point cluster as overlayed on the 

original image along with the inner boundary shown in cyan color as follows: apex in dark blue 

color, rising leg in red color, and trailing leg in yellow color. Similarly, Figure 3.35, labeled as 

BWpc, shows sets of individual hyperbolic point clusters utilizing the same color convention in the 

aforesaid statement. It detected a total of 42 hyperbolic signatures as follows: 13 in the top layer 

of  reinforcement,  13  in the bottom  layer of  reinforcement,  a duplicate  signature  from  a  strong 
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reflection of the top layer (present in between the top and bottom layer), and 15 other detections 

from the slab bottom as shown in the figure.  

 

Figure 3.35 BWpc - Hyperbolic point clusters with inner boundaries overlayed on the GPR pro-

file, H 

Hyperbolic fitting: Corollary, the hyperbolic point clusters are identified based on correlating in-

ner boundaries of the downward openings with the local maximums of distance transform of a 

preprocessed GPR image. A final check is performed to eliminate false positives by verifying if 

the cluster points conform to a fitting algorithm of hyperbolas.  The fitting algorithms for conic 

sections which include hyperbolas can be broadly classified into two categories: a) clustering al-

gorithms such as RANSAC (Fischler & Bolles, 1981) and b) optimization algorithms such as 

(Fitzgibbon et al., 1996), (O’Leary & Zsombor-Murray, 2004), (Yan et al., 2008), and (Y Liu & 

Dong, 2010). Although clustering algorithms are robust against outliers, such algorithms are slow, 

less accurate, and require large memory (Y Liu & Dong, 2010). However, optimization algorithms 

are preferred as these fit better accurately to a given set of points with fast computation time 
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(Fitzgibbon et al., 1996). Therefore, the direct, specific fitting algorithm of (O’Leary & Zsombor-

Murray, 2004) has been adopted in this model as it imposes quadratic constraints on scattered data 

points of a cluster to identify its hyperbolic equation with improved computational efficiency and 

better fit. The complete procedure has been described in the paper, but it has been summarized as 

follows:  

1. If (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖) represent a set of n data points, then let (�̅�𝑥,𝑦𝑦�) be the centroid coordinates. Then 

a scaled, mean-free set of data points are evaluated as follows:  

                                𝑚𝑚𝑥𝑥𝑖𝑖 = 𝑚𝑚 (𝑥𝑥𝑖𝑖 −  �̅�𝑥) 𝐼𝐼𝑎𝑎𝑎𝑎 𝑚𝑚𝑦𝑦𝑖𝑖 = 𝑚𝑚 (𝑦𝑦𝑖𝑖 −  𝑦𝑦�)                                        

𝑚𝑚 = �
2𝑎𝑎

∑ (𝑥𝑥𝑖𝑖2 +  𝑦𝑦𝑖𝑖2)𝑛𝑛
𝑖𝑖=1

                                                               (3.27) 

2. Linear regression is performed on the mean-free data (mxi, myi), and if the residual is too 

small, the set of points is best described by a line (not a conic section). 

3. The equation of a conic section can be represented as a product of vectors as follows, 

wherein, design “d” and coefficient “z” are the dual-Grassmannian and Grassmannian co-

ordinates of the conic coordinates respectively:  

      𝒅𝒅𝒅𝒅 = [𝑥𝑥2 𝑥𝑥𝑦𝑦 𝑦𝑦2 𝑥𝑥 𝑦𝑦 1][𝐼𝐼 𝑏𝑏 𝑐𝑐 𝑎𝑎 𝑒𝑒 𝑓𝑓]𝑇𝑇 = 0;𝐼𝐼 − 𝑓𝑓 𝐼𝐼𝑓𝑓𝑒𝑒 𝑓𝑓𝑒𝑒𝐼𝐼𝑓𝑓 𝑐𝑐𝑓𝑓𝑒𝑒𝑓𝑓𝑓𝑓𝑖𝑖𝑐𝑐𝑖𝑖𝑒𝑒𝑎𝑎𝐼𝐼𝑠𝑠              (3.28) 

4. The design matrices are partitioned into quadratic, linear, and constant groups as follows:  

              𝐷𝐷2 = �
𝑥𝑥12 𝑥𝑥1𝑦𝑦1 𝑦𝑦12
⋮ ⋱ ⋮
𝑥𝑥𝑛𝑛2 𝑥𝑥𝑛𝑛𝑦𝑦𝑛𝑛 𝑦𝑦𝑛𝑛2

� ;  𝐷𝐷1 =  �
𝑥𝑥1 𝑦𝑦1
⋮ ⋮
𝑥𝑥𝑛𝑛 𝑦𝑦𝑛𝑛

� ;  𝐷𝐷0 =  �
1
⋮
1
�                                          (3.29) 

5. Then, the scatter matrix, M, is computed with linear predication removed from the quad-

ratic terms:  

M =  𝑆𝑆22 −  𝑆𝑆21𝑆𝑆11−1𝑆𝑆21𝑇𝑇 =  𝐷𝐷2𝑇𝑇(𝐼𝐼𝑛𝑛 − 𝐷𝐷1𝐷𝐷1+)𝐷𝐷2;  
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                                𝐷𝐷1+ 𝑖𝑖𝑠𝑠 𝑝𝑝𝑠𝑠𝑒𝑒𝑖𝑖𝑎𝑎𝑓𝑓 − 𝑖𝑖𝑎𝑎𝑖𝑖𝑒𝑒𝑓𝑓𝑠𝑠𝑒𝑒 𝑚𝑚𝐼𝐼𝐼𝐼𝑓𝑓𝑖𝑖𝑥𝑥 𝑓𝑓𝑓𝑓 𝐷𝐷1;  𝐼𝐼𝑛𝑛 − 𝑖𝑖𝑎𝑎𝑒𝑒𝑎𝑎𝐼𝐼𝑖𝑖𝐼𝐼𝑦𝑦 𝑚𝑚𝐼𝐼𝐼𝐼𝑓𝑓𝑖𝑖𝑥𝑥         (3.30) 

6. For hyperbolas (and ellipses), the eigenvectors of the matrix, C-1M are determined to fit 

the required conic with a quadratic constraint as follows:  

𝑤𝑤ℎ𝑒𝑒𝑓𝑓𝑒𝑒𝑖𝑖𝑎𝑎,𝐶𝐶 =  𝑏𝑏2 − 4𝐼𝐼𝑐𝑐 (> 1 𝑓𝑓𝑓𝑓𝑓𝑓 𝐼𝐼 ℎ𝑦𝑦𝑝𝑝𝑒𝑒𝑓𝑓𝑏𝑏𝑓𝑓𝑓𝑓𝐼𝐼) 

Lastly, the following constraints are executed stepwise on each of the hyperbolic point clusters 

identified (BWpc) in a GPR profile as follows: 

a) The aforementioned procedure based on the (O’Leary & Zsombor-Murray, 2004) algo-

rithm is applied and the hyperbolic equation is obtained while ensuring eccentricity is real 

and greater than 1 (if the set of points does not fit, then such point clusters are eliminated). 

b) Additionally, since the hyperbolic signatures in GPR profiles are always downwards, the 

center of the hyperbola, let’s say, C(a,b) must be above the vertex of the points clusters, 

let’s say V(c,d), i.e.,  

                                                           𝐼𝐼 > 𝑐𝑐                                                                          (3.31) 

c) The hyperbolic equation obtained is theoretical for each set of point clusters as all the 

points would not lie exactly along the curve. Ideally, the axis of symmetry of this theoret-

ical hyperbola should align perfectly parallel to the vertical axis of a GPR profile in case 

of well-defined hyperbolic reflections. However, (Mertens et al., 2016) state that complex 

hyperbolic signatures in real GPR profiles could be misshaped and thus, this axis may not 

always align (perfectly) with the vertical axis. Therefore, a buffer zone must be considered 

for the angle of deflection of the axis of symmetry with respect to the vertical axis of a 

GPR profile. Based on the empirical evaluation of data sets of varied GPR profiles and for 

a conservative estimation, the angle of deflection of the axis of symmetry of the theoretical 
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hyperbola of a hyperbolic point cluster must be less than 30o on either side of the vertical 

axis. 

Figure 3.36 shows the curve of the hyperbolic equation obtained utilizing the hyperbolic point 

clusters in Figure 3.34(a) while applying the aforesaid constraints. The figure also displays the 

vertex (‘o’) and the center (‘*’) of the hyperbola along with its coordinates. Similarly, Figure 

3.37, labeled as BWhc, shows the identified hyperbolic curves (red color) along with vertex ‘o’ 

and centroid ‘*’ of each curve overlayed on the profile, H. This step completes the RHD mod-

ule of this proposed approach. 

 

 

Figure 3.36 Hyperbolic curve plotted with vertex and center 
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Figure 3.37 BWhc – Hyperbolic curves with vertex and center overlayed on the profile, H 

 

3.3.4 Regional comparison, statistical analysis, and user-labeled anomalies module 

After identifying exhaustive hyperbolic clusters in a GPR profile based on the RHD module, the 

detected hyperbolic regions in  BWhc, are bounded in surrounding boxes based on the following: 

a) the width (vertical sides) of each bounding box is either equal to the width of that cluster’s inner 

boundary, b) the top horizontal side of each bounding box is taken a few pixels above the vertex 

of that cluster such that the corresponding pixel in the image, BWp, is equal to the first zero-pixel 

value while moving upwards away from the vertex, and c) similarly, the bottom horizontal side is 

taken corresponding to the lowest row value of its inner boundary. Subsequently, the necessary 

layer (either top or bottom) is determined while eliminating false positives and filling gaps by 

applying the principles outlined in Section 3.2.3. Figure 3.38, labeled as BWtl, shows the top layer 

identified after regional comparison in orange boxes along with the hyperbolic clusters (red color) 
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and inner boundaries (cyan color) overlayed over the GPR profile image, H. The model identifies 

such a layer and prompts the user to verify its accuracy. In case of an incorrect detection, the 

procedure described in the same section is further employed. It utilizes the cubic spline fitting and 

peaks’ detection algorithms to enclose the required layer within surrounding boxes while utilizing 

the information provided by the user. Finally, the user is prompted to provide anomalies infor-

mation present in the GPR profiles in the missing gaps. 

 

Figure 3.38 BWtl -Top layer identified based on regional comparison 

 

User-Labeled Anomalies Module (ULAM) 

As stated earlier, the RUIM method takes a comprehensive approach to analyzing GPR data, which 

involves considering and incorporating the anomaly regions in the analysis. The presence of anom-

alies in GPR data can be categorized as either known or unknown to the user.  
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Table 3.3 Anomalies Detections based on the characteristic features in GPR Profiles 

Name of 
anomaly 

Characteristics Example 

Expansion 
Joint 

Reverberated (ringing) effects from 
the surface until the bottom of the 
profile. 
 
Surface disturbances: Yes. 
Variances at rebar level: Yes. 
Variance below rebar level: Yes/No. 
 
 
 

 
Repair and 
cut 

Stacking of hyperbolas on the sides 
and Surface level displaced. 
 
Surface disturbances: Yes. 
Variances at rebar level: Yes. 
Variance below rebar level: Yes/ No. 
 
 

 
Chloride 
Saturation 

High level of attenuation from the 
surface to the bottom 
 
Surface disturbances: Yes. 
Variances at rebar level: Yes. 
Variances below rebar level: Yes. 
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Pavement 
debonding 

Heavy loss of energy signals at the 
surface leads to lower reflections at 
the rebar level.  
 
Surface disturbances: Yes. 
Variances at rebar level: Yes. 
Variances below rebar level: Yes. 
 

 
Structural 
Member 
(Beam) 

Complete loss of signal compared to 
a corroded region. Typically, stag-
gered rebars are also present on the 
sides.  
 
Surface disturbances: No. 
Variances at rebar level: Yes. 
Variances below rebar level: Yes 
 

 
Void (Air/  
Water) 

The detection of voids is a complex 
detection process. If the voids are 
large, a reverberation or ringing ef-
fect is observed. 
 
Surface disturbances: Yes/ No, 
varies based on void size. 
Variances at rebar level: Yes. 
Variances below rebar level: Yes/No,  
varies based on void size.  
  

 
The figure shows reflections of large water voids present in a 
GPR profile. However, (Luo & Lai, 2020) delineates a complete 
procedure to detect voids based on C-Scans (3D representation 
by stacking B-Scans).  

 

Known anomalies are typically identified by the analyst through various means such as examining 

construction drawings, referring to previous inspection reports, or visually inspecting GPR pro-

files. In such cases, the analyst can label these specific regions along the detected layer accord-

ingly. For anomalies that do not require further inspection, such as an expansion joint or a structural 
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member, the user can label them as "green," indicating that the condition of the concrete is con-

sidered good. Conversely, if an anomaly requires immediate inspection during repair and mainte-

nance, such as voids or surface anomalies, the user can label it as "red." Lastly, for anomalies that 

may not require immediate attention or need to be marked with a unique color on condition maps, 

the analyst can assign them a "white" color tag.  

Table 3.3 presents a comprehensive overview of typical anomalies encountered in bridge elements, 

along with their defining characteristics. Additionally, it indicates whether each anomaly affects 

different levels: a) disturbances at the surface above the detected layer, b) variations at the rebar 

level where the anomaly typically differs from a regular hyperbolic region, and c) variations below 

the rebar level, with a width equal to that of the detected region at the rebar level. By carefully 

analyzing and understanding these variances, the user can make informed decisions and appropri-

ately label the anomalies.  

When dealing with unknown anomalies, this model offers two assistance tools for the user. Let's 

consider a scenario where hyperbolic regions are detected in the top layer, along with enclosed 

missing gaps that may potentially contain anomalies. The first tool available is a similarity matrix 

colormap that encompasses the three regions (surface, rebar level, and level below rebar) discussed 

earlier. This matrix is generated by comparing the HOG features of all the detected regions in the 

top layer using the normalized Euclidean (EUC) distance. The choice of HOG features stems from 

their superior performance in distinguishing hyperbolic regions in bridge elements, as highlighted 

earlier in the study by (Kaur et al., 2015). The normalized EUC distance metric was chosen based 

on a comparison study conducted by (Montiel-Zafra et al., 2017) which evaluated various metrics 

such as cosine similarity and the Kullback-Leibler (KL) divergence. The study revealed that it 
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outperformed other metrics in distinguishing hyperbolic regions from the background. Therefore, 

this model utilizes the normalized EUC metric as it can effectively discriminate hyperbolic regions 

from anomalies based on the HOG features. The second tool available is the visualization of the 

GPR profile using a ‘jet’ colormap as discussed in Section 2.16.1. This visual tool aids the user in 

identifying anomaly regions within the enclosed missing gaps. By leveraging these two figures - 

the similarity matrix colormap and the GPR profile visualization - the user can accurately mark 

anomaly regions using the color convention previously discussed.  

ML approaches, such as ANNs, can be employed to create a database for benchmarking various 

anomalies. While this can enable automated anomaly detection, establishing such a database can 

be a challenging task. For instance, the identification of expansion joints is relatively straightfor-

ward due to reverberation effects, but when it comes to the detection of voids, the task becomes 

complex due to their varying sizes and unique characteristics. Moreover, the computational cost 

associated with automatically detecting all types of anomalies can be high. To address these chal-

lenges, this model adopts a different approach. It involves the analyst manually labeling the anom-

aly regions by scanning only the enclosed boxes of missing gaps. The analyst is facilitated with 

tools or figures to accurately mark the anomaly regions. By combining manual input from the 

analyst and the assistance provided by the model, more efficient and accurate analysis of the anom-

aly regions can be achieved. The software implementation of the developed model is demonstrated 

in Section 4.4, where examples are provided to showcase the ULAM application. Figure 3.39, 

labeled as BWf, shows the final processed image with automated detection (no anomalies) enclosed 

in orange boxes along the top layer. 
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Figure 3.39 BWf – Final processed image after automated detections 

3.3.5 Condition mapping 

The final stages of the RUIM methodology for generating a condition map closely follow a similar 

path as described in Section 3.2.4 for the V-JAM approach.  These steps have been summarized 

for the RUIM method as follows: 

1. The entropy values are computed for all detected boxes from the processed image (BWf ) 

of each profile within a complete GPR dataset of a scanned element. However, the regions 

which are assigned as anomalies, if any, are excluded. 

2. Subsequently, the entropy values are clustered using K-means to generate a deterioration 

scale for each profile of the GPR data set being inspected. The maximum number of clus-

ters (zones) is specified by the user (three/four). Additionally, based on the information 

provided by the user regarding the age of the element and visual signs of corrosion, the 

flowchart in Figure  3.40 shows  the  philosophy  adopted  by  the  model  in  determining 
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optimal clusters. The justification of using visual examination data and other information 

from an analyst in determining optimal clusters has been proposed by (Kien Dinh et al., 

2015) such as if the age of the element (bridge deck) is less than ten years, it is inferred 

that corrosion hardly initiates based on numerous studies. Similarly, if the age of the ele-

ment is greater than 10 years, and it shows signs of corrosion without any severe signs, the 

optimal cluster value is two i.e., sound concrete and moderate corrosion zones. As previ-

ously stated, if anomalies were detected, their respective regions on deteriorated scales are 

assigned appropriately. 

 

Figure 3.40 Flowchart to determine the number of optimal clusters (k) based on user-information 

3. Finally, a condition map is generated by stacking the deterioration scales of all GPR pro-

files of a given data set. 

The application of this model using three case studies with developed condition maps and their com-

parative evaluation has been discussed in Section 4.3, Section 5.2, and Section 5.3.  
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4 CASE STUDIES FOR THE DEVELOPED MODELS 

This chapter focuses on the application of the three developed models, with each model being 

applied to a separate case study. For the first and third case studies, GPR data of bridge decks were 

obtained from previously acquired scanned data. On the other hand, the second case study involved 

the physical scanning of a concrete slab in Montréal, Quebec. The condition maps obtained from 

the developed models are compared with the existing ABA approach and GPR-IBA analysis and 

inferences are drawn for each model subsequently based on their application. Lastly, a state-of-

the-art software tool developed based on the RUIM methodology is showcased, highlighting its 

capabilities and features through various examples. 

4.1 Case Study A – Condition mapping based on the X-Sim Method 

A case study has been presented to demonstrate the implementation of the model utilizing the method-

ology described in Section 3.1. 

 

Figure 4.1 Deck O2 cross-section with 60 ft clear span (Gucunski et al., 2011). 
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4.1.1 Data Collection of GPR data 

A bridge deck called O2 was inspected as part of the comprehensive bridge deck deterioration 

mapping of nine bridges in the state of Iowa, US (Gucunski et al., 2011). This specific case study 

was chosen in this study for the following reasons: 

1) The deck O2 underwent examination using four non-destructive testing (NDT) techniques, 

namely Half-Cell Potential, GPR, Impact-Echo (IE), and Electrical Resistivity Method. 

The results obtained from each of these techniques correlated with each other and were 

further validated by comparing them with the findings from in-situ coring samples.  

2) It serves as an interesting case as this bridge deck had small, corroded zones spread across 

its subsurface. 

3) The comparison of the map generated by the developed model with multiple NDTs could 

prove its stronger reliability for further assessment of other structures. 

 

Figure 4.2 Deck O2 Data Collection with multiple NDTs – Grid pattern at 2 ft apart (Gucunski 

et al., 2011) 
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The total span of deck O2 is 63 feet, and the clear span length is approximately 60 feet. It was 

originally constructed in 1936 and reconstructed in 1960 with a total width of 48’ ft. and cur-

rently has two-lane roadways besides two 5’ sidewalks. It is built over a small natural stream 

in Sumner, Iowa (Nashua, NH, USA), and carries the national highway #93 in the east-west 

direction. Figure 4.1 shows the original and reconstructed cross-section of the deck with a 48’ 

ft. and 60’ ft. clear span respectively. To cover the entire width of 48 feet, 24 swabs were 

collected, spaced 2 feet apart, along the grid arrangement as shown in Figure 4.2. These are 

the given input parameters for the survey performed: 

 Radar Equipment System: GSSI® SIR-20 

 Frequency antenna: 1500 MHz 

 Scans/m: 197 (60 scans/foot) 

 Samples/Scan: 512 

 Bit/Sample: 16 

 Scans/sec: 346 

 FIR Filter, Vertical, High Pass: 250 MHz 

 FIR Filter, Vertical, Low Pass: 3050 MHz 

 Depth Range: 1.2m 

 Range Gain: 0 

4.1.2 Maps generated with ABA and analysis by other NDTs 

The results generated based on ABA mapping and Half-Cell (HC) Potential Cores have been 

shown in Figure 4.3. The scans were taken along the eastbound traffic direction (left to right) of 

Highway #93 and the origin (start of the first scan) is located on the west approach expansion joint-
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curb intersection. This origin is represented at the left-bottom (SW) corner on condition maps 

while the first profile scan has been mapped at the bottom i.e., 0-2 ft., and the last scan has been 

mapped on top at 46-48ft. while the other scans are in-between along the transverse distance axis 

(Y-axis). The cores extracted for HC Potential mapping are marked from 1-4 and the GPR attenu-

ation map is rated from “serious”, “poor”, and “fair” to “good” concrete based on the amplitude 

values picked. According to the report by (Gucunski et al., 2011), the actual condition of the con-

crete, as determined from the extracted cores, was found to be consistent and validated with the 

respective locations on the GPR attenuation map. Figure 4.4 shows the map generated based on 

IE & Electrical Resistivity methods. The IE map was similarly graded from “serious” to “poor” 

while the electrical resistivity was scaled from 0-100 kOhm*cm (higher values indicating good 

concrete/low-level corrosion). This deck was subsequently repaired, and these repair zones are 

shown overlaid in the figures (in mesh shape) on these NDE maps. It was reported that all four 

condition maps had extremely good correlation areas among each other as shown in both figures. 

The likely cause of the deterioration and such correlation for this type of bridge deck is corrosion. 

4.1.3 Maps Generated based on GPR-IBA and developed X-Sim Method 

Based on the philosophy discussed in Section 2.9, a condition map is generated for this bridge 

deck based on the GPR-IBA by manually marking the areas as “green”, “yellow” or “red” across 

all the twenty-four profiles in the RADxpert® software. Since this analysis is prone to human 

errors,  the analyst took extreme care in marking attenuated areas and cross-examined the profiles 

repeatedly. Figure 4.5 shows the map generated based on the GPR-IBA and it showed good cor-

respondence with the maps generated based on other NDTs as the deck is heavily corroded in its 

middle section. 
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Finally, based on the model developed in Section 3.1, all the profiles are initially converted to 

image files and imported into a MATLAB environment. Subsequently, all the profile images are 

preprocessed by equalizing profile sizes and adjusting their contrast. The X-Sim image of each 

profile is generated by applying the standard filter and n-s values are evaluated and clustered using 

K-means for each profile. These were the cluster limits obtained after applying K-means: 

{0.117,0.468}. Therefore, the deterioration scale for each profile is generated as follows: If the 

pixel value lies between (0, 0.117), it is zoned as red; if the pixel value lies between (0.117,0.468), 

it is zoned as yellow; and if pixel value lies between (0.468,1), it is zoned as green. Eventually, a 

condition map is generated by stacking the deterioration scale of each profile with uniform width 

and a color scale indicating the condition of the concrete. The origin and mapping direction is 

consistent with the other NDE maps. Figure 4.6 shows the condition map generated based on the 

developed model. If this map is compared with the GPR-IBA map (Figure 4.5) visually, it can be 

inferred that there is generally close correspondence between deteriorated concrete zones (yellow 

and red) and good concrete (green) zones in these maps. The middle and top deck is severely 

corroded compared to the bottom deck as seen in both maps while the left section of the deck is 

relatively more corroded than the middle and right section. 
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Figure 4.3 Map Generated based on HC Potential and GPR along with Cores 1-4 marked with 

repairs overlaid (Gucunski et al., 2011) 
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Figure 4.4 IE & Electrical Resistivity maps with repairs overlaid (Gucunski et al., 2011) 
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Figure 4.5 Condition maps based on GPR-IBA (M Abdul Rahman & Zayed, 2016) 

 

Figure 4.6  Condition map based on X-Sim Method (M Abdul Rahman & Zayed, 2016) 
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Table 4.1 Quantitative Comparison of deteriorated areas (M Abdul Rahman & Zayed, 2016) 

Deterioration Map Type % Green pixels % Yellow pixels % Red pixels 

GPR-IBA (Figure 4.5) 54% 34.5% 11.5% 

X-Sim Method (Figure 4.6) 53.6% 35.6% 10.8% 

 

A quantitative comparison between both the maps (GPR-IBA and developed model) has been done 

by calculating the total percentage areas of red, yellow, and green pixels as shown in Table 4.1. 

The total sound concrete condition area (% green pixels) in the developed model map (53.6%) is 

similar to the GPR-IBA map (54%). Additionally, total areas of concrete with moderate corrosion 

indicated by the percentage of yellow pixels and total areas of concrete with severe corrosion (% 

red pixels) are also similar. This greater correlation of the developed model map with GPR-IBA 

map both visually and quantitatively shows this model identifies general corrosion zones accu-

rately due to the following two reasons: a) the GPR-IBA shows greater correlation with the other 

NDE maps while these NDEs have also shown good correspondence with the coring samples 

(Gucunski et al., 2011); and b) GPR-IBA approach itself shows greater correspondence with the 

ground-truth as validated and compared by cores (Tarussov et al., 2013) in general although it has 

some of its limitations. 

4.1.4 Limitations 

The condition maps generated by this model have various limitations and have been tabulated in 

an effort to develop a more robust model: 

1. Due to its saturation of the top and bottom 1% of pixel values, the contrast-enhancing filter 

proves less effective when applied to diverse GPR profiles. 
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2. It does not detect hyperbolas and thus, does not identify the characteristic object(s) in GPR 

images which could lead to inappropriate zoning of deterioration areas. 

3. Since the normalized summation values across the horizontal axis are at each pixel level in 

this model, the final map generated by the model has numerous very-short condition zones 

(green, yellow, or red) sometimes equal to a single pixel. This is not true in real-case and 

thus, the condition map has an inaccurate representation of such areas. Such smaller areas 

could be neglected by adopting the summation of a strip or block of pixels approach. How-

ever, identifying the hyperbolas and considering them as blocks would be more appropri-

ate. 

4. It does not detect anomalies and it is difficult to distinguish the deteriorated areas based on 

this model. 

5. It does not always generate accurate maps when it was investigated on other bridge decks 

especially with complex hyperbolic signatures and with the presence of anomalies in GPR 

profiles. 

4.2 Case Study B – Condition Mapping based on V-JAM 

4.2.1 Data Collection 

A case study carried out on a reinforced concrete slab of a parking lot in Côte-des-Neiges, Mont-

réal, illustrates the application of V-JAM based on the methodology explained in Section 3.2. A 

hand-held GPR equipment, available at Concordia University, Montréal, was used to scan the slab 

surface along both directions with the following parameters: 

 Radar Acquisition System: GSSI® SIR 4000 with Model 615 handcart 

 Antenna frequency: 1600 MHz 

 Depth Range: 55 cm 
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 Dielectric constant: 7.0 (concrete) 

  Samples/Scan: 256 

 Scan/m:  400 

 Scans/sec: 260 

 Bits/Sample: 32 

 FIR Filter, Vertical, High: 480 MHz 

 FIR Filter, Vertical, Low: 3295 MHz 

 Range Gain: 0 

The slab's scanned dimensions were 3.5 m by 2.9 m. (approximately). In Figure 4.7, the scan-

ning grid pattern is illustrated on the parking lot with white chalk and the traverse spacing 

between each scan was 20 cm. It also depicts the sequence in which the 31 swabs were col-

lected across both directions: first, 14 scans were obtained along the X-direction to cover the 

slabs longitudinal direction (3.5 m), and then, 17 scans were performed along the Y-direction 

to cover the transverse direction (2.9 m) (Mohammed Abdul Rahman, Zayed, et al., 2022).  
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Figure 4.7 Parking lot scanned using GPR across both directions of the slab surface 

(Mohammed Abdul Rahman, Zayed, et al., 2022) 

4.2.2 Data Processing 

The RADAN® software was used to pre-process the raw GPR scans and it involved only applying 

a full-pass background subtraction. No range gain was required as the profiles have good contrast. 

Additionally, no horizontal stretching or stacking was needed as the aspect ratio (1:1.44) of a typ-

ical hyperbola in these profiles is closer to the trained classifier. After pre-processing, these scans 

were  transformed  into image files  and imported into the MATLAB® environment. Then,  the 

trained classifier (Section 3.2) based on the V-J algorithm was used to detect hyperbolas in all 

profiles. The three principles of regional comparison and statistical analysis were applied to elim-

inate false positives along the top layer and identify false negatives respectively. There were no 

anomalies  identified  in  the  slabs  to  be  considered  for  condition  mapping. Entropy  values  were 

evaluated for detected regions in all profiles. Subsequently, a deterioration scale was generated 
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using K-means clustering with three and four color-coded conventions for each profile across X 

and Y directions respectively. For example, Figure 3.14 depicts swab #6 taken along the Y-direc-

tion with its deterioration scale (three colored zones). Lastly, deterioration scales were stacked to 

develop separate condition maps along both X and Y directions and with both color-coded con-

ventions. The maps based on the developed model were compared with two approaches: the com-

monly adopted numerical ABA described in (ASTM D6087, 2015) and the GPR-IBA. It has been 

observed that there is good general correspondence of concrete condition zones when amplitude-

based results are compared to the GPR-IBA, particularly in cases of relatively ideal GPR profiles 

with no anomalies (Tarussov et al., 2013), (Abouhamad et al., 2017). Therefore, the resulting maps 

based on the V-JAM should have a good resemblance with maps based on the numerical ABA. 

Additionally, since the developed model aims to automate the GPR-IBA, the resulting maps should 

correspond relatively better with the maps based on it. Finally, attenuated areas based on GPR-

IBA were labeled very carefully to eliminate human errors as much as possible (Mohammed Abdul 

Rahman, Zayed, et al., 2022). 

4.2.3 Results and their discussion 

The comparison between various methods along each direction is explained separately, and the 

condition maps generated along the X and Y directions are graphically illustrated with figures. 

X-direction 

The four condition maps of swabs 1 through 14 taken along the X-direction with the following 

methods are shown in Figure 4.8: a) numerical-ABA method; b) GPR-IBA method; c) V-JAM 

method with three clusters (green, yellow, and red); and d) V-JAM method with four clusters (blue, 

green, yellow, red). Entropy values for each zone of maps c) and d) in the aforesaid figure range 
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from 7.21 to 4.27, as shown in Table 4.2. When using four cluster zones, the additional blue zone 

(very good) and green zone (good) primarily fill the green zone (good) of the three-cluster-based 

map, while the moderate and severely deteriorated zones remained largely unchanged. The per-

centages of green, yellow, and red zones were measured for maps based on amplitude (map-a), 

GPR-IBA (map-b), and V-JAM method (map-c) as these three maps reveal an identical number of 

concrete condition zones (good, moderate, and bad). This quantitative comparison is shown in 

Table 4.3.  

Table 4.2 Range of entropy values in generated deterioration maps (Mohammed Abdul Rahman, 

Zayed, et al., 2022) 

Map-Direc-
tion Zone Color (Entropy Values) 

Blue Green Yellow Red 

X-direction 3 Clusters - 7.21–6.28 6.28–5.44 5.44–4.27 
4 Clusters 7.21–6.34 6.34–5.76 5.76–5.16 5.16–4.27 

Y-direction 3 Clusters - 20.86–11.28 11.28–5.94 5.94–2.22 
4 Clusters 20.86–14.49 14.49–9.92 9.92–5.56 5.56–2.22 

First off, the amplitude-based map (map-a) and the developed model (map-c) share certain visual 

resemblances as both have upper regions that are either severely or moderately corroded. Contrary 

to map-a, map-c reveals that the slab is overall more corroded because its bottom part is also mod-

erately corroded. In terms of percentage, map-c has 84.3% of its surface covered in yellow and red 

zones as opposed to 40.7% in map-a. Likewise, Map-a estimates (59.6%) that the slab's concrete 

state is four times better than map-c (15.7%). The map based on the GPR-IBA (map-b) exhibits 

higher similarity to map-c because of the visual resemblance of all corrosion zones along with 

extensive corrosion of the middle part of the slab. In terms of percentage, the overall amount of 

corroded concrete (yellow and red) in map-b (77.9%) is comparable to map-c (84.3%). Map-b 

(33.4%), on the other hand, estimates the slab is slightly more corroded than Map-c (29.6%). 
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Table 4.3 Quantitative comparison of maps based on the color distribution (concrete condition) 

(Mohammed Abdul Rahman, Zayed, et al., 2022) 

Map-Direction Type of Analysis 

Percentage of Color Distribution 
in Maps 

Green 
(Good) 

Yellow   
(Moderate) 

Red 
(Bad) 

X-direction 

( 3-clusters) 

(a) Amplitude-based 59.6 25.7 14.7 

(b) GPR-IBA 22.1 44.5 33.4 

(c) Developed model  15.7 54.7 29.6 

Y-direction 

(3-clusters) 

(a) Amplitude-based 22.6 41.7 35.7 

(b) GPR-IBA 46.1 15.1 38.7 

(c) Developed model  18.2 35.9 45.9 

 

 

 

Y-direction 

The four condition maps of swabs 15–31 generated along the Y-direction using methods similar 

to the X-axis are displayed in Figure 4.9. The range of entropy values for each colored zone in 

maps-c and map-d of the aforesaid figure varies from 20.86 to 2.22 and is also shown in Table 4.2. 

The spread of entropy values is greater along the Y-direction than the X-direction, but these ranges 

cannot be standardized because the survey data is unique to each scanned element. There is some 

visual similarity between map-c and map-a because both maps show moderate to severe corrosion 

on the right side and heavy corrosion in the center of the slab. In terms of numbers, map-c (81.3%) 

is closer to map-a (77.4%) in terms of the overall amount of corroded concrete (yellow and red). 

The center and right sections of the slab display excellent visual correspondence in map-b and 

map-c, however, the left section of map-c, in contrast to map-b, showed some areas of moderate 
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corrosion. This disparity is possibly due to an analyst manually labeling regions of each profile 

separately to generate map-b while V-JAM clusters all profiles of a data set together and thus, 

detect zones more accurately. According to map-c (81.3%), the slab is substantially more corroded 

compared to that in map-b (53.6%). Additionally, map-b (46.1%) estimates that the slab is roughly 

2.5 times in better condition than map-c (18.2%). It can be concluded by comparing maps along 

both directions that the slab is heavily corroded (~80%), and that map-c is better able to estimate 

the overall condition of the slab (Mohammed Abdul Rahman, Zayed, et al., 2022). 

4.2.4 Limitations 

A model has been developed to generate reliable condition maps using GPR B-scans for structural 

elements with uniformly spaced rebars. The proposed V-JAM method is superior to existing am-

plitude-based methods and aims to reduce the subjectivity of the GPR-IBA through automation 

and scientific analysis. The following few limitations can be inferred based on the developed meth-

odology and demonstrated case study: 

1. It does not consider various anomalies. This slab did not have any anomalies and thus, the 

results generated were reliable. However, the ULAM of the RUIM method (Section 3.3.4) 

can be incorporated into this model to overcome this limitation. 

2. The hyperbolas in B-scans of scanned elements must be fairly visible with their aspect ratio 

closer to the trained classifier. In case of the presence of majorly ill-shaped hyperbolas, the 

detection rate would be very low. Additionally, if the top layer is heavily disoriented, the 

results would not be reliable as the depth variance is not accounted. 

3. Lastly, this model does not take important structural information from the user for the 

scanned element based on the drawings, natural conditions, and other factors such as the 
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presence of anomalies, geolocation, and repair work. If such pre-existing information is 

considered by the model, the results generated would be more robust and reliable. 

 

Figure 4.8 Condition maps comparison along X-direction (Mohammed Abdul Rahman, Zayed, 

et al., 2022) 
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Figure 4.9 Condition maps comparison along the Y-direction (Mohammed Abdul Rahman, 

Zayed, et al., 2022) 
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4.3 Case Study C – Condition Mapping based on RUIM 

4.3.1 Data Collection 

The bridge deck, O2, inspected as part of a comprehensive bridge decks evaluation (Gucunski et 

al., 2011) and employed in the first case study (Section 4.1) has been utilized in this section to 

generate a condition map based on the developed Robust User-Interactive Model (RUIM) deline-

ated in Section 3.3 and results were compared with other NDE techniques. The main reasons for 

using this specific case study, as stated earlier, are the correlation of results of various NDE tech-

niques and in-situ coring samples, whose results would be compared with the map based on RUIM. 

The input parameters for the GPR survey have been delineated in Section 4.1 and the user-assisted 

input for RUIM is as follows: a) Length of deck: 60 feet; b) Traverse spacing: 2 feet; c) Age (when 

the inspection was performed): 49 years; d)  4) Any visual signs of corrosion in profiles: Yes; e) 

Any visual signs of severe corrosion: Yes; f) Number of zones for condition mapping: Three; and 

g) Layer of analysis: Top. Since the age of the bridge deck is more than 10 years and it has signs 

of severe corrosion, the number of clusters determined as per the flowchart shown in Figure 3.40 

is equal to the total number of zones specified by the user, i.e., three.  

4.3.2 Results and discussion 

Comparison of NDE maps 

As discussed in Section 4.1.2, Figure 4.3 shows the condition mapping results based on Half-Cell 

potential and GPR while Figure 4.4 shows the condition mapping results based on Impact Echo 

(IE) and Electrical resistivity techniques. The location of four cores (1-4) taken for destructive 

evaluation and comparison have been marked in these maps. The repairs performed after the eval-

uation of this bridge deck have been overlayed on the condition maps and it indicates that the deck 

is heavily corroded majorly in the middle section (Gucunski et al., 2011).  
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After importing files and entering user-assisted information, the RUIM method detected all the 

hyperbolic clusters in each of the twenty-four profiles based on the RHD module. The top layer 

was correctly identified by RUIM (verified by the user), and no anomalies were detected. Subse-

quently, false positives were eliminated while missing gaps due to heavy corrosion or ill-shaped 

hyperbolas were enclosed in boxes for further analysis. Figure 4.10 shows the first profile of the 

bridge deck with the automated detections enclosed in green boxes. Finally, entropy was evaluated 

for these boxed regions and a deterioration scale was generated for each of the 24 profiles which 

were stacked together to generate a condition map. The map generated based on the GPR-IBA 

method has been redrawn in Figure 4.11(a) along with the location of four cores. Correspondingly, 

the map generated based on the RUIM method with three cluster zones (good, moderate, and se-

vere) is shown in Figure 4.11(b) along with the location of four cores marked 1-4. 

 

Figure 4.10 A GPR profile of Bridge deck, O2, with automated detections enclosed 

Table 4.4 shows a quantitative comparison of deteriorated areas in corresponding zones based on 

the GPR-IBA and RUIM. The map based on the RUIM estimates (34.17%) that the total percent-

age of the area of concrete with moderate corrosion is similar to the area estimated (34.5%) by 

GPR-IBA. However, RUIM estimates that the bridge deck (23.77 %) is more heavily corroded, 

especially in the middle region, when compared to the estimate (11.5%) of the GPR-IBA approach. 

Nevertheless, the condition map based on RUIM corresponds closely with the maps based on other 
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NDE techniques including the GPR-IBA as there is a general resemblance of all maps showing 

that the deck is heavily corroded in the middle section.  

 

Figure 4.11 (a) Condition map based on GPR-IBA with core locations (1-4); (b) Condition map 

based on developed RUIM with core locations (1-4) 
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Table 4.4 Quantitative comparison of deteriorated areas 

Condition Map % Green - Good % Yellow - Moderate % Red - Severe 

GPR-IBA; Figure 4.11(a) 54% 34.5% 11.5% 

RUIM; Figure 4.11(b) 42.06% 34.17% 23.77% 

 

Validation with core samples 

Four cores were extracted at locations shown in all maps for validation i.e., to verify if the deteri-

oration level obtained from cores correlated with the field NDE results (condition maps). While 

the complete analysis of field data for the on-site selection of cores, field procedures, and detailed 

interpretation of results are described in (Gucunski et al., 2011), the reports also state the core 

samples validate the results obtained from the four NDE maps  (Half-Cell, GPR: numerical-ABA, 

IE, & electrical resistivity) by revealing expected results of deterioration at those locations. How-

ever, to validate the results for the GPR -IBA and the developed model, RUIM, Table 4.5 shows 

the deterioration level obtained from cores (ground-truth) and compared it to the deterioration level 

(identified by zone color) at those specific locations in respective condition maps. Core#1 showed 

a moderate corrosion level with the presence of delamination and this result was validated with 

the condition obtained from both maps. However, the results obtained from Core # 2-3 validated 

better with the developed RUIM method (high corrosion) when compared to the GPR-IBA ap-

proach (moderate). Finally, Core #4 results were consistent and valid in both maps (sound con-

crete). 
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Table 4.5 Validation of ground truth with GPR-IBA and RUIM condition maps 

Core # Ground-truth deterioration level GPR-IBA RUIM 

1 Moderate Corrosion with delamination Moderate Moderate/High 

2 High corrosion with delamination Moderate High 

3 High corrosion Moderate/Good High/Moderate 

4 Sound Concrete Sound Concrete Sound Concrete 
 

In summary, greater map correlation for both methods, V-JAM and RUIM, with the GPR-IBA 

approach suggests that the proposed approaches can identify the zones of deterioration accurately 

because the results of the GPR-IBA method have been validated to be closer to the actual ground 

truth (Tarussov et al., 2013), (Abouhamad et al., 2017) and (Dawood et al., 2020). The user-as-

sisted input and ULAM  in the RUIM can also be incorporated into V-JAM to identify optimal 

clusters and detect anomalies. Nevertheless, the RUIM method can detect better hyperbolic clus-

ters (compared to V-JAM) in varied GPR data sets because of its robustness. Importantly, both 

developed models yield consistent results that are easily reproducible due to scientific analysis. 

The (destructive) coring results of the bridge deck, O2, compared better with the RUIM method 

compared to the GPR-IBA approach. However, further laboratory testing and in situ, destructive 

techniques in the field need to be carried out for better validation of the developed model(s) and 

improved reliance on GPR as an NDE technique. Lastly, the developed models can localize dete-

riorated areas effectively and can be used by structural inspectors with confidence for repair and 

rehabilitation purposes (Mohammed Abdul Rahman, Zayed, et al., 2022). Additionally, the results 

maps are also beneficial in modeling a deteriorated structure to assess its remaining capacity 

(Ghodoosi et al., 2018). 
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4.4 GPR-CAT (GPR-based Condition Assessment Tool)  

A user-friendly software tool has been created using the 'MATLAB App Designer features to de-

velop condition maps of structural elements scanned with GPR. The tool implements the RUIM 

method and is specifically designed to analyze structural elements, such as bridge decks, pave-

ments, and slabs, that often have uniformly spaced reinforcement rebars. It offers a graphical in-

terface  to  enhance  usability  and  ease  of  interaction. The  application  has  been  given  the  name 

'GPR_CAT' and  uses  a '.mlapp'  extension. The acronym  GPR_CAT  refers  to  the  GPR-based 

Condition Assessment Tool. Its primary interface includes three pushbuttons, as depicted in Figure 

4.12.  

 

Figure 4.12 User-Interface of the designed app termed as GPR_CAT 
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To obtain a condition map based on GPR scans, you need to click the first two buttons in sequence: 

a) "ANALYZE" and b) "MAPPING." The implementation of GPR_CAT is shown stepwise and 

illustrated with figures based on the developed graphical user interface (GUI) for analyzing the 

bridge deck, O2, in Case Study C. When the first button, "ANALYZE," is clicked, the user will be 

prompted to select a folder that exclusively contains all the saved image files of a GPR-scanned 

element. Figure 4.13 depicts a prompt that appears to the user, requesting them to choose a folder 

(named ‘Iowa’) containing all the profiles of GPR images for the bridge deck, O2.  

 

Figure 4.13 User-Prompted to select a folder containing GPR image files. 

 

 



   
 

215 
 
 

In accordance with the guidelines outlined in Section 3.3.1, the files within the separate folder that 

contain all the GPR images of a scanned element must be named in ascending order. Specifically, 

for the deck labeled as 'O2', the 24 obtained scans in the '.png' format have been named from '01' 

to '24'. Figure 4.14 illustrates these named scans, which are contained within the 'Iowa' folder. 

 

Figure 4.14 Folder ‘Iowa’ containing all its 24 profiles. 

Subsequently, the user will be prompted to provide information about the inspected element, in-

cluding the length of the scan, traversing spacing, age of the element, and other relevant details. 

Figure 4.15 illustrates the user's input for the Iowa bridge deck, based on the information presented 
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in Section 4.3.1. If the user is aware of the age of the scanned element and selects the "Yes" button, 

an additional input prompt appears, requesting the user to enter the element's age. The software 

then evaluates an optimal cluster based on this user-provided information, following the method-

ology described in Section 3.3.5. Once the user completes the 'user input' form, it is necessary to 

click  the  'Save'  button  to  store  this  data.  A  confirmation  message  box  is  then  displayed  to 

acknowledge the successful saving of the data.  

 

Figure 4.15 User-assisted Input for the GPR scanned deck. 
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After  the  user information  is  saved,  the  tool  initiates  the  sequential  evaluation  of  each  profile. 

Starting with the first profile of the deck O2, the tool performs preprocessing on the profile, iden-

tifies hyperbolic detections using the RHD module, and encloses these detections within boxes.  

Then, the user is prompted to confirm if the top layer has been correctly identified, as this is crucial 

for an effective analysis. Figure 4.16 illustrates the detected hyperbolas for the first profile, ac-

companied by a user prompt to confirm the accurate identification of the top layer. 

 

Figure 4.16 User is prompted to confirm if the specified layer is identified correctly. 

If the tool fails to correctly identify the specified layer, the user should respond with "No" to the 

layer identification prompt. While the program generally identifies the layer accurately in cases of 

uniformly spaced rebars, there may be instances where it is unable to detect it correctly. This can 

happen due to the presence of highly complex hyperbolic variations or extremely undefined hy-

perbolas across the entire profile. Next, the user is asked to manually draw a minimum-width hy-

perbola within the correct layer. This allows the tool to automatically detect all hyperbolic boxes 

associated with this layer using the cubic spline fitting and peak detection algorithms, following 

the approach explained in Section 3.2.3. As an example, if the tool fails to accurately detect hy-

perbolic regions and the user presses "No" for the scenario depicted in Figure 4.16, the user can 

manually  draw  a  rectangle  around  a  hyperbolic  region  in  the  top  layer  of  the  deck  O2,  as 
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demonstrated in Figure 4.17. In response, the tool automatically divides the regions into potential 

hyperbolic regions along the top layer with a reasonable level of accuracy as shown in Figure 4.18, 

facilitating further analysis. Although the accuracy of detections may not be correct for all regions 

along the top layer, the splitting process is carried out optimally to ensure the reliability of the 

generated condition map. It is important to acknowledge that difficulties in detecting the hyper-

bolic layer can arise in real cases of GPR profiles, but the developed tool effectively addresses 

these limitations through automatic detections. 

 

Figure 4.17 User is prompted to enclose a hyperbolic region at the required layer of analysis. 

 

Figure 4.18 The tool automatically splits into possible hyperbolic regions along the top layer 

with reasonable accuracy. 
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After enclosing the detected hyperbolic areas in profiles, the tool prompts the user to assign anom-

aly regions based on their knowledge and provides figures to assist in this process. As the Iowa 

deck does not contain anomalies, another example is utilized to illustrate this step. Figure 4.19 

displays a profile section featuring an expansion joint.  

 

Figure 4.19 GPR profile with an expansion joint 

The first figure of assistance, Figure 4.20, presents a jet colormap that aids in visually distinguish-

ing anomaly areas. The user can specifically examine those boxes that do not have automated 

detections. It is evident from the colormap that boxes 16 to 18 exhibit differences from other hy-

perbolic regions due to the presence of the joint. Figure 4.20 also displays a dialog box where the 

user can enter this information and assign an appropriate color. In this case, the color 'green' has 

been chosen based on the convention that such regions typically do not require further inspection. 
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Figure 4.20 Colormap of the profile with a user-input dialog box to assign anomalies. 

The second figure of assistance, Figure 4.21, displays the normalized EUC similarity matrix map 

of  HOG  features for  all  boxes  ranging  from  1  to  18.  In  this  map,  box  18  demonstrates  a  clear 

distinction, indicating the potential presence of an anomaly to the user. This map provides addi-

tional information to aid in the analysis of the detected regions. When the user inputs anomaly 

regions, the generated map accurately classifies these zones, thereby preventing errors in the anal-

ysis.  
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Figure 4.21 Normalized EUC similarity matrix map of HOG features for all regions. 

Figure 4.22 presents another example of a profile with two anomaly regions, which are likely 

caused by debonding and/or the presence of voids. In this scenario, the user assigns the relevant 

boxes, specifically boxes 11, 12, and 17, based on the similarity matrix map shown in Figure 4.23. 

The similarity matrix map highlights boxes 12 and 17, indicating their distinctiveness. To signify 

that these regions may require immediate inspection, the user assigns the color ‘red’ to these boxes. 

This enables proper classification and identification of the anomaly regions within the profile. To 

streamline the process of identifying anomaly regions, the tool offers an option to utilize previous 

profile anomaly data. This feature eliminates the need for repeatedly assigning the same anomaly 

regions for each profile, as anomalies tend to be present in similar locations across a set of GPR 
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profiles. While this user-interactive approach, which involves assistance from the user, may re-

quire additional time during the analysis, it enhances reliability.  

 

Figure 4.22 Colormap of a GPR profile with a user-input dialog box to assign anomalies. 

Upon completion of the necessary steps, the user can click the "MAPPING" button to generate a 

condition  map,  as  depicted  in Figure  4.11(b),  specifically  for  the  Iowa  deck.  Additionally,  a 

"USER-GUIDE" button is available, offering a concise user manual in PDF format that explains 

the execution steps for the developed tool, GPR_CAT. To ensure accessibility, the code of the 

developed tool can be ported to open-source software like Octave. This eliminates the need for 

users to purchase MATLAB or its compiler licenses for GPR-based condition assessment, provid-

ing more flexibility in utilizing the tool. 
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Figure 4.23 Normalized EUC similarity matrix map of HOG features for all boxes. 
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5 LAB TESTS AND FURTHER CASE STUDIES 

5.1 Laboratory Testing – Entropy evaluation of subsurface objects in Concrete Slabs 

The developed models, RUIM and V-JAM, assessed GPR data utilizing the following three main 

steps: a) automated detections of hyperbolic regions, and user-labeled anomalies, if present; b) 

evaluating a textural factor, entropy, for hyperbolic regions; and c) classifying regions based on 

K-means, generating deterioration scale for each profile, and stacking them to generate a condition 

map. To improve the efficacy of GPR data analysis, a series of laboratory experiments are being 

conducted in the structural lab of Concordia University, Montréal, along with some possible field 

tests. Since entropy is the primary factor used for detecting hyperbolic regions, tests were con-

ducted to evaluate this factor for GPR B-scans of concrete slabs with varying materials and differ-

ing depths, and its comparison was done with respective amplitude values as part of initial labor-

atory experiments (Donda et al., 2021), (Mohammed Abdul Rahman, Donda, et al., 2022). 

5.1.1 Experimental Setup 

 

 

Figure 5.1 GPR antenna mounted on a Model 615 handcart (Donda et al., 2021) 
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The lab experimental setup for this study has been described briefly while complete details can be 

found in (Donda et al., 2021). The GPR scanning was performed on plain concrete slabs with the 

following parameters: 

 Radar Acquisition System: GSSI® 51600 S model, SIR-4000 control unit, and Model 615 

handcart as shown in Figure 5.1 

 Antenna Frequency: 1600 MHz 

 Pulse Duration: 0.7 ns 

 Samples/scan: 256 

 Bits/sample: 16 

 Dielectric constant: 6.0 (concrete) 

 Depth range: 35 cm 

 Range Gain: 0 

As illustrated in Figure 5.2(a), three plain cement concrete slabs with in-plan measurements of 

25 x 50 cm and depths of 5 cm, 10 cm, and 20 cm, respectively, were cast with a high early 

strength commercial-grade concrete mix called Quikrete 5000. These three slabs were placed 

in various configurations to acquire GPR scans for each interfacing material (rebar, air, and 

water). Slab 1 and Slab 3 were layered on top of one another in the first configuration, with 

the interface material sandwiched in between. It was utilized to assess GPR scans with the 

material placed at a 5 cm depth of concrete. In the second configuration, Slab 2 was stacked 

over Slab 3 to examine profiles at a 10 cm depth. In the third configuration, all three slabs 

were employed. Slabs 1 and 2 were stacked together, and the interfacing material was tested 

at a total depth of 15 cm, with Slab 3 at the bottom (Donda et al., 2021),.  
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Figure 5.2 (a) Three slabs were cast in the laboratory with dimensions shown; (b) Various sizes 

of rebars used for testing Used (Left to Right; 6 mm, 10 mm, 18 mm, 20 mm, & FRP 21.8 mm) 

(Donda et al., 2021) 

This study used four rebars with diameters of 6 mm, 10 mm, 18 mm, and 20 mm as well as a FRP 

bar with a diameter of 21.8 mm to evaluate reflections from the rebars, as shown in Figure 5.2. 

(b). A single bar was positioned between slabs for scanning during each test because the slab di-

mensions were small, and this ensured that a complete hyperbolic reflection was obtained with no 

overlaps. In order to imitate the air gaps and study their impact on signal attenuation, pairs  of 

metal strips of various sizes were edge-positioned along the length of the GPR scan (to prevent 

GPR signal interference) for each slab configuration. The concrete could have air gaps formed 

inside it for a variety of reasons, such as cracks that normally appear during the summer due to 

deterioration which are then filled with air and other impurities. Figure 5.3(a) illustrates the sizes 

of the metal strips used to represent the thickness of the air gaps: 3 mm, 4 mm, 4.8 mm, 5.8 mm, 

and 8.8 mm. The experiment was carried out for each of the three slab configurations to examine 

attenuation at different depths (5 cm, 10 cm, and 15 cm) caused by various air gap widths. Water 
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gaps may develop inside the concrete for a variety of reasons, such as drainage water seeping into 

tunnels, penetration  due  to rainwater runoff,  or melted  snow caused  by  salts,  usually  in  colder 

climates. In order to replicate water gaps, similar arrangements to those used for air gaps were 

utilized, but to prevent water leakage at membrane joints, a multipurpose waterproofing membrane 

and an all-purpose silicone were additionally applied to ensure water tightness. A schematic dia-

gram of the special configuration used to simulate a water gap for the third configuration (15 cm 

depth) can be seen in Figure 5.3(b) (Donda et al., 2021),.  

 

Figure 5.3 (a) Various sizes of metal strips used (Left to Right; 1 mm, 3 mm, & 4.8 mm thick-

ness); (b) Schematic diagram to simulate water gap at 15 cm depth (Donda et al., 2021) 

Figure 5.4 displays a sample scan of a 20 mm rebar placed at a depth of 5 cm between two plain 

concrete slabs (first configuration) to demonstrate the evaluation of amplitude and entropy from 

GPR scans. Figure 5.4(a) illustrates the calculation of the amplitude value based on the explanation 

in Section 2.8.3, and Figure 5.4(b) illustrates the computation of the entropy value for the image 

region enclosed by a red box based on the explanation in Section 3.2.4. 
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Figure 5.4 (a) Measuring amplitude at peak (red dot); and (b) Measuring Entropy for the 

bounded region (red box) (Mohammed Abdul Rahman, Donda, et al., 2022) 

5.1.2 Comparative analysis for rebars 

GPR scans were repeated thrice for each case of rebar size (6 mm to 21.8 mm) at all depths (5 cm, 

10 cm, and 15 cm) to ensure lab test conformity and consistency. Therefore, amplitude values were 

measured at hyperbolic peaks, and values were averaged over three scans unless an anomaly was 

identified which was discarded. Similarly, the entropy values for a rectangular region enclosing 

the hyperbolic reflection were evaluated and averaged. For all rebar diameters, including 6 mm, 

10 mm, 18 mm, and 20 mm rebar as well as a 21.8 mm FRP bar, Figure 5.5(a) displays the ampli-

tude of reflection vs depth graph and Figure 5.5(b) displays the entropy values vs depth graph. The 

values of both these factors (amplitude and entropy) increase across all depths as rebar diameter 

increases. For instance, at a depth of 5 cm, the amplitude value increased by 10.9% from 4.6 x 106 

mV for 6 mm rebar to 5.1 x 106 mV for 20 mm rebar. Similarly, for the same depth, the entropy 

value exhibited a good correlation as it increased from a value of 6.45 for a 6 mm rebar to 7.15 for 

a 20 mm rebar (10.9% increase). However, the 21.8 mm FRP bar was the outlier in the results due 

to its different dielectric characteristics. The signal attenuation values decreased as depth increased 
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because greater penetration results in more signal loss. To draw inferences, an average value was 

taken for all rebars (6 mm to 20 mm, except the FPR bar) at each depth. From a depth of 5 cm to 

10 cm, amplitude values for each rebar significantly decreased; the average value decreased by 

76%, from 4.9 x 106 mV to 1.2 x 106 mV. Additionally, the averaged amplitude values noticeably 

declined from a depth of 10 cm to 15 cm by 20% (1.2 x 106 - 0.96 x 106 mV). The averaged entropy 

value also decreased from a depth of 5 cm to 10 cm by 24.5% (6.8 - 5.1), and from 10 cm to 15 

cm by 6.4% (5.1 - 4.7). Entropy numbers had a smaller range than amplitude values, hence the 

overall drop percentage was lower but comparable. Two conclusions can be drawn from the meas-

ured values of amplitude and entropy for rebars: a) for all rebar sizes, a sharp decrease in both 

factors is seen with depths,  but b) it is difficult to discriminate between different rebar sizes in 

real-case scenarios since an increase in rebar size has a minor impact on the increase in both factors 

(Mohammed Abdul Rahman, Donda, et al., 2022). 

 

Figure 5.5 (a) Amplitudes for rebars of varying sizes (Donda et al., 2021); (b) Entropies for re-

bars of varying sizes (Mohammed Abdul Rahman, Donda, et al., 2022) 
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5.1.3 Comparative analysis for air gaps 

 

 

Figure 5.6 (a) Amplitudes for varying thicknesses of air (Donda et al., 2021); (b) Entropies for 

varying thicknesses of air gaps (Mohammed Abdul Rahman, Donda, et al., 2022) 

To ensure lab conformity, the tests were similarly repeated three times for each experiment on air 

gaps. For all gap sizes, Figure 5.6(a) plots amplitude values vs depth, and Figure 5.6(b) plots cor-

responding entropy values. The values of both factors for air gaps increased along with an increase 

in gap size across all depths. For instance, at a depth of 5 cm, the amplitude value increased from 

a 3 mm gap (1.6 x 106 mV) to an 8.8 mm gap (2.2 x 106 mV) by 38%, while the entropy value 

increased by 17%. (5.09 - 5.95). From a depth of 5 cm to 10 cm, all sizes of air gaps exhibited a 

significant decrease in both factors. For instance, when averaged for all gaps from 5 cm to 10 cm 

depth, there was a 75% decrease in amplitude value (1.8 x 106 mV - 0.44 x 106 mV) and a 29% 

decrease in entropy values (5.39 - 3.80). When the depth was increased from 10 to 15 cm, there 

was an inconsistent average increase in amplitude of 14% (4.44 x 105 mV - 5.06 x 105 mV), but 

the entropy values were consistent with an average drop of 11%. (3.8 - 3.4). The relatively weak 

reflections  observed  at greater depths  are  the  cause  of  these  skewed  amplitude  values,  but  this 
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limitation is  circumvented by  using  the ‘entropy’ image  processing  factor (Mohammed  Abdul 

Rahman, Donda, et al., 2022).  

5.1.4 Comparative analysis for water gaps 

 

 

Figure 5.7 (a) Amplitudes for varying thicknesses of water gaps (Donda et al., 2021); (b) Entro-

pies for varying thicknesses of water gaps (Mohammed Abdul Rahman, Donda, et al., 2022) 

Results from the water gap analysis were considerably different from those from other materials. 

For all gap sizes, Figure 5.7(a) plots amplitude values against depth while Figure 5.7(b) plots cor-

responding entropy values. For water gaps ranging from 3 mm to 5.8 mm in depth, it was noted 

that  the  amplitude  and  entropy  values remained  relatively  similar across all  depths.  However, 

across all depths from a gap of 5.8 mm to 8.8 mm, an average decrease in amplitude value of 18% 

(1.22x107 mV - 1.01x107 mV) an average decrease in entropy value of 7% (18.3 - 17.11) were 

observed. The entropy value at an 8.8 mm gap for a 5 cm depth was anomalous because it was 

closer to a 5.5 mm gap. The discrepancy can be explained by the significant impact of moisture 

and/or water content on GPR signals. Higher amplitude values suggested that the attenuation was 

less  for  small  water  gaps  (3  mm  to  5.8  mm). However,  lower  values  of  8.8  mm  gaps  indicate 
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reflections become weaker as the water gap widens. This suggests that to detect variation in the 

examined factors, the water gap size difference must be significant. Nonetheless, a consistently 

significant average drop in both factors was seen with increasing depth throughout all water gaps. 

For depths of 5 cm to 10 cm, an average decrease in amplitude values of 69% (8.02 x 106 mV - 

2.48 x 106 mV) and an average decrease in entropy values of 20% (7.23 - 5.8) were observed. 

Similar but relatively minor decreases in averaged amplitude values of 25% (2.48 x 106 mV - 1.87 

x 106 mV) and 10% (5.8 - 5.24) in all water gaps were seen at depths from 10 cm to 15 cm 

(Mohammed Abdul Rahman, Donda, et al., 2022). 

5.1.5 Comparative analysis for different materials 

A comparative analysis of signal attenuation has been done based on amplitude and entropy values 

for different materials (rebars, air, and water). Since rebars and gaps varied in size, an average 

value for both factors (amplitude or entropy) was taken at each depth for each material for suitable 

comparison. For example, a single representative amplitude value for varying rebar sizes (6 mm 

to 20 mm) was calculated to be 4.94 x 106 mV, which is the average amplitude value for all rebar 

sizes at 5 cm depth. The FRP rebar values were omitted because they are an outlier. The averaged 

amplitude values for all materials are shown in Table 5.1, and the corresponding averaged entropy 

values are shown in Table 5.2. The trend should ideally be consistent across all materials because 

an increase in depths results in higher attenuation of signals. It holds true for amplitude values of 

rebars and water gaps as there was a consistent decrease with depth. However, the amplitude values 

did not produce reliable results for air gaps. But the trend remained reliable with entropy values 

for all materials across all depths. The results also reveal that, at a given depth, reflections from 

water gaps are the strongest, followed by those from rebars, and finally, those from air gaps. Using 

GPR, the range of these values could be used to differentiate between various subsurface materials. 
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Additionally, the loss in signal reflection is greater across all materials from a depth range of 5 cm 

to 10 cm than it is at a depth range of 10 cm to 15 cm. It indicates that much of the energy of the 

reflected signals is lost closer to the surface. 

Table 5.1 Comparison of Amplitudes for different materials (Donda et al., 2021) 

Amplitude (mV) 
Depth↓ Rebars Air Gaps Water Gaps 

5 cm 4.94 x 106 1.80 x 106 8.02 x 106 
10 cm 1.21 x 106 4.44 x 105 2.48 x 106 
15 cm 7.12 x 105 5.06 x 105 1.87 x 106 

 

Table 5.2 Comparison of Entropies for different materials (Mohammed Abdul Rahman, Donda, 

et al., 2022) 

Entropy Values 
Depth↓ Rebars Air Gaps Water Gaps 

5 cm 6.78 5.39 7.23 
10 cm 5.12 3.80 5.80 
15 cm 4.79 3.40 5.24 

In conclusion, a GPR study was carried out in a controlled laboratory setting using concrete slabs 

with varying materials and differing depths and the evaluated entropies and respective amplitude 

values were compared. If the interface material is rebar, increasing the rebar size at any depth 

causes an increase in both evaluating factors. A decrease in amplitude and entropy values also 

occurs as depth increases. An increase in both factors was observed with an increase in air gap 

sizes but a decrease was observed with an increase in water gaps across all depths. Additionally, 

only entropy values consistently decrease as depth increases. Lastly, the study indicates that GPR 

can be successfully used to detect and distinguish various subsurface objects at differing depths 

based on evaluated factors while entropy yielded consistently reliable results.  
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5.2 Case Study D – Viaduct Elm P-13486-02  

The application of the developed model with the RHD module (for detections) in generating con-

dition maps has been demonstrated further with two additional case studies of bridge decks located 

in Quebec. The bridge data has been provided by Radex Detection Inc., a georadar company head-

quartered in Montreal. These decks were scanned using GPR and investigated by this company for 

condition assessment which included corrosion mapping. The GPR data of these decks were ana-

lyzed based on the developed model and compared with the GPR-IBA analysis along with coring 

samples. 

5.2.1 Data Collection 

 

 

Figure 5.8 Location of Elm and Beaurepaire overpass in Beaconsfield, QC 
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The Viaduct Elm (overpass) along with the Viaduct Beaurepaire (presented as the next case study) 

was scanned in September 2015 using GPR to analyze rebar corrosion and detect upper reinforce-

ment covering. Additionally, three cores were taken in each Viaduct to determine chloride content 

and verify with the generated maps. These viaducts are located adjacent to the crossing of Auto-

route du Souvenir (A. 20) and Boulevard Saint-Charles in Beaconsfield, QC as shown in Figure 

5.8. It facilitates two-way traffic traveling with one traffic lane along the East and West directions.  

 

Figure 5.9 Viaduct Elm Plan 

The Viaduct Elm has a length of 135’ ft. (41.15m) and the total width of the deck is 35’ 11’’ 

(11.56m) with 1’6’’ (0.46m) curbs on either side as illustrated in Figure 5.9. The data was collected 

along the longitudinal direction and eighteen swabs were taken each 0.5m apart to cover the whole 

width. The road was closed during the data collection and GPR scans were taken along with three 

extracted cores. The GPR equipment used for the survey was SIR 3000 GSSI® Structure Scan 

with a 1600 MHz antenna mounted on a GSSI Utility Cart Model No. 623.  

These are the input parameters for the survey performed: 

 Antenna frequency: 1600 MHz 
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 Scans/m: 100 

 Samples/scan: 256 

 Bits/sample: 16 

 Range Gain: 0 

 FIR Filter, Vertical, High 470 MHz 

 FIR Filter, Vertical, Low: 1930 MHz 

5.2.2 Condition mapping 

The condition map generated based on GPR-IBA drawn in the Surfer® model is shown in Figure 

5.10(a). It is mapped at an angle to simulate its overlay over the actual bridge deck plan. As stated 

in earlier sections, the GPR-IBA involves manually marking the areas by an analyst as probable 

“green”, “yellow” or “red” corresponding to the condition of hyperbolas and the areas in the GPR 

profile. Figure 5.10(b) shows the actual map generated based on this approach using RADxpert® 

2019 software. The condition map based on the developed model is shown in Figure 5.10(c) and 

it involved the following user-assisted input: a) Length of deck: 41.2 m; b) Traverse spacing: 0.5 

m; c) Age (when the inspection was performed): 46 years; d)  4) Any visual signs of corrosion in 

profiles: Yes; e) Any visual signs of severe corrosion: Yes; f) Number of zones for condition map-

ping: Three; and g) Layer of analysis: Top. Since the age of the bridge deck is more than 10 years 

and it has signs of severe corrosion, the number of clusters determined as per the flowchart shown 

in Figure 3.40 is equal to the total number of zones specified by the user, i.e., three. 
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Figure 5.10 Viaduct Elm maps with the location of Cores marked as C1-C3 including (a) GPR-
IBA in Surfer®; (b) GPR-IBA in Radex and (c) RUIM-based map 

 

In general, the maps in Figure 5.10 showed high resemblance and great correlation as the corroded 

zones lie primarily in similar areas in all of them. The bridge deck has a total corroded area of 

about 40~45% while severely corroded areas in all the maps are about 15~20%. The figure also 

shows the three cores extracted from the bridge deck taken for additional testing in all maps. Core 

C1 and C2 were taken from possibly a severely corroded area on the site (before complete GPR 

data analysis) while Core C3 was taken from a sound concrete region. The coring results corrob-

orated with the deteriorated regions marked respectively in all the maps. 
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5.3 Case Study E – Viaduct Beaurepaire P-13486-03  

5.3.1 Data Collection 

The Viaduct Beaurepaire was scanned along with the Viaduct Elm using the same GSSI equip-

ment,  survey input parameters, and user-assisted information for RUIM. This deck is also similar 

in length (41.15m) and width (11.56m) and therefore, an equal number of scans (18) were taken 

along the longitudinal direction with each swab 0.5 apart. Figure 5.11 shows the shows bridge 

deck plan which was scanned using GPR between expansion joints (sidewalks excluded). 

5.3.2 Condition mapping 

Figure 5.12(a) shows the GPR-IBA map as overlayed on the actual bridge deck using Surfer®. 

The GPR-IBA map in Radex software is shown in Figure 5.12(b) while the map based on the 

developed model as discussed in the Elm case is shown in Figure 5.12(c). The corroded areas have 

a high correlation between the maps similar to the Elm case. The total corroded area in the Viaduct 

Beaurepaire is lesser than Elm in all the maps as it is evaluated at around 35 ~ 40%. However, the 

percentage of severely corroded area in Viaduct Beaurepaire in all the maps is evaluated to be 

around 25~30%, which is relatively higher than Viaduct Elm. The extracted cores taken from this 

Viaduct are also shown in all maps. While Core C1 was taken from an estimated zone to be se-

verely corroded and the result corroborated in maps, Core C2 was also estimated to be in a severely 

corroded zone. However, C2 was found to be located just outside the corroded area in the GPR-

IBA maps while it lay in a moderately corroded zone in the RUIM-based map i.e., showing a 

relatively better correlation.  The Core C3 corroborated with the estimated zone in all maps as 

being in a sound concrete region. 
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Figure 5.11 Viaduct Beaurepaire Plan 

 

Figure 5.12  Viaduct Beaurepaire maps with the location of Cores marked as C1-C3 including 

(a) GPR-IBA map in Surfer®; (b) GPR-IBA map in Radex and (c) RUIM-based map  
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6 CONCLUSIONS AND LIMITATIONS 

6.1 Research Summary and Conclusions 

GPR is a powerful NDE technique utilized for condition assessment of reinforced concrete struc-

tural elements, especially bridge decks and pavements due to its ability to detect major subsurface 

defects in a short span of time. However, the interpretation of GPR data typically based on numer-

ical ABA or its variants has been a major issue among transportation authorities as it is not reliable 

completely. A novel GPR-IBA approach utilizes the expertise of a GPR analyst in visually inter-

preting GPR data to mark attenuated areas and develop condition maps, and this method over-

comes various limitations of amplitude-based analysis. However, the GPR-IBA is prone to human 

errors, time-consuming, and subjective leading to different interpretations of GPR data. This re-

search aims to automate this GPR-IBA approach to produce consistent and reproducible results by 

applying scientific analysis with a broader goal of developing a reliable, robust model(s) for as-

sessing GPR data. The following steps provide a concise overview of the research workflow: 

1. A literature review of bridge management practices, various types of bridge deck defects, 

and numerous NDE techniques for detecting subsurface defects in reinforced structural 

elements, especially bridge decks. 

2. The chosen NDE technique has been discussed based on a comprehensive study that ranked 

GPR as the best among various NDEs for identifying critical subsurface defects effectively. 

3. A brief description of GPR principles and a comprehensive list of its data analysis methods 

that have improved over time has been tabulated. 

4. The commonly adopted numerical-ABA method (or its variants) used by transportation 

agencies for GPR data analysis based on picking amplitude values either at the concrete-
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rebar level or relative difference of amplitude from top to bottom of a deck has been dis-

cussed. 

5. To overcome the limitations of numerical-ABA which majorly neglects profile data of 

GPR leading to not-always-reliable results, the GPR-IBA methodology of analyzing GPR 

data based on image-based interpretation by experienced analysts has been briefly re-

viewed.  

6. A need for developing an approach to improve the GPR-IBA approach is suggested based 

on its limitations which include subjectivity, the level of knowledge of an expert, and pos-

sible inconsistent results.  

7. The importance of automated hyperbolic detections is highlighted along with previous ef-

forts in literature which employed numerous algorithms based on image processing for 

analyzing GPR data and hyperbolic detections. 

8. A brief review of various image processing and computer vision tools was conducted along 

with their application on sample GPR data to investigate potential solutions. A three-step 

philosophy for research methodology was proposed which includes identifying hyperbolic 

regions, measuring a meaningful property of detected regions, and clustering those regions 

with better image processing techniques. 

9. Three models were developed: X-sim, V-JAM, and RUIM, and their application was 

demonstrated through case studies. However, it is important to note that only the latter two 

developed models, V-JAM and RUIM, have been recommended for condition mapping. 

10. Finally, laboratory experiments were undertaken to verify the validity of utilizing a meas-

ured factor known as entropy. 
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In achieving the aforesaid objectives, the major contributions of this research along with its bene-

fits are described as follows: 

1. V-JAM: A comprehensive approach was proposed based on the three-step philosophy 

which includes the following main steps: a) detect – identifying hyperbolic regions auto-

matically using a trained classifier based on Viola-Jones Algorithm and applying regional 

comparison and statistical analysis; b) measuring property – evaluating entropy values for 

detected regions; and c) clustering – K-means clustering of detected regions based on en-

tropy values to develop deterioration scale for each profile and stacking them to generate 

condition map. 

2. A case study to show the application of V-JAM was implemented on a reinforced concrete 

slab scanned in Côte-des-Neiges, Montréal. The condition maps generated showed ex-

tremely good correspondence with the condition maps of both numerical-ABA and GPR-

IBA analysis. However, the resulting maps showed a better resemblance with the latter 

method (GPR-IBA) relatively, and thus, better indicative of the actual condition of the 

concrete. The results also indicated that having four clusters instead of three didn’t show 

much difference with regard to the percentage of total deteriorated areas (moderate and 

severe). 

3. The advantages of V-JAM include the following: a) results are superior to existing ampli-

tude-based analysis; b) show extremely good correlation with the actual concrete condi-

tion; c) rapid method especially in cases of large profiles due to automated detections and 

consequently, condition mapping; d) extremely useful in cases of structural elements with 

uniformly spaced rebars as the majority of hyperbolas are clearly defined; d) reduced sub-

jectivity devoid of human errors leading to consistently reliable results. 
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4. RUIM: A user-interactive robust model has been developed which includes the following 

main steps: a) an optional user-assisted input to determine an optimum number of clusters; 

b) preprocessing steps which majorly reduce noise in varied GPR profiles; b) a robust 

model for detecting hyperbolic signatures, especially in cases of ill-defined complex envi-

ronment based on correlating downward openings with local maximums of the distance 

transform image; c) regional comparison to detect the required top/bottom layer and elim-

inating false positives while identifying missing detections based on statistical analysis; d) 

in case of incorrect detection of the required layer, the model can detect it based on user-

input; e) a module which assists the user in detecting anomalies based on a similarity ma-

trix; and f) generate condition map based on detected regions, K-means clustering, and 

assigning optimal cluster value utilizing user information. 

5. Three case studies to show the application of RUIM were implemented on reinforced con-

crete bridge decks located in Iowa, USA (1) and Quebec, Canada (2). The condition maps 

generated in all cases showed extremely good correlation with amplitude-based analysis 

and more importantly, GPR-IBA analysis. Additionally, as part of the validation, the con-

dition maps in all cases corroborated with the results of coring samples (destructive tech-

nique). 

6. The major advantages of RUIM include the following: a) results are superior to existing 

amplitude-based analysis; b) shows extremely good correlation with GPR-IBA analysis, 

coring samples, and thus, the actual concrete condition; c) a robust rapid method especially 

in cases of large profiles due to automated detections and consequently, condition mapping; 

d) ability to detect complex hyperbolic signatures and therefore, can be used beyond cases 

of structural elements with uniformly spaced rebars such as detection of buried objects like 
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pipelines or unmarked graves; d) reduced subjectivity devoid of human errors leading to 

consistently reliable and robust results; and e) utilizes user-information to assign optimal 

clusters and assist in detecting major anomalies, if present. 

7. Finally, laboratory tests were conducted in a controlled environment to evaluate the meas-

ured factor, entropy, used for detected regions and compare it with the amplitude values 

for subsurface objects. The results indicated that entropy yielded comparatively better re-

sults for all cases (rebars, air gaps, and water gaps).  

The V-JAM method is recommended to generate condition maps in case of GPR profiles with 

majorly well-defined hyperbolas while the RUIM method is recommended, and preferred over V-

JAM, for condition mapping of reinforced structural elements and robust detections of hyperbolic 

signatures in GPR profiles. 

6.2 Limitations and Future recommendations 

The limitations of developed models along with recommendations for future works are identified 

as follows: 

1. V-JAM requires the hyperbolic signatures in a GPR data set to consist of majorly well-

defined hyperbolas whose aspect ratio needs to be stretched/ shortened, if required, to 

maintain an aspect ratio like that of the trained classifier. Therefore, this model could lead 

to missing detections in GPR profiles especially in cases of complex signatures. 

2. V-JAM does not account for anomalies, nor does it consider any user-assisted information. 

However, the user-labeled anomalies module and user-assisted input of RUIM can be in-

corporated into V-JAM to overcome this limitation. 
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3. While RUIM can detect complex hyperbolic signatures, the anomalies are assigned man-

ually by the user. Advanced ML models can be augmented to reduce this user dependency. 

4. While RUIM can be used to obtain complex hyperbolic signatures in any GPR scan such 

as buried pipelines, some false positives may occur in the absence of layered reinforcement 

levels. These false positives might need to either be eliminated by enhancing the detection 

module or removing them manually (time-consuming in the case of large profiles). 

5. The RUIM model requires input from the user for optimal clustering and anomaly detec-

tion. While this could be a limitation, GPR analysts, typically in practice, are judicious to 

identify the presence of corrosion (including the distinction of severe corrosion) in GPR 

profiles and/or anomalies, if present. 

6. Both models assume that the structural element being inspected has (majorly) uniform 

rebar spacing with negligible rebar depth variation and that its surface layer has fairly 

uniform concrete cover thickness. The methods need to be further developed using tech-

niques such as regression analysis to account for such variants.  

7. Lastly, the laboratory analysis performed had some limitations, such as the short dimen-

sions of the slab, the absence of embedded rebars, and the fact that actual cracks/gaps of 

in-situ concrete contain impurities such as salts and corrosion products. As part of ongoing 

lab work, these drawbacks are being addressed by investigating GPR signals in reinforced 

(embedded) concrete exposed to varying levels of corrosion & potential in-situ field tests. 

Conclusively, two models, V-JAM and RUIM, have been developed for the condition assessment 

of structural elements, especially bridge decks. These models generate reliable condition maps as 

they have shown good reliability with existing approaches, especially the GPR-IBA method, and 

more importantly, validated with destructive cores. Therefore, such maps could be efficiently used 
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by bridge inspectors in making informed decisions regarding the repair and rehabilitation of reinforced 

concrete bridges.  
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8 APPENDIX 

This chapter showcases the hyperbolic detections obtained for each profile during the training phase of the V-JAM model. There are twenty-four profiles in the bridge deck, O2, 

and hyperbolic detections are shown in each profile during the training stage of the custom classifier based on the Viola-Jones Algorithm along with possible missing detections 

(false negatives) and false detections (false positives) in both layers.  

Profile 1 Total Detections: 164/222 

Possible Missing Detections False Detections 
3 1 (Hyperbola Present but insignificant) 
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Profile 2 Total Detections: 165/203 

Possible Missing Detections False Detections 
3 1 

 

 

Profile 3 Total Detections: 163/215 

Possible Missing Detections False Detections 
5 0 
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Profile 4 Total Detections: 154/192 

Possible Missing Detections False Detections 
13 0 

 

 

Profile 5 Total Detections: 159/220 

Possible Missing Detections False Detections 
7 0 
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Profile 6 Total Detections: 167/200 

Possible Missing Detections False Detections 
2 0 

 

 

Profile 7 Total Detections: 162/219 

Possible Missing Detections False Detections 
4 0 
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Profile 8 Total Detections: 161/236 

Possible Missing Detections False Detections 
6 1 

 

 

Profile 9 Total Detections: 144/201 

Possible Missing Detections False Detections 
44 1 
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Profile 10 Total Detections: 166/205 

Possible Missing Detections False Detections 
38 0 

 

 

Profile 11 Total Detections: 162/191 

Possible Missing Detections False Detections 
41 0 
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Profile 12 Total Detections: 157/187 

Possible Missing Detections False Detections 
47 1 

 

 

Profile 13 Total Detections: 160/187 

Possible Missing Detections False Detections 
48 1 
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Profile 14 Total Detections: 177/196 

Possible Missing Detections False Detections 
31 1 

 

 

Profile 15 Total Detections: 147/156 

Possible Missing Detections False Detections 
48 2 
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Profile 16 Total Detections: 153/118 

Possible Missing Detections False Detections 
46 3 

 

Profile 17 Total Detections: 160/191 

Possible Missing Detections False Detections 
5 0 
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Profile 18 Total Detections: 161/204 

Possible Missing Detections False Detections 
6 0 

 

 

Profile 19 Total Detections: 159/209 

Possible Missing Detections False Detections 
8 0 
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Profile 20 Total Detections: 153/213 

Possible Missing Detections False Detections 
14 0 

 

Profile 21 Total Detections: 166/215 

Possible Missing Detections False Detections 
3 2 
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Profile 22 Total Detections: 161/218 

Possible Missing Detections False Detections 
7 0 

 

Profile 23 Total Detections: 163/207 

Possible Missing Detections False Detections 
6 0 
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Profile 24 Total Detections: 159/197 

Possible Missing Detections False Detections 
8 1 
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