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Abstract

Expanding Horizons: A Comprehensive Exploration of Robustness, Performance and

Programmable Data Plane Routing in Next Generation Data Centers.

Mohamad Al Adraa

In recent years, data center networks have garnered significant attention, rapidly scaling up to

meet the demands of the explosive nature of current applications. One notable facet driving this ex-

pansion is the pivotal role these networks play in advancing artificial intelligence (AI) and machine

learning (ML). As applications like natural language processing models (e.g., OpenAI’s GPT series)

and image recognition algorithms for autonomous vehicles continue to evolve, data center networks

provide the essential computational infrastructure required for the training and deployment of these

sophisticated AI and ML models. Lately, significant efforts have been dedicated to enhancing the

performance of data center networks, particularly in comparison to the often performance-lagging

standard Clos-based topologies like Fat-Tree. One of the approaches for performance improvement

is to use alternative data center network topologies. Consequently, researchers explored topologies

based on Expander Graphs (EGs), such as Jellyfish, Xpander, and STRAT, where they exploited

the sparse and incremental nature of these new topologies. This thesis focuses on investigating the

STructured Re-Arranged Topology (STRAT) as a potentially robust and efficient design for next-

generation data centers. To benchmark STRAT’s performance against the well-known Expander

data centers, a robustness framework based on geometric and connectivity-based metrics, along

with throughput metrics, is adopted. The findings reveal that STRAT outperforms well-known Ex-

pander architectures, positioning them as promising alternatives that surpass the performance of

present Clos-based topologies. Moreover, such observations are validated through extensive flow

and packet level simulations, demonstrating STRAT’s superior performance as compared to other

Expanders.
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Moreover, the evolution of modern network technology has witnessed a transformative shift

with the advent of programmable switches, marking a paradigmatic leap in the realm of data cen-

ter networks. The programmable data plane of ASIC switches, a cornerstone of this technological

advancement, has emerged as a pivotal catalyst for unprecedented innovation and efficiency in data

center networks. Its versatility becomes evident in diverse applications, such as employing ML for

network classification, enabling dynamic routing mechanisms to achieve line-rate speeds, and im-

plementing In-band Network Telemetry (INT) for enhanced network visibility at a granular level.

These applications underscore the transformative power of the programmable data plane, transcend-

ing traditional limitations and ushering in a new era of adaptability and performance in data center

networks. Building upon this foundation, this thesis introduces a novel routing algorithm that is

meticulously prototyped on the BMv2 virtual programmable switch, leveraging the expressive ca-

pabilities of the P4 programming language. This implementation serves as a tangible demonstration

of the intersection between routing strategies, Expander-based topologies, and the programmable

data plane. Notably, the novel routing algorithm showcases superior performance improvements

over traditional Equal-Cost Multi-Path (ECMP) algorithm, affirming its potential as a promising

solution for harnessing the abundant path diversity inherent in the Expander next-generation data

center topologies.
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Chapter 1

Introduction

1.1 Background and Motivations

In recent years, the Data Center (DC) market has experienced exponential growth, reflecting a

shift in technological landscapes and an increased demand for online services. According to recent

report [4], the DC market had a value of 5.5 billion in 2019, and this figure is predicted to soar to 20

billion by 2026. This surge is indicative of the escalating demand for online applications, computer

architecture, and algorithms in the post-Moore’s law era [5, 6]. The unprecedented growth of on-

line services, encompassing on-demand video delivery, storage, social networks, cloud computing,

and financial services, necessitates a proportional expansion of DCs [7, 8, 9]. To accommodate

this demand, networks have evolved into mega-DCs, comprising hundreds of thousands of servers

interconnected by high-speed links [9]. Recognizing the challenges posed by the scale and siting

complexities in metropolitan areas, major DC operators like Amazon, Facebook, and Google have

transitioned to multi-DC regions [7, 8]. These regions consist of several relatively large DCs (typi-

cally 5±20) situated a few tens of kilometers apart, forming a cohesive network within a designated

region [7]. However, this scaling up of DCs introduces additional capital and operational expendi-

tures (CA-OP-EX) [10], making the management and operation of DCs increasingly intricate.

The complexity is further heightened by the advent of generative AI, such as Large Language

Models (LLMs), which demand extensive datasets, often in the order of hundreds of gigabytes or

more. The interaction between LLMs and Data Center Network (DCN) places substantial demands
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on network bandwidth, necessitating advancements in DC infrastructure to accommodate the esca-

lating data loads and computational intensity of modern applications.

To address these challenges and meet the performance requirements of next-generation DCs, the

architecture must be resilient to network failures, deliver low latency, and support high bandwidth

with diverse traffic patterns across servers [11]. In the pursuit of achieving these goals, a multitude

of topology designs have been proposed and discussed in the literature.

1.1.1 Data Center Topologies

In the realm of DC topologies, two predominant structural categories have emerged: Clos-

based topologies and Expander-based topologies. These architectural paradigms play a crucial role

in shaping the connectivity and efficiency of modern DCs.

Clos-Based Topologies

Clos-based topologies represent a class of network architectures characterized by a hierarchical

structure. Networks following Clos-based designs are deployed in rigidly structured configurations,

with examples including popular topologies like Fat-Tree, BCube, and DCell [12, 13, 14].

• Fat-Tree [12]: Fat-Tree topology consists of a k switch port count, Point of Delivery (POD)

with three-layer structure in the form of binary tree. The first layer comprises of (k/2)2 core

switches through which DC communicates with the outside world. The second layer consists

of k/2 aggregation switches per POD that distributes bandwidth between the low and top

layers. The third layer is the access layer consists of k/2 Top of Rack (ToR) switches per POD

connected to the servers. Notably, a Fat-tree is designed to support full bisection bandwidth

between the servers, ensuring that half of the servers can simultaneously communicate with

the second half at full capacity.

• BCube [13]: BCube topology is characterized by a recursive structure. Each layer consists

of BCube blocks, and each block has a fixed number of servers and switches. The structure is

defined by parameters such as the number of layers and the number of servers and switches

in each block.

2



• DCell [14]: DCell introduces a recursive structure with interconnected switches and servers.

The number of layers in a DCell determines the depth of recursion. In a DCell with k ports

per switch, each layer consists of k switches, and the number of layers defines the overall

structure.

The key feature of Clos-based topologies lies in their hierarchical organization, enabling efficient

routing and resiliency. While these topologies offer fault tolerance, their inherent hierarchy can

pose challenges in terms of horizontal scalability, flexibility and adaptability to dynamic workloads.

For example, in a Fat-Tree topology, adding a single server to accommodate rising service demands

necessitates the addition of an entire POD comprises of k switches to preserve the full bisection

bandwidth of the topology; however, it results in an increase in capital expenditure (CapEx).

Expander-Based Topologies

In contrast to the hierarchical nature of Clos-based topologies, Expander-based topologies present

a flat and more streamlined architecture. In this design, a single layer of ToR switches directly con-

nects to servers, simplifying the network structure and reducing the number of switches.

Initially, all Expander networks inherit from Random Regular Graph (RRG), a class of graphs

characterized by being d-regular (all nodes exhibit same degree), where d ≥ 3, and the product of

the number of nodes and d is even. RRG has found extensive applications in diverse fields such as

error-code correction, distributed systems, and more recently, in data center design [15]. In various

Figure 1.1: Illustrative example of Expander topologies [1], [2], [3].

practical scenarios, RRG demonstrates notable properties, particularly a high Edge Expansion (EE).
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EE refers to the presence of a significant number of edges connecting a subset of nodes to the re-

maining nodes in the graph. This characteristic is indicative of a graph with a small average shortest

path, translating in a network context to low-latency connectivity. The utilization of RRG as a foun-

dation for Expander networks underscores its effectiveness in constructing networks with desirable

properties, essential for applications requiring low-latency communication and high connectivity.

The following is a brief overview of the three next-generation expander topologies.

• Jellyfish [1]: (Fig.(1.1) is a RRG consisting of V switches with M ports each, [1]. d ports

on each switch are arbitrarily connected to other switches, and the remaining M −d ports are

tied to the servers. This topology can be easily extended by randomly removing edges, after

which, the new switch will be connected to the free ports that were previously attached to the

removed edges. It has been shown that Jellyfish supports 25% more servers at full capacity

compared to Fat-tree; a percentage that may increase with scale [1].

• Xpander [2]: (Fig.(1.1) is embodied by RRGs similar to Jellyfish, [2], but it is more cabling

friendly. Mainly, the nodes are grouped into clusters called meta-nodes, where there are no

connections between nodes in the same cluster. This means it has a lower wiring complex-

ity than Jellyfish. Moreover, Xpander is constructed, using a low-complexity algorithm, in

a deterministic manner that eliminates the probability of unreliable performance present in

Jellyfish. Specifically, Xpander adopts the 2-lifting algorithm proposed in [16], and [17] to

expand the topology to the desired number of nodes. Then, it rewires the links between meta-

nodes to improve the EE of the graph. The results in [2] show that Xpander matches the

performance of Jellyfish in terms of throughput and outperforms Fat-tree while using roughly

80− 85% of the switches.

• STructured Re-Arranged Topology (STRAT) [3]: (Fig.(1.1) is a novel, high efficiency

and low diameter flat DC topology with V switches and fixed-radix ToRs, proposed in [3].

STRAT belongs to the family of Expander graphs, and can be defined as a well-connected

d-regular graph with the lowest possible average distance and diameter between its nodes.

To construct a STRAT-based network, an empty network graph is initiated, and then through

a process of adding nodes and edges while preserving to have the lowest average distance
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possible a STRAT network is created. Similarly, an RRG network graph can be initiated and

then in a process of changing edges connectivity, a new low average distance STRAT is built.

Finally, the STRAT network is optimized by applying sophisticated algorithms (e.g., Genetic

Algorithm, [18] with Simulated Annealing, [19]) to minimize or maximize different graph

metrics including average shortest path, diameter, EE, among others. Therefore, STRAT

reduces the randomness in building Expanders (e.g., Jellyfish, Xpander), which leads to a

more efficient and optimized network. Moreover, to resolve the wiring problem, STRAT can

be clustered and deployed with optical patch panels, accounting for zero power and a tiny

cost. The work of [3] shows that this topology displays a substantial advantage compared to

Clos-networks, since it offers 40% hardware savings with 60% higher throughput.

Figure 1.2: Comparison of Fat-Tree and STRAT topologies for a network supporting 128 servers.

Clos-Based vs. Expander-Based

Motivated by Expander graphs’ sparsity and high connectivity, Expander-based topologies have

been proposed to tackle the challenges of the currently deployed DCs in terms of scalability, re-

siliency, and energy efficiency [20]. Intuitively, these Expanders’ characteristics (high EE, low av-

erage shortest path, low diameter, etc.) prevent traffic bottlenecks and ensure high network through-

put. Moreover, Expanders provide many disjoint paths between nodes, making the network more

resilient to failures. All of these network based intuitions are proven in Chapter 2 of this thesis.

Furthermore, recent proposals demonstrated that Expander DCs provide near-optimal throughput
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under one-to-one uniform traffic and outperform Clos networks, [21], [22].

Figure 1.2 illustrates a comparative example between Fat-Tree and STRAT. Both topologies

support 128 servers, with STRAT requiring 64 switches (8 ports each) and 192 links, while Fat-Tree

necessitates 80 switches (8 ports each) and 256 links. Furthermore, STRAT exhibits a 2.4 average

shortest path with a maximum hop of 3, contrasting with Fat-Tree’s 3.7 average shortest path and

maximum hop of 4. This not only underscores the efficiency of STRAT over a Clos topology but

also emphasizes its ability to achieve the same server support with a reduced number of switches

and links, translating to significant cost savings in DC setups. The smaller average shortest path

and diameter in STRAT further highlight its superior performance in resource utilization and net-

work connectivity, ultimately contributing to lower latency in data transmission and high bandwidth

support as number of hops between any two nodes is relatively small.

1.1.2 Programmable Data Plane

The evolution of programmable networks commenced with the advent of Software Defined Net-

work (SDN), a paradigm that decoupled the network control plane from the underlying infrastruc-

ture. SDN introduced a centralized and software-driven approach to network management, offering

unprecedented flexibility and programmability. In the continual pace of advancement, distributed

SDN has also been proposed in DCs to avoid a single point of failure. In this approach, many SDN

controllers are distributed across the data center, enhancing resiliency and ensuring continuous net-

work operation in case of failure. One application of SDN is to make forwarding decisions and by

adopting the OpenFlow protocol it installs forwarding rules into the switch. As SDN matured, the

focus shifted towards achieving programmability not only at the control layer but also within the

data plane itself.

This shift led to the emergence of Programmable Data Plane (PDP), a significant advancement

beyond traditional fixed-function Application-Specific Integrated Circuit (ASIC). Prior to 2016, data

planes were confined to rigid, predetermined algorithms within ASICs, rendering them as black-box

entities to network administrators. The turning point occurred with the introduction of the Barefoot

Tofino programmable chip in 2016 by Intel.

One of the most renowned programming languages for data planes is P4, which stands for
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Figure 1.3: PDP architecture, PISA abstraction model.

Programming Protocol-Independent Packet Processors (P4), [23]. P4 is a language meticulously

crafted to grant network administrators unparalleled flexibility in crafting data plane-specific codes.

It is distinguished by two crucial features: target and protocol independence, [24]. Essentially,

P4 enables the customization of packet processing behaviors without being confined to specific

communication protocols or underlying hardware architectures. These characteristics underscore

P4’s pivotal role in revolutionizing programmable network environments.

The programmability inherent in data planes offers a multitude of advantages, ranging from

customized packet processing to enhanced processing speed and reduced power consumption, [24,

25]. To illustrate PDP architecture, in Fig. 1.3 consider the PISA architecture that consists of a

parser, Match-Action Pipeline, and a deparser, [26].

• Parser: A finite state machine extracts packet headers, excluding the payload as the payload

insertion occurs at the end, ensuring efficient processing. For example, tofino utilizes approx-

imately 18 parsers per port for enhanced header resolution and parallelism.

• Match-Action Pipeline: It forms a parallel processing pipeline. Operating on a hit/miss basis,

it determines actions based on lookup key outcomes. It gets populated by the control plane,

and it provides control over packet header manipulation. A Match-Action pipeline comprises

of 12 to 20 units based on the data plane architecture.

• Deparser: Consisting of flow control statements to reassemble packet headers and payload

before transmitting to the egress port, it is essential for coherent packet structure reconstruc-

tion
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The significance of PDPs extends prominently to DCs. In the dynamic and complex environ-

ment of DCs, programmability plays a pivotal role in:

• Customizing Applications: Tailoring packet processing for specific applications within the

DCs environment. For instance, a DC-specific network protocol can be implemented in the

PDPs for better routing efficiency without requiring any changes in the application layer.

• Adapting to Workload Changes: Contributing to forwarding tables scalability by updating

their entries locally in the switch based on network conditions and traffic pattern.

• Optimizing Resource Utilization: Efficiently deploying diverse networking functions, leading

to the judicious use of hardware resources.

A concrete example of PDP usage in DCs is the dynamic creation of application-specific net-

work services. For instance, a DC can deploy load balancing, firewalling, and telemetry services

within a single programmable switch, optimizing resource usage and enhancing network efficiency.

Moreover, the integration of Machine Learning (ML) for network classification and resource man-

agement further extends the capabilities of PDPs, [27, 28, 29]. ML algorithms can intelligently cat-

egorize network traffic, enabling adaptive and automated resource allocation based on real-time de-

mand. This dynamic synergy between programmability and ML empowers DCs to achieve height-

ened operational efficiency, responsiveness, and adaptability to the evolving demands of modern

applications.

Indeed, the move towards Expander-based topologies marks a departure from the traditional hi-

erarchical structures seen in Clos-based topologies. The efficiency gains achieved by Expander DCs

(see Fig. 1.2) make them a compelling area of research, addressing challenges posed by the grow-

ing scale and complexity of contemporary DCs. However, despite the promising performance of

Expander DCs, a comprehensive analysis, especially in the case of STRAT against state-of-the-art

Expanders like Jellyfish and Xpander, is notably absent from the existing literature. Furthermore,

the robustness of Expander DCs remains an underexplored dimension, with robustness studies tradi-

tionally focused on multilayered topologies. Moreover, recognizing the vast potential of Expander

DCs and leveraging the emerging of PDPs to empower DC efficiency, motivated the propose of an

efficient routing protocol tailored to Expander DCs to exploit their power and characteristics.
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1.2 Thesis Contributions

Building upon the motivating factors highlighted in the preceding section, this thesis makes

significant contributions to the field through the following:

1.2.1 Comprehensive Performance and Robustness Analysis of Expander-Based DCs

In chapter 2, we investigate STRAT as an efficient Expander-based topology for next-generation

DCs. Hence, motivating the exploration of its achieved robustness and throughput performance

compared to the existing earlier-mentioned state-of-the-art flat topologies for the purpose of high-

lighting its key advantages. To the best of the authors’ knowledge, this is the first in-depth study

on the state-of-the-art Expander topologies specifically STRAT, Xpander, and Jellyfish, with major

contributions that can be summarized as follows:

(1) An extensive robustness comparison is performed between STRAT, Jellyfish and Xpander us-

ing geometric and connectivity-based metrics. The study also examines how switch failures

affect these metrics. The result shows the superiority of STRAT as a possible design for high

performance DCs, as it achieves ≲ 13% lower average shortest path, and ≲ 11% higher spec-

tral gap. Moreover, it is shown that STRAT remains more robust under random and targeted

failures than Jellyfish and Xpander, and although STRAT’s robustness decreases faster than

that of the other topologies, it is never worse.

(2) A scalable Multi-Commodity Flow (MCF) optimization problem using only K-paths is for-

mulated, with the aim of maximizing the minimum end-to-end demand throughput. The MCF

optimization objective ensures some fairness among flows, making it more efficient than us-

ing k-shortest path routing. To this end, the throughput of STRAT, Jellyfish, and Xpander is

analyzed as a key performance metric of DCs. Using the all-to-all traffic matrix, the analysis

shows that STRAT outperforms other Expander-based topologies by approximately 6− 7%

(3) An extensive flow and packet level simulations using Mininet [30] and Netbench [31] network

simulators are conducted. The simulation result demonstrates that STRAT has better flow

completion time ≲ 8%, indicative of enhanced latency and throughput, using various existing
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routing in the literature (e.g., ECMP[32], VLB[33], KSP[34], and HYB[22]) and under dif-

ferent traffic matrices (e.g., all-to-all Facebook DC’s workload, and ProjectToR rack-to-rack

Microsoft DC’s workload[22]) as compared to Jellyfish and Xpander.

1.2.2 Expander-Based Data Center Routing: A Programmable Data Plane Perspec-

tive

In Chapter 3, our focus shifts to the integration of Expander-based network features with the

revolutionary capabilities offered by PDPs. The primary contribution of this chapter lies in the

introduction of a novel routing algorithm tailored for Expander DCs and designed to operate ex-

clusively within the data plane which enhances the efficiency of data packet forwarding, ensuring

line-rate speed and responsiveness. This approach significantly reinforces the network’s scalability,

a critical factor in addressing the evolving demands of emerging Mega DCs. Notably, our work ex-

tends beyond theoretical propositions by practically implementing the new routing algorithm using

P4 [24]. P4, as the predominant language in the realm of PDPs, facilitates a seamless integration

that aligns with industry standards, underscoring the practical viability of our contributions. Indeed,

this chapter lays the groundwork for a paradigm shift in Expander-based DC routing, combining

the inherent advantages of Expander topologies with the programmability and efficiency of PDPs to

meet the complex challenges of modern DCs environments.

1.3 Thesis organization

This thesis embarks on a journey through the intricate landscapes of Expander-based network

topologies and the transformative realm of PDP routing algorithms. In Chapter 2, unfolds as the

cornerstone, unveiling the STRAT architecture’s efficiency and robustness through a meticulous

comparative study. Chapter 3 pivots to the revolutionary domain of PDP routing algorithms, intro-

ducing a novel approach tailored for Expander DCs. Finally, Chapter 4 synthesizes key findings and

contributions, and outlining future research directions.
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Chapter 2

Comprehensive Performance and

Robustness Analysis of Expander-Based

Data Centers

2.1 Overview and Motivation

2.1.1 Legacy Data Centers

The development of DCs has been primarily driven by the creation of new DC topologies that

are scalable, low-latency, and resilient. The most well-known DC topology is the Fat-tree, which

has a hierarchical structure. Fat-tree can be built in two different ways, such as a two-layer Fat-

tree (leaf and spine) adopted by Facebook [35] and a three-layer Fat-tree (edge, aggregation, and

core) proposed by Google [12]. F10 [36] is a more robust version of the three-layer Fat-tree that

rewires the redundant links in the core layer for increased resiliency. VL2 [37] is based on the

three-layer Fat-tree with slight modifications to the upper layer to have complete bipartite graph

between aggregation and core layers. DCell [14], BCube [13], and MDCube [38] are server-centric

topologies that use servers as both switching and endpoint devices. These topologies can be built in

a recursive manner, duplicating blocks of switches and servers to achieve the desired topology.
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2.1.2 Reconfigurable Data Centers

Optical Circuit Switching (OCS) is a cutting-edge technology that offers high bandwidth to

accommodate the demands of ML and big data applications. This new technology opens the door

to low-latency and high-bandwidth reconfigurable DCs. c-Through [39] is based on the three-layer

Fat-tree, with all ToR switches directly connected to an OCS for fast host routing. Helios [40] is

another reconfigurable DC consisting of two layers (leaf and spine), with a combination of electrical

and optical switches in the spine layer. Helios uses the max-min fairness problem to distribute traffic

across paths. Flexspander [41] is a novel reconfigurable DCN topology which incorporates OCSs

into the network architecture to enhance its performance. Flexspander is composed of different

PODs, each of which forms a well-designed expander graph. The interconnections between the

pods are established through the OCSs, allowing the network to dynamically adjust to predicted

traffic patterns and improve communication efficiency.

2.1.3 Expander Data Centers

While Legacy DCs, epitomized by topologies like Fat-tree, have been foundational in providing

resiliency, they grapple with challenges posed by scalability and dynamic workloads. The hierar-

chical structures inherent in these designs may limit their adaptability to fluctuating computational

demands. On the other hand, reconfigurable DCs, leveraging technologies like OCS, showcase

promising features for high bandwidth and low latency. However, the practical implementation of

such reconfigurable architectures is still an area of active research and experimentation. As the in-

dustry seeks solutions that balance adaptability, performance, and scalability, Expander-Based DCs

emerge as a compelling paradigm for the next generation of DCs. These DCs, encompassing de-

signs like Jellyfish, Xpander, and STRAT, introduce innovative topologies that exhibit robustness,

efficiency, and the ability to dynamically adjust to varying traffic patterns. In the following sections,

we delve into a comprehensive exploration of Expander-Based DCs, elucidating their performance

and robustness advantages.
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In the context of Expanders’ performance, several metrics were adopted to verify their per-

formance [42, 43, 11]. The authors of [42] derived an upper bound for the throughput of the ho-

mogeneous topologies and demonstrated that Jellyfish (RRGs) throughput complies with this bound

under a random permutation traffic matrix. Additionally, they showed that RRGs can be used in het-

erogeneous topologies in order to improve the overall DC performance. [43] studied the throughput

of Xpander in terms of the demand-completion-time metric. The authors validated that Xpander

achieves a throughput close to one when using a single permutation matrix, which is not the case

when the traffic matrix is a collection of permutation matrices. The authors of [11] affirmed that

bisection bandwidth is not a sufficient metric to study the performance of DCs. In their study, they

showed that Expanders can achieve full bisection bandwidth in places where they lack full through-

put, and this raises many questions about prior research on the DCs’ performance.

Furthermore, several existing work studied Expanders’ performance compared to current DC

networks [44, 22, 21, 45]. The authors of [45] demonstrated that even though Expanders are static

topologies (not re-configurable), yet flexible enough to provide network capacity compared to the

Fat-tree network. Through flow evaluation and discrete packet simulation, they showed that with

67.5−80% of comparable cost, Expanders were capable of outperforming Fat-tree in all traffic sce-

narios. The work of [22] verified that Xpander beats Fat-tree under different skewed traffic matrices

using a combination of ECMP, flowlet switching and valiant load balancing. In [21], the authors

compared the performance of DRing (simple ring topology), Expanders (RRGs), and leaf-spine

topologies. They considered two different routing schemes including ECMP and shortest-union, a

practical routing algorithm for flat networks, and they determined that DRing and Expanders have

lower Flow Completion Time (FCT) on different scales and under various traffic matrices than leaf-

spine network. Last but not least, in [44] the authors developed a framework to benchmark the

throughput of network topologies, including Fat-tree, Longhop, Slim Fly, and Jellyfish.

2.2 Robustness of Data Centers Topologies

DCs are expected to provision/support highly elevated service availability (e.g., from five to six

nines) regardless of their susceptibility to failures and/or saturation; particularly when operating
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under high data traffic loads. Failures typically manifest themselves in three main forms, namely:

i) hardware failures (e.g., physical links, switches, etc), ii) software failures (e.g., protocols, ap-

plications, etc), and, iii) human errors (e.g., falsified input parameters, erroneous configurations,

etc) [20]. In this regard, emphasis is directed towards the fact that failure prevention is remarkably

less costly than failure recovery and much more efficient from the perspective of network operabil-

ity and functionality. The literature displays many definitions for the term "network robustness"

(e.g., [46]), though herein, network robustness refers to the resiliency of the network performance,

following physical network component failures; precisely switch and/or link failures.

In light of the above discussion, several studies have systematically explored DC network ro-

bustness [47, 46, 48, 49, 8]. For instance in [47], the authors investigated how failures (switches,

servers, and links) affect Clos-based topologies, modelled as graphs, in terms of connectivity and

path length. For the same topologies, the authors of [46] applied a combination of the classical

network robustness metrics, such as diameter, elasticity, and heterogeneity, under various failure

scenarios. They also introduced a deterioration parameter, which measures a metric’s degradation

after network failure. The work of [48] conducted theoretical and simulation-based robustness anal-

ysis, where they showed that BCube and DCell exhibited better resiliency than Fat-tree. In [49], a

robustness study was carried out on the multilayered topologies to reflect the influence of failures

on connectivity. Therein, the metric (µ-A2TR) identified how hard it is to break the network into

different subnetworks given a specific failure type and topology. Finally, the work of [8] examined

how failures affect the traffic routed in a multilayered topology and showed the gain that redundancy

of aggregation switches and links may provide in the case of failure.

2.3 Robustness Analysis of Expander Data Centers

Failures in DCs often lead to catastrophic consequences if not timely and adequately han-

dled/recovered where recovery costs can be remarkably high especially that recovery is required to

be seamless. Recently, Rogers Communication experienced a disastrous outage because of routers

ill-configuration that stopped Internet services for roughly 2.25 million subscribers and brought
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down emergency calls and some banking services, [50].1 Moreover, around 60 autonomous cars

developed by Cruise experienced a server outage causing a traffic blockage in San Francisco, [51].

Unarguably, driven by the possibility that such severe scenarios may arise, designing robust net-

works that would take into account such failures and counteract them is a must. In this regard,

this section is dedicated to laying out an extensive analytical framework that quantifies network

robustness in terms of various metrics for Expander DCs. This framework will assist the reader

in understanding the impact of physical failures through providing in-depth and in-breadth insights

into the occurrence of such failures. This framework starts by presenting the system model which

explain how each DC topology is modeled.

2.3.1 System Model

A DC network topology is modeled herein as a graph G = (V, E) where V and E are the set

of nodes representing the switches, and the set of edges that connect these switches, respectively.

Thus, the considered topology consists of V = |V| switches, and E = |E| links. Also, we assume

that each switch is equipped with M ports. Since Expanders used herein are d-regular graphs, each

switch is connected to d other switches while the remaining M−d switch ports are switch-to-server

connections. β ∈ R
V×V is the adjacency matrix of G, with:

βe =















1 if link e = (i, j) ∈ E ,

0 otherwise.

In the following, the capacity of link e = (i, j), for each e ∈ E , that connect nodes i and j,

for all i, j ∈ V , is denoted by C(e) and satisfies C(e) ≥ 0. The maximum bandwidth of traffic

traversing link e should not exceed C(e). For the sake of clarity, let F = {f1, f2, . . . , fN} be the

set of flows in the network. Each flow f ∈ F is defined by the tuple fn = (sn, dn, bn), where sn, dn

and bn are the source, destination, and the demand of the flow fn, respectively, for all sn, dn ∈ V .

F constitutes a general traffic matrix that can represent all-to-all, random shuffling, or any type of

1Canadian mobile carrier.
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skewed traffic patterns. It follows that
∑N

n=1 f
n
e ≤ C(e), where fn

e represents the portion of flow

fn traversing the edge, e = (i, j), where fn
e ≤ bn. For the purpose of this study, Jellyfish/Xpander-

based network instances are generated by feeding a Python-based script employing NetworkX (see

[52]) with high-level input parameter values such as the number of switches, number of servers,

and switches’ port count. To this end, Jellyfish and Xpander topologies are established based on the

algorithms provided in [1], [2], respectively. On the other hand, STRAT (see [3]) is generated using

an in-house framework. The experiments are performed over five different topologies, starting with

a small-scale network and moving to a large-scale network unless stated otherwise. Since Jellyfish,

Xpander and STRAT belong to the same family of graphs, identical number of links, switches and

servers is used for all them.

2.3.2 Robustness Metrics

What follows is a brief summary of the adopted structural robustness metrics utilized in con-

ducting network robustness analyses:

• Average Shortest Path Length, (ASPL), denoted by Lsp is the sum of all path lengths between

every source-destination pair in the network averaged by V × (V − 1). In general, a network with

small Lsp tends to be more robust [53]. In this regard, it has been proven that the lowest Lsp for

d-regular graphs is:

L
∗
sp =

∑b−1
a=1 a× d× (d− 1)a−1 + b×R

V − 1
, (1)

where

R = V − 1−
b−1
∑

a=1

d× (d− 1)a−1 ≥ 0, (2)

and b is the largest integer satisfying (2).

• Diameter, D, is the number of hops corresponding to the longest path’s length among all

shortest paths between each source-destination pair. Generally, networks with a small diameter are

more likely to be able to withstand failure occurrences, [54]. Noting that the lower bound of a

d-regular graph is ⌈logd V ⌉ [2], where ⌈x⌉ is the ceiling of x.
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• Spectral Gap, ∆λ, is the difference between the largest and the second largest (in absolute

value) eigenvalues of the adjacency matrix. Usually, high EE implies high spectral gap, which

indicates the goodness of a graph [55]. Therefore, ∆λ is used to approximate the expansion of

d-regular graphs, since computing the EE of d-graphs is NP-hard, [56]. High value of ∆λ relates to

better resiliency in the network [57].

• Algebraic Connectivity, λ2, is the second smallest eigenvalue of a graph’s Laplacian matrix.

λ2 indicates the difficulty to break the network into different sub-networks. Specifically, a graph

with a high value of λ2 infers that the topology is more resilient against switch and link failures

[57].

• Betweenness Centrality is the number of shortest paths traversing a switch (σ1) or a link (σ2)

normalized by 2/((V − 1)(V − 2)). In fact, betweenness centrality quantifies the influence that

a component (switch and/or link) incurs on the network. In other words, whenever a node and/or

edge with a large betweenness fails, it has the potential to disrupt the network as a whole. Thus, it

is evident that a network with smaller nodes’ and edges’ betweenness will likely be less disrupted

by failures, [57].

In essence, the above classical metrics are based on the concepts of graph theory. In other words,

these metrics study the structural properties of a network without introducing switch or link failures.

In this regard, Deterioration, DT is a dynamic metric that quantifies the impact of various types of

failures on the network robustness. DT evaluates the degradation of a metric MT (e.g., Lsp and

λ2) under various failure percentages, [46]. This metric reflects the QoS of many important network

measures such as delay, jitter, and packet loss. Let δ0 be the value of δ when the network does not

have any failure, and δi be the value of δ at i percent of switch and/or link failure. Then DT can be

computed as:

DT =

∣

∣

∣

∣

1

δ0

(∑n
i=1 δi
n

− δ0

)∣

∣

∣

∣

(3)

where |x| is the absolute value of x.

In fact, failures in DCs can be classified based on their cause into random and target failures,

[53]. Unexpected (random) failures are caused by hardware (switch or link), congestion, or human
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(a) Average Shortest Path Length (b) Diameter

Figure 2.1: Comparison of Average Shortest Path Length and Diameter VS. the number of switches.

errors. This kind of impairment occurs indiscriminately. On the other hand, target failures result

from external attacks directed to some of the network’s switches and/or links. For example, failure

of nodes or edges with high betweenness centrality may lead to higher performance degradation

than nodes or edges with lower betweenness centrality.

2.3.3 Numerical Evaluation

In this section, extensive numerical simulation is conducted to evaluate the robustness of STRAT,

with both Jellyfish and Xpander adopted as benchmarks. In this simulation environment, five differ-

ent network sizes are considered with a fixed switch degree of d = 15. In fact, the robustness metrics

described earlier are used herein, i.e., average shortest path length, diameter, spectral gap, algebraic

connectivity, and betweenness centrality. Additionally, the deterioration of these robustness metrics

under switch failures is investigated. Specifically, random and target failures are introduced on the

network switches within a range of 0 to 12% in a step of 2%. In both types of failure, it is ensured

that the network is represented as a new graph Ĝ(V̂, Ê), where Ĝ ⊆ G, remains connected after the

failures. On a side note, reported results are averaged over 100 independent Monte Carlo runs in the

case of random failure.
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(a) Spectral Gap (b) Algebraic Connectivity

Figure 2.2: Comparison of Spectral Gap and Algebraic Connectivity VS. number of switches.

Robustness Performance Without Failure

Fig. 2.1a and Fig. 2.1b plot Lsp and D, respectively, while varying the number of switches.

Particularly, Fig. 2.1a illustrates the gap between Lsp of each network (i.e., STRAT, Jellyfish, and

Xpander) and the lower bound in (1). The figure shows that all Expanders achieve the lower bound

at a small scale network. However, as the network size increases, the optimality gap increases (i.e.,

larger Lsp). Moreover, it is evident that STRAT keeps attaining a better Lsp (smaller gap) than both

Xpander and Jellyfish, because of the way STRAT is constructed. For example, at V = 256, the

gap between the achieved Lsp of STRAT and the lower bound is only 5% compared to 13% for both

Jellyfish and Xpander. Accordingly, traffic circulating through STRAT topology will experience

shorter paths and lower latency towards the destination. As a result, STRAT will be less penalized

by failures. Fig. 2.1b shows the diameter against the number of switches of the network. It is

clear from the figure that STRAT has smaller diameter which is equal to the theoretical lower bound

(⌈logd V ⌉) while that of Jellyfish and Xpander are respectively within 1 hop from this lower bound.

Therefore, STRAT will be more resilient to failures, and network flows will experience low end-to-

end latency.

Fig. 2.2a and Fig. 2.2b illustrate the spectral gap, ∆λ and the algebraic connectivity, λ2, respec-

tively, while varying the number of switches. The figures show that both ∆λ and λ2 are decreasing

as a function of the number of switches. This decrease in ∆λ and λ2 is expected since increasing
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(a) Node betweenness CDF with V = 256 and d = 15 (b) Edge betweenness CDF with V = 256 and d = 15

Figure 2.3: Cumulative distribution function of node and edge betweenness.

the number of switches while maintaining the same degree, d = 15 in this example, involves fewer

links needed to break the network. The figure also demonstrates that STRAT has better ∆λ and λ2,

exhibiting higher values, compared to Jellyfish and Xpander, which further confirms that STRAT

is more resilient. Even though Jellyfish and Xpander achieve similar Lsp and D at small sized

networks to that of STRAT, the latter manifests greater ∆λ and λ2, which validates its robustness

even for such networks. Furthermore, Xpander manifests slight improvement in ∆λ and λ2 over

Jellyfish. Hence, Xpander appears to be more robust, which can be attributed to Jellyfish’s random

nature.

Fig. 2.3 demonstrates the cumulative distribution function (c.d.f.) of the node and edge be-

tweenness for network size, V = 256, (i.e., G(256, 1920)). Fig. 2.3a vividly shows that STRAT

has a much smaller maximum of node betweenness, which means that switches will not be as prone

to overloading as much as in Jellyfish and Xpander. In other words, all nodes in STRAT have rel-

atively similar node betweenness (0.0046), where every node is traversed by around 149 shortest

paths. On the other hand, nodes in Jellyfish and Xpander display various levels of betweenness. An

insignificant portion of the nodes exhibits a small betweenness (155 shortest path), whereas the rest

of them are traversed by shortest paths ranging from 160 up to 190. Hence, for STRAT, traffic will

be more spread out and there will be fewer potential bottlenecks in the network due to the fact that

all the nodes host the same number of shortest paths. On the contrary, for Jellyfish and Xpander,
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Figure 2.4: Node betweenness distributions with V = 16 and d = 6.

Figure 2.5: Edge betweenness distributions with V = 16 and d = 6.

nodes with high betweenness will experience more intense traffic leading to higher chances of net-

work congestion. Another indication is that if a node fails in the latter the consequences will be

more server because the network will be loosing a higher number of shortest path. Similarly, Fig.

2.3b shows that STRAT has smaller maximum of edge betweenness, which means that less number

of shortest paths are attributed to the same link. Thus, traffic is more spread out over links enhancing

the overall utilization of the network.

For more elaboration, Fig. 2.4 and Fig. 2.5 are Heat-Map representations of node and edge

betweenness, respectively, for small network size, V = 16. The figures illustrate that all nodes and

edges of STRAT exhibit nearly similar and low betweenness compared to Jellyfish and Xpander,

which leads to the same intuition concluded from the 256 network’s betweenness experiment. More-

over, these results reveal that target failures will cause severe performance degradation in Jellyfish

and Xpander as most of their nodes and edges have large maximum betweenness leading to a bigger

loss in terms of shortest paths compared to STRAT.
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Table 2.1: Deterioration of robustness metrics under random switch failure.

Lsp ∆λ λ2

N (%) DT(%) DT(%) DT(%)

STRAT Xpander Jellyfish STRAT Xpander Jellyfish STRAT Xpander Jellyfish

2
2.18 2.337 2.347 8.570 7.914 7.643 8.579 7.831 7.617

(0.549) (0.311) (0.301) (3.537) (2.815) (2.458) (2.41) (3.947) (3.194)

4
2.193 2.345 2.354 8.339 7.687 7.431 8.287 7.531 7.363
(1.101) (0.628) (0.607) (4.976) (5.439) (4.881) (6.826) (7.630) (6.418)

6
2.205 2.361 2.352 8.110 7.459 7.223 7.985 7.111 7.233
(1.659) (0.949) (0.917) (7.393) (8.035) (7.254) (10.216) (11.285) (9.622)

8
2.217 2.360 2.368 7.883 7.236 7.016 7.680 6.946 6.849
(2.219) (1.277) (1.240) (9.795) (10.612) (9.677) (13.643) (14.811) (12.952)

10
2.229 2.368 2.376 7.656 7.018 6.802 7.365 6.661 6.595
(2.788) (1.609) (1.556) (12.153) (13.185) (12.057) (17.185) (18.299) (16.175)

12
2.241 2.376 2.385 7.431 6.800 6.598 7.0442 6.386 6.337
(3.352) (1.949) (1.887) (14.526) (15.732) (14.522) (20.794) (21.676) (19.464)

Table 2.2: Deterioration of robustness metrics under targeted switch failure in which switches with

high betweenness are dropped out.

Lsp ∆λ λ2

N (%) DT(%) DT(%) DT(%)

STRAT Xpander Jellyfish STRAT Xpander Jellyfish STRAT Xpander Jellyfish

2
2.181 2.340 2.349 8.601 7.905 7.612 8.594 7.777 7.563
(0.571) (0.444) (0.426) (2.473) (3.039) (3.257) (3.365) (4.606) (3.673)

4
2.194 2.350 2.358 8.395 7.649 7.355 8.303 7.534 8.687
(1.188) (0.864) (0.799) (4.802) (6.175) (6.524) (6.646) (7.593) (6.786)

6
2.207 2.361 2.368 8.163 7.353 7.079 8.036 7.202 6.801
(1.799) (1.337) (1.223) (7.435) (9.813) (10.025) (9.645) (11.666) (13.557)

8
2.223 2.370 2.375 7.906 7.084 6.835 7.757 6.876 6.542
(2.501) (1.731) (1.561) (10.349) (13.114) (13.128) (12.779) (15.659) (16.849)

10
2.235 2.379 2.384 6.197 7.702 6.836 6.615 7.479 6.442
(3.061) (2.107) (1.935) (12.657) (16.155) (15.926) (15.902) (20.991) (21.237)

12
2.25 2.390 2.394 7.457 6.567 6.354 7.103 6.201 5.584

(3.748) (2.582) (2.344) (15.444) (19.454) (19.241) (20.129) (23.939) (29.027)

Robustness Performance Under Switch Failures

Tables 2.1 and 2.2 demonstrate the impact of switch failure on the structural properties of the

network in terms of Lsp, ∆λ and λ2. The results interpret each metric and its deterioration under

both random and targeted switch failures. Although the Lsp of STRAT deteriorates, in general,

faster than that of Jellyfish and Xpander, it still exhibits lower values. This is because STRAT is

22



mainly optimized toward minimizing the Lsp, making it more sensitive. Similarly, since Xpander

is optimized to enhance the spectral gap (equivalent to enhancing the algebraic connectivity), its

spectral gap is more sensitive to failure compared to STRAT and Jellyfish. However, as shown in

Table II (target failure), the deterioration rates of both Jellyfish and Xpander are higher than that

of STRAT’s in terms of ∆λ and λ2. For example, at 10% failure, STRAT’s deterioration rate is

roughly 5% less than that of the two other topologies. This indicates that with increasing failure

percentage STRAT proved to be less vulnerable when it comes to the loss of the available shortest

paths.

2.4 Throughput Analysis

2.4.1 Throughput Maximization

Among the most famous DC routing algorithms are the ECMP, [32], and K-Shortest Path (KSP),

[34]. Of the two, ECMP seamlessly exploits the paths in a traditional Clos-network, where many

paths have the same cost (e.g. Fat-tree). However, it falls short when it comes to Expander DCs

due to the path cost diversity. As shown in [2] and [1], KSP could utilize Expanders’ paths more

efficiently than ECMP. Still, KSP does not optimally benefit from this advantage of Expander DCs

because, after all, it is bounded by K-paths, so it could partially exploit the variety of paths supplied

by Expander DCs in general, STRAT in specific. To illustrate Expanders’ rich throughput perfor-

mance, a Multi-Commodity Flow (MCF) optimization problem is formulated with the objective of

maximizing the fraction of flow demand, that each commodity can send to guarantee fairness be-

tween demands. The motivation is to determine the maximum throughput that Expander DCs can

optimally achieve while efficiently using their path diversity. Let α be the variable that controls the

fraction of demand of all flows in the network. Then, the optimization problem can be written as

follows:
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P : max
B,α

α (4a)

s.t.
∑

n∈N

bn(j,i) ≤ C(j, i), ∀ (j, i) ∈ E , (4b)

∑

i

bn(j,i) . βj,i −
∑

i

bn(i,j) . βi,j =































+α . bn if j = dn,

−α . bn if j = sn,

0 otherwise,

∀j ∈ V (4c)

0 ≤ bn(j,i) ≤ bn, ∀(j, i) ∈ E , ∀n ∈ N (4d)

0 ≤ α ≤ 1. (4e)

B = {b1,b2, . . . ,bn, . . . ,bN} is the matrix that represents the flow optimization variables,

where bn of size R2×E is the vector of flow variables of commodity n. Variable bn(i,j) represents the

rate of the commodity n passing through edge (i, j). Constraint (4b) guarantees that the total traffic

traversing through link (i, j) does not exceed the total link capacity. (4c) represents the flow con-

servation constraints. (4d) and (4e) represent the boundary constraints. P is a linear programming

(LP) problem which was programmed using PuLP Python library [58] and solved using the CPLEX

solver, [59]. However, problem P is not scalable by nature due to the large number of optimization

variables included when All-paths are being used. Consequently, a path-based approach is applied,

where only flow variables belonging to the first K-paths are incorporated in P . This significantly

reduces the total number of variables to be optimized. The K-paths based approach proves to pre-

serve the optimality, increase the scalability, and decrease the time complexity of P . To clarify, let

En be the set of possible edges that demand n can traverse through, where En = |En| << 2 × E.

Accordingly, the number of adopted variables is much lower than that of P .
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(a) All-to-All throughput V.S. the number of paths. (b) Average number of hops V.S. the number of paths.

Figure 2.6: All-to-All throughput and average number of hops VS. K, with V = 64 and d = 15, in

which the dashed lines correspond to the All-paths based solution.

2.4.2 Numerical Evaluation

In an attempt to show that the K-paths based optimization problem, with fewer optimization

variables, guarantees a near-optimal solution, throughput was evaluated while varying the number

of utilized paths assuming all-to-all traffic matrix (see Fig. 2.6). In all the conducted experiments,

throughput has been normalized relative to the upper-bound predefined in [42] according to the

following formula:

T ∗
(V,d,|F|) =

V × d

|F| × L
∗
sp

(5)

This upper-bound proved to reflect the throughput of d-regular graphs under a random permu-

tation traffic matrix. Moreover, for d ≥ 13, Equation (5) approximates the throughput upper-bound

under all-to-all traffic [42].

For DC networks consisting of 64 switches (V = 64), Fig. 2.6a shows that the normalized

throughput increases as more paths are employed, and it saturates at the optimal solution for all

topologies (STRAT, Xpander, and Jellyfish) when K is large relative to V , (i.e., K = 5). This is

because a large K is enough to exploit the full diversity of topology while using MCF to distribute

the traffic in the optimal way such that the optimal solution is almost attained.

On the other hand, Fig. 2.6b presents the average number of hops while varying K for the same
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64 switches network. One can see that STRAT has an average number of hops lower than both

Jellyfish and Xpander. This figure gives a similar intuition, as K increases, traffic will be spread

out over more paths; therefore, the number of hops traversed by a flow will gradually increase such

that the network throughput increases. It is worth noting that the trade-off between the number

of hops and the maximum throughput plays a critical role in this behaviour. Remarkably, at low

K (few optimization variables), the flows are constrained by a limited number of short paths that

reduce both the average number of hops and the maximum throughput. On the contrary, increasing

the number of paths (i.e., incorporating a larger number of optimization variables) provides a better

degree of freedom which helps the network in achieving higher throughput.

(a) All-to-All throughput V.S. the number of paths. (b) Average number of hops V.S. the number of paths.

Figure 2.7: All-to-All throughput and average number of hops VS. K, with V = 256 and d = 15,

in which these results are obtained using the K-paths based approach.

Fig. 2.7a. and Fig. 2.7b. present the same experiment for 256 switches network. However,

in this case, it is observed that more K-paths are needed to reach the optimal solution. This be-

havior is due to the larger network size, which increases the number of paths between any pair of

switches, leading to higher path diversity. In summary, these experiments show that considering a

large enough K is sufficient to attain the optimal performance with lower complexity and computa-

tional time than when all paths are incorporated into the problem.

To further extend the analysis and highlight the scalability of the K-path approach, an additional

experiment was conducted on a STRAT network with 512 nodes. Table 2.3 displays the All-to-All

throughput, the relative margin of error between the throughput obtained by the algorithm and the
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k All-to-All throughput Error (%) Time

1 0.003484321 70.082483 0.11095

5 0.010461318 9.795759 5.87395

10 0.011461318 1.203100 26.34145

15 0.011461318 1.203100 32.20154

Table 2.3: Run time (in hours) of the K-paths based MCF under various values of K, for V = 512.

upper bound derived in Equation 5, and the time taken to solve the MCF problem for various values

of K. The results show that as the value of K increases, the error percentage decreases. For

instance, for K = 1, the algorithm achieves the highest error percentage at 70.08%, indicating a

high margin of error between the obtained throughput and the theoretical upper bound due to the

limited paths used by the algorithm. Interestingly, for K = 10 and K = 15, the same throughput

value is achieved with a relatively small error rate of around 1.2% within a reasonable amount of

time. This implies that for larger networks, where the All-path based approach would take very long

time if it were to converge, a suitable trade-off can be found between K and relative error. In other

words, one should select a suitable value for K such that the MCF problem can be solved within

a reasonable time frame while still achieving a relatively small margin of error with respect to the

upper bound.

Figure 2.8: All-to-All throughput for different networks’ sizes with fixed d = 15 using the K-paths

solution.
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Assuming the all-to-all traffic, Fig. 2.8 depicts the maximum throughput achieved by the various

Expander DCs at different network sizes with a fixed degree (d = 15). Clearly, STRAT outperforms

both Jellyfish and Xpander, which roughly attain identical throughput. Precisely, STRAT’s is 6−7%

closer to the upper-bound. It is important to note that the reason behind the dip in the throughput

(Fig. 2.8) is that, at V = 256 the upper bound loosens. This occurs because as V gets larger, Lsp

jumps in steep increments, 20% increase in Lsp (Fig. 2.1a), which starts a new cycle for the bound

(For more explanation, readers are referred to [42]).

(a) All-to-All throughput. (b) Average number of hops.

Figure 2.9: Results for All-to-All throughput and average number of hops under link failure apply-

ing the K-paths solution with V = 128 and d = 15.

Fig. 2.9a presents the throughput’s degradation under link failure. The fail rate along the x-axis

signifies the percentage of the failed links from the total number of links present in the network.

These links are intentionally chosen to be those with higher betweenness centrality to observe the

impact they induce. Once the link failure percentage bypasses a certain threshold of X%, the nor-

malized throughput is recomputed. Under such failures, STRAT seems to degrade more gracefully

than the other Expanders, which show very similar behavior. At the fail rate of 16%, the three net-

works converge because removing a large number of links from the network severely impacts the

structural properties of networks, including Lsp, ∆λ, λ2, and so forth. In other words, at that point,

the topology will contain far less links compared to the initial number of links, resulting in many

bottlenecks.

Similarly, Fig. 2.9b displays how STRAT still possesses fewer hops even when these failures
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are imposed. These observations align with the robustness results discussed in section 2.3. For

clarity, introducing failure into the network impacts the graph’s structural properties, resulting in

a deteriorating throughput performance, which is proportional to the failure rate. Finally, these

results indicate that STRAT allows for lower end-to-end latency despite the failures, which will be

validated through Mininet emulator in the sequel.

2.5 Simulation Results

The deployment of a network in a real-world environment needs long-term planning, and the

network’s performance may vary due to the diversity and complexity of the protocols and algorithms

to be deployed. Therefore, this work sets up a simulation framework to validate the results presented

in previous sections, indicating that STRAT performs better than Jellyfish and Xpander. We opted to

use Xpander and STRAT as our benchmark in section 2.5.2, having verified that Xpander and Jelly-

fish yield almost identical performance, thus eliminating any potential impact from the randomness

state of Jellyfish and ensuring accurate performance measurements.

2.5.1 Mininet Experiments

Mininet emulator [30] along with the POX SDN controller [60] was used to carry out an HTTP

file transferring experiment. As a control and data plane configuration, the OpenFlow protocol [61]

was used with KSP as the routing algorithm[34].2

Taking into consideration Mininet’s scalability limitations, and to guarantee that the generated

results are trustworthy, all simulated networks are configured as follows: (1) The simulated topolo-

gies consist of 64 switches, (2) All links interconnecting the switches are of capacity 1 Mbps, while

links between end hosts and ToR switches have the highest bandwidth (bounded by the CPU) to

avoid server bottlenecks. The result for each simulation setting is averaged over 10 independent

runs.

The experiment was run under various traffic workloads including random shuffle, random per-

mutation, one-to-many, and skewed-random-shuffle. Each server hosts a multi-threaded HTTP

2The simulation was performed on an Ubuntu machine with 64GB of RAM, 12th Gen Intel(R) Core(TM) i9-12900.
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Client-Server that supports transfer of files over TCP channels. After establishing a TCP connec-

tion, the end hosts start sending and/or receiving 1 MB and/or 8 MB files depending on the traffic

workload.

Workloads
64 servers 128 servers

STRAT Xpander Jellyfish STRAT Xpander Jellyfish

random shuffle 9.802 10.0 10.027 11.195 12.061 12.108
random permutation 9.987 10.273 10.692 13.43 13.796 13.826

skewed-random-shuffle 50.067 52.068 52.171 54.88 58.031 58.681
one-to-many 92.125 94.493 94.809 91.723 93.187 93.258

Table 2.4: Average FCT measured in seconds with V = 64 and d = 15 under two different

topology settings.

Table 2.4 illustrates the average FCT, which is the sum of the completion time of all the flows

circulating the network over the total number of flows therein (|F |). Intuitively, a smaller average

FCT implies a higher throughput and a lower end-to-end latency in the network. For the case of

random shuffle and random permutation workloads, where all expander DCs exhibit near optimal

performance, STRAT’s average FCT is smaller than both Jellyfish’s and Xpander’s by ≲ 8%. Fur-

thermore, as the workload gets skewer i.e., the traffic matrix approaches the worst-case scenario

(all-to-all), STRAT still maintains its superior status over the two other Expanders by ≲ 7%. This

observation aligns with the previous results where STRAT achieved higher throughput with a con-

sistent network size of V = 64 (see Fig. 2.8) and continues to prove that STRAT operates at higher

optimality than both Jellyfish and Xpander.

2.5.2 Netbench Experiments

To ensure consistent results in large-scale DCs, Netbench [31] simulator is being utilized to

simulate Expander DCNs at scale. A set of exiting routing algorithms in the literature for DCs is

employed such as ECMP[32], VLB[33], KSP[34], and HYB[22]. Moreover, DCTCP is used as

the congestion control, since it shows better performance than TCP and is commonly deployed in

todays’ Intra-DCs, [62].

Fig. 2.10 illustrates the average FCT gain of STRAT over Xpander under all-to-all traffic condi-

tions, with 93% of the 768 servers (6 servers per rack) being active. Flows are generated following

a uniformly distributed form with a flowlet gap of 50 µs, which approximates Facebook’s workload
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(a) Average FCT gain of STRAT over Xpander using

ECMP and VLB.

(b) Average FCT gain of STRAT over Xpander using

HYB and HYB-ksp.

Figure 2.10: Average FCT gain of STRAT over Xpander under all-to-all traffic with V = 128 and

768 servers (6 servers per ToR).

Figure 2.11: Average FCT gain of STRAT over Xpander under all- to-all traffic with V = 256 and

1024 servers (4 servers per ToR).

between some of the servers [63]. As shown in Fig. 2.10a, STRAT outperforms Xpander using

two load balancing techniques, namely ECMP and VLB, despite the poor performance of ECMP

on Expander DCs [1]. Additionally, Fig. 2.10b exhibits the performance gain of STRAT using a

Hybrid routing approach, which is a combination of ECMP and VLB proposed in [22]. The Hybrid

algorithm attempts to employ VLB routing when the traffic is routed between two adjacent racks, as

ECMP will only use the direct connection to forward traffic where other paths are available which

leads to throughput bottleneck. On the other hand, ECMP would perform better than VLB if traffic

is being routed between two distant racks of servers because ECMP would use the shortest path

along the way compared to VLB. Furthermore, Hybrid-ksp is a combination of ECMP, VLB, and
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KSP. The Hybrid routing approach proves to better utilize the path diversity offered by Expanders,

resulting in up to a 7% lower average FCT for STRAT compared to Xpander. Moreover, Fig. 2.11

shows that on larger-scale network with 256 switches and 1024 servers, STRAT still achieves up to

4% low average FCT as compared to Xpander.

(a) Average throughput achieved by STRAT and

Xpander using KSP routing, while avoiding server bot-

tleneck (ToR to ToR traffic).

(b) Average throughput achieved by STRAT and

Xpander using KSP routing, with server bottleneck

(server to server traffic).

Figure 2.12: Average throughput achieved by STRAT and Xpander under ProjectToR’s rack-to-rack

traffic with V = 128 and 1024 servers (8 servers per ToR).

Fig. 2.12 depicts the average throughput achieved by STRAT and Xpander as the number of

flows generated per second increases. The traffic used in this experiment is heavily skewed, gen-

erated according to ProjectToR’s rack-to-rack connection probabilities from a Microsoft DC [64].

KSP routing is used to assess the performance of Expander DCs, with different reasonable values

of shortest paths (8 and 12) tested. To stress the topology further, ToR-to-ToR traffic is considered

in Fig. 2.12a, to avoid server bottlenecks and focus more on the robustness of the topology itself.

The results validate the findings in section 2.4, where STRAT achieves 7% to 8% higher throughput

compared to Xpander, particularly under high traffic load. On the other side, the same topology is

tested while server-to-server traffic is considered (Fig. 2.12b). Although server bottleneck degrades

the performance of both STRAT and Xpander, STRAT still achieves better throughput.

2.6 Summary

This chapter serves as the cornerstone of our exploration, unveiling the STRAT topology and

meticulously analyzing its efficiency and robustness. A robustness framework is proposed to model
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the DC topology as a network graph and study its structural characteristics and the failures conse-

quences on the performance. Furthermore, a scalable throughput maximization optimization prob-

lem is formulated as a part of exploring the throughput, and then to practically validate these results,

an extensive simulations are conducted on small and large scale networks. This chapter illuminates

the distinctive advantages of STRAT, establishing its prowess as an efficient and resilient choice for

next-generation DCs.
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Chapter 3

Expander-Based DC Routing: A

Programmable Data Plane Perspective

3.1 Overview and Motivation

The networking landscape has undergone a transformative shift towards programmability, no-

tably in the data plane. Emerging from the foundations of Software-Defined Networking (SDN), the

Programmable Data Plane (PDP), driven by technologies like the Barefoot Tofino chip, Broadcom

Trident chip and the P4 programming language, offers unprecedented flexibility in packet process-

ing.

3.1.1 Programmable Data Plane Applications

In 2023, Broadcom Inc.1 unveiled its latest chip in the Trident family, the Trident 5-X12, fully-

programmable using the open-source Network Programming Langauge (NPL). Notably, this ad-

vanced chip incorporates a neural network engine, NetGNT, introducing cutting-edge capabilities

for next-generation telemetry and traffic management [65]. The programmability of this chip en-

ables lightning-fast packet processing, reaching an impressive 16 Terabits per second. PDPs have

1Broadcom Inc. is an American multinational designer, developer, manufacturer, and global supplier of a wide range

of semiconductor and infrastructure software products.
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been employed in many domains, including but not limited to network security and network virtu-

alization. [66] proposed a line-speed framework for federated learning. [67] implemented a layer 3

firewall in a programmable router using P4. [68] developed an embedding random forest algorihm

in programmable switches to detect attacks in the network. [69], [70] proposed a framework for Net-

work Function Virtualization within DCs, enabling the instantiation of Virtual Network Functions

on a variety of platforms, including software switches and hardware devices such as ToR switches,

SmartNICs, or FPGAs.

3.1.2 Routing Algorithms in Data Centers

While the PDPs initially targeted broad applications in DCs (see 1.1.2) and other areas (see

3.1.1), its impact on routing algorithms is a critical dimension worth exploring.

Equal-Cost Multi-Path Routing

Expander DCs, despite their inherent capabilities, face challenges with current routing algo-

rithms, such as ECMP. While ECMP is an instrumental in enhancing load balancing and network

redundancy, it exhibits limitations. It can result in uneven traffic distribution due to random flow

hashing[71, 72, 73, 74], especially when there are few large flows. In essence, Expander DCs char-

acterized by the diversity of path where not all path are equal cost paths, which make ECMP falls

short on it.

State-Unaware Load Balancing Algorithms

Researchers have proposed state-unaware algorithms like Flare [75], LocalFlow [76], and DRILL

[77]. Operating at each network hop, these algorithms use flowlet switching to route small bursts

of packets independently over multiple paths. While offering simplicity, scalability, and hardware

compatibility, they lack awareness of downstream congestion and path utilization, potentially lead-

ing to suboptimal load balancing. Moreover, their reliance on inter-packet gaps to define flowlets

makes them susceptible to variations in network conditions, traffic patterns, and transport protocols.
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Congestion-Aware Load Balancing

In response to the limitations of state-unaware algorithms, congestion-aware systems like CONGA

[78] and HULA [74] emerged. CONGA utilizes custom switch ASICs to monitor congestion levels

across paths and shares data with other switches via specialized packets. Each switch maintains a

congestion feedback table for destination ToR routing decisions. While innovative, CONGA has

significant drawbacks. It heavily consumes memory for path information storage, which can be

costly and inefficient. Since it relies on remote feedback, it can cause latency-related inaccuracies.

It also hinders innovation since it demands customized ASICs for implementation. HULA was in-

troduced to overcome these limitations, leveraging programmable data planes. This method tracks

congestion on the best path to a destination through neighboring switches while employing periodic

probes to collect network utilization information. HULA was primarily tailored for a Fat-tree topol-

ogy, which inherently supports only one ECMP group. This design demonstrates HULA’s inability

to fully exploit the diversity of paths present within Expander-based networks.

3.2 Packet Initiated Network Generation (PINGing) - Proposed Rout-

ing Algorithm for Expander Data Centers

Building upon the insights gained from the challenges and limitations of existing routing algo-

rithms in Expander DCs, we introduce a novel routing algorithm that leverages the PDPs’ capabili-

ties.

Our proposed algorithm aims to address the shortcomings identified in current routing strategies.

By harnessing the power of PDPs and capitalizing on the diverse paths provided by Expander DCs,

our algorithm seeks to optimize load balancing, and enhance network efficiency.

In the following sections, we delve into the key design principles, functionalities, and expected

benefits of our proposed routing algorithm. Through this contribution, we aim to provide a valuable

addition to the evolving landscape of routing strategies tailored specifically for the unique char-

acteristics of Expander DCs. In here, we consider the case where all network links can support

bi-directional communications.
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3.2.1 Constructing Shortest Path Routing Tables

During the initialization phase, we build the Routing Table (RT) by performing Packet Initiated

Network Generation (PINGing) algorithm. Every network node starts with all its routes to potential

destinations through all interfaces set to an initial value of infinity and zeros for the routes to itself.

This particular node, which ultimately serves as the destination for all other nodes, then announces

its presence to each nearby neighbor by transmitting a PING packet. The PING packet contains only

the node’s name and a metric of zero, which can be hop count, delay, etc. All PINGs are processed

with a "no reply" policy, meaning they are never resent on the same interface they received on.

Subsequent to this, each node that receives a PING does the following:

(1) It registers the incoming interface of the PING.

(2) It increases the delivered metric by the metric required to reach the sender node.

(3) Optionally, in the context of Option 1 and Option 2 mentioned below, the update process

adjusts the stored metric by considering the relationship between the incremented metric and

the currently stored metric.

(4) If the stored metric is updated, it re-sends the PING with the incremented metric; otherwise,

it terminates the process.

The algorithm offers various options that balance the speed of convergence and the inclusion of

Off Shortest Path (OSP) entries in the RT. These options are as follows:

(1) Option 1: The algorithm stores the increased metric for the destination and re-sends an up-

dated PING to nearby neighbors if the new metric is smaller than the metrics associated with

all other interfaces. It also resends if the new metric is the same as the existing one but arrived

through an alternative interface. If neither conditions is met, the PING is terminated at that

node, and nothing is updated. This method ensures the creation of RT entries for guaranteed

Shortest Path (SP), with possible OSP entries established later by consulting the distance vec-

tors (DVs) of adjacent neighboring nodes. Any remaining healthy interfaces can be used as a

last resort for forwarding packets, rather than dropping them.
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(2) Option 2: Similar to option 1, this approach stores the incremented metric for the destination

and resends the PING with the updated metric to nearby neighbors. However, in this case,

it only resends if the new metric is smaller than the metric associated with the receiving

interface (not all interfaces as in option 1). If this condition is not met, the PING is terminated

at that node, and nothing is updated. This results in tables with both guaranteed SP and

OSP entries, eliminating the need to consult DVs of adjacent neighboring nodes. Remaining

healthy interfaces can be used as a last resort for forwarding packets.

(3) An extension of option 2 involves providing reliable metric entries to all remaining Last Re-

sort (LR) interfaces by enforcing loop-less PING propagation. This allows for the selective

forwarding of packets through LR interfaces based on their now reliable metric values.

Figure 3.1: 8 nodes Expander network with PING propagation for node 1

To demonstrate the first option of our PINGing we will apply it on an 8-node Expander network

featuring a diameter of 3 (Fig. 3.1), which we will then compare to the results of the second option

on the same topology to show the similarities. In this network, each node has three interfaces,

corresponding to three links connecting them to their adjacent neighboring nodes. The links are

color-coded as follows: interface 1 is blue, interface 2 is green, and interface 3 is red. For this
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example let the metric be the distance-only metric, for simplicity. We will also be fully focusing on

the PING initiated by Node 1.
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After the initial hop, the PING packet reaches the nearest adjacent neighboring nodes of its

source node. This immediately generates true SP metrics for the PING source node as a future

destination for the RTs of these neighboring nodes. In our case, The PING initiated from Node 1

proceeds to nodes 2, 3, and 8 via interfaces 2, 3, and 1, respectively, generating entries of value 1

in the initial row of the RT (Fig. 3.2). Following this, every PING-receiving node propagates the

PING message, featuring updated metrics, through all their operational interfaces, excluding the

one through which it originally received the message ("no reply"). After the second hop, both the

RT updates to entries of value 2 and the termination of PING transmissions occur in accordance

with the Option 1 algorithm. For instance, when the PING initiated from node 1 reaches node 4 via
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interfaces 2 and 3, and nodes 6 and 7 through interfaces 3 and 2, it updates their initial row entries

in the RT to 2 (Fig. 3.3). Conversely, when the PING reaches nodes 2 and 3, it conveys metrics

worse than their pre-existing values and is consequently terminated at nodes 2 and 3 marked with

dashed-lines (Fig. 3.1).

Upon completing the third hop, which aligns with the network’s diameter, all updates are ulti-

mately set to values of 3. When the PING from node 1 reaches node 5 through all three interfaces, it

updates the initial row of the node’s RT to values of 3 (Fig. 3.4). However, the PING is terminated

at nodes 2, 3, 6, and 7 for conveying metrics that are less favorable than the pre-existing values.

Lastly, upon reaching the fourth hop, all PING transmissions are terminated. This termination

occurs because all the SP RTs are fully established within the same number of hops as the network’s

diameter, which is three. Consequently, all fourth hops are marked as terminal with dashed lines.

3.2.2 Constructing Off Shortest Paths RTs With Already Established Shortest Paths

We can acquire OSP RTs while SP RTs are already established. The entries within the tables

obtained are categorized into two distinct types.

(1) The first type, Off Shortest Path (shortest path hops + 1) (OSP1), pertains to the interface

connecting to neighbor S2 of the source node S. It is applicable when S2’s SP metric to

destination M(S2→D) does not exceed the metric from node S to destination M(S→D) plus

the metric M(S2→S) to reach S2 from S. OSP1 entries in the OSP RT ensure that packets

forwarded through this OSP1 interface can reach the destination using only the SP Forwarding

Table (FT). The discovered OSP1 entry is the sum of M(S→S2) and M(S2→D).

(2) The second type, Off Shortest Path (shortest path hops + 2) (OSP2), relates to the interface

connected to neighbor S4 from the source node S. It is relevant when S4’s SP metric to

destination M(S4→D) is the same as the metric from node S to destination M(S→D) plus the

metric M(S4→S) to get from S4 to S. However, this only applies if there is another alternative

SP path from neighbor S4 to destination D with the same metric M(S4→D). The OSP2 entry

is essentially the sum of M(S→S4) and M(S4→D).

Fig. 3.5 shows the presence of SP RT entries (highlighted in green) alongside OSP1 and OSP2
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entries (in blue and red, respectively). This highlights the noteworthy decrease in infinities within

the OSP RT.

Just like the OSP RT of Option 1, the OSP RT of Option 2 (Fig. 3.6) was derived without the

need to consult the DVs of neighboring nodes. The only trade-off is that it may involve a couple of

extra hops, though the exact number depends on the network’s specific topology.

Option 2’s OSP RT differs from Option 1’s OSP RT because it replaces infinite metric values

with finite ones. All entries related to SP, OSP1, and OSP2 in OSP RTs are the result of intrinsically

loopless PING propagation, making them perfectly accurate. The smallest possible loop under a

"no reply" policy would add 3 hops to any loopless PING trajectory, leading to a higher metric than

OSP2. However, LR entries in OSP RTs are susceptible to PINGs looping along the way. Although

the OSP RTs of Option 1 and Option 2 express LR interface metrics differently their functionality

in terms of both RTs and FTs remains completely identical.

3.2.3 PathPort to Prevent Network Loops

Both OSP types, OSP1 and OSP2, prevent immediate looping back to the node. However,

potential forwarding loops can still arise further along the path. The industry standard Time to Live

(TTL) mechanism is used to discard packets caught in loops by setting a pre-set limit on the number

of allowed hops, a better approach is to prohibit them from ever entering the loop by ensuring they

do not visit any node more than once on their way to the destination. It is achieved by providing the

packet with a PathPort which records the path already taken to the destination and prohibits packet

forwarding through any interface connecting to a previously visited node. The approach is more

complex but improves overall performance in individual packet forwarding.

3.3 Forwarding Protocol

After having the RTs constructed by PINGing, we use the forwarding protocol depicted in the

Algorithm 1 which outlines the process of forwarding packets within the data plane and how we

utilize the full capabilities of Expander DC.

Upon receiving a packet at a node, the algorithm first checks if the destination server is hosted
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Algorithm 1 Forwarding Algorithm

1: ▷ Set up variables to hold the best port values

2: PortOut← 99 ▷ Port on which the packet will be forwarded

3: Qout← 99 ▷ Minimum Queue Occupancy

4: HopOut← 0 ▷ Number of hops to the final destination for a given port

5: mQc← 8 ▷ Maximum number of packets that can be hold by the network queue

6: for each port index pi do

7: ▷ Check if port is connected to a previously visited node/switch

8: if portIsNotConnectedToVisitedNode(pi) then

9: if getHops(pi) > HopOut then

10: ▷ Advance to the next ECMP group

11: if PortOut == 99 then

12: ▷ No valid port so far

13: Port← getPort(pi)
14: Q← getQSize(Port)
15: if Q < Qout and Q ≤ mQc then

16: ▷ Valid Port

17: Qout← Q; Hops← getHops(pi);
18: HopOut← Hops; Port← getPort(pi);
19: PortOut← Port

20: end if

21: ▷ No valid port found yet

22: end if

23: ▷ Valid port found, however advanced to next ECMP group - Keep port as is

24: else

25: ▷ We remain within the same ECMP group

26: Port← getPort(pi)
27: Q← getQSize(Port)
28: if Q < Qout and Q ≤ mQc then

29: ▷ Update port values as we found a better port

30: Qout← Q; Hops← getHops(pi);
31: HopOut← Hops; Port← getPort(pi);
32: PortOut← Port

33: end if

34: ▷ Current port is not an improvement - keep previous values

35: end if

36: end if

37: end for

38: if PortOut < 99 then

39: markSwitchAsVisited()
40: SendPacketOnPortOut(PortOut)

41: else

42: DropPacket()
43: end if
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on that node. If it is, the packet is promptly delivered. However, if the node does not host the server,

it evaluates the available interfaces, excluding the ones connected to nodes in the Pathport and drops

the packet if no interface is available. From these interfaces, the algorithm selects those with the

best metrics. It then further refines its choice by opting for the least loaded interface. Using this

selected interface, the packet is forwarded to the next node in the network, and the current node

is marked as "visited". This algorithm shows how we leverage the diversity of paths, by checking

every ECMP group for the best port, meaning a port that is available, has the lowest number of hops

and with the least loaded queue to forward the packet through.

3.4 P4 Virtual Environment: Architecture and Setup

To bring our routing algorithm to life, we embarked on establishing a virtualized P4-enabled

network environment (see Fig. 3.7). The architecture comprises the following key components:

• Topology File: An adjacency matrix detailing the DC topology, outlining nodes and connec-

tivity. This file is parsed by the DCN Python module.

• DCN: A Python module specifically designed to simulate DC topologies, providing a robust

testing and experimentation platform. It uses P4-Utils APIs to create the DC topology speci-

fied in the Topology File, and it loads P4-code into these P4-enabled software switches.

• P4-Utils: A Python library built on top of Mininet, providing P4-enabled features for Mininet

software switches by integrating BMV2 P4 software switch capabilities.

• Mininet: A Python emulator utilizing Linux namespaces to create virtual switches with virtual

links.

• BMv2 (Behavioral Model version 2): A C++ framework empowering developers to imple-

ment P4-programmable architectures as software switches. In our case, we utilized the Sim-

pleSwitch module, resembling the architecture of the Barefoot Tofino chip.

• P4-Code: The actual P4 programming code implementing our routing algorithm. It defines
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Figure 3.7: High level system architecture to implement PINGing algorithm in a P4 virtual environ-

ment.

packet processing behavior, including the parser, match-action pipeline, and deparse func-

tionality.

• SDN (Software-Defined Networking): This centralized control and orchestration Python mod-

ule house the PINGing algorithm. Leveraging Networkx, it manages the DC as a graph,

facilitating the calculation of shortest paths across the topology. Subsequently, it utilizes

P4-Runtime to install RTs to the BMv2 switch.

• Networkx (Nx): A Python library specializing in the creation, manipulation, and study of

complex network structures. Networkx models the network created by P4-Utils, presenting a

flexible approach to route calculations.

• P4-Runtime: Serving as the runtime environment for P4 programs, P4-Runtime facilitates

communication between the control plane and P4-enabled devices. In this context, it installs

RTs from the SDN to the BMV2 software switch.

• P4-Compiler: A compiler dedicated to translating high-level P4 programs into the low-level

instructions executed by P4-enabled devices (BMV2).

By meticulously assembling these components, we created a robust and versatile P4-enabled net-

work environment, facilitating the development, testing, and evaluation of our routing algorithm.

Moreover, it is worth mentioning that for the PathPort implementation, the fundamental modifi-

cation involves augmenting the packet header at the source node with a dedicated field to encapsulate
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path information, which is then emitted at the destination node. This field serves as a repository to

record the sequence of nodes that the packet traverses during its journey through the network. At

each hop, as the packet progresses through intermediate points, the header is updated to include the

id of the current node. Additionally, we set the TTL to a pre-defined value at the source node which

allocates the maximum number of hops for the packet to traverse our network.

As our forwarding algorithm focuses on the least-loaded ports within the available ports with

the best metrics, we utilized standard metadata, specifically emphasizing enqueue and dequeue

parameters provided by P4. These metadata components serve a vital function in overseeing queue

dynamics. The enqueue metadata enables tracking the influx of packets into the queues, offering

visibility into the pace of packet arrivals. Conversely, the dequeue metadata facilitates monitoring

the exit of packets from the queues, granting a comprehensive view of the processing and forwarding

rates.

3.5 Simulation Results

3.5.1 P4-virtual Testebed Experiment

In conducting our experiments, we used a STRAT topology, comprising a network configuration

that included 16 switches and 16 hosts, 1 host per switch. The chosen topology exhibited a diameter

of 2, emphasizing the number of hops corresponding to the longest path’s length among all shortest

paths between each source-destination pair and an average shortest-path of 1.6.

We deployed both ECMP and PINGing on the topology. Employing different loads allowed us

to gauge the performance and adaptability of the routing mechanisms under diverse conditions.

In Fig. 3.8, The logarithmic scale plot of drop ratios for the PINGing and ECMP routing algo-

rithms reveals insightful trends in their performance across varying scenarios. Initially demonstrat-

ing low drop ratios, both algorithms exhibit effective packet handling when traffic is relatively low.

However, as traffic increases, the PINGing algorithm consistently outperforms ECMP, maintain-

ing a notably lower drop ratio. The logarithmic scale facilitates a clear visualization of the scaling

behavior, emphasizing the exponential increase in drop ratio, particularly for ECMP. This is be-

cause ECMP doesn’t use all the available paths provided by expander-based topologies. In contrast,
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Figure 3.8: Comparison of ECMP VS. PINGing in terms of packets dropped ratio (in logarithmic

scale).

PINGing achieves this by effectively using the diverse paths available in the network.

3.5.2 OMNET++ Experiments

To further demonstrate the potential of our routing algorithm and its scalability, we conducted

tests using OMNET++ [79]. The experimentation involved evaluating the algorithm’s performance

on a STRAT with 256 switch and 1024 servers, with 4 hosts assigned to each switch.

Figure 3.9: Drop ratio (in logarithmic scale) VS. network load using PINGing with different maxhop

configurations for STRAT with V = 256, d = 16 and 1024 servers under uniform random all-to-all

traffic matrix.
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As illustrated in Figure 3.9, having a small max hop number (4) does not give the packet enough

hops to reach its destination in the case of congestion. While having a high max hop number (64),

the packet is just wondering around the network effectively creating artificial additional congestion

which affects the overall network performance. The best approach is to give the packet few extra

hops (8) additional to its longest shortest path which gives room to the packet to reach its destination

without affecting other packets in the network.

Illustrated in Figure 3.10, the queue utilization across each port is depicted, showcasing its

dynamic evolution in response to varying packet quantities. Notably, we can see that on average,

the queue utilization maintains a consistent level despite the progressive increase in the number of

packets. The majority of queues do not exceed an average depth of 2, demonstrating the algorithm’s

efficient utilization of diverse paths and its ability to route packets based on optimal metrics and the

least-loaded queues. Notably, the orange line representing the identical average queue depth is the

result of an equal distribution of traffic among these specific ports, meaning that load amongst these

ports remains consistent.

Figure 3.10: Maximum queue depth and average queue depth for STRAT with V = 256, d = 16
and 1024 servers under uniform random all-to-all traffic and 90% network load.

3.6 Summary

Building upon the insights gained in Chapter 2, we delve into the revolutionary realm of pro-

grammable data plane routing algorithms. In chapter 3, we introduce a new routing algorithm
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designed specifically for Expander DCs, emphasizing its operation within the data plane. The algo-

rithm’s efficiency in achieving better performance than ECMP and its compatibility with Expander

architectures to harness the diversity of paths, showcasing a practical approach to DCN optimiza-

tion.
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Chapter 4

Conclusions and Future Works

4.1 Conclusion

In summary, this thesis presents a comprehensive exploration of network design and optimiza-

tion for DCs, focusing on two key aspects. The first investigation centers around the STRAT topol-

ogy, demonstrating its efficiency and robustness in comparison to state-of-the-art topologies such as

Jellyfish and Xpander. The findings highlight STRAT’s superior performance in terms of resilience

to failures, overall network throughput improvement, and the interconnectedness of spectral gap,

algebraic connectivity, and throughput. The study establishes a correlation between betweenness

centrality and network resiliency, positioning STRAT as a competitive choice for rapidly expand-

ing DCs. The demonstrated efficiency gains of STRAT not only enhance resource utilization but

also underscore its adaptability to non-homogeneous networks and differently optimized DC sub-

networks. The second facet of this thesis introduces a novel data plane-exclusive routing algorithm

tailored for Expander DCs, achieving line-rate speed and unlocking the full potential of these archi-

tectures which is not harnessed by traditional routing algorithms that are not capable of fully using

the diversity of paths provided by Expander DCs.

Collectively, the research presented in this thesis contributes to advancing the state of the art in

DCN design. The findings from both investigations offer valuable insights into improving efficiency,

resilience, and overall performance in the rapidly evolving landscape of DC technologies.
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4.2 Future Works

As we conclude this study, several promising avenues for future research emerge, offering op-

portunities to expand upon the insights gained and address areas left unexplored. The following

points outline potential directions for future work:

Reconfigurability in STRAT Topology

One intriguing avenue for exploration involves enhancing the STRAT architecture’s adaptability.

Introducing reconfigurability to STRAT could empower the network to dynamically allocate and

redistribute network capacity, aiming for optimal utilization even under peak loads. Investigating

the impact of reconfiguration mechanisms on network performance and resource utilization presents

an exciting area for future study.

TCP Performance Analysis for PINGing Routing

The evaluation of STRAT’s routing algorithm under Transmission Control Protocol (TCP) con-

ditions offers valuable insights into real-world scenarios. Analyzing the out-of-order packets ra-

tio and its influence on overall network performance provides a comprehensive understanding of

how the proposed architecture interacts with widely used communication protocols. This analysis

contributes to a more nuanced assessment of STRAT’s applicability in diverse networking environ-

ments.

Physical Testbed Validation

To validate the robustness and effectiveness of the proposed routing algorithm, transitioning

from simulation to a physical testbed becomes imperative. Implementing and testing the algorithm

on physical network hardware allows for a more realistic evaluation of its performance, taking into

account factors that might be challenging to capture in a simulated environment. This step would

bridge the gap between theoretical simulations and practical deployment.

These proposed future works aim to build upon the foundations laid in this study, offering

researchers and practitioners new avenues to explore, refine, and extend the presented concepts

in the dynamic landscape of DCN research.
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