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Abstract

Enhancing Deep Learning Model Robustness: Insights from Out of Distribution Data
Augmentation and an Innovative Image Compression Technique

Zahra Golpayegani

Deep learning models excel when tested on images within their training distribution. However,

introducing minor perturbations like noise or blurring to the model’s input image and presenting

it with out-of-distribution (OOD) data can significantly reduce accuracy, limiting real-world appli-

cability. While data augmentation enhances model robustness against OOD data, there is a gap in

comprehensive studies on augmentation types and their impact on OOD robustness.

A common belief suggests that augmenting datasets to bias models towards shape-based fea-

tures improves OOD robustness for convolutional neural networks trained on ImageNet. However,

our evaluation of 39 augmentations challenges this belief, showing that an augmentation-induced in-

crease in shape bias does not necessarily correlate with higher OOD robustness. Analyzing results,

we identify biases in ImageNet that can be mitigated through appropriate augmentation. Contrary

to expectations, our evaluation reveals no inherent trade-off between in-domain accuracy and OOD

robustness. Strategic augmentation choices can simultaneously enhance both.

Model performance is influenced not only by perturbations but also by the image compression

format. Efficient algorithms for image compression play a crucial role in managing costs associ-

ated with data storage. We propose an innovative region-based lossy image compression method

named PatchSVD, leveraging the Singular Value Decomposition (SVD) algorithm. Experimental

results demonstrate that PatchSVD surpasses SVD-based image compression across three common

image compression metrics. Furthermore, we conduct a comparative analysis of compression arti-

facts between PatchSVD, JPEG, and SVD-based compression, revealing scenarios where PatchSVD

artifacts are preferable over both JPEG and SVD artifacts.
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Chapter 1

Introduction

1.1 Motivation

Deep learning has shown remarkable advancements and continuous improvement since it emerged,

particularly in recent years with the advent of technology, the adoption of powerful computation re-

sources such as GPUs and TPUs, the development of social media, and the more common usage

of sensors and IoT devices which led to enormous amounts of data. While researchers have de-

signed novel model architectures and training procedures, many tasks are still not solved entirely.

We start this work by studying a significant challenge that not only researchers in academia are

now facing, but also is keeping industries from pushing the envelope further; model robustness to

out-of-distribution (OOD) data.

Supervised image classification is usually treated as a problem that includes two pieces; the

dataset and the model. The dataset is a collection of train and test subsets, and it is usually assumed

that the train and test subsets are independent and identically distributed. However, in real-world

scenarios, this assumption does not always hold.

For example, imagine we are training a model for a self-driving car that classifies the type of

car(s) in front of the vehicle for each frame in a video input provided by cameras. If we only train the

model on training data collected on a sunny day, the model will undoubtedly perform poorly in rainy

weather because the underlying distribution of the target data is now different from the training data.

One might argue that we can mitigate this problem by adding data collected in rainy weather to our
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training set. While this argument is valid to some extent, it does not solve the problem completely.

Suppose we augment the training data with samples taken in rainy weather; what should we do in

case of snow, fog, frost, tornado, or a blizzard? Do we include all of them in data augmentation?

What is the effect of the data augmentation on the model performance? Can augmenting our dataset

with samples from snowy weather worsen the performance of the model in rainy conditions? What

about the types of data shifts that we cannot even predict from before? What if we train our model

on data collected in the streets of Canada, and now we want to use the model in Germany? How

much more data do we need to collect? What if we want to use a new camera that has different

intrinsic parameters and settings than the camera we used before? What happens if there is a crack

on the camera lens that we have not noticed? All of these scenarios and many more are crucial to

study thoroughly before a self-driving car on the streets could be considered safe and reliable.

While safety in our example of self-driving cars is paramount, it seems like some have over-

looked it. Many predictions were made about when self-driving cars would be on the streets by

CEOs of self-driving car companies and none of them turned out to be true. The following quotes

are a couple of examples1:

“Five or six years from now [2014] we will be able to achieve true autonomous driving

where you could literally get in the car, go to sleep and wake up at your destination.2”

CEO, Elon Musk (Tesla)

“It will take no more than 4 years [since 2017] to have fully autonomous cars on the

road.3”

CEO, Jensen Huang (NVIDIA)

One of the main reasons why such advancements are impeded is the lack of studies on out-of-

distribution data and how researchers can detect and mitigate this challenge. There are many unan-

swered research questions about common techniques used for OOD data mitigation, such as data
1See a full list of predictions at https://www.driverless-future.com/?page id=384.
2https://www.huffpost.com/entry/tesla-driverless-cars n 5990136
3https://www.reuters.com/article/us-nvidia-ai-chips/chipmaker-nvidias-ceo

-sees-fully-autonomous-cars-within-4-years-idUSKBN1CV192?feedType=RSS&feedName=
technologyNews

2

https://www.driverless-future.com/?page_id=384
https://www.huffpost.com/entry/tesla-driverless-cars_n_5990136
https://www.reuters.com/article/us-nvidia-ai-chips/chipmaker-nvidias-ceo-sees-fully-autonomous-cars-within-4-years-idUSKBN1CV192?feedType=RSS&feedName=technologyNews
https://www.reuters.com/article/us-nvidia-ai-chips/chipmaker-nvidias-ceo-sees-fully-autonomous-cars-within-4-years-idUSKBN1CV192?feedType=RSS&feedName=technologyNews
https://www.reuters.com/article/us-nvidia-ai-chips/chipmaker-nvidias-ceo-sees-fully-autonomous-cars-within-4-years-idUSKBN1CV192?feedType=RSS&feedName=technologyNews


augmentation. While data augmentation has been used for over a decade now by many researchers,

the effect of one type of data augmentation on the performance of the model on other data distri-

butions, the relationship between accuracy on clean data and OOD data robustness, the effect of

introducing bias toward identifying shape rather than texture to a vision model on robustness, and

many other questions have not been answered yet. Motivated by the insufficient understanding of

this prevalent issue, we conducted studies to address several research questions pertaining to model

robustness to out-of-distribution (OOD) data which is presented in detail in Chapter 3.

Aside from the visible changes in image data that are intentionally or unintentionally applied,

the image compression format also plays a crucial role in the image appearance. Visible image

compression artifacts can have negative effects on how the image is perceived, be it by humans

or by machines. Although compression artifacts are inevitable when greater compression ratios

are required, having granular control over how the artifacts are distributed would be beneficial. For

instance, if we know beforehand that almost all of the information an image contains is concentrated

in the 20% of the pixels located in the center of the image, applying compression at lower rates in

those 20% pixels would result in fewer artifacts in the area where the information is concentrated,

hence, more useful information will be preserved.

An example of this scenario is in medical imaging applications. Compressing diagnostic med-

ical scans is a challenging task because significant information losses could result in incorrect di-

agnoses. However, by leveraging expert knowledge to identify the specific regions in the image

associated with symptoms, we can strategically apply compression at varying rates tailored to the

significance of each region.

Nevertheless, expert knowledge is not always readily feasible. It is usually costly to gather such

information about images and its usefulness may be limited by the diverse locations of objects across

different images. Some deep learning-based methods can extract the important regions in an image

to some extent. However, applying deep learning requires sufficient training data, and the model

should be trained from scratch per dataset. Moreover, the trained model should be accessible when

applying the compression algorithm, which requires even more storage, and computation costs are

applicable both during the training phase and the inference phase. Overall, using deep learning is

not always cost-efficient.
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Fortunately, the important patterns in an image can be extracted using matrix operations, such

as Singular Value Decomposition (SVD). SVD provides a cost-effective image compression solu-

tion by retaining only the essential components from the input matrix. However, it applies globally

to an image, i.e., it compresses all the regions uniformly. In many applications, this approach is

less desirable because the information content varies across different regions of the image, and uni-

form compression leads to a rapid deterioration in image quality as the compression ratio increases.

Applying varied levels of image compression through SVD across different regions based on their

complexity allows us to preserve more information in intricate patches of the image. This idea was

the main inspiration in designing a novel SVD-based non-uniform image compression algorithm,

called PatchSVD. In Chapter 4, we discuss PatchSVD in detail and compare it with SVD-based and

JPEG image compression.

1.2 Problem Statement and Research Objectives

Given training set and test set form distributions p and q respectively, where p ̸= q, we study

the following questions about model robustness:

(1) Does data augmentation always improve OOD robustness?

(2) Is there a trade-off between in-domain accuracy and OOD robustness?

(3) What is the relationship between shape bias and OOD robustness?

(4) Does augmenting a dataset with one augmentation type have any effect on the robustness of

the model to other transformations?

By answering the above questions, we hope we understand the challenge of model robustness

deeper and accelerate research in this field. We believe that the lack of study on model robustness

keeps industries and researchers from unlocking the true potentials of machine learning and artificial

intelligence.

The next research objective we investigate in this study is how can we achieve non-uniform

image compression to keep important information in the image without having access to any training
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data using the properties of Singular Value Decomposition (SVD). We also study the problem of

reducing compression artifacts around high-contrast lines in an image, which is a typical issue with

JPEG compression. We explore a novel approach to compressing an image using SVD by applying

SVD in local patches in an image. This approach is explainable out of the box unlike typical deep

learning approaches, requires no training, and works with minimal computation resources using

simple mathematical operations.

1.3 Contributions

We study the problem of model robustness to OOD data in image classification through a diverse

set of image transformations on a large dataset. To run our experiments, we implemented a toolkit

that offers a wide variety of transformations to simulate different scenarios in input images. Using

this toolkit, we were able to study some general research questions about model robustness. Our

answers to these questions give insights to researchers and developers when they want to design

experiments or train robust models.

In our next work, we design a novel image compression algorithm that allows us to have granular

control over how much data is retained in each region of an image which enables non-uniform image

compression. Through extensive experiments, we compare our algorithm with SVD-based and

JPEG image compression on two datasets both in terms of performance and compression artifacts.

We shared our findings with the community in the following two research papers:

• In the first paper, presented in Chapter 3, we designed and ran extensive experiments to see

if there is any trade-off between in-distribution accuracy and out-of-distribution robustness.

We found out that such a trade-off does not necessarily exist and choosing the correct trans-

formation types can result in a simultaneous increase in both in-distribution accuracy and

OOD robustness. Then, we investigated if there are biases in the ImageNet-1K dataset and

we suggested that these biases can be mitigated by data augmentation techniques. Moreover,

according to our experiment results, we rejected the hypothesis existing in the literature that

claimed an increase in shape bias will result in an increase in model robustness. Last but not

least, we showed that data augmentation will sometimes harm the model OOD robustness

5



instead of improving it and data augmentation should not be applied blindly. This paper has

been published in the Proceedings of the 20th Conference on Robots and Vision (CRV 2023)

by IEEE Golpayegani, St-Amant, and Bouguila (2023)4.

• In the second work, presented in Chapter 4, we designed PatchSVD, a region-based image

compression algorithm, to achieve non-uniform image compression based on patch impor-

tance without applying deep learning and only using simple mathematical operations. In our

experiments, we show that PatchSVD outperforms SVD-based image compression in terms

of SSIM, PSNR, and MSE metrics on both Kodak and CLIC datasets. Also, we illustrate

that in some applications where compression artifacts need to be minimized in some specific

regions, for example, around high-contrast edges, PatchSVD outperforms JPEG. This paper

has been accepted to be published in the Proceedings of the 13th International Conference on

Pattern Recognition Applications and Methods (ICPRAM 2024) and has been nominated for

the Best Paper Award.

Finally, in Chapter 5, we conclude this work and discuss some future directions.

4The third chapter of this thesis is published in IEEE, 2023 20th Conference on Robots and Vision (CRV). In ref-
erence to IEEE copyrighted material which is used with permission in this thesis, the IEEE does not endorse any of
Concordia University’s products or services. Internal or personal use of this material is permitted. If interested in
reprinting/republishing IEEE copyrighted material for advertising or promotional purposes or for creating new col-
lective works for resale or redistribution, please go to http://www.ieee.org/publications standards/
publications/rights/rights link.html to learn how to obtain a License from RightsLink.

6
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Chapter 2

Literature Review

2.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) were first introduced in LeCun, Bottou, Bengio, and

Haffner (1998) as a method that can efficiently be used to detect handwritten digits. Authors showed

that CNNs outperform all other methods for handwritten digit recognition on the MNIST LeCun and

Cortes (2010) dataset. Although the superior performance of CNNs was demonstrated in this work,

training CNNs was not very popular until the late 2000s because it required access to powerful

hardware, e.g., GPUs. As GPUs became more accessible to researchers and large-scale datasets

such as ImageNet Deng et al. (2009) were introduced, more sophisticated CNN architectures were

created in the literature, including ResNet He, Zhang, Ren, and Sun (2016), GoogLeNet Szegedy

et al. (2014), and VGGNet Simonyan and Zisserman (2015). In Simonyan and Zisserman (2015),

the impact of the network depth on model performance was studied and it was demonstrated that

deeper networks outperform shallower ones on ImageNet. Then, He et al. (2016) followed the

same principle and introduced Residual Connections to overcome the Vanishing Gradient problem

Rumelhart, Hinton, and Williams (1986) and introduced ResNets with over 100 layers.

As the networks become deeper, the number of trainable parameters and the computation costs

increase. One approach to train deep models faster while avoiding over-fitting on small datasets

is to use Transfer Learning. Using this technique, instead of training a model from scratch, a pre-

trained version of the model which has been trained on a large-scale dataset will be used in the
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initialization stage. The pre-trained model can be used as a feature extractor or fine-tuned further

on the target dataset. Many works have used Transfer Learning since the mid 2010s; Simonyan

and Zisserman (2015), Zeiler and Fergus (2014), Donahue et al. (2014), Sharif Razavian, Azizpour,

Sullivan, and Carlsson (2014), Chatfield, Simonyan, Vedaldi, and Zisserman (2014) are some of the

early use-cases.

2.2 Out of Distribution (OOD) Robustness

In supervised learning, we assume that the training dataset includes (x, y) samples from a large

set of images and labels (X,Y ) with distribution p, and the test dataset contains (x′, y′) which are

in (X ′, Y ′) sets of images and labels, respectively, following distribution q. Ideally, p = q, i.e.,

training data and test data are sampled from the same distribution. This is the assumption we make

in supervised learning. However, in real-world use cases, this is rarely the case. Since usually

p ̸= q, a model trained on training data with distribution p is not able to generalize well to the test

data of distribution q. In this case, the test data that has a different distribution than the training data

is called Out-Of-Distribution (OOD) data.

A model that is able to generalize to OOD samples is called a Robust Model and the metric that

measures the extent to which the model generalizes to OOD data is Model Robustness. There is no

established method that measures OOD robustness in the literature, which makes the research on

robustness even more challenging. However, one of the most common methods to measure robust-

ness is calculating the accuracy of the model on a perturbed set of images. It is worth mentioning

that if the test data comes from the same distribution as the training data, we call it in-distribution

(ID) data. The performance of the model on ID data is usually measured by the classic accuracy

metric.

To use a model in real-world applications, it is imperative to ensure the model is robust against

OOD samples. There are a few techniques that focus on improving the OOD robustness of models.

While some methods focus on detecting OOD data and abstaining from making predictions when

OOD data is present Bartlett and Wegkamp (2008); Charoenphakdee, Cui, Zhang, and Sugiyama
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(2021); Chow (1970); Franc and Prusa (2019); Schreuder and Chzhen (2021); Thulasidasan, Bhat-

tacharya, Bilmes, Chennupati, and Mohd-Yusof (2019), others improve robustness by introducing

defense strategies against OOD data Cohen, Rosenfeld, and Kolter (2019); I. J. Goodfellow, Shlens,

and Szegedy (2015); Hendrycks and Dietterich (2019); Kannan, Kurakin, and Goodfellow (2018);

Madry, Makelov, Schmidt, Tsipras, and Vladu (2017); S. Zheng, Song, Leung, and Goodfellow

(2016) or using data augmentation which is a simple yet effective technique to improve model ro-

bustness (see Section 2.4).

2.3 Distribution Shifts

As mentioned previously, the test data is called out-of-distribution or OOD when its distribution

is different than the distribution of the training data. In the case of OOD data, the assumption that

the samples in the dataset are i.i.d., i.e., are independent and identically distributed, does not hold.

Therefore, off-the-shelf models will perform poorly if this challenge is not addressed correctly.

There are three main types of data distribution shifts: covariate shift, label shift, and concept

drift. Covariate shift is the most common data distribution shift and is our main focus of study.

Suppose a classical supervised learning problem where we have images and labels from sets

X and Y , respectively. Classifying an image can be represented by P (Y |X), and the probability

density function of the image (input) and the label (output) can be modeled by P (X) and P (Y ).

When there is a change in P (X) but P (Y |X) remains unchanged, we face a covariate shift Shen et

al. (2021); Shimodaira (2000). An example of this is when we increase the brightness of an image of

a “cat”, but the label is still “cat”. Some of the possible reasons why covariate shifts might happen

are biases in the sampling process or missing data Kouw and Loog (2018).

Another type of data distribution shift that has gained more attention in recent years is label shift

Azizzadenesheli, Liu, Yang, and Anandkumar (2019); Garg, Wu, Balakrishnan, and Lipton (2020);

Lipton, Wang, and Smola (2018); Zhao, Liu, Anandkumar, and Yue (2021). Label shift happens

when P (X|Y ) is unchanged but P (Y ) changes. For instance, during a pandemic (e.g., Covid-19),

while the symptoms of a patient (e.g., cough) might not change compared to earlier, P (Y ) (the

patient has Covid-19) will increase for that type of outbreak.
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Last but not least, there is concept drift which happens when P (Y |X) changes but P (X) re-

mains unchanged Gama, Žliobaitė, Bifet, Pechenizkiy, and Bouchachia (2014); Schlimmer and

Granger (1986). For example, a word may have different meanings today compared to ancient

times.

In this work, by out-of-distribution data, we mean distribution shifts that are caused by covariate

shifts.

2.4 Data Augmentation

Data augmentation Ciregan, Meier, and Schmidhuber (2012); Krizhevsky, Sutskever, and Hin-

ton (2012); Simard, Steinkraus, Platt, et al. (2003) is one of the most intuitive ways to improve

model generalizability and works by artificially increasing the size of the training data. The newly

added samples are usually created by applying a transformation on the input image and merging the

transformed image with the original data while keeping the image label unchanged.

One can write unlimited functions to perform data augmentation. However, adding more data

to the training set increases computation requirements and if the data is irrelevant, it may hinder the

learning process by making the training task more difficult for the model.

Ideally, we know what data augmentation functions will benefit the model the most. However,

this cannot be readily computed because of the complexity of possible functions and the lack of

knowledge about the ways in which the source and target domains are different during training.

Data augmentation can be applied using several techniques including but not limited to geomet-

ric, image-level, and patch-level transformation-based algorithms Krizhevsky et al. (2012), style

transfer X. Zheng, Chalasani, Ghosal, Lutz, and Smolic (2019), and generative models Bowles et

al. (2018).

2.4.1 Existing Libraries for Data Augmentation

Some work has been done on designing and creating data augmentation libraries in the litera-

ture. “imgaug”, as introduced in Jung et al. (2020), is a library that provides more than 179 image

augmentations with some features including the ability to apply the augmentations to only a subset
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of images, design augmentation pipelines, and perform augmentations with a given probability. A

drawback of imgaug is its inefficient speed performance.

In Buslaev et al. (2020), authors have created a library called “Albumentations” that provides

more than 70 image augmentation functions. Albumentations provides most of the features that

imgaug has, such as augmentation pipelines and applying augmentations with a given probability.

Moreover, authors claim that Albumentations is faster than imgaug and some other commonly used

image augmentation tools on the most commonly used image transformations. Albumentations is

an augmentation library only and does not provide any insights into the robustness of a model when

evaluated against augmentations.

“AugLy” Papakipos and Bitton (2022) is another framework that can be used for data augmenta-

tion. An important feature of AugLy is supporting multiple data modalities, including audio, image,

text, and video. Some of the augmentation functions, such as emoji overlay, are inspired by those

that users apply to their images on social media platforms. Although AugLy supports multiple data

modalities, it only provides 16 augmentations for the image domain which makes it insufficient for

single-modality augmentation, especially in the image domain.

“torchvision” Francisco Massa (2017) is part of the PyTorch library and consists of image aug-

mentation functions. It provides only 28 image augmentations which come with features such as

creating augmentation pipelines. Similar to Albumentations, torchvision does not focus on model

robustness and is just limited to data augmentation.

2.5 Image Encoding and Image Compression

Image transformation usually refers to visually distinguishable changes or effects applied to an

image. However, there are some other types of transformations that are very commonly applied to

images that leave some traces (which are sometimes visible) in the image, yet are largely overlooked.

Lossy image encoding, such as JPEG encoding, is one example of such a phenomenon.

To store, transfer, and represent image data, we usually need to encode the raw pixel values of

an image into a different format, such as JPEG, PNG, GIF, etc. Encoding image data may result in

loss of information, or it may preserve the features of the image depending on the chosen encoding
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method. Image compression is a form of image encoding, and is categorized into either lossless or

lossy compression methods. Lossless image compression algorithms, such as PNG image compres-

sion, rely on removing statistical redundancies in an image, therefore, images that are compressed

using lossless compression techniques can be restored with zero loss. Nevertheless, the compres-

sion ratios achievable by applying lossless image compression are not significant. Lossy image

compression methods allow us to achieve higher compression ratios by sacrificing some degree of

image quality or fidelity, primarily in terms of perceptually less significant details or information.

Whether to choose lossless or lossy image compression depends on the storage limitations and the

specific requirements of the application involving image data. Nevertheless, it is noteworthy that

lossy image encoding results in changes in the input image that might have an effect on a system

as a whole. While information loss might be inevitable when we need to compress images to a

greater extent, identifying the regions in the image where more information loss can be tolerated

can bring advantages to both human users and computer vision models. By studying how JPEG

image compression works, we realized that the local complexity of patches in an image is not taken

into account by JPEG, and JPEG performs poorly when there are sharp increases in pixel intensity,

which puts JPEG at a disadvantage in certain applications.

2.5.1 JPEG Image Compression

Joint Photographic Experts Group (JPEG) compression Wallace (1991) is a standard method

for image compression that has been widely used for many years now. JPEG is designed for both

grayscale and colored continuous-tone images, which are images that are not comprised of only

black and white dots, but rather, are made up of a wide range of colors. At the heart of the JPEG

compression method lies Discrete Cosine Transform (DCT) Ahmed, Natarajan, and Rao (1974),

which is a mathematical transform that converts an image, which is essentially a signal, from the

spatial domain to the frequency domain. By doing so, the image can be represented using fewer

coefficients which allows us to apply quantization without significant loss of fidelity in the image.

More specifically, the JPEG algorithm first groups the image into 8× 8 blocks and converts the

input pixel values from unsigned integers to signed integers followed by feeding the signed values

to the Forward DCT (FDCT). The output of FDCT is the DCT coefficients, which are the relative
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Figure 2.1: This figure illustrates the steps involved in JPEG encoding.

amount of the spatial frequencies contained in the input pixels. A typical 8 × 8 block usually

does not contain sudden changes in pixel intensities, which means that the coefficients for high-

frequency signals are negligible in the transformed signal for the typical 8× 8 blocks. This allows a

large portion of image energy to be concentrated in a small number of coefficients. In the next step,

quantization is applied to the DCT output values according to a quantization table. This step plays

a major role in the overall compression of the image and most of the data loss occurs in this stage.

Finally, the quantized DCT coefficients are further compacted using an entropy encoding algorithm,

e.g., Huffman coding Huffman (1952). Figure 2.1 illustrates the steps required in JPEG encoding.

Note that JPEG treats image data as signals, and when encoding or compressing an image using

JPEG, no consideration is given to visual features or pattern complexity.

2.5.2 SVD-based Image Compression

Image compression can also be achieved using Singular Value Decomposition (SVD). To have

a deeper understanding of how SVD can be applied to image compression, we first overview SVD

and its properties, and then discuss SVD when it is applied to image compression.

Singular Value Decomposition (SVD) Overview and Properties

Given an input matrix Am×n in Rm×n 1, SVD decomposes A into three matrices as follows:

A = UΣV T (1)
1SVD is also valid for matrices in C, but it is out of the scope of this thesis because SVD will be applied only to image

data which are matrices in R.
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where the columns of Um×m and Vn×n are orthonormal and Σm×n is a diagonal matrix with

non-negative real values.

This decomposition has some interesting properties:

• Every matrix A can be decomposed into U,Σ, and V T matrices using SVD, and the decom-

position may not be unique.

• The columns of U are the left singular vectors.

• The columns of V are the right singular vectors.

• The diagonal entries of Σ are the singular values of A in descending order.

• The ith entry of the diagonal of Σ is the ith singular value of A, σi for i = 1, 2, . . . , r, where

r is the rank of A. For i > r, the diagonal entries of Σ are equal to zero.

We can provide a geometric representation for a better understanding of SVD. Suppose that A is

a linear transformation that maps vectors from the input space to the output space. SVD explains the

linear transformations in A in terms of a sequence of simpler operations, namely, rotation, reflection,

and scaling. The matrices U and V explain the rotation or reflection transformations, and Σ includes

the amount of scaling. The columns of U form an orthonormal basis for the input space, and each

column is a unit vector. U explains the direction of the rotation or reflection by A. The rows of V T

are the orthonormal basis for the output space, and each row is again a unit vector. V T represents

the transformed direction in the output space. The singular values in Σ are the scaling factor for the

rotation or reflection of which the direction is specified by U .

Calculating SVD

To calculate SVD, we should first calculate the eigenvectors of ATA which give us the columns

of U . Then, the eigenvectors of AAT are calculated to make up V T . The square roots of the

eigenvalues of ATA, or AAT equivalently, are the singular values of A that form the diagonal

elements of Σ when sorted in descending order. Calculating these three matrices gives us the full

SVD decomposition of the given matrix A.
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Different Forms of SVD Compression

Compression with SVD can be achieved in three general forms: 1) Thin SVD, 2) Compact SVD,

and 3) Truncated SVD.

Thin SVD is when we decompose Am×n into Ak = UkΣkV
T
k , where k = min(m,n). If

we choose to only keep the vectors corresponding to non-zero elements in Σ, we will have the

Compact SVD. Compact SVD represents A using only the first r column vectors of U and r row

vectors of V T , corresponding to the first r non-negative singular values on the diagonal of Σ. In this

representation, r is the rank of matrix A. The final form, which is the Truncated SVD, results in

further compression by calculating only t≪ r singular values in Σ and their corresponding vectors

in U and V T . In this form, A can only be approximated to Ã, since some information is lost.

However, Eckart and Young (1936) show that this approximation minimizes the Frobenius norm of

A− Ã when the rank of Ã is fixed.

SVD Applied to Image Data

Image data can be represented using matrices. A two-dimensional matrix Am×n represents a

grayscale image of height m and width n, and a color image can be represented using a three-

dimensional matrix, like Am×n×c, where c represents the number of color channels (in the case of

RGB, c = 3). To compress a color image, we first decompose it into its color channels and then

apply SVD per channel.

Compressing an image of size m × n translates to compressing the matrix Am×n. While ap-

plying Thin SVD to A does not necessarily save storage (think of square images), Compact SVD

and Truncated SVD both can represent an image using less data. Note that Truncated SVD is an

approximation that is not exact, contrary to Compact SVD.

To compress an image Am×n into ASV D
m×n using SVD, we first need to decide on the rank k of

the compressed image ASV D. The chosen rank determines which reduced form of SVD will be

used. As the rank becomes less, more information is lost, and the quality of ASV D deteriorates

more significantly. Figure 2.2 illustrates the application of SVD to an image for different values of

k. To compress an image into its k-rank approximation, we first apply SVD, and then only retain
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Figure 2.2: The k-rank SVD approximation of an image, applied for various values of k, illustrates
how the quality of the compressed image changes based on k. Note that for k ≥ 260, indicated by
the last row, almost no noise is visible.

the first k columns, k rows, and k entries on the diagonal of Σ. This will retain m× k entries from

U , k entries from Σ, and k × n values from V , which amounts to k(m + n + 1) values in total.

Approximating A will then be possible by multiplying the reduced Uk,Σk, and Vk matrices.

2.5.3 Other Approaches to Image Compression

Many lossless and lossy image compression algorithms exist in the literature, and each one has

its own advantages and disadvantages. For instance, Predictive Coding Kobayashi and Bahl (1974)

can be used for image compression which is based on predicting each pixel value based on the

value of the neighboring pixels, followed by quantizing and compressing the prediction error. Other

forms of predictors may also be used in Predictive Coding. For instance, in video compression,

the information from one frame can be used to predict the content of the next frame. However,

Predictive Coding is highly dependent on the predictor function, does not perform well in complex

scenes containing intricate patterns, and suffers from error accumulation when subsequent poor

predictions are made.

In Linde, Buzo, and Gray (1980), the Linde-Buzo-Gray (LBG) algorithm is introduced that

undertakes another approach to image compression using vector quantization. LBG algorithm is a
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codebook design technique that segments images into blocks, assigning each vector, representing

a block, to a corresponding code word. Through iterative refinement, the algorithm optimizes the

codebook. In the final compression step, each block in the image is replaced with its reference in

the codebook. While LBG is generalizable to many data types, it is computationally expensive and

its performance is heavily dependent on the initialization of the codebook.

Following previous methods, Fractal Image Compression Barnsley and Hurd (1993) was intro-

duced. The main idea behind using fractals was that some patterns repeat in different parts of an

image, and fractals can be used to represent those patterns. To achieve image compression using

fractals, a set of mathematical transformations, called Iterated Function Systems (IFS) Barnsley,

Ervin, Hardin, and Lancaster (1986) were introduced that map domain blocks to range blocks. Do-

main blocks closely resemble the range blocks, and both domain and range blocks are regions in the

image. While fractal image compression has proven valuable in specific niche applications Bhavani

and Thanushkodi (2013); Liu, Zhang, Qi, and Ma (2016), particularly when self-similarity is antici-

pated, its limited adoption is attributed to its dependence on initial conditions and the computational

cost, which is not always balanced against the achievable compression ratio.

Deep learning approaches, including using autoencoders Kramer (1991), generative adversar-

ial networks I. Goodfellow et al. (2014), convolutional neural networks LeCun et al. (1989), and

residual networks He et al. (2016) have also been applied to image compression. For example, in

L. Zhou, Cai, Gao, Su, and Wu (2018), variational autoencoders are utilized to create an end-to-end

image compression framework, consisting of a non-linear encoder transform, a uniform quantizer,

a non-linear decoder transform, and a post-processing module that aims to reduce the compres-

sion artifacts for low bit-rate images. Torfason et al. (2018) aimed to reduce computation costs by

integrating image compression using deep neural networks into image classification and semantic

segmentation tasks. By jointly training the image compression (using autoencoders) and image clas-

sification models (using residual networks), they achieved performance and accuracy improvements.

For image compression at extremely low bit-rates, Agustsson, Tschannen, Mentzer, Timofte, and

Gool (2019) introduced a generative adversarial network (GAN) based approach that was trained

with mean squared error, adversarial loss, and entropy loss, and would synthesize details when they

could not be stored due to the storage limit. While these deep learning-based approaches sometimes
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outperform conventional image compression methods, such as JPEG, they do not apply to every

use case because they require sufficient training data and computational resources. Also, the model

should be accessible during inference, which calls for additional storage.
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Chapter 3

Clarifying Myths About the

Relationship Between Shape Bias,

Accuracy, and Robustness

© 2023 IEEE. Reprinted, with permission, from Zahra Golpayegani, Patrick St-Amant, Nizar

Bouguila, Clarifying Myths About the Relationship Between Shape Bias, Accuracy, and Robustness,

20th Conference on Robots and Vision (CRV), 2023

3.1 Introduction

While computer vision models have been applied to different areas of research to this date, de-

veloping models that can perform well when perturbations are present in the input image is still

a challenging quest. To use computer vision in practice, we need reliable models that are ro-

bust against major and minor image perturbations. Nevertheless, even the most commonly used

models fail to perform well when minor perturbations in light, color, etc. are present in the input

image Borkar and Karam (2019); Ghosh, Shet, Amon, Hutter, and Kaup (2018); Roy, Ghosh, Bhat-

tacharya, and Pal (2018); Y. Zhou, Song, and Cheung (2017). Fig. 3.1 illustrates some examples

that can easily fool a trained ResNet-50 He et al. (2016) model with 89.06% in-domain accuracy. To

push the boundaries of computer vision, more work still needs to be done to make models reliable
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enough to be used even in use cases, such as in autonomous vehicles, where a faulty decision can

lead to disastrous consequences.

Figure 3.1: This illustration shows how a ResNet-50 model with 89.06% in-domain accuracy fails
when a small perturbation has been applied to the image. The label on top of each image is the
name of the perturbation, and the label below each image is the predicted class. ”reference” is the
clean image.

The image perturbations can even be undetectable to a human observer and yet fool the model.

A well-studied instance of this phenomenon is adversarial examples Szegedy et al. (2013) which

are inputs that are intentionally designed to fool the model and are indistinguishable to human eyes.

Different methods have been proposed to make models robust against adversarial attacks Bashivan

et al. (2021); T. Chen et al. (2020); Herrmann et al. (2022); Kurakin, Goodfellow, and Bengio

(2016); Tzeng, Hoffman, Saenko, and Darrell (2017); H. Wang and Yu (2019). In addition to the

adversarial examples, other changes can be applied to images, especially perturbations that are more

common in nature, such as changes in light, color shifts, and different weather conditions. These

types of image perturbations are the main focus of study in this work since they are present in many

real-world applications.

Data augmentation is a well-practiced method to improve model robustness. Some data aug-

mentation libraries already exist from previous research work, including imgaug Jung et al. (2020),

Albumentations Buslaev et al. (2020), AugLy Papakipos and Bitton (2022), and torchvision Fran-

cisco Massa (2017). In none of the above frameworks, however, authors propose a concrete so-

lution based on which users can find which augmentations are best to use to improve their model

performance. Some previous works focus on finding the optimal augmentation automatically. For
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instance, in Cubuk, Zoph, Mane, Vasudevan, and Le (2018), a reinforcement learning-based frame-

work has been proposed that searches for the best augmentation policies in a discrete space. How-

ever, because of the high complexity of the search space, when the number of augmentations that are

required to be investigated is more than a few, especially in cases where the resources are limited,

this method cannot be used at all. Developing a fast and efficient solution to find which augmenta-

tions fit a specific learning problem is crucial as currently many data scientists rely on trial and error

to choose an augmentation which requires a lot of resources.

Based on the experiments in Geirhos et al. (2018), it is hypothesized that by adding more shape

bias to a network, model robustness will be improved. While some works are based on the cor-

rectness of this hypothesis Lee, Hwang, Kang, and Zhang (2022), there is not any extensive study

in the literature that examines this claim in practice. However, there is a growing belief that using

augmentations that add shape bias to the network will improve model robustness.

In this paper, by evaluating a diverse set of augmentations, including simulating weather condi-

tions, occlusions, noise, color changes, etc., we study how each data augmentation function affects

the model’s robustness to out-of-distribution (OOD) data. Furthermore, we use a shape bias met-

ric introduced in Geirhos et al. (2021) to measure the shape bias imposed by each augmentation

function on the trained model, and we conclude that although in some cases there is a correlation

between the model’s shape bias and its robustness to OOD samples, there is no causal relationship

that indicates an increase in shape bias results in improved OOD robustness. Therefore, more focus

should be on improving the OOD robustness directly, instead of trying to achieve higher robustness

by aiming to increase a model’s shape bias.

There is a dispute on whether there is a trade-off between in-domain accuracy and OOD robust-

ness Herrmann et al. (2022); Kurakin et al. (2016). If such a trade-off exists, focusing on improving

model robustness to OOD examples comes at the cost of losing in-domain accuracy. By analyzing

the results we obtain from studying the in-domain accuracy and OOD robustness of models trained

on various augmented datasets, we find that both in-domain and OOD accuracies can be improved

at the same time, and the trade-off does not always exist.

As we focus on improving model robustness to OOD samples, we should note that a very com-

mon threat to model robustness is the presence of bias in the dataset. Once identified, dataset bias
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can be partially reduced using data augmentation. ImageNet-1K Deng et al. (2009) is known to be

biased towards representing texture-related features Geirhos et al. (2018). By analyzing our results

on the OOD robustness of models trained using augmented datasets, we find three sources of bias

in the ImageNet-1K dataset that can be readily mitigated by applying data augmentations.

The main contributions of this work are the following:

• We apply 39 data augmentations to ImageNet-100, a fair representative subset of ImageNet-

1K, and evaluate the effect of each data augmentation on the OOD robustness of a ResNet-50

model.

• We find some biases in the ImageNet-1K dataset and suggest that by using simple data aug-

mentations, most of these biases can be reduced. Moreover, we show that not all data aug-

mentations improve the OOD robustness.

• We demonstrate that there is not necessarily a trade-off between in-domain and OOD robust-

ness, and by choosing the right augmentations, both the in-domain and OOD accuracies can

be improved.

• By investigating the relationship between shape bias and OOD robustness, we show that it

is not good practice to focus on improving the model’s shape bias in order to achieve higher

OOD robustness. This is because an increase in a model’s shape bias does not necessarily

improve the model’s robustness to OOD samples.

3.2 Related Works

In Geirhos et al. (2018), a stylized version of the ImageNet dataset, called Stylized ImageNet

(SIN), has been created. Moreover, it is shown that a SIN-trained ResNet outperforms an ImageNet-

trained ResNet on most of the image perturbations considered in their work. According to this result,

it seems since SIN-trained ResNets learn a shape-based representation of ImageNet, they are more

robust than ImageNet-trained ResNets that mostly focus on texture information. Therefore, the

authors claim that ImageNet data induce texture bias in a network, and they hypothesize that by

adding more shape bias to a network, model robustness will be improved.
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This hypothesis forms the basis of some of the following related works in the literature. For

example, in Lee et al. (2022), a shape-based augmentation method has been proposed that applies

different augmentations from a set of three augmentations to the image foreground and background.

The idea behind this is to reduce the texture bias and increase the shape bias to improve the model’s

robustness to OOD data. While this method has achieved acceptable results, it is limited to only

three shape-based augmentations, including Color Jitter, Random Grayscale, and Random Gaussian

Blur. Moreover, the questions of why these augmentations were selected and what makes them

“shape-based” remain unanswered.

Improving model robustness using shape-focused augmentations has also been observed in self-

supervised learning methods. In Hendrycks, Mazeika, Kadavath, and Song (2019) it is shown that

using a rotation-predictor auxiliary head along with a classification network can improve model

robustness since the model needs to learn the shape representations in order to minimize the loss

function.

Other than data augmentation, the choice of the network affects the shape bias, as well. Vision

Transformers Dosovitskiy et al. (2020) are less biased towards texture compared to Convolutional

Neural Networks (CNNs) Naseer et al. (2021). However, data augmentation has a much larger effect

on shape bias compared to the network type or the training objective function Geirhos et al. (2021);

Hermann, Chen, and Kornblith (2020).

Although a correlation exists between using data augmentation and improving model robust-

ness, it should not be concluded that such an increase in robustness is a direct result of selecting

augmentations that impose shape bias on the model. In other words, an increase in shape bias results

in an increase in model robustness is only a hypothesis. To evaluate this hypothesis, in Mummadi

et al. (2021), a method is introduced to increase a model’s shape bias by keeping the shape-related

information in a training dataset while suppressing texture-related features. The authors challenged

the hypothesis and concluded that there is no clear causal relationship between shape bias and model

robustness. However, this method is limited because it only keeps the edge information in the input

image, which cannot introduce meaningful shape information to the model when partial object oc-

clusions exist in the image, for instance. Furthermore, they evaluated the OOD robustness of their

models on only few image perturbations that are not diverse enough to represent a large variety of
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perturbations and do not include those that are commonly found in nature (except Frost).

3.3 Method

We are interested in exploring the characteristics of different augmentations and investigating if

there is a relationship between shape bias and a model’s in-domain accuracy and OOD robustness.

To this end, we performed an extensive set of experiments on a fairly representative subset of the

ImageNet-1K dataset. The reason why we did not use ImageNet-1K was the significant computation

requirements. More specifically, we needed to train a model for each augmented dataset with a

training size two times larger than the original dataset. This required a huge amount of computation

power if we wanted to use the whole ImageNet-1K dataset, especially in our case since we aimed

to evaluate various augmentation types for the purpose of our studies. We used the experimental

results to analyze biases in the ImageNet-1K dataset by examining those augmentations that affect

the model OOD robustness the most.

3.3.1 Shape bias

We calculate shape bias using a measure defined in Geirhos et al. (2021) as described in (2).

This measure is applied to a dataset containing images with a shape corresponding to one class, and

a texture corresponding to another. For example, it contains an image with the texture of an elephant

that shows the shape of a cat. If in this case, the model detects a cat, then, it has a stronger bias

towards shape than texture. Therefore, in order to calculate shape bias using this method, we count

the number of correct shape decisions and divide that by the number of correctly classified images

(either shape or texture).

shape bias =
# correct shapes

# correct shapes + # correct textures
(2)

3.3.2 OOD robustness

To evaluate the OOD robustness of a model, first, we trained the model on the source dataset

augmented using a selected augmentation type. Then, we evaluated the performance of the trained
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model on a target dataset with images that were obtained by applying 17 various perturbations to

the images from the source dataset. We used the model’s average top-1 classification accuracy on

the target dataset as a measure to describe the OOD robustness in our experiments.

3.4 Experiments

3.4.1 Dataset

OOD Benchmark Dataset

We used the OOD Benchmark dataset designed in Geirhos et al. (2021) to evaluate the effect of

each augmentation function on the OOD robustness. The OOD Benchmark dataset is a collection

of 17 datasets that are obtained by applying different types of image perturbations on a subset of

ImageNet-1K. Based on the perturbation type, these 17 datasets are categorized into two groups;

five datasets belong to the Style group and the rest of the datasets belong to the Noise group. Each

dataset in the Style group is created by applying a specific effect on a subset of the ImageNet-1K

dataset. These effects include “sketch”, “edge filter”, “silhouette”, “cue-conflict” (images that have

a texture corresponding to a class with a shape from a different class), and “stylized” (images that

are stylized using painting styles). In the Noise group, images are obtained by applying different

types of digital degradations to images, including noise and blur. Each image in these 17 datasets

corresponds to a label from a set of 16 human-recognizable labels (“airplane”, “bear”, “bicycle”,

“bird”, “boat”, “bottle”, “car”, “cat”, “chair”, “clock”, “dog”, “elephant”, “keyboard”, “knife”,

“oven”, “truck”) introduced in the same work. To obtain these labels, a mapping has been introduced

from ImageNet-1K classes to 16 broader categories1. For example, a few classes of different cat

types, including “tabby cat”, “Persian cat”, and “Siamese cat” are mapped to one class, called “cat”.

ImageNet-100

For training purposes, we used a subset of 100 classes from the ImageNet-1K dataset, called

ImageNet-100. In order to build ImageNet-100 from ImageNet-1K, we needed to pick 100 classes

from the 1000 classes in ImageNet-1K. Since we wanted to perform OOD robustness testing on the
1https://github.com/bethgelab/model-vs-human
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OOD Benchmark dataset, we needed labels that could be converted to the 16 human-recognizable

labels used in the OOD Benchmark dataset. Therefore, we examined the above mentioned mapping

from ImageNet-1K to 16 human-recognizable categories to find those classes that were mapped

to only few classes from ImageNet-1K. For example, “knife” was only mapped to one class in

ImageNet-1K, whereas “dog” corresponded to 110 classes. To make ImageNet-100 balanced, we

prioritized these classes over the ones that corresponded to a higher number of classes in ImageNet-

1K. Then, according to the mapping, we started selecting ImageNet-1K classes until we reached

100 classes. This approach allowed us to end up with classes that can be mapped to the 16 human-

recognizable labels, and at the same time, represent a balanced set of classes in ImageNet-1K.

ImageNet-100 represents ImageNet-1K; because by design, for each class in ImageNet-1K, there is

a broader class in ImageNet-100 that represents the selected ImageNet-1K class.

Cue-conflict

To calculate shape bias, we used the cue-conflict dataset which is one of the datasets in the Style

group from the OOD Benchmark dataset. Cue-conflict is a collection of images that have the shape

corresponding to class A, but texture corresponding to class B, where A ̸= B.

3.4.2 Implementation details

We used the PyTorch framework for our experiments. For every augmentation, we trained a

ResNet-50 model with an initial learning rate of 0.1 for 40 epochs and used the ReduceLROnPlateau

scheduler that multiplies the learning rate by a factor of 0.1 whenever the validation accuracy has not

increased for 5 epochs. The batch size and weight decay were set to 256 and 0.0005, respectively.

We also trained a baseline model, called Vanilla, that is trained on the ImageNet-100 training set

without adding any augmentations for comparison purposes. For each of the 39 models, one for each

augmentation type, we evaluated the in-domain accuracy on clean data, as well as the model’s OOD

robustness when evaluated on the OOD Benchmark dataset. Furthermore, we used the cue-conflict

dataset from the OOD Benchmark dataset to measure the shape bias of each model.

26



3.4.3 Augmentations

We studied 39 types of augmentations that span a diverse set of image perturbation types. The

intensity of these augmentations is balanced in a way that the transformed image is still easily

recognizable to an observer, while they can instantly realize that some known kind of perturbation

has been applied to the image. Fig. 3.2 illustrates different types of augmentations and how they

change a reference image.

Figure 3.2: An overview of how different augmentations alter the reference (original) image. Best
viewed in color.

3.5 Results and Discussion

3.5.1 Evaluating augmentations on the OOD Benchmark

By evaluating ResNet-50 models trained on augmented datasets using various image augmenta-

tions, we calculated the OOD robustness on the OOD Benchmark dataset. We measured this factor

by considering a diverse set of 39 augmentations across various perturbation groups, including blur,

noise, distortion, occlusion, color shift, lightness, weather, and geometry. We also measured the

OOD robustness for the Vanilla (baseline) model, which is trained on ImageNet-100 without ap-

plying any data augmentation to compare the results. Fig. 3.3 shows how OOD robustness varies

across different augmentations.
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As we mentioned in Section 3.4.1, ImageNet-100 fairly represents ImageNet-1K by design.

Therefore, by choosing the augmentations that have the highest effect on model robustness accord-

ing to Fig. 3.3 and augmenting ImageNet-1K using those augmentations, we can improve model

robustness in situations where we are using the ImageNet-1K dataset. Fig. 3.3 illustrates that

“Brightness Reduce” augmentation contributed the most to OOD robustness. On the other hand,

“Brightness Increase” holds the 8th rank out of 40. This means that most of the images are in the

same range of light settings in the ImageNet-1K dataset and a strong light augmentation can increase

OOD robustness significantly.

The second most effective augmentation is “Grid Distortion Resize” which performs grid dis-

tortion on the input image and then resizes the output to the original image size. This augmentation

alters the visual representation of the image in a way that objects seem more narrow or wide on

different sides. This is similar to viewing an object from different angles. Since applying this

augmentation has a high effect on model robustness, it can be concluded that the ImageNet-1K

dataset images mostly represent objects from limited angles. To improve OOD robustness against

other points of view, one cost-efficient approach is to use geometric augmentations, like the “Grid

Distortion Resize” augmentation.

Last but not least, “Translate Horizontal” stands third in the ranking, which indicates that

ImageNet-1K objects are usually located in the center of the image; whereas in real-world applica-

tions, this is not always the case. By applying a simple translate augmentation, OOD robustness can

improve significantly.

3.5.2 Does data augmentation always improve OOD robustness?

According to Fig. 3.3, some of the augmentations rank lower than the baseline Vanilla model.

For instance, “Elastic Transform” which adds a wavy effect on the input image has a significantly

lower OOD robustness (-3.5%) compared to the Vanilla model. This observation is an example of

a case where data augmentation does not improve model robustness. Since such cases exist, we

should always perform OOD robustness evaluations on augmented datasets to make sure we are

achieving results that are better than the baseline.
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Figure 3.3: Evaluation of OOD robustness for various augmentations on the OOD Benchmark
dataset. The pink bar represents the Vanilla (baseline with no data augmentations) model.

3.5.3 Is there a trade-off between in-domain accuracy and OOD robustness?

In Kurakin et al. (2016), it is claimed that there is a trade-off between in-domain accuracy and

OOD robustness. In Herrmann et al. (2022), however, it has been shown that this trade-off can

be broken for Vision Transformers, at least. We study if such a relationship exists for CNN-based

models by exploiting the in-domain accuracy and OOD robustness of our trained models on the

OOD Benchmark dataset. Table 3.1, demonstrates a few examples for which this trade-off breaks.

A few other augmentations meet these conditions as well, which are not listed in this table for

brevity. According to these examples, it cannot be concluded that increasing the OOD robustness

comes at the cost of a decrease in in-domain accuracy, necessarily. An ideal augmentation increases

both in-domain accuracy and OOD accuracy.
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Table 3.1: This table shows a few augmentation examples that can be applied to the ImageNet-100
dataset and increase both in-domain accuracy and OOD robustness, simultaneously. Avg. OOD
Robustness is the weighted average of OOD-Noise and OOD-Style robustness values.

Augmentation
Name

In-domain
Accuracy

OOD-Noise
Robustness

OOD-Style
Robustness

Avg. OOD
Robustness

Vanilla (Baseline) 89.06 42.99 28.92 38.85

Grid Distortion Resize 94.92 48.67 29.33 42.98

Grid Distortion Repeat Edge 93.75 47.47 30.11 42.3

Rotate 93.75 46.27 30.74 41.70

Translate Vertical 92.57 44.44 32.64 40.96

Translate Horizontal 92.18 46.8 33.19 42.79

Zoom Center 91.01 47.16 31.66 42.60

3.5.4 The relationship between shape bias and OOD robustness

An increase in the shape bias does not result in an increase in the OOD robustness. However,

as the shape bias increases, OOD robustness against the augmentations in the Style group usually

increases at the cost of a decrease in the OOD robustness against the augmentations in the Noise

group. This claim can be observed in Fig. 3.4, where the data points are estimated using a second-

degree polynomial for each OOD group (Style and Noise). Since the OOD robustness for the Noise

group reduces with the increase in shape bias, we cannot claim that a higher shape bias results

in a higher OOD robustness. Therefore, it is not good practice to try to achieve improved model

robustness by focusing on improving the model’s shape bias as seen in the literature.

3.6 Conclusion

In this work, we evaluated the OOD robustness of 39 different types of augmentations on the

OOD Benchmark dataset using ResNet-50 models trained on various augmented versions of the

ImageNet-100 dataset. By studying the experimental results carefully, we found some biases in the

ImageNet-1K dataset that can be reduced by applying data augmentation. Moreover, we explained

that not all data augmentations improve model robustness, and it is necessary to evaluate whether
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Figure 3.4: This figure shows the relationship between the shape bias and the OOD robustness of
models trained on augmented datasets. The evaluation has been performed on the OOD Benchmark
dataset that contains two groups of datasets, called the Noise and the Style groups.

augmenting a dataset using a specific type of data augmentation contributes to an increase in OOD

robustness. Furthermore, the relationship between in-domain accuracy and OOD robustness was

studied, and it was shown that there is not necessarily a trade-off between in-domain accuracy and

OOD robustness. Finally, it was concluded that an increase in shape bias does not always result in

an increase in OOD robustness.
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Chapter 4

PatchSVD: A Non-uniform SVD-based

Image Compression Algorithm

4.1 Introduction

Enormous1 amounts of data are generated every day by various sources, including social media,

sensors on wearable devices, and smart gadgets. In many cases, the data needs to be stored on a

small device to serve a specific purpose. For instance, a real-time defect detector stores images of

its camera feed and sends them to a lightweight model to catch possible flaws in a production line

Pham, Chang, et al. (2023). Such small devices are limited in storage capacities; therefore, it is

essential to design efficient data storage algorithms capable of storing the data without significant

loss in quality.

Images are one of the most commonly used data formats, and storing an image file on a digital

device can require anywhere from kilobytes to megabytes of storage space, depending on the com-

plexity of the image and the storage technique. Image compression algorithms can be categorized

into lossless and lossy compression methods. In lossless methods, such as PNG image compres-

sion, the original input can be reconstructed after compressing because compression was achieved

by removing statistical redundancies. However, only low compression ratios are achievable through
1This work has been accepted to be published in the Proceedings of the 13th International Conference on Pattern

Recognition Applications and Methods (ICPRAM 2024) https://icpram.scitevents.org/

32

https://icpram.scitevents.org/


lossless image compression, and image compression is not always guaranteed. On the other hand,

lossy compression techniques, such as JPEG compression Wallace (1991), achieve higher com-

pression ratios by allowing more information loss, but the reconstructed image sometimes contains

visible compression artifacts. Specifically, JPEG image compression is based on the assumption

that within an 8 × 8 pixel block, there are no sharp changes in intensity. However, in some use

cases, such as compressing images of text or electronic circuit diagrams, this assumption does not

hold, and JPEG creates visible compression artifacts around the drawn lines. Figure 4.1 compares

the JPEG compression artifacts with those of the proposed method presented in this paper, using

an example image containing text sourced from the IAM Handwriting Database Marti and Bunke

(2002).

To improve the compression results, some traditional methods compress regions of interest

(ROIs) with a higher bit-rate than the rest of the regions Christopoulos, Skodras, and Ebrahimi

(2000), however, the ROIs are not detected automatically and should be specified by the user. Deep

learning-based approaches have also been applied to image compression Agustsson et al. (2017);

Cheng, Sun, Takeuchi, and Katto (2018, 2019); Li, Zuo, Gu, Zhao, and Zhang (2018); Prakash,

Moran, Garber, DiLillo, and Storer (2017); Toderici et al. (2017). Nevertheless, training deep learn-

ing models require high computational power and the models are not readily explainable. Moreover,

during inference, the model has to exist on the device that runs the compression code, which calls

for additional storage compared to traditional methods.

In this paper, we propose a new image compression algorithm based on SVD, called PatchSVD2.

First, we explain how PatchSVD works, what is the compression ratio we can achieve using PatchSVD,

and what are the required conditions to compress an image using PatchSVD. Then, through exten-

sive experiments, we demonstrate that PatchSVD outperforms SVD in terms of SSIM, PSNR, and

MSE metrics. Moreover, through examples, we show that PatchSVD is more robust against sharp

pixel intensity changes, therefore, it is preferable over JPEG in some use cases, including compress-

ing images of text, where high changes in pixel intensity exist.
2PatchSVD source code is available at https://github.com/zahragolpa/PatchSVD
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Figure 4.1: JPEG produces more compression artifacts in images containing text compared to the
proposed method. The sample is taken from the IAM Handwriting Database and the image has been
zoomed in 30 times the original size to better visualize the compression artifacts.

(a) Original image (b) Difference image (∆) (c) Complex (in gray) and
simple (in black) patches

(d) PatchSVD output

Figure 4.2: PatchSVD algorithm first applies low-rank SVD to the original image and subtracts
the low-rank approximation from the original image (Figure 4.2(a)) to obtain ∆ (Figure 4.2(b)).
Then, by applying a score function, PatchSVD calculates the patches that contain more information
according to ∆ (4.2(c)) to create the final compressed image (see Figure 4.2(d)).
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4.2 Preliminaries

In this section, we briefly overview SVD and its basic properties. Singular Value Decompo-

sition or SVD is an algorithm that factorizes a given matrix A ∈ Rm×n into three components

A = USV T , where Um×m and V T
n×n are orthogonal matrices and Sm×n is a diagonal matrix con-

taining singular values in descending order. The singular values are non-negative real numbers that

represent the magnitude of the singular vectors; i.e., larger singular values indicate directions in the

data space where there is more variability. Therefore, by keeping the larger singular values and their

corresponding vectors, the original matrix can be approximated with minimum information loss.

The maximum number of linearly independent rows or columns of a matrix is called the rank

(r) of that matrix. When a matrix A is decomposed using SVD, the number of non-zero elements

on the diagonal of S is equal to r. By retaining only the first r elements from U , S, and V T we get

an r-rank approximation Ar = UrSrV
T
r for the matrix A.

If we use k-rank SVD to compress an image represented by matrix Am×n, the number of ele-

ments we need to store to represent the compressed image is calculated by summing up the number

of elements from each SVD component. Therefore, storing the k-rank version of Am×n with m×n

elements only requires SSV D = k(m+n+1) values. Note that the k-rank approximation of matrix

A keeps most of the useful information about the image while reducing the storage requirements for

the input, especially if the rows and columns in the image are highly correlated (r ≪ min(m,n)).

However, when higher compression ratios are required, it is beneficial to sacrifice more information

to save more storage, which is achievable by choosing kSV D < k.

4.3 Related Works

SVD has been used before in literature for image compression Akritas and Malaschonok (2004);

Andrews and Patterson (1976); Cao (2006); Kahu and Rahate (2013); Prasantha, Shashidhara, and

Murthy (2007); Tian, Luo, and Liao (2005). In Ranade, Mahabalarao, and Kale (2007), a variation

on image compression using SVD has been proposed that applies a data-independent permutation

on the input image before performing SVD-based image compression as a preprocessing step. In

Sadek (2012), a forensic tool is developed using SVD that embeds a watermark into the image noise
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Figure 4.3: This figure shows the effect of patch size on the performance of the PatchSVD algorithm
across CLIC (first row) and Kodak (second row) datasets.

subspace. Another application of SVD applied to image data is image recovery discussed in Z. Chen

(2018) where authors used SVD for matrix completion.

Few studies have investigated region-based or patch-based image compression using techniques

similar to SVD. In Lim, Yap, and Manap (2014), a GUI system is designed that takes Regions of

Interest (ROI) in medical images to ensure near-zero information loss in those regions compared

to the rest of the image when compressed. However, users need to select the ROIs manually, and

Principle Component Analysis (PCA) is used instead of SVD. Lim and Abd Manap (2022) used a

patch-based PCA algorithm that eliminates the need to manually select the ROIs in brain MRI scans

using the brain symmetrical property. However, their approach has very limited use cases because

of the assumed symmetrical property in the images.

Joint Photographic Experts Group (JPEG) compression Wallace (1991) is one of the most com-

monly used image compression methods, applicable to both grayscale and color continuous-tone

images. JPEG works by transforming an image from the spatial domain to the frequency domain

using Discrete Cosine Transforms (DCTs) Ahmed et al. (1974). Each image is divided into 8×8 pix-

els blocks, transformed using DCT, and then quantized according to a quantization table, followed

by further compression using an entropy encoding algorithm, such as Huffman coding Huffman
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(1952). While JPEG is used in many use cases, it fails to perform well in examples where sudden

changes in intensity exist within the blocks.

We aim to extend the previous works by automatically selecting the complex patches and utiliz-

ing SVD with respect to the image context to compress images with minimum information loss and

achieve significant reductions in storage without any training required using simple mathematical

operations.

4.4 Method

4.4.1 PatchSVD Algorithm

To compress Am×n using PatchSVD, we first compute the SVD of the image and take the first

kSV D singular values to reconstruct the kSV D-rank approximation. Then, we subtract the kSV D-

rank approximation from the original image to get matrix ∆ (see Figure 4.2(b)). In our experiments,

we selected the initial kSV D = 1. Based on the properties of SVD, the kSV D-rank approximation

captures most of the image information; therefore, high values in ∆ (white pixels) indicate pixels

that were not captured by the first singular values, and low values in ∆ (black pixels) would give us

those locations were almost all the information in the original image was captured by the kSV D-rank

approximation. Therefore, to distinguish the complex patches that SVD missed from the simpler

ones, we investigate the values in ∆ and determine if a patch is complex or simple (see Figure

4.2(c)). In other words, the ∆ matrix helps us find the areas that would introduce large compression

errors if we used the standard SVD for image compression. We utilize ∆ as a heuristic function to

minimize the compression error by applying non-uniform compression.

More specifically, we split the image corresponding to the ∆ matrix into patches of size Px×Py.

If the image is not divisible by the patch dimensions, we add temporary margins to the sides with

pixel values equal to the average pixel value in the image. Then, we loop over the patches and assign

a score to each patch according to a score function. Next, we sort the patches based on the score

and select the top nc complex patches. The number of complex patches is determined based on the

desired compression ratio, following Equation 4.
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After we find the complex patches, we run SVD for each patch and take the k-rank approxima-

tion with two different constants; kc for complex patches and ks for simple patches where ks ≤ kc.

When we encounter the patches that contain the extra margin, we remove the margin before per-

forming k-rank approximation using SVD. Finally, we put the compressed patches together to form

the compressed image (see Figure 4.2(d)). PatchSVD algorithm is described in detail in Algorithm

1. We argue that PatchSVD is a more flexible image compression algorithm compared to SVD and

JPEG because it allows you to assign non-uniform importance to each patch in the image according

to a customizable function. While our method relies on the 1-rank SVD to calculate the ∆ ma-

trix and employs the standard deviation score function to sort patches, it’s noteworthy that various

techniques, such as graph-based approaches, gradient-based methods, edge detection, and expert

knowledge, can also be employed to detect and sort complex patches. The choice may depend on

the specific requirements of the application.

Algorithm 1 PatchSVD
Require: Am×n, ks, kc, Px, Py,CR
Ensure: cmpr image

1: nc
t ←

(
PxPy(1−CR)
Px+Py+1 − ks

)
1

kc−ks

2: ∆← A− k rank SVD(A, 1)
3: ∆patches ← patch and add margin(∆, Px, Py)
4: if nc

t × num patches < 1 then
5: k SVD← int((1− CR)× m×n

m+n+1)
6: return k rank SVD(A,k SVD)
7: end if
8: for patch in ∆patches do
9: ∆scores[patch]← score(patch)

10: end for
11: ∆scores ← sort(∆scores)
12: for patch in ∆patches do
13: U, S, V t ← SVD(patch)
14: if index(patch) ≤ nc then
15: k ← kc
16: else
17: k ← ks
18: end if
19: cmpr patch← k rank SVD(patch, k)
20: cmpr patches.append(cmpr patch)
21: end for
22: cmpr image← arrange patches(cmpr patches)
23: return cmpr image
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Figure 4.4: This figure compares SSIM, PSNR, and MSE metrics for PatchSVD, JPEG, and SVD
image compression algorithms on the CLIC dataset with a patch size of 10 (top row) and the Kodak
dataset with a patch size of 16 (bottom row).

4.4.2 Compression Ratio (CR)

Suppose we want to compress an input image of size m×n using PatchSVD and we choose the

patch size to be Px × Py. The amount of compression we get depends on the values we choose for

kc and ks, i.e., lower-rank approximations result in higher amounts of image compression. More

specifically, the number of digits we need to save, SPatchSVD, to represent an image using PatchSVD

is SPatchSVD = nckc(Px+Py+1)+nsks(Px+Py+1), where nc and ns are the number of complex

and simple patches, respectively. Taking kc = ks = kSVD would result in the storage required by

the SVD algorithm (SSVD) which is equivalent to the storage needed by the PatchSVD algorithm

when Px = n, Py = m, nc = 1, and ns = 0 which is equal to SSVD = kSVD(m+ n+ 1).

Therefore, the Compression Ratio (CR) can be calculated using the following formula:

CR =
SOriginal − SPatchSVD

SOriginal

= 1− (Px + Py + 1)(nckc + nsks)

PxPy(nc + ns)

(3)

where SOriginal is the storage needed for the original image. From 3, we can calculate the number
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of complex patches nc when the required compression ratio is known:

CR = 1− (Px + Py + 1)(nckc + nsks)

PxPy(nc + ns)

=⇒ nc

t
= (

PxPy(1− CR)

Px + Py + 1
− ks)

1

kc − ks

(4)

where t is the total number of patches in the image. We need to ensure CR ≥ 0 to have a

compressed image; therefore, the following should hold:

0 ≤ nc

nc + ns
≤

PxPy

Px+Py+1 − ks

kc − ks
(5)

which requires two conditions to be true:

PxPy

Px + Py + 1
≥ ks (6)

and

kc ≥ ks (7)

Moreover, we can observe from the condition in 5 that there is a trade-off between the proportion

of the complex patches and the values we choose for kc and ks. For instance, if we want to keep

a higher proportion of complex patches, the difference between kc and ks should be higher and ks

should be much smaller than kc. Note that since kc ≥ ks ≥ 0, the proportion of complex patches

cannot be higher than a threshold. On the other hand, if the proportion is too small, the number

of complex patches may end up being less than 1, in which case PatchSVD will fall back to the

standard SVD-based image compression algorithm.

4.4.3 Patch Size Lower Bound

Not every arbitrary patch size works with the PatchSVD algorithm. While the image size is

a trivial upper bound for P , it should be noted that greater patch sizes will result in less accurate

scoring. More specifically, if the patch size is too large, the score function will lose its sensitivity

to complex versus simple patches because of its less local domain. To find a lower bound for patch
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(a) Image compression at CR = 85% applied to ”kodim06.png” from the Kodak dataset.

(b) Image compression at CR = 20% applied to ”kodim09.png” from the Kodak dataset.

Figure 4.5: PatchSVD, JPEG, and SVD compression algorithms applied to two image samples
from the Kodim dataset show the compression artifacts produced by each algorithm. As you can
see, PatchSVD produces more sharp edges which results in perfectly legible text even after the
image has been greatly compressed.
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size, we simplify Equation 6 by assuming that we are using a square patch with Px = Py = P .

Then, we will have:
P 2

2P + 1
≥ ks (8)

By simplifying this inequality further, we get a lower bound on the patch size as follows:

P ≥ ks +
√
k2s + ks ≥ 0 (9)

4.5 Experiments

With PatchSVD, we compress images from two datasets using different patch sizes to evaluate

the effect of patch size on the performance of the algorithm. Then, we pick the best patch size

for each dataset and compare PatchSVD with SVD and JPEG according to three metrics and by

visually comparing the compression artifacts. We also briefly discuss some choices for PatchSVD

score functions and how they compare with each other.

4.5.1 Datasets and Metrics

We evaluated our method on Kodak Kodak (1999) and CLIC Toderici et al. (2020) datasets be-

cause they contain original PNG format images that were never converted to JPEG. Kodak contains

24 full-color (24 bits per pixel) images that are either 768x512 or 512x768 pixels large. The images

in this dataset capture a variety of lighting conditions and contain different subjects. The CLIC

dataset was introduced in the lossy image compression track for the Challenge on Learned Image

Compression in 2020 and includes both RGB and grayscale images. For all the experiments, we

utilized the test split, which comprises 428 samples.

We use traditional image compression metrics, including Mean Squared Error (MSE), Peak

Signal-to-noise Ratio (PSNR), and Structural Similarity Index Measure (SSIM) Z. Wang, Bovik,

Sheikh, and Simoncelli (2004) to evaluate the image compression performance of each method.

Lower MSE means better performance, indicating reduced pixel deviations. Higher PSNR and

SSIM values signal superior image quality with less distortion and increased similarity between

original and processed images.
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Figure 4.6: This figure illustrates PatchSVD algorithm performance using different score functions,
namely, standard deviation, mean, and max. To compare, SSIM, PSNR, and MSE metrics are used.
It is demonstrated that standard deviation has a slightly better performance compared to others.

4.6 Results and Discussion

4.6.1 PatchSVD Performance Based on Patch Size

Figure 4.3 depicts the impact of patch size on the performance of the PatchSVD algorithm across

the Kodak and CLIC datasets, as measured by SSIM, PSNR, and MSE metrics. The findings indicate

that opting for excessively large patch sizes is not advisable, and the effectiveness of compression

may be compromised with patch sizes that are too small, contingent on the characteristics of the

dataset. Note that the algorithm falls back to SVD for patch sizes that are too large which is why

the plots overlap for some compression ratios.

4.6.2 Image Compression Performance Comparison

To better demonstrate the performance of PatchSVD, we compared the performance of PatchSVD

with a fixed patch size against JPEG and SVD on CLIC and Kodak datasets. According to the

experiment results in Section 4.6.1, patch sizes 10 and 16 were selected for CLIC and Kodak, re-

spectively. Figure 4.4 illustrates the performance comparison with respect to SSIM, PSNR, and

MSE. PatchSVD outperforms SVD in all three metrics on both datasets, although JPEG still per-

forms better than PatchSVD. This is expected because neither of the three metrics are context-aware.

Nevertheless, PatchSVD may still be preferred over JPEG in some use cases as explained in Section

4.6.3.
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4.6.3 Compression Artifacts

While the compression artifacts of PatchSVD and SVD are usually in the form of colored pixels

(sometimes called ”stuck pixels”, see SVD output in Figure 4.5(b)), for JPEG, these artifacts take

the forms of a general loss of sharpness and visible halos around the edges in the image. In higher

compression ratios, the edges of blocks that PatchSVD and JPEG use become visible, too. However,

for use cases where sharpness should be maintained locally, PatchSVD is preferable. For example,

in Figure 4.5, for both samples, the text written on the boat is more legible when the image is

compressed with PatchSVD.

4.6.4 Choice of Score Function

We compared various score functions, including taking the maximum value, averaging, and

calculating the standard deviation of the pixel values present in the input patch, as shown in Figure

4.6. The performance of all the score functions is almost similar, but standard deviation yields better

results in terms of SSIM, PSNR, and MSE. Hence, the default score function for this algorithm is

the standard deviation. The intuition behind this is that standard deviation introduces sensitivity to

deviations from the mean which is usually where more complex patterns are present.

4.7 Conclusion

In this work, we introduced PatchSVD as a non-uniform image compression algorithm based on

SVD. Through experiments, we demonstrated that the patch size in the PatchSVD algorithm affects

the compression performance. Also, we compared the performance of PatchSVD with JPEG and

SVD with respect to SSIM, PSNR, and MSE. We compared the compression artifacts that each al-

gorithm introduced to images and illustrated examples of the cases where PatchSVD was preferable

over JPEG and SVD because it produced less destructive artifacts in regions that contained informa-

tion that would have been lost if we applied standard SVD-based image compression. Studying the

impact of PatchSVD as an image compression algorithm on the downstream tasks is an interesting

future work. Moreover, applying PatchSVD to medical images is a prospective extension because,

in medical images, higher resolution is required in the pixels containing diagnostic information
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compared to the rest of the image and non-uniform local compression could be beneficial. Expert

knowledge can lead us to more customized score functions which makes this application even more

interesting.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this thesis, we have studied the relationship between the shape bias of models and their ac-

curacy and robustness. In previous works, it was hypothesized that a model with a higher shape

bias would have better robustness to out-of-distribution data. Also, the relationship between accu-

racy and robustness was somewhat unclear and understudied. To find answers to these questions,

we devised experiments on a subset of ImageNet-1K, called ImageNet-100, and demonstrated that

first, increasing the shape bias of a model does not necessarily result in a higher OOD robustness.

Second, no trade-off exists between in-domain accuracy and out-of-distribution robustness. In fact,

we showed some cases where we improved out-of-distribution robustness and in-domain accuracy

simultaneously. Moreover, through experiment results, we illustrated that not all data augmentations

are beneficial to the model that is being trained. Rather, in some cases, data augmentation can hurt

model robustness. In our experiments, we applied 39 different data augmentations to ImageNet-100

and trained various ResNet-50 models on each separately augmented dataset to conduct compar-

isons.

Last but not least, we studied image encoding as an image transformation and closely investi-

gated one of the most commonly used image encoding methods, namely, JPEG. To mitigate some

drawbacks of JPEG, such as compression artifacts around high-contrast edges in images, we in-

troduced a novel image compression algorithm based on Singular Value Decomposition (SVD),
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called PatchSVD. PatchSVD applies non-uniform compression to an image by using the informa-

tion retained by SVD as a heuristic to differentiate complex patches from simpler ones. PatchSVD

outperforms SVD-based image compression on Kodak and CLIC datasets in terms of SSIM, PSNR,

and MSE, which are the commonly used image compression metrics. Moreover, it does not pro-

duce JPEG-like compression artifacts around the high-contrast edges which is useful in some use

cases, including compressing images of text documents. Also, in cases where domain knowledge

allows us to understand the local importance of patches in an image, PatchSVD allows us to perform

customized image compression and retain the most important information in the image by taking a

non-uniform compression approach.

5.2 Future Work

We propose to study the effect of augmenting a dataset with its PatchSVD-compressed version

and compare the robustness results with JPEG compression. In light of this experiment, we can show

if keeping edge information with as little noise or artifacts as possible can improve the performance

of the model. Furthermore, future studies can compare PatchSVD applied to each RGB channel

with PatchSVD applied to other channels, such as the YCbCr color space where the luminance

(brightness) and chrominance (color) information are stored as two different components. Applying

PatchSVD to YCbCr channels instead of RGB channels could be beneficial because the human

eye is more sensitive to changes in luminance than color Tkalcic and Tasic (2003). Therefore,

the information can be more heavily compressed in the color channel compared to the luminance

channel using PatchSVD, and this may improve compression fidelity. Another direction could be

devoted to the integration of finite mixture models McLachlan, Lee, and Rathnayake (2019) to tackle

the problems investigated in this thesis Bouguila and Elguebaly (2012); Elguebaly and Bouguila

(2010, 2015); Fan and Bouguila (2012); Fan, Sallay, and Bouguila (2017); Mashrgy, Bdiri, and

Bouguila (2014); Oboh and Bouguila (2017).
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