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ABSTRACT 

 

The neuroscience of creative perception: 

From visual ambiguity to neuroacoustics 

 

Antoine Bellemare-Pepin, Ph.D. 

Concordia University, 2024 

 

This thesis advances the understanding of creativity by exploring its connection with sensory 

perception, particularly through divergent perception, a concept that extends beyond traditional 

divergent thinking approaches. It posits that creative ideas emerge not only from how we generate 

thoughts but fundamentally from how we perceive our environment, emphasizing the role of 

sensory ambiguity in the creative process. By integrating cognitive neuroscience with music 

theory, this work examines the relationship between sensory ambiguity and creative perception. 

Using magnetoencephalography (MEG), it investigates the neural underpinnings of divergent 

perception and its interaction with stimulus properties and individual creativity levels through a 

series of theoretical work and experimental studies (Chapters 1 to 3). These studies reveal that 

the brain's processing of ambiguous stimuli and its spontaneous activity are influenced by the 

individual's level of creativity, particularly when exposed to scale-free visual stimuli. Transitioning 

from visual to auditory perception, the thesis introduces a musically-inspired model of brain 

dynamics, emphasizing the creative potential of biosignals and their inherent harmonic complexity 

for musical exploration (Chapters 4 and 5). This includes the development of a Python toolbox for 

harmonic analysis of biosignals, designed to facilitate artistic and scientific exploration of the latent 

harmonies in living systems. Through this interdisciplinary approach, the thesis underscores the 

significance of divergent perception in creativity and offers new tools and models for investigating 

the complex interplay between sensory ambiguity, perception, and creative output. 
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Introduction 
 

It always seemed to me that in moments of pure inspiration, knowledge was transcended, 

somehow bypassing the traditional modes of cognition. Creative expression can be considered 

one of the most complex manifestations of consciousness, being one of those states that 

empiricism takes time to shed light on. Indeed, the current renewal of interest in this realm of 

research can be interpreted primarily as the result of our technological advances, but also as a 

criticism of previously established models. Despite significant advancements, a crucial gap 

persists in our understanding of the relationship between creativity and perception of ambiguous 

stimuli. Traditional models have predominantly focused on cognitive aspects of creativity, often 

overlooking the intricate ways in which sensory perceptions contribute to creative processes. This 

research proposes a novel framework that integrates divergent perception—a perceptual 

counterpart to divergent thinking—into the study of creativity. Divergent perception, as defined 

here, refers to the capacity to discern multiple perceptual interpretations of sensory stimuli. 

This investigation will employ cognitive neuroscience methods and innovative research-

creation techniques, particularly focusing on the sonification of biosignals as a means of exploring 

sensory ambiguity. This thesis blends various perspectives and methodologies, drawing from 

neurophenomenology, gestalt theory, nonlinear dynamics, embodied aesthetics, computational 

models of harmonicity, and brain-computer interface design. The core objective is to draw 

parallels between creativity and perceptual ambiguity, with a specific emphasis on how creative 

expression can arise from ambiguous perceptions. 

The first facet of this thesis (chapters 1, 2 and 3) proposes a comprehensive model linking 

creativity with the perception of ambiguous stimuli, and revolves around four pivotal research 

objectives: 
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• Developing a theoretical framework for divergent perception and suggesting mechanisms 

that link altered perceptual experiences with creative processes. 

• Investigating pareidolia — the perception of distinct objects within ambiguous stimuli — 

as an indicator of creativity. 

• Exploring how the complexity of stimuli, such as fractal dimension, affects pareidolia. 

• Identifying electrophysiological markers associated with pareidolic states and their 

modulation by individual creativity levels. 

The thesis is philosophically anchored in the notion that subjectivity and phenomenology 

are emergent properties of biological systems interacting with their environments (Petitot et al., 

2000; F. J. Varela et al., 2017). In the philosophy of perception, phenomenology and gestalt theory 

provide a framework for understanding perception as an inherently creative act. Pareidolia, in this 

context, serves as a prime example of the creative interplay between subjective experience and 

the objective world. To systematically manipulate pareidolia in laboratory settings, I employed 

advanced neuroimaging techniques (magnetoencephalography; MEG) to investigate the neural 

underpinnings of divergent perception. A specifically designed divergent perception task was 

central to this investigation, allowing for an in-depth exploration of how individuals with varying 

levels of creativity engage with and interpret ambiguous stimuli. 

Expanding the scope beyond scientific inquiry, the research-creation aspect of this thesis 

(chapters 4 and 5) investigates the auditory dimension of sensory ambiguity. Drawing on 

computational neuroscience, I examine how biological signals can be integrated into bio-art 

practices, focusing on embodied aesthetics and neuro-musical isomorphisms. The development 

of new sonification techniques as well as creative brain-computer interfaces (BCIs) are key 

components of this exploration. These BCIs are designed to leverage the complex nature of brain 

signals to create ambiguous sensory experiences, thereby facilitating the emergence of multi-

stable auditory perceptions. By exploring the boundaries of perception and creativity, this thesis 
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seeks to contribute not only to academic discourse but also to practical applications in the fields 

of brain-computer interfaces and digital art. 

From Divergent Thinking to Divergent Perception 

 

Cognitive creativity 

 

Cognitive creativity is often associated with the concept of divergent thinking, a term 

popularized by psychologist J.P. Guilford in the 1950s. Divergent thinking refers to the ability to 

generate multiple unique solutions to a problem, emphasizing nonlinear, associative thinking 

processes (Guilford, 1950). This form of creativity is central to problem-solving in various 

domains, from scientific innovation to artistic expression. In cognitive psychology, creativity is 

often studied through tasks that require novel associations, such as the Remote Associates Test 

(Mednick, 1962) or the Torrance Tests of Creative Thinking (Torrance, 1966). These tasks assess 

an individual's ability to think beyond conventional frameworks, a hallmark of cognitive creativity. 

Recent neuroscientific research has further illuminated the neural underpinnings of cognitive 

creativity. Studies using functional magnetic resonance imaging (fMRI) have associated creative 

thinking with the default mode network, executive control network, as well as regions responsible 

for emotional responses (Beaty et al., 2015, 2016, 2018; Kuang et al., 2022; X. Wu et al., 

2015)(Beaty et al., 2016). This research suggest that cognitive creativity involves a complex 

interplay between spontaneous, associative processes and top-down executive functions. 

Cognitive creativity, with its focus on divergent thinking and problem-solving through novel 

associations, provides a crucial understanding of how we generate unique solutions and ideas. 

However, this perspective primarily emphasizes the conceptual and associative aspects of 

creativity, potentially overlooking the rich and nuanced role of sensory perception in the creative 

process. As noted by researchers such as Ramachandran & Hirstein (1999), the sensory 

https://docs.google.com/document/d/1s7KtmIXN0njb7WF1OEaM6MOQ7WNxFDhM/edit#heading=h.dm0ojmuu34ij
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experiences and perceptual interpretations play a pivotal role in shaping creative outputs, a 

dimension that is not fully captured by cognitive creativity alone. 

Perceptual creativity 

 

Perceptual creativity, in contrast, can be seen as a parallel to divergent thinking, but in the 

perceptual domain. It involves finding multiple interpretations or solutions to a perceptual problem, 

rather than a conceptual one. Perceptual creativity emphasizes the immediacy and variability of 

sensory interpretation, whereas thinking processes often engage in abstract, sequential 

reasoning. This form of creativity is less explored but equally significant, especially in the fields of 

visual and auditory arts. Perceptual creativity is exemplified in the ability to perceive multiple 

interpretations in ambiguous stimuli, such as in the famous Rubin's vase, which can be seen both 

as a vase and as two faces (Rubin, 1915). This ability to toggle between different perceptual 

states indicates a flexible and creative perceptual system. However, little is known about the 

relationship between unconstrained pareidolia, where perceptions are not bound by specific task 

requirements or contexts, and creativity. This gap in knowledge extends to understanding how 

individuals with higher creative abilities may experience and interpret sensory ambiguity 

differently, and how these perceptual experiences might contribute to the creative process in a 

broader sense. The study by Diana et al. (2021) stands as a rare investigation in this area, 

examining how proneness to pareidolia is associated with individual creativity levels. Diana’s work 

highlights the potential link between the frequency and intensity of pareidolic experiences and the 

overall creative capability of an individual, suggesting that those with higher creativity might be 

more attuned or responsive to ambiguous and abstract stimuli.  

Entropy, central to complexity theory, plays a pivotal role in the interplay between creativity 

and perceptual processing, where higher uncertainty in sensory input can expand interpretative 

possibilities, thereby enhancing creativity (Gabora, 2016). This suggests that environments or 
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stimuli with higher levels of ambiguity and uncertainty can stimulate creative perceptual 

experiences. Chatterjee (2014) in 'The Aesthetic Brain' discusses how our evolution to appreciate 

beauty and art is intertwined with our ability to perceive and interpret complex, ambiguous stimuli. 

Supporting this notion, exposure to ambiguous stimuli was associated with both heightened levels 

of fluency, flexibility, and originality in tasks like the Alternative Uses Task and increased creativity 

in story generation tasks (X. Wu et al., 2019). This indicates that engaging with ambiguous stimuli 

can enhance creative capacities across different cognitive domains. Neuroscientific research 

provides further insights into these phenomena. For instance, studies on pareidolia have 

demonstrated significant activation in regions of the visual cortex and the imagination network 

(Liu et al., 2014a). This activation occurs when individuals perceive meaningful patterns in random 

stimuli, highlighting the intricate balance between sensory processing and higher-order cognitive 

functions. A recent meta-analysis has solidified the understanding that creative cognition is 

closely linked to perceptual abilities. This analysis highlights that bistable perception could be a 

key factor in enhancing creativity. It suggests that the process of perceptual reconfiguration, which 

necessitates flexibility mechanisms, may be integral to the development of creative thinking 

(Rodríguez-Martínez, 2023). In summary, perceptual creativity is deeply intertwined with the 

brain's handling of ambiguous sensory information.  

Sensory Ambiguity in Vision and Sound 
 

Visual Ambiguity: Gestalt principles 

 

Visual information is processed by the brain through the optical nerve, and then being 

treated by primary visual areas, responsible for the processing of low-level features. The 

formation of higher-level constructs in the brain is done by secondary and associative visual 

areas, which integrate and interpret these basic features into coherent images and scenes. This 

process is deeply influenced by prior knowledge and contextual information. Hence, the same 
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visual information can lead to the identification of different percepts, based on inter-individual 

variability and active inferences about the surrounding context and previous experiences. Gestalt 

principles, first articulated by pioneers such as Koffka, Wertheimer, and Köhler (see Koffka, 2013; 

Wertheimer, 2017), provide a framework for understanding how our minds organize and interpret 

visual information. Gestalt psychology emerged in the early 20th century as a response to the 

then-dominant behaviorist and structuralist schools of thought. Koffka introduced the foundational 

principles of Gestalt psychology, emphasizing the idea that the whole is different from the sum of 

its parts. Wertheimer further developed these ideas, particularly focusing on the laws of 

organization in perceptual forms. Several key laws of organization in perceptual forms were 

identified, which are central to Gestalt psychology (see Fig. 0.1). These include the following laws: 

• Proximity, stating that elements close to each other tend to be perceived as a group. 

• Similarity, where similar elements are perceived as part of the same form or group. 

• Closure, which describes our tendency to see complete figures even when part of the 

information is missing. 

• Symmetry, highlighting that symmetrical elements are perceived together. 

• Continuity, suggesting that our perception tends to follow a path that appears continuous 

or flowing. 

Each of these laws plays a crucial role in how we organize and interpret visual stimuli, 

contributing to our understanding of complex images and patterns. These principles highlight the 

innate tendencies of our perceptual system to simplify and structure the visual world, often leading 

to a unique interpretation of ambiguous visual information. More recently, empirical findings have 

supported this approach by confirming the role of gestalt mechanisms in perceptual binding 

(Wagemans, Elder, et al., 2012; Wagemans, Feldman, et al., 2012). Gestalt principles have 

profound implications for creative perception. They suggest that artistic creativity can rely on the 

manipulation of visual ambiguity, guiding the viewer to alternate between different interpretations 
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of an image, what can be referred to as multistable perception. This phenomenon, where a single 

visual stimulus leads to multiple perceptual experiences, has been closely linked to creativity 

(Blake & Palmisano, 2021; Rodríguez-Martínez, 2023). This aspect of Gestalt theory offers 

valuable insights into the cognitive processes underlying artistic creativity and aesthetic 

appreciation. Consistently, a recent study demonstrated how exposition to ambiguous stimuli 

subsequently enhances performances at creative writing and divergent thinking tests (Wu et al., 

2019). By understanding how our perception organizes and interprets visual information, Gestalt 

principles provide a framework from which creative potential can be tied to the processing of visual 

ambiguity. 

 

Figure 0.1. Illustrative examples of the principal grouping laws of Gestalt. (From (Wagemans, Elder, 

et al., 2012) 
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Auditory ambiguity in language  
 

Auditory processing in humans is a sophisticated neurobiological function, enabling the 

interpretation of sound waves into meaningful information. This process begins with the 

transduction of sound waves into mechanical vibrations by the cochlea in the inner ear. These 

mechanical vibrations are then converted into electrical impulses, which travel via the auditory 

nerve to the brain. In the brain, these impulses undergo complex processing, primarily in the 

primary auditory cortices, where sounds are decoded and interpreted. This intricate mechanism 

not only allows humans to perceive a vast array of sounds but also plays a crucial role in 

communication and environmental interaction. 

Auditory processing in the human brain differentiates remarkably between language and 

music, two primary categories of auditory experience. While both involve the decoding of complex 

sound patterns, the processing pathways and brain regions involved show significant differences 

(Steinbeis & Koelsch, 2008b, 2008a). Language processing primarily involves the left 

hemisphere, particularly areas known for linguistic comprehension and production, like Broca's 

and Wernicke's areas (Rutten, 2022). Music perception, on the other hand, engages a more 

diverse network across both hemispheres, in the processing of pitch, rhythm, and melody 

recognition (Peretz & Zatorre, 2005). Moreover, training on microtonal melodies has been 

associated with distinct changes in auditory cortex responses (Zatorre et al., 2012). This distinct 

neural allocation associated with the processing of musical stimuli highlights the brain's ability to 

specialize in processing different types of auditory information. 

In language, auditory processing extends beyond mere sound recognition to the 

interpretation of symbolic representations – a phenomenon central to linguistic communication. 

These symbols, or phonemes, are the smallest units of sound in a language that can convey 

meaning. The brain's ability to associate specific phonemes with meanings is fundamental to 
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understanding and producing language. This symbolic representation allows for the construction 

of a vast vocabulary from a limited set of sounds. The complex cognitive process of linking sounds 

to meanings involves not only the auditory cortex but also regions responsible for memory and 

semantic processing, illustrating the deep interconnectivity within the brain during language 

comprehension (Friederici, 2011). 

The human auditory system often encounters ambiguous signals, which it must resolve to 

derive meaningful perceptions. This phenomenon is strikingly exemplified by auditory illusions, 

such as the McGurk effect, which demonstrates how visual cues can alter the perception of 

auditory information, leading to a distinct experience from the actual auditory stimulus (Mcgurk & 

Macdonald, 1976). Auditory hallucinations, as observed in psychotic episodes and psychedelic 

experiences, provide a compelling example of how the brain interprets ambiguous auditory 

stimuli. These hallucinations, often triggered by an overload of sensory information, reveal the 

brain's tendency to construct meaning from noisy stimuli and underscore the influence of top-

down processing — encompassing context, expectations, and prior knowledge — in shaping this 

interpretative mechanism. This phenomenon highlights the brain's persistent effort to identify 

patterns and coherence in the sensory inputs it receives, integrating multisensory information to 

resolve auditory ambiguities. 

Auditory ambiguity in music 
 

Auditory ambiguity in music presents a unique challenge for definition and comprehension, 

distinct from its linguistic counterpart, due to the inherent non-linguistic nature of musical 

elements. Unlike words, which carry specific meanings, musical elements often evoke a spectrum 

of interpretations and emotions. Tonal ambiguity is a property of musical auditory signals that is 

dependent on the strategic manipulation of pitch organization and harmonic structure (Bridges, 

2012). In technical terms, it involves the use of complex and often unconventional intervals, chord 
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progressions, and scale modes that create a sense of uncertainty or fluidity in the listener's 

perception of the tonal 'ground' of the music. This concept is foundational in the composition and 

appreciation of many musical pieces, particularly in contemporary and experimental genres. The 

use of higher harmonics contributes to this ambiguity by introducing sonic elements that resonate 

at frequencies which, while harmonically related to the fundamental tones, introduce layers of 

complexity and uncertainty (see Fig. 0.2.). The familiar structure of a harmonic series is 

‘destructively’ tested through the inclusion of prominent upper harmonic intervals, introducing a 

counterpoint of 'ambiguity' at the far end of a perceptual spectrum (Bridges, 2012).  ‘’The 

weighting of the contribution of individual pitches to its tonalness axis (from clarity to ambiguity) 

suggests a holistic role for microtonal materials (when salient), even if aspects of their individual 

structuring (i.e. scale structure) are less directly amenable to structural parsing and memorisation’’ 

(Bridges, 2012). This intricate interplay of harmonics enriches the auditory experience, allowing 

for a more dynamic and fluid interpretation of music, where the listener is engaged in a constant 

process of reevaluating and reinterpreting the tonal landscape. This very ambiguity could create 

a pronounced contrast between consonance and dissonance (simplicity and complexity), making 

microtonal intervals appealing for creative purposes when perceptually salient, as they can 

notably diminish unambiguous tonalness. 
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Fig. 0.2. Theoretical pitch patterns, on the second level of abstraction of two harmonic complex 
tones with fundamental frequencies 220 and 440 Hz. Virtual pitches: v; spectral pitches: s. Note 
ambiguity of pitch and partial coincidence of pitches in the two patterns. From Terhardt (1991) 

 

Extending gestalt principles, traditionally applied to visual perception, to the realm of 

auditory perception offers a compelling framework for understanding how we interpret and make 

sense of auditory ambiguity in the context of music perception. Fundamental to this extension is 

the principle of figure-ground segregation (i.e. contourization), which in visual terms involves 

distinguishing an object (the figure) from its background (the ground). This principle finds its 

auditory counterpart in the way we process and segregate sounds. Contourization in music 

involves the abstraction and interpretation of the overarching shape or pattern of a melody or 

harmonic progression, distilling the essence of a musical phrase from its constituent notes and 

harmonies. This process mirrors the gestalt visual principle where the brain abstracts and 

recognizes shapes and patterns in the visual field. Further supporting this analogy between visual 

contours and auditory spectral pitches are various psychophysical phenomena. For example, 

contrast enhancement, known in vision as Mach bands, also finds an equivalent in auditory 

perception, where certain sounds can seem more distinct or emphasized in the context of 

surrounding sounds. Moreover, just as perceptions of shape, length, or direction of visual contours 
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can be systematically different from their objective parameters, creating visual illusions, a similar 

phenomenon occurs in auditory perception. An example of this is the subjective shift of spectral 

pitch, which can be influenced by factors like superimposed noise (Hartmann et al., 2019) or 

spectrally overlapping harmonic complex tones playing the role of masking frequencies (Micheyl 

et al., 2010). These effects demonstrate the brain's complex processing of auditory information, 

where subjective perception can differ from the objective characteristics of the sound. 

Multistable perception in music refers to the phenomenon where a single auditory stimulus 

can lead to multiple, equally plausible perceptual interpretations. This is akin to the visual 

experience of an optical illusion where the brain alternates between different interpretations of the 

same image. In the musical domain, this phenomenon manifests when a piece of music allows 

for various interpretations of its rhythmic, melodic, or harmonic structure, often simultaneously. 

Two main sources contribute to this ambiguity in music: the insufficiency of structural information 

and contradictory structural information (Terhardt, 1991). The first, insufficiency of structural 

information, occurs when the music does not provide sufficient cues or clear direction for the 

listener to ascertain a definitive interpretation. This lack of clarity opens the door to multiple 

potential understandings of the music. The second source, contradictory structural information, 

arises when the music contains elements that suggest conflicting interpretations. This could be 

due to juxtaposing rhythms, harmonies, or melodies that seem to pull the listener in different 

directions, creating a sense of conflict or ambiguity in perception. It has been suggested that a 

certain degree of perceptual ambiguity enhances our appreciation of music (Pressnitzer et al., 

2011). The enjoyment and emotional impact derived from music may partly stem from this 

interplay of clarity and ambiguity, challenging our auditory perception and inviting us to engage 

more deeply with the complex auditory scenes presented in musical compositions. More recently, 

auditory multi-stability has been investigated in relation to personality traits and executive 

functions, showing that individuals who frequently switch between alternative perceptions also 
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tend to have higher ego-resiliency, reflecting a broader tendency for adaptive flexibility and 

exploration of the auditory environment. Additionally, some aspects of these switching patterns 

are significantly associated with executive functions, indicating a link between cognitive control 

mechanisms and perceptual dynamics (Farkas et al., 2016). 

To concretely illustrate the concept of auditory ambiguity in music, examining specific 

cases provide valuable insights. The Tritone Paradox, a phenomenon discovered by Deutsch 

(1991), involves a pair of tritone (six semitones apart) tones that are played sequentially. 

Depending on the listener, these tones can be perceived as ascending or descending in pitch, 

even though they are objectively equidistant in tonal space. This paradox highlights how individual 

perception can vary significantly, influenced by factors such as the listener's cultural background 

or even the specific tonal context they are accustomed to. The Shepard tone, another compelling 

example, involves a series of overlapping ascending or descending tones that seem to 

continuously rise or fall in pitch without ever actually getting higher or lower. This auditory illusion 

is created by playing a sequence of tones that are spaced one octave apart. As the sequence 

progresses, the volume of higher tones increases while the lower ones decrease, and new tones 

are added at one end of the sequence and removed at the other. The result is a seemingly endless 

scale that perpetually ascends or descends, tricking the ear into perceiving a continuous upward 

or downward motion. More recently, The Shepard tone has been extended to the creation of 

“perceptual melody auditory illusion” by using alternative spectral envelopes (Patrício, 2012). 

Furthermore, it has been shown that neuronal responses to Shepard’s tones are characterized 

by multifractal behavior, supporting the idea that scale-free brain dynamics participate in the 

encoding of ambiguous auditory stimuli (Shimizu et al., 2007). Together, these examples support 

the idea that auditory ambiguity in music plays a crucial role in how we perceive and interpret 

harmonic and rhythmic structures in music. 
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Building on the foundational concepts of musical ambiguity, I will present two main 

concepts central to the research-creation component of this thesis. Microtonality, with its 

utilization of intervals smaller than the standard semitones, and polyrhythms, characterized by the 

simultaneous use of multiple rhythmic patterns, both serve to further challenge and expand the 

traditional boundaries of musical perception. Microtonality refers to the use of intervals smaller 

than the conventional semitones of Western music. This approach to music composition and 

performance expands the auditory palette, offering a vast array of pitches that lie outside the 

traditional twelve-tone scale. Pioneers in microtonal music, such as Alois Hába (1921) and Harry 

Partch (see Johnston, 1975), have explored these unconventional intervals, creating 

compositions that defy standard tonal structures. Microtonal systems have been further 

developed to establish a connection between mathematical principles and musical formalisms. 

This development is notably advanced by Erv Wilson's work on Moment of Symmetry scales (see 

Narushima, 2017), along with recent discussions highlighting the creative possibilities these 

systems offer, propelled by advancements in computer music technology (Burt, 2023).The 

perceptual impact of microtonality is profound. It challenges listeners to engage with unfamiliar 

pitch relationships, thereby enhancing their auditory discrimination and creative interpretation. 

Recent work have explored the cognitive aspects of tuning systems, shedding light on how 

microtonality can alter auditory perception (A. Milne, 2018; A. J. Milne, 2013; Sethares, 2005a). 

By increasing the granularity of musical notes, microtonality allows for the creation of ambiguous 

harmonies. 

Rhythmic complexity, or rhythmic tension, encompasses both the concepts of 

syncopation, representing small deviations from the expected rhythmic structure, and 

polyrhythms, involving the simultaneous use of two or more confluent rhythms (Vuust et al., 2014; 

Vuust & Witek, 2014). The perception of polyrhythmic structures as ambiguous is influenced by 

an individual's prior exposure to complex rhythms and their level of musical expertise. Research 
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has demonstrated that musical expertise enhances the endogenous oscillations linked to the 

perception of complex rhythms, a phenomenon known as neural entrainment (Stupacher et al., 

2017). Unlike the regular and predictable rhythms found in much of Western music, polyrhythms 

create a complex and often unpredictable auditory experience. This rhythmic complexity can be 

seen as a form of auditory ambiguity, as it presents listeners with multiple, simultaneous rhythmic 

interpretations. The creative implications of polyrhythms are significant. They challenge the 

listener's rhythmic perception, opening new avenues for creative expression in music composition 

and performance. The use of polyrhythms has been a staple in various musical traditions around 

the world, contributing to the rich diversity of global music. 

In this thesis, I explore the roles of microtonality and polyrhythms in navigating auditory 

ambiguity, highlighting innovative approaches that leverage the intricate and inherently 

ambiguous nature of biosignals to craft meaningful musical components. 

Converging Neurosciences and Bio-arts 

 

The Role of Intuition in Transdisciplinary Discoveries 

Intuition is a critical component of creative problem solving, serving as an essential 

complement to analytical thinking (Policastro, 1995; Raami, 2015). Contrarily to popular views 

that effective solutions emerge from purely explicit and rational thinking, gut feelings, often rooted 

in unconscious processing, can lead to effective decision-making, especially in complex situations 

(Gigerenzer, 2007). Furthermore, the theory of unconscious thought provides a framework for 

understanding how intuition operates, proposing that the unconscious mind is capable of 

processing complex information in ways that the conscious mind cannot (Dijksterhuis & Nordgren, 

2006). This process often leads to intuitive insights crucial in creative and innovative endeavors 

(Creswell et al., 2013; Zhong et al., 2008). 
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In transdisciplinary research, where various fields of knowledge converge, intuition acts 

as a bridge, connecting different domains of expertise and fostering innovative solutions to 

complex problems (Madni, 2007; Pearce et al., 2022). This aspect of intuition enables a leap from 

the typical solution space of a given field into regions of the solution space of another field. A 

recent model suggest that insights in transdisciplinary discoveries require “new ways of 

knowledge production” (Lang et al., 2012), learning from a wide range of disciplines and often the 

inclusion of knowledge from outside of academia (Pearce et al., 2022), what is also called 

“translational knowledge” (Ciesielski et al., 2017). By gaining cross-disciplinary information, 

researchers become able to frame better questions (Ciesielski et al., 2017). In transdisciplinary 

processes, the goal is to foster a gap-filling mechanism, similar to the gestalt, where the pursuit 

of separate elements forms an understanding that is more expansive than merely the aggregate 

of its parts, leading to an emergent comprehension of the whole.  

Intuitive knowledge gained through transdisciplinary practices is considered a method for 

reshaping our original mental models to better match collective objectives (see Fig. 0.3.). This 

approach encourages us to realign our goals with a wider context, which is especially relevant in 

today's ecological crisis. By doing so, we extend our sense of kinship to encompass the entire 

ecosystem we inhabit, fostering a deeper connection with our shared environment. In this context, 

there is a necessity for transdisciplinary researchers to cultivate 'curiosity about, and willingness 

to learn from others' (Pearce et al., 2022). This includes recognizing the discomfort that may come 

with stepping outside one's intellectual comfort zone, suggesting that such openness and 

adaptability are essential for addressing complex ecological challenges. Consistently, recent work 

emphasizes the role of creativity and inter-subjectivity in the enhancement of translational 

ecologies (Goeltzenleuchter et al., 2019). 

One proposed mechanism for fostering translational creativity across diverse fields is 

through the concept of embodied or "felt knowledge," (Henriksen et al., 2015). This approach 
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emphasizes "proprioceptive thinking," where individuals utilize their bodily sensations—such as 

muscle movement, balance, and tension—as a dynamic tool for cognitive reasoning and the 

generation of new insights. In such context, cues from different sources can be tied together, such 

as those between psychomotor and semantic, or perceptual and conceptual dimensions of 

experience. By grounding the cognitive process in the body's experiences, proprioceptive thinking 

enables the construction of novel knowledge that transcends disciplinary boundaries, leading to 

creative translations and innovations between fields (Henriksen et al., 2015).  

 
Figure 0.3. The process of insight in transdisciplinary research. The process begins with the original 
mental model (State 1), which is disrupted by an insight trigger (Phase 1), moves into a liminal space 
characterised by reframing, reflecting and signal processing (Phase 2), leads to insight formulation (Phase 
3) which contributes to an adapted mental model of the problem or situation (State 2). (from Pearce et al., 
2022) 

In this thesis, I build intuitions from the intersection of the fields of neurosciences and 

music theory, exploring new ways of probing creativity in terms of its neural underpinning 

(rationally) and using biosignals as a source of creative expression (intuitively). By focusing on 

the collaborative synergy between neuroscience and mathematical models of harmony, this thesis 

aims to illuminate how musical interpretation of electrophysiological signals can both contribute 
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to the evolving landscape of bio-art and can inspire the development of analytical tools in 

computational neuroscience. Hence, perspectives brought by the general framework of signal 

processing methodologies enables a fluid exchange of ideas and approaches between 

neuroscience and music theory. This exploration is driven by transdisciplinary analogies, where 

technology serves as both a catalyst and a canvas for artistic practices, while simultaneously, the 

artistic manipulation of technology fosters advancements in scientific understanding. This 

symbiotic dynamic accentuates a narrative where intuition and scientific knowledge enter in 

dialogue, enhancing artistic endeavors and offering novel insights into the complex relationships 

between music, technology, and the creative brain. 

The scientific investigation of divergent perception 

In this thesis, I will systematically explore the relationship between sensory ambiguity and 

creativity, with a specific focus on the phenomenon of pareidolia—a perceptual experience where 

recognizable patterns are identified in ambiguous stimuli. The first chapter lays the foundational 

understanding of this relationship by conceptualizing "divergent perception," a parallel to the well-

established concept of divergent thinking in creativity research. We argue that pareidolia, often 

triggered in altered states of consciousness, aligns with various theoretical frameworks of 

creativity, including cognitive disinhibition and evolutionary algorithms. This chapter aims to 

provide an intuitive understanding of how perception, particularly when altered, intertwines with 

creative processes, and sets the stage for empirical investigation. The second chapter delves into 

empirical research, where we examine the perceptual aspects of creativity by exploring whether 

individuals with high creative abilities are more inclined to experience pareidolia. Through a novel 

visual task involving fractal images, this research seeks to establish a connection between the 

frequency of pareidolic perceptions and the level of creativity, thereby extending our 

understanding of divergent thinking to include divergent perception. The third chapter advances 

this exploration by identifying the neural correlates of unconstrained pareidolia. This involves 



  

19 
 

comparing brain activity during pareidolic states with non-pareidolic states, investigating the 

interplay between properties of visual stimuli and brain activity, and assessing how these 

dynamics are modulated by varying levels of creativity. Additionally, this chapter examines the 

changes in spontaneous brain activity in response to pareidolia tasks and explores the influence 

of suggestion on pareidolic perception, adding a new dimension to our understanding of how 

belief or expectation can shape perceptual experiences. Through these investigations, the thesis 

aims to shed light on how creativity extends beyond mere cognitive processes to the way the 

brain dynamically constructs meaning through perceptual processes. 

The creative exploration of biosignals . 
 

Building on the scientific investigation of divergent perception, where we examine the role 

of pareidolia in creative processes, this thesis incorporates a research-creation component that 

delves into the auditory exploration of biosignals. This shift from visual to auditory realms 

represents a natural progression in our exploration of sensory ambiguity and creativity. Just as 

pareidolia demonstrates the brain's capacity to find order in visual chaos, the sonification of 

electrophysiological data presents a parallel avenue in the auditory domain. Here, I delve into 

how biosignals can be transformed into complex multistable musical structures, thereby exploring 

new forms of auditory ambiguity. This innovative approach, which interweaves neuroscience and 

music, offers a fresh perspective on the relationship between neural activity and auditory 

experiences. 

Biosignals, in their broadest definition, encompass a variety of physiological signals 

generated by the body, such as electrocardiograms (ECG), electromyograms (EMG), and 

electroencephalograms (EEG). These signals, derived from the heart, muscles, and brain 

respectively, offer a diverse range of patterns and rhythms inherent in biological systems. Their 

exploration is particularly relevant in understanding the complexity of biological processes, as 
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they are known to exhibit nonlinear dynamics (Klonowski, 2006; Natarajan et al., 2004) and scale-

free dynamics (Boonstra et al., 2013; Deppman & Andrade-II, 2021; Muthukumaraswamy & Liley, 

2017). The inherent complexity of biological systems, characterized as operating near-criticality 

(de Arcangelis et al., 2006; O’Byrne & Jerbi, 2022a), provides a rich source for emergent music. 

This complexity, being simultaneously flexible and structured, leads to emergent behaviors, 

making biological processes ideal models for exploring new musical formalisms. By translating 

varied physiological rhythms and patterns into sound, we create a window onto the intricate 

dynamics present in nature, thereby embedding their emergent properties into perceptible musical 

forms.  

Bioacoustics corresponds to the study of the production, transmission, and reception of 

sounds in animals, including humans. This field has inspired the creation of new musical 

instruments and sound synthesis techniques, drawing from the activity in living organisms (Erkut, 

2004; Smyth & Smith, 2001). It provides a unique lens through which we can understand how 

living beings interact with their environment through sound. In the context of this thesis, I expand 

this concept to include the sonification of biosignals, particularly those related to brain activity, to 

construct new musical instruments and structures. This extension leads me to propose the 

concept of neuroacoustics, standing at the intersection of bioacoustics and electroacoustics, 

defined by the transformation of brain electrical signals into musical formalisms. Such a 

transformative approach allows exploring the musicality of brain activity while challenging our 

traditional notions of musical composition and perception. This process goes beyond mere artistic 

novelty; it reveals the deep-seated connections between our neural processes and how we 

experience and create music.  

The sonification of EEG data has opened novel pathways to understanding the creative 

potential of brain signals. Research in this area has shown that transforming EEG signals into 

sound can provide deep insights into the relationship between auditory experiences and neural 
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activity (Sanyal et al., 2019).  The relationship between complexity of biosignals and aesthetic 

preferences in music has also been a focus of study, revealing a general preference for 

compositions derived from 1/f processes, such as biosignals, which offers a balance between 

predictability and surprise (Levitin et al., 2012a). This preference extends across various musical 

genres, including hip-hop, new-age, and jazz (W. Ro & Kwon, 2009). Wu et al. (2009) took this 

concept further by sonifying brain signals using translation rules that map EEG waveform 

characteristics to musical elements, demonstrating that music derived from REM recorded during 

sleep was perceived as emotionally more positive than that derived from white noise. Projects 

like Bell & Gabora (2016) generative musical algorithm, which operates 'at the edge of chaos', 

and Bown's (2009) ecosystem-based generative music, aim to produce complex outputs that are 

both pleasing and beyond the user's understanding. These approaches to algorithmic 

composition emphasize the use of statistical properties of a system over time to achieve complex 

and aesthetic musical results. 

The research-creation component of this thesis builds on the conceptual framework of 

these previous work by centering on biological ambiguity as a catalyst for creative expression. It 

particularly focuses on the sonification of EEG data, a rich source of uncertainty and surprise. 

This approach aligns with work that posit ambiguity as a key element in the perception and 

creation of meaning (Abergel, 2019; Chiu & Shu, 2012; Levinson, 2000; Mehta et al., 2012; X. 

Wu et al., 2019). Drawing upon neurophenomenology (F. J. Varela et al., 2017) and gestalt theory 

(Koffka, 2013), the research investigates the creative potentials embedded within the ambiguity 

of biological processes as a way of conveying musical meaning. This inquiry is informed by the 

interplay of predictability and unpredictability in stimuli interpretation, akin to the perceptual 

phenomena of pareidolia  (Diana et al., 2021) multistability (Chen et al., 2023; Kruse & Stadler, 

2012). Such phenomena illustrate how ambiguity in sensory information can lead to diverse 

perceptual and cognitive interpretations, offering a rich palette for artistic exploration. 
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The use of creative brain-computer interfaces (BCIs) serves as a bridge between the 

complex neural activities of the brain and potential artistic representations, integrating feedback 

mechanisms into the bio-inspired generative processes of music creation. Inspired by the concept 

of 'neuroaesthetics' (Brattico & Pearce, 2013; M. T. Pearce et al., 2016), this approach seeks to 

understand and utilize the brain's responses to aesthetic experiences, transforming them into 

novel artistic forms, that will in turn influence the subsequent brain responses.  

In essence, the two last chapters of this thesis delve into the depths of biological ambiguity, 

applying musical theory to the study of electrophysiological signals, harnessing its potential to 

create art that resonates with the complexities and subtleties of human perception and cognition. 

Through this exploration, we aim to uncover new ways in which the brain's intricate processes 

can be artistically interpreted and represented, contributing to both academic discourse and 

practical applications in digital art and brain-computer interface technology. 
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Divergent Perception: The Role of Ambiguous 

Sensory Information in Creative Cognition 
 

Abstract 
 

Creativity is a cornerstone of human evolution and is typically defined as the multifaceted 

ability to produce novel and useful artifacts. Although much research has predominantly focused 

on divergent thinking, growing evidence indicates the significant role of perceptual abilities in 

fostering creativity. The present work intends to provide an intuitive understanding of how (altered) 

perception and creativity are related. In doing so, I contextualize the phenomenon of pareidolia, 

which involves seeing familiar patterns in noisy or ambiguous stimuli, as a key perceptual 

mechanism of idea generation—one of the central stages of the creative process. I argue that 

pareidolia aligns well with various theoretical frameworks of creativity, including cognitive 

disinhibition, evolutionary algorithms, and spontaneous/deliberate modes of creativity. As a result, 

I propose "divergent perception" as a perceptual parallel to divergent thinking and illustrate how 

this concept could account for the heightened creativity observed in psychedelic and psychotic 

states. In conclusion, future methodologies for the exploration of divergent perception are 

highlighted, emphasizing the manipulation of stimulus characteristics and attention mechanisms. 
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Introduction 
 

"Savoir regarder est un moyen d’inventer." Salvador Dali 

Creativity is foundational in knowledge development and helps humans in adapting to their 

environment. A widely held definition of creativity is the ability to produce work that is both novel 

(i.e., original, unexpected) and appropriate (i.e., useful, adaptive concerning task constraints) 

(Sternberg & Lubart, 1998), though this definition lacks multidimensionality (Barbot et al., 2015; 

Dietrich, 2007; Fryer, 2012; Glăveanu, 2014). While many neuroscientific theories of creativity 

have been proposed during the past decades (Dietrich, 2004; Jung et al., 2009; Simonton, 2010a; 

Wiggins, 2006), no consensus regarding fundamental creative processes has emerged from 

these theoretical backgrounds (Dietrich & Kanso, 2010; Sawyer, 2011). Divergent thinking, 

defined as the ability to generate multiple solutions to an open-ended problem (Guilford, 1950, 

1967), has been the most widely used measure of creative abilities (Weisberg, 2006). The 

Torrance Tests of Creative Thinking (TTCT), the most widely used measure of creativity, is 

primarily constituted by divergent thinking tests (Kim, 2006). Two major problems arise when 

considering divergent thinking tests as a measure of creativity (Dietrich, 2019a, 2019b): (1) as its 

opposite – convergent thinking – can produce creative ideas (Simonton, 2015a), it becomes 

unclear what is distinctly creative in divergent thinking. (2) divergent thinking is a compound 

construct, leading to assessing multiple facets and mental processes within the same 

measurement (Ward et al., 1999). These problems demand caution when approaching creativity 

as a monolithic entity (Dietrich, 2019b). These caveats of the empirical developments in 

neuroscientific research of creativity encourage finding new ways of operationalizing this 

multifaceted concept.  

Another main theoretical approach to creativity divides its temporal sequence into two 

phases: idea generation and idea selection (Simonton, 2010a). From an evolutionary perspective, 
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these phases correspond to the variation and selection processes, respectively. The general idea 

is that the generation phase is mostly characterized by unstructured behaviors and richness of 

experience (i.e. divergent processes), while during the evaluation phase, constraints are refined 

while critical thinking and higher cognitive functions such as metacognition are deployed (i.e. 

convergent processes). Different altered states of consciousness have been associated with 

enhanced creative idea generation, such as the psychedelic state (Baggott, 2015; Gandy et al., 

2022; Girn et al., 2020; Hartogsohn, 2018; Prochazkova et al., 2018) and psychotic episodes 

(Carson, 2011; Fink et al., 2014; Sandsten et al., 2018), while no underlying mechanism has been 

identified to explain this shared phenomenological outcome. While extensive research has been 

conducted on the neural and cognitive processes associated with creativity, a significant 

knowledge gap persists, especially in understanding the interplay between altered perceptual 

experiences and creative idea generation. A critical examination of the literature and state of the 

art is needed to push forward our comprehension of how divergent perceptual states impact 

creative cognition.  

In this work, I explore the deep theoretical connections between creative idea generation 

and the integrative processes underlying the perception of ambiguous stimuli (pareidolia). 

Furthermore, the concept of divergent perception, the perceptual counterpart of divergent 

thinking, is introduced as a potential mechanism leading to creative idea generation. This 

Perspective is segmented into seven sections. First, the intertwined relationship between 

perception and creativity are highlighted. The second section introduces the concept of pareidolia 

as a perceptual counterpart of divergent thinking. Thirdly, leveraging an evolutionary perspective, 

the commonalities between pareidolic perception and variation-selection process are discussed. 

The fourth section puts forth aberrant salience as a potential mechanism that might account for 

the observed connections between creativity of both psychotic and psychedelic experiences. 

Next, I discuss parallels in the brain network dynamics that underpin creativity, altered states of 
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consciousness and divergent perception. In the penultimate section, I introduce the concept of 

'emergent narratives', suggesting its potential as a connector between pareidolic perception and 

creative outputs. Our concluding section presents new experimental directions for investigating 

divergent perception. 

Creativity and perception 
 

When perception and imagination overlap 
 

Our ability to create depends heavily on our ability to perceive and model the external 

world (Heath & Ventura, 2016a), suggesting that creative individuals see the world differently 

(Flowers & Garbin, 1989). Perception is a sine qua non condition of creativity, since an individual 

that has never perceived or experienced the external world could not interact with it and has no 

reference to build from, hence making it nearly impossible to produce novel and useful ideas. 

From this perspective, perception and creativity are inherently coupled. Recent findings indicate 

that imagined and perceived signals blend together, with the assessment of what is real hinging 

on whether this combined signal is intense enough to exceed a reality threshold (Dijkstra & 

Fleming, 2023). Additionally, Vygotsky (2004) emphasizes that perception naturally aligns with 

imagination, a pivotal process that catalyzes creativity by forging new artifacts. The definition of 

imagination provided in the Oxford English dictionary underscores the close relationship between 

imagination and the process of perception: 

The power or capacity to form internal images or ideas of objects and situations not 

actually present to the senses, including remembered objects and situations, and those 

constructed by mentally combining or projecting images of previously experienced 

qualities, objects, and situations. Also (esp. in modern philosophy): the power or capacity 

by which the mind integrates sensory data in the process of perception. (Oxford Dictionary, 

2022) 
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Modern views on imagination confer its central role in human perception as it deals with 

“variations and uncertainty in the natural and cultural environment” (Pelaprat & Cole, 2011). The 

overlap between brain patterns during perception and imagination has been demonstrated in 

neuroscientific studies. Ibáñez-Marcelo et al. (2019) used EEG to study the functional overlap 

between mental imagery and real sensori-motor perception. They found varying degrees of 

equivalence among individuals, with some showing closer alignment between perception and 

imagination tasks, suggesting a learning effect. Similarly, Berger & Ehrsson (2014) used functional 

magnetic resonance imaging (fMRI) to investigate the interaction and integration of the senses in 

mental imagery. They found that mental imagery changed multisensory perception and that there 

was functional and neuroanatomical overlap between imagery and perception. 

In this context, imagination can be seen as a way to fill gaps in sensory experiences for 

the purpose of attributing meaning to them. This model updating process helps to create and 

preserve the plausibility of experiences by simultaneously drawing on internal models and 

simulating potential future actions. As a result, imagination is not solely associated with internal 

representations detached from sensory input; rather, it may lead to active inferences regarding 

future embodied states. Consequently, it is tempting to frame creative behavior as an interactive 

process that is driven by the way we integrate sensory experiences with internal representations 

of the world through imaginative perception. This interplay between perception and imagination 

naturally leads us to consider how our subjective experiences are embedded and intertwined with 

the external world. 

Phenomenology of perception and Gestalt theory 
 

The phenomenology of perception, initially elaborated by Merleau-Ponty (1965), is a 

philosophical approach that conceives subjective experience as being fundamentally embedded 

in the external world, as opposed to a view of subjectivity as a remote and autonomous process 

occurring specifically inside the brain. From this viewpoint, the emergence of ideas is the result 
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of interactions with the environment, hence pointing to the intrinsic relation between perception 

and knowledge. In his work, Merleau-Ponty conceptualizes creativity as “being operative from the 

basic level of pre-conceptual knowledge in perception up to more complex forms of conceptual 

and predicative knowledge.” He considers the phenomenon of attention as “the first creative 

moment that allows the formation of knowledge” (Summa, 2017). By determining the shaping of 

experience, attention guides perception and acts as a catalyst for the emergence of meaning. 

Furthermore, (Merleau-Ponty, 1969) insists on the concept of Gestalt as a fundamental aspect of 

creative thinking. Gestalt theorists explained perception by suggesting characteristic and intrinsic 

laws governing its occurrence. Their vision resulted in the popular saying that “the whole is 

[perceptually] more than the sum of its parts”. Empirical findings support this approach by 

confirming the role of gestalt mechanisms in perceptual binding (Wagemans, Elder, et al., 2012; 

Wagemans, Feldman, et al., 2012). Gestalt theory supposes that holistic mental representations 

emerge from everyday perception, hence highlighting the inherent creative properties of 

perceptual processes. "If perception is organized according to Gestalt laws, it must be regarded 

as creative by nature" (Nęcka, 2011). Building on this view, modern Gestalt therapy developed 

tools for exploring creative processes (Amendt-Lyon, 2001).  

The Gestalt theory has faced criticism for its lack of parsimony, which is reflected in the 

numerous perceptual laws that have been proposed to explain the formation of perception. To 

summarize such instances, Lehar (2003) identified emergence, reification, multistability and 

invariance as core Gestalt properties of perception. Emergence encompasses the phenomenal 

property of a stimulus, and relates with stimulus properties, such that the local information does 

not provide an accurate representation of the global information pattern. Reification involves 

"filling in the gaps" and necessitates the projection of internal representations and top-down 

processes. Multistability exhibits the ability of a stimulus to be perceived as multiple objects. 

Lastly, invariance refers to the capacity of the internal representation/concept (the underlying 
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cause) to remain identifiable across diverse stimuli (see Fig 1.1). An example distinguishing 

multistability and invariance can be seen in the classic Rubin's vase illustration: multistability 

occurs as our perception shifts between seeing a vase and two faces in profile, depending on 

which aspect of the image we focus on, demonstrating the ability of a single stimulus to lead to 

multiple stable interpretations. In contrast, invariance is illustrated by our ability to recognize the 

concept of a "face" or a "vase" across various representations, whether the image is detailed, 

abstract, or viewed from different angles, showing how the fundamental essence of the object 

remains constant in our perception despite changes in the visual input. 

 

 

 

 

 

 

                 Figure 1.1 Gestalt mechanisms. Inspired by the model of Lehar (2003) 

From the Gestalt perspective, ambiguity in physical stimuli acts as a fertile ground upon 

which imagination can project, catering to the human need for deriving meaning. This ambiguity 

is central to understanding creative perception. When presented with ambiguous stimuli, the brain 

is challenged to reconcile this uncertainty, often resulting in the synthesis of creative ideas by 

connecting disparate sensory information or elements of the perceptual experience. One way to 

measure the level of ambiguity in stimuli is by examining their multistable nature. Multistable 

perception refers to the phenomenon where ambiguous stimuli can give rise to multiple, 

alternating interpretations. It has been posited that multistable perceptions facilitate the 
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emergence of meaning, which is known to build upon self-referential processes in cognitive 

systems (Kruse & Stadler, 2012). In support of this idea, a study utilizing the Rorschach inkblot 

task (Schott, 2014) was conducted where participants attempted to discern cohesive images from 

ambiguous forms. Their ability to coherently perceive these forms showed a significant correlation 

with peer-rated creativity (Nęcka, 2011). Moreover, the ability to alternate between different 

versions of a multistable percept has been associated with divergent thinking (Blake & Palmisano, 

2021; Rodríguez-Martínez, 2023). Interestingly, Torrance (1962) represented the origin of 

creativity as an impression that a gap has to be filled, a sense of unfulfillment, which resembles 

the gap-filling mechanism characteristic of gestalt. 

Top-down Influences on Divergent Perception 
 

The effect of internal states on perception is well known and exemplified by Gestalt theory, 

as well as by studies investigating the role of top-down processes in the emergence of integrated 

percepts (Kok et al., 2012; Pascual-Leone & Walsh, 2001; T. Ro et al., 2003; Vetter et al., 2014). 

Perceptual decision-making is known to be affected by both sensory and decisional choices 

biases (Linares et al., 2019). Higher-order representations and expectations based on prior 

knowledge are components of the subjective experience affecting the way sensory information is 

treated. It is known that subjective experience affects the processing of sensory information 

particularly in the context of ambiguous stimuli, possibly as a result of meaning-seeking (Gendlin, 

1997). Interestingly it has been demonstrated that under perceptual uncertainty, individuals with 

higher levels of mental imagery (i.e. the experience of “seeing” with the mind’s eye) are more 

prone to anomalous perception, emphasizing the link between the richness of one's internal 

visualizations and their susceptibility to perceptual distortions or illusions (Salge et al., 2021). 

For example, physiognomic perception, defined as the ability to perceive affect in 

inanimate things (Nęcka, 2011), is one phenomenon that results from this projection of mental 

states onto external objects. It has been demonstrated that individuals scoring higher on the 
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Remote Association Test—a common measure of creativity—are more prone to report 

experiencing physiognomy (Dailey et al., 1997; Kaufman & Kaufman, 2009) . These perceptions, 

such as feeling that the sun is “sad" or that the wall has "ears", are subjective experiences 

anchored in perceptual processes and are thought to facilitate the emergence of new ideas, 

possibly through narrative integration. Hence, physiognomic perceptions are a specific case that 

exemplifies how ambiguous sensory information may promote creative exploration through top-

down influences and projections of internal representations into the perception of the external 

world. Pereira & Tschimmel (2012) suggest that creativity emerges from three distinct types of 

perception: confused, as evidenced by psychotic symptoms; malfunctioning, illustrated by 

sensory impairments like Beethoven's deafness; and intentional, steered by expertise and 

analogical reasoning. The rationale behind this association between impaired perception and 

creativity is that an increase of sensory uncertainty facilitates a process of filling-in, which in turn 

potentially leads to the formation of innovative points of view. 

Embodied creativity 
 

Recent insights into embodied cognition propose a novel perspective on creativity, 

emphasizing its roots in perception and environmental interaction. Malinin (2019) advocates for 

the inherent interconnectedness of action and perception in creativity, challenging the traditional 

subject-object dichotomy. This ecological approach to perception underscores the dynamic 

interplay between the observer and the observed, where perception is not merely a passive 

reception of information but an active, exploratory process shaped by one's potential actions 

within an environment (Witt & Riley, 2014). Against this backdrop, creative performances can be 

dissociated from creative experiences, which are subjective and anchored in perception (Fischer 

& Scheib, 1971). In its psycho-cultural perspective on creativity, Gabora (2017) posits that creative 

individuals are primarily characterized by their worldviews, giving to the creative product a 

secondary importance, and pointing to the importance of how subjectivity interacts with the 
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environment in the emergence of creative endeavors. Building on this, D’Angelo (2020) delineates 

the role of attention in modulating experiential fields, hinting at its potential impact on creative 

processes. 

 Hargreaves (2012) points to the necessity of studying creativity through perception and 

suggests that music listening (intentional perception) is at the core of the creative process. 

Supplementary studies on improvisational actions (Baber et al., 2019; Pereira & Tschimmel, 2012) 

and autistic spectrum disorders (Kiou, 2018; Leong, 2012) fortify this perspective, portraying 

creativity as an emergent, distributed phenomenon deeply anchored in perceptual processes. 

Studies on savant syndrome show the contribution of augmented perceptual sensitivity and 

pattern recognition capabilities in  the extraordinary creative talents observed in these individuals 

(Mottron et al., 2009; Treffert, 2009). In summary, this body of research underscores the profound 

implication of perception, and its interaction with the environment, in the genesis of creative 

thought. 

Insights from artificial intelligence on the nature of divergent perception 
 

At its core, creativity in machines, much like in humans, revolves around the ability to 

perceive the world in novel ways and generate responses that are both original and appropriate. 

Learning algorithms inspired from models of the brain exemplify how creativity relates to 

perception. To generate novel and relevant output, a generative model must first internalize 

representations from reality (Heath & Ventura, 2016a). The DeepDream program was one of the 

first instance of deep learning algorithms' capability to produce creative visual outputs grounded 

in learned perceptions (DiPaola & Gabora, 2009; Keshavan & Sudarshan, 2017; Kitson et al., 

2019; McCaig et al., 2016; Suzuki et al., 2017). It operates by inputting an image into the neural 

network and incrementally adjusting the image to accentuate the features recognized by the 

network, creating surreal, dream-like visuals. Schmidhuber (2010) offers another pivotal 

perspective by examining intrinsic rewards in reinforcement learning and computational models. 
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He suggests that the quest for creativity is essentially a search for unexpected patterns, and when 

these patterns are found or created, they lead to a surge in intrinsic reward. These novel patterns, 

when decoded, enable optimization in data representation and compression. In essence, 

clarifying ambiguous sensory data bolsters predictive accuracy regarding world states. This 

viewpoint situates creativity as the pursuit and appreciation of emerging patterns, identified 

through sensory experiences or actions, resulting in more streamlined data interpretation. 

Taken together, this section highlights the fundamental role of ambiguous perception in 

creativity. Thus, both work in phenomenology and Gestalt, as well as research in embodied 

cognition and in artificial intelligence, suggest that paradigms studying creativity should introduce 

perceptual mechanisms into their model. 

Pareidolia: a measure of divergent perception 
 

Understanding the nuances of human creativity entails delving into both cognitive and 

perceptual territories. Historically, neuroscience research hasn't extensively probed the 

intersection of perceptual tendencies and creative abilities (Flowers & Garbin, 1989). A pivotal 

study by Wu et al. (2019) illuminated this relationship, uncovering that exposure to ambiguous 

stimuli not only heightened levels of fluency, flexibility, and originality on the Alternative Uses Task 

but also increased creativity in story generation tasks. Crucially, the exposure to ambiguity 

appeared to foster enhanced remote associations, suggesting a facilitative link between 

perceiving ambiguity and making creative connections (Beghetto, 2019; Beghetto & Jaeger, 

2022). In support of this finding, people with high divergent thinking abilities are more capable 

and rapid in finding alternative interpretations to ambiguous figures (Bellemare-Pepin et al., 2022; 

Diana et al., 2021; Riquelme, 2002). Additionally, creativity in general is known to influence visual 

perception even at the earliest stage (Csizmadia et al., 2022). Such findings lay the foundation 

for a compelling hypothesis: Creativity might transcend mere cognitive processes, binding closely 
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with perception of ambiguity. In other words, the way individuals perceive and interpret the world 

around them could significantly shape their creative output and abilities. 

In this context, pareidolia could serve as an ideal representation of creativity's perceptual 

dimension. Pareidolia involves discerning recognizable patterns or objects in ambiguous stimuli, 

like discerning shapes in cloud formations (Petchkovsky, 2008). Evolutionary theories posit that 

this phenomenon was instrumental for early hominids, facilitating the detection of potential threats 

in complex sensory landscapes (Barrett, 2000; Meschiari, 2009), as well as fostering 

metaphysical and creative thought (Parker, 2023). Notably, when our brain encounters such 

ambiguous stimuli, it faces a choice: to dismiss the patterns as mere noise or to evoke pareidolia, 

drawing connections between the perceived ambiguity and stored memory concepts. These 

pareidolic interpretations, however, are not mere reproductions of past perceptions but are crafted 

from the interplay between sensory input and the activation of related semantic concepts. 

Contemporary anecdotes underscore pareidolia's enduring influence on creativity. 

Renowned artists have consistently cited it as a muse. As exposed in (Gamboni, 2002) work 

Potential Images, Piero di Cosimo inspired his painting by looking at the sky, Novalis wrote about 

figures he saw in the clouds, and Chinese painter Sung Ti used the technique of looking at a 

tumbledown wall covered by a thin piece of white silk. "You gaze at it until you can see the ruins 

through the silk, its prominences, its levels, its zig-zags and its cleavages, storing them up in your 

mind, and fixing them in your eyes. Soon you will see men, birds, plants and trees, flying and 

moving among them. You may then ply your brush according to your fancy" (Gamboni, 2002). 

Leonardo Da Vinci even advocated for observing clouds, rock formations, and stained surfaces 

to fuel artistic imagination, emphasizing the discovery of "various battles, and rapid actions of 

figures" within these natural stimuli (da Vinci & McCurdy, 1958). These accounts suggest a 

tangible connection between pareidolia and artistic inspiration, aligning with the study that 
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demonstrated how ambiguous visual cues can prime subsequent creative endeavors (X. Wu et 

al., 2019). 

The essence of pareidolia isn't just celebrated in artistic anecdotes—it's also central to 

psychological assessments. The renowned Rorschach Test, wherein participants interpret 

abstract inkblots, hinges on principles mirroring pareidolia, while probing the individual’s creativity 

(Gregory, 2000). Recent studies on pareidolia primarily focused on face detection mechanisms 

(Hong et al., 2013; J. Lee, 2016; Liu et al., 2014a). This line of work mostly probes constrained 

pareidolia, which implies a predetermined number of perceptual states in the stimulus (e.g. face 

vs. no-face). A more naturalistic approach consists in the study of unconstrained pareidolia, which 

implies an open-ended interpretation of stimuli, allowing for a multitude of perceptual outcomes 

beyond the simple binary categorizations. Following this approach, recent exploration into 

creativity's link to pareidolia, using natural scenery images (Diana et al., 2021) and statistical 

fractal images (Bellemare-Pepin et al., 2022), has expanded in recent years. These research 

efforts demonstrate a positive relationship between creativity, as measured by Divergent Thinking 

Tasks (Guilford, 1967; Olson et al., 2021) and specific questionnaires (B. Nelson & Rawlings, 

2009a), and the occurrence and diversity of pareidolic perceptions. More specifically, highly 

creative individuals report more pareidolic experiences in the same image and across a wider 

range of stimulus complexity levels, as indexed by the fractal dimension (Bellemare-Pepin et al., 

2022). This result is consistent with findings that such individuals often exhibit faster perceptual 

switching in visual illusions like the Necker Cube and Spinning Dancer (Blake & Palmisano, 2021). 
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Figure 1.2. A comparative illustration of Divergent Thinking and Divergent Perception. The "Conceptual Solution 
Space" denotes the realm in which ideas are formulated, while the "Perceptual Solution Space" indicates the area 
where perceptions arise. The outward-moving arrow represents the divergent property. In the context of divergent 
thinking, this corresponds to increased remoteness of association, while for divergent perception, it relates to increased 
granularity of predictions and complexity in the sensory input (aberrant salience). Conversely, the inward-moving arrows 
signify the restructuring of the solution space, either by transforming remote associations into closer ones or by 
incorporating phenomena like pareidolia and hallucinations into the collective perceptual domain through creative acts.  

 

As pareidolia and divergent thinking converge in their capacity to perceive manifold 

interpretations from a unique context, I propose divergent perception as the perceptual 

counterpart to divergent thinking (see Fig. 1.2). Divergent thinking, epitomized by the Alternate 

Uses Test (AUT), operates within a Conceptual Solution Space, and involves identifying multiple 

potential solutions to a given problem. For instance, in the AUT, participants are asked to think of 

as many uses as possible for a common object, such as a brick, leading to diverse answers 

ranging from a doorstop to an improvised weight for exercising. Analogically, divergent perception 

functions within a Perceptual Solution Space, implying the identification of varied interpretations 

(solutions) to one ambiguous image (sensory problem).  

The AUT assesses divergent thinking using three criteria: fluency, flexibility, and originality 

(Almeida et al., 2008; Guilford, 1967). Here, fluency is the quantity of distinct responses, flexibility 
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is the range of contexts from which ideas are generated, and originality captures their innovative 

nature. Mapping this framework onto pareidolia, a parallel is observed: fluency becomes the 

multitude of distinct patterns one discerns in a given image, and flexibility reflects the variety of 

stimuli one can interpret. Recent findings suggest that those with higher creative tendencies both 

perceive patterns in a greater array of stimuli and see more varied interpretations in individual 

images (Bellemare-Pepin et al., 2022). Measuring the originality of pareidolic percepts poses a 

notable challenge, mirroring the difficulties encountered in assessing originality within divergent 

thinking tasks (Plucker et al., 2011; Runco et al., 2016). Several potential methods for evaluating 

pareidolic percept originality exist, ranging from expert ratings and comparisons with extensive 

databases to determining semantic distances between perceived contents. It's posited that the 

degree of originality in pareidolic percepts could serve as an indicator of the depth of creativity 

inherent to such perceptual experiences. Paralleling approaches that utilize latent semantic 

analysis in divergent thinking (Johnson et al., 2022; Olson et al., 2021), one approach to 

evaluating this originality could involve measuring the semantic distance between various 

pareidolic interpretations. For instance, more unconventional or novel perceptions might catalyze 

enhanced creative idea generation, facilitated by remote associations and auto-fictional 

narratives. To further elucidate the nexus between divergent perception and creativity, a promising 

approach consists in supplementing behavioral and electrophysiological data with qualitative 

insights from naturalistic pareidolia experiments. 

Evolutionary perspective on pareidolic perception 
 

The evolutionary approach to understanding creativity, as outlined by (Dietrich & Haider, 

2015), offers unique insights into the phenomenon of pareidolia. This perspective draws parallels 

between creative cognition and natural selection processes, emphasizing the roles of variation 

and selection. In a Darwinian framework, variation is typically blind, unfolding without regard to 

the subsequent selection process. In the context of idea generation, variations become "partially 
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sighted", meaning that the generation process is influenced by certain selection criteria. In this 

scenario, the brain simulates, or emulates, a range of potential solutions, selecting them based 

on their alignment with predefined criteria. A high degree of sightedness signifies a structured 

exploration within established parameters, while a low degree, or "blindness", denotes a more 

random and unforeseeable exploration. 

Extending this to pareidolia, our brain appears to function akin to an evolutionary algorithm 

(Dietrich & Haider, 2015; Todd et al., 2012). It navigates the vast problem space of sensory data, 

introducing perceptual variations via gestalt mechanisms.  Attention, with its dual orientation—

both internal and external—serves as the selection mechanism. It amplifies specific perceptions 

based on alignment between internal memory traces and prevailing external stimuli. Thus, 

pareidolia can be conceptualized as the outcome of the brain's systematic approach to attributing 

meaning to ambiguous sensory inputs via processes of variation and selection. 

Consistently, the Honing Theory of Creativity (Gabora, 2017) suggests that creativity 

emerges from initial chaotic states (representing variation) which subsequently undergo cognitive 

restructuring (analogous to selection). It posits that "the creative mind uses psychological entropy 

(arousal provoking uncertainty) to detect and track concepts in states of potentiality, consider 

them from different perspectives [...] until psychological entropy reaches an acceptable level" 

(Gabora, 2017). In pareidolic perception, this chaotic state is prompted by ambiguous stimuli, 

producing high granularity of predictions and consequent increase in prediction errors. Pattern 

recognition, or the emergence of pareidolia, reflects the subsequent cognitive restructuring. 

Drawing from the variation-selection approach, Bilder & Knudsen (2014) propose a model 

of creative thinking anchored in systems biology. They posit that blind variation functions on the 

"perception-action cycle" at a frequency close to 3 Hz, roughly the time required to compare a 

stimulus to expectations. They differentiate between systematic and stochastic variations: the 

former involves cognitive control (executive-control networks), while the latter deactivates 
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cognitive control and solicits the default mode networks. This classification resonates with Dietrich 

(2004) demarcation between spontaneous and deliberate creativity. The spontaneous mode, 

requiring fewer cognitive resources, often culminates in intuitive "Aha!" moments and facilitates 

broader, albeit partially sighted, explorations into solution spaces. In contrast, the deliberate mode 

entails an in-depth, conscious exploration, utilizing substantial cognitive resources, especially 

when navigating unknown domains. Much like the spontaneous mode of creativity, pareidolia can 

manifest suddenly, where ambiguous stimuli are intuitively and almost instantaneously translated 

into recognizable patterns. Conversely, in its deliberate form, pareidolia represents a more 

conscious and effortful unraveling of patterns from ambiguous stimuli. This suggests that 

spontaneous pareidolia may predominantly engage bottom-up processing, while deliberate 

pareidolia likely necessitates increased top-down cognitive control. Both manifestations 

underscore the brain's multifaceted strategies in extracting meaning from ambiguous visual 

stimuli. 

In sum, the brain processes sensory data by applying mechanisms of variation and 

selection, seeking meaning from ambiguous stimuli. Central to this function is the role of salience, 

which prioritizes specific patterns or ideas from a wide array of sensory inputs. In the following 

section, I will further explore how salience is crucial in understanding the connections between 

creativity and pareidolia, extending its relevance to other domains such as psychedelic states, 

psychosis, and artificial intelligence. 

Aberrant salience as shared process of creativity and pareidolia 
 

Central to pareidolia is the concept of aberrant salience, which refers to an altered state 

of attention wherein the usual suppression of perceived 'irrelevant' or familiar information is 

disrupted (Kapur, 2003; Kapur et al., 2005). This state, characterized by a lack of latent inhibition, 

allows for a flood of information to enter the brain, a condition often described as “leaky” attention. 
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In this state, individuals inadvertently register "irrelevant" details (Carson et al., 2003; Mendelsohn 

& Griswold, 1964; Rawlings, 1985; D. Zabelina et al., 2016), broadening the scope of sensory 

interpretation. This compromised inhibitory function might enable the rise of pareidolic perceptions 

through concomitant complexification of sensory data and increase in top-down modulations. 

Consistently, (Brugger, 2001) describes a continuum ranging from detection of real patterns on 

one end, to hyper-creative interpretation of patterns in noise at the other end, suggesting that (1) 

creativity relies on the favoring of ‘remote’ over ‘close’ associations (Mednick, 1962) and (2) noisy 

(unpredictability) sensory environments are conducive to the perception of ‘remote’ associations. 

Aberrant salience in psychotic symptoms 
 

Aberrant salience, as well as pareidolia have been related to positive symptoms of 

schizophrenia, such as delusional thinking, paranoia and hallucinations (Belayachi et al., 2015; 

Vercammen et al., 2008; Yokoi et al., 2014). Latent inhibition has been associated with both 

psychosis (Kapur, 2003) and creativity (Carson et al., 2003), while other studies reported positive 

correlation between positive schizotypic symptoms and creativity (Batey & Furnham, 2008; 

Brugger, 2001; Burch et al., 2006; O’Reilly et al., 2001), and between creativity, latent inhibition 

and psychopathology (Chirila & Feldman, 2012). Hence, the perceptual mechanism of aberrant 

salience may explain the relation between positive schizotypic symptoms and heightened 

creativity within the schizophrenic population. Brugger (2001) proposed that this readiness to 

perceptually connect unrelated objects and ideas is what "most closely links creativity to 

psychosis". Pareidolia and altered inhibitory processes are known to be widely experienced 

perceptual mechanisms, suggesting that this link between aberrant salience, pareidolia and 

creativity, could generalize to individuals without schizophrenia. Consistently, weaker visual reality 

discrimination and increased pareidolia proneness are associated with hallucination-like 

experiences for non-clinical populations (Smailes et al., 2021).  
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Aberrant salience in psychedelic states 
 

While I have highlighted the interplay of aberrant salience in psychotic symptoms, a rich 

avenue of exploration lies in the phenomenology of psychedelic states. These states, notably, 

offer glimpses into the mechanisms underpinning the convergence of creativity and perception. 

Psychedelics, as seen in various studies, not only amplify creativity (Costa, 2023; Gandy et al., 

2022; Hartogsohn, 2018), but also instigate unique perceptual phenomena. Yet, the precise 

mechanisms that enhance creative capacities during psychedelic experiences, and the role of 

altered perception in this enhancement remain elusive (Sessa, 2008). 

One key effect of psychedelic experience is the amplification of meaning (Carhart-Harris 

et al., 2014; Fischer & Landon, 1972; Kaelen et al., 2015; Preller et al., 2017; Preller & 

Vollenweider, 2016), which may account for sharpening of creativity (Hartogsohn, 2018). 

Psychedelics are thought to work the way electronic amplifiers do, hence magnifying the gain of 

whatever sensation reaches perception. The modulation of information gain by psychedelics 

leads to the emergence of unique representations and acute sensory processing (Geyer & 

Vollenweider, 2008; Vollenweider & Geyer, 2001). This results in an altered assignment of 

meaning to stimuli that would typically be perceived as neutral (R. Griffiths et al., 2008; R. R. 

Griffiths et al., 2006; Hartogsohn, 2018; Kaelen et al., 2015; Pahnke & Richards, 1966; Preller et 

al., 2017), an observation that draws parallels with pareidolic perceptions. Thus, the inherently 

ambiguous nature of perception during psychedelic experiences is thought to foster hyper-

associative modes of cognition, a potential determinant of creative idea generation (Girn et al., 

2020). Building on this notion, research using DeepDream in a virtual reality environment 

demonstrated that simulated altered perceptual phenomenology enhances cognitive flexibility 

(Rastelli et al., 2022). 

Three pivotal features of the psychedelic state have been identified as potential creativity 

boosters: the increased complexity of experience, meaning amplification, and the sense of 
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interconnectedness with the environment (Sessa, 2008). I suggest that the intrinsic richness and 

complexity of the psychedelic experience might stem from shifts in primary attentional and 

salience processes (Millière et al., 2018). These processes can account for the rich perceptual 

experiences and the resulting pareidolic and hallucinatory episodes. Such experiences, in turn, 

feed into the enhanced sense of interconnectedness and meaning, given that they blur the 

boundaries of internal and external perception. This approach further bolsters the argument that 

models of embodied cognition might account for creativity. 

Moving to brain dynamics, the entropic brain theory links the qualities of psychedelic 

experiences to distinctive brain signal properties (Carhart-Harris, 2018a; Carhart-Harris et al., 

2014; Carhart-Harris & Friston, 2019). This theory suggests that psychedelic states are marked 

by increased brain entropy, aligning with the Integrated Information Theory which views 

psychedelics as broadening potential mental states (Gallimore, 2015). Brain entropy corresponds 

to the quantification of the diversity of possible neural states, suggesting a higher capacity for 

novel thought patterns and enhanced cognitive flexibility during psychedelic experiences. 

Empirical evidence reveals an expanded range of potential brain states during psychedelic 

influence (Tagliazucchi et al., 2014), heightened signal entropy and diversity (Lebedev et al., 

2016; Schartner et al., 2017; Tagliazucchi et al., 2014; Timmermann et al., 2019, 2023; Viol et al., 

2017, 2019), and facilitated state transitions stemming from a flattening of the brain’s energy 

landscape (Singleton et al., 2022). In other words, this is like the brain finding new paths and 

connections more freely, as if the usual barriers or rules guiding its activity are temporarily 

lowered. Coherently, psychedelic state has been characterized by its super-criticality (Atasoy et 

al., 2017; Atasoy, Vohryzek, et al., 2018; Carhart-Harris & Friston, 2019; Gervais et al., 2023; Girn 

et al., 2023), which is thought to favor flexibility and perturbation over preservation (exploration 

over exploitation). Further elaboration by Pink-Hashkes et al. (2017) proposes that this elevated 

entropy may stem from overly detailed sensory predictions (i.e. higher granularity), resulting in 
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amplified prediction errors. This notion parallels the belief that aberrant salience underpins certain 

phenomenological aspects shared by psychedelic and psychotic symptoms, such as illusory 

percepts and hyper-associative mode of thinking, which might rise from increased brain entropy 

(Carhart-Harris, 2018a; Carhart-Harris et al., 2014). This hyper-associative thinking, while 

contributing to the richness of psychedelic experiences, acts as a double-edged sword by 

enhancing creativity on one side and mirroring the disorganized thought patterns seen in 

psychosis on the other. Interestingly, higher levels of entropy have been associated with different 

measures of creativity using both EEG (Mölle et al., 1999; Ueno et al., 2015) and fMRI (Shi et al., 

2019). The results showed increased entropy in brain regions responsible for inhibitory control, 

reinforcing the idea that inhibitory and attentional processes are involved in creative idea 

generation.  

In conclusion, aberrant salience during psychedelic experiences might be key in 

understanding perceptual mechanisms facilitating creative idea generation. Enhanced sensory 

landscapes might be conducive to idea generation, albeit without necessarily refining the 

evaluation of these ideas. Drawing from this, Baggott (2015) postulates that aberrant bottom-up 

processes might be fundamental to creativity. "This seemingly paradoxical effect by which error 

could improve cognition is reminiscent of the large literature in psychology showing that 

disagreement can improve decision-making" (Baggott, 2015). Essentially, the altered perception 

inherent in psychedelic and psychotic states, driven by aberrant salience and increased short-

term prediction errors, could partly account for the heightened creativity observed in these 

conditions. 

Aberrant salience in artificial neural networks 

 

Another way to relate altered attentional processes with creativity is by observing 

behaviors of artificial neural networks (ANN). I already explained how ANN requires sensory data 

(as a way to perceive the world) in order to express any form of "creative" behavior, such as the 
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way DeepDream, or Latent diffusion models (LDM) generate hallucinatory-like figures by over-

emphasizing the presence of pre-learned categories in new data. In other words, neural networks 

can identify patterns even in random noise and are able to 'see' objects or faces in ambiguous 

stimuli (Nguyen et al., 2016). This shows that pareidolia-like phenomena can be reproduced 

artificially and suggests an overlap between the cognitive mechanisms leading to pareidolia and 

those used in modern AI algorithms. 

For instance, when DeepDream gets a new image as input (sensory input), instead of 

waiting until the last layer of neurons to identify with the highest confidence what is the content of 

the image, predictions are allowed from early stages and propagated to subsequent layers until 

an output is reached (generated image/perception). This mechanism of emphasizing the 

emergence of meaning within local structures - instead of only predicting the global structure - 

corresponds to an increase in the granularity of predictions. This mechanism is only possible 

when the salience threshold gets lower, hence leading to states of aberrant salience, and then to 

pareidolia (Keshavan & Sudarshan, 2017). If this perceptual mechanism is central to creative 

generation, this may explain why artists often report creating by building on pareidolic perceptions 

emerging from natural complex objects (da Vinci & McCurdy, 1958; Gamboni, 2002). The use of 

LDMs, which are able to generate state-of-the-art images based on text descriptions, also 

exemplify pareidolic-like processes in machines. To do so, a denoising autoencoder is applied 

iteratively on a noise image to unveil the structure hidden in the randomness based on a fit with 

the internal representations of the model. Hence, by filtering noise with patterns associated with 

semantic knowledge, any type of (pareidolic) structure can be sculpted from randomness. This 

exemplifies how diffusion models benefit from "sensory ambiguity" in the process of generating 

new visual structures, hence mimicking the formation of pareidolia and hallucination in humans, 

while providing new tools for creative exploration in humans. 
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Artificial networks and biological networks both create knowledge by developing complex 

models of the world, similar to how the human brain works (Thaler, 2016). This analogy extends 

to (artificial) creativity, which is suggested to stem from system perturbations that are 

characteristic of psychopathologies such as schizophrenia and bipolar disorder and may be 

facilitated by noise induction. Thaler (2016) proposes that creativity occurs through a cyclical 

process consisting of two phases: (1) cognitive incapacitation, where incubated confabulatory 

thoughts are generated (increased noise), and (2) synaptic calm, where these incubated thoughts 

are recognized as valuable and reinforce themselves (decreased noise). 

When viewed within a pareidolic framework, ambiguous stimuli may act as a trigger, 

leading to the momentary emergence of confabulatory thoughts. As a result, pareidolic 

perceptions are thought to correspond to these confabulatory concepts, suggesting that pareidolia 

may represent the first phase of the creative process. It has been suggested that internally 

perturbed neural networks serve as an "ideational engine" by producing potential new ideas 

through the emergence of false memories (Thaler, 2016). Pareidolic perceptions result from top-

down modulations, leading to an exogenous perception of internal models, which are linked to 

and inseparable from personal memories. Hence, it is suggested that pareidolic perceptions, 

which are the result of interactions between sensory noise and internal models, are similar to false 

memories but experienced through perception. 

"The qualities of the unpredictable will serve as guiding principles in the process of perceptual 

emergence." Unknown, 2022 - found near a river, engraved on a silver bark. 

Aberrant salience in creative cognition 
 

From an empirical standpoint, various evidence showed that disinhibition is a mechanism 

that could lead to idea generation and creative problem solving (Carson et al., 2003; Radel et al., 

2015), while creative individuals have proven to often lack inhibition in both behavior and cognition 
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(Camarda et al., 2018; Dorfman et al., 2008; Kwiatkowski et al., 1999). Jarosz et al., (2012) 

demonstrated that alcohol, a strong disinhibitor, facilitates creativity through ideational fluency. 

Furthermore, Dimkov (2018) suggested that aberrant salience (i.e. reduced filtering of irrelevant 

information), provides "the building material for creative ideas". As a complementary perspective, 

(D. L. Zabelina & Robinson, 2010) found that creative achievement and divergent thinking were 

not directly related to cognitive (dis)inhibition, but rather to flexible modulations of cognitive 

control. This supports the theory of creativity that distinguishes between the exploration 

(disinhibition; divergent) and selection (inhibition; convergent) phases (Simonton, 2010a, 2011; 

Sowden et al., 2015). 

This aberrant salience phenomenon parallels the evolutionary perspective on creativity. 

With a lowered threshold for what is perceived as salient, individuals absorb more information, 

leading to more detailed, albeit less accurate, predictions. Consequently, there is an increase in 

prediction error, fostering a more diverse exploration within the same problem space.  

Interestingly, sensory noise is considered as an essential driving force for the perceptual switching 

mechanism and by extension, to the emergence of meaning (Chen et al., 2023). Viewed through 

a fractal lens, every perceptible medium, like sound or light waves, can present endless variations 

depending on the precision of measurement. It is suggested that creative individuals enhance 

their sensory perception by voluntarily increasing the prediction error when faced with complex 

stimuli. This deliberate increase facilitates a process of "meaning amplification". Essentially, to 

counteract the challenges of heightened prediction error, creative minds amplify meaning to clarify 

ambiguities. Consistently, it has been shown that the reward effect in the appreciation of aesthetic 

work might come from the transition from a state of uncertainty to a state of increased predictability 

(Van De Cruys & Wagemans, 2011). 

Taken together, this body of knowledge points to sensory disinhibition as a key predictor 

of pareidolic percepts. In the context of sensory overload, the natural tendency of the brain to 
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make sense of input leads to an increase in top-down modulations. Internal representations are 

then fitted to sensory noise, resulting in increased propensity to remote associations and 

pareidolic perception. I propose that aberrant salience, through the facilitation of remote 

associations, constitutes a fundamental ingredient of both pareidolia and creative ideation.  

Brain Networks Dynamics Underlying Pareidolia and Creativity 
 

This section explores the association between divergent perception and the (co)activation 

of brain networks responsible for attentional processes. Initially, I will examine studies on brain 

networks involved in psychedelic experiences and creative cognition. Subsequently, these 

insights will be integrated into an overview of the brain network dynamics underlying divergent 

perception. 

Brain networks under psychedelics 
 

Recent research sheds light on the distinct neural alterations during the peak effects of 

psychedelics. A pivotal study by Stoliker et al., (2023) reveals that under LSD, the salience 

network's inhibitory connectivity to the default mode network (DMN) switches to an excitatory 

mode. Concurrently, the inhibitory link from the DMN to the Dorsal-Attentional Network (DAN) 

weakens. This attenuation of the DMN-DAN anti-correlation is thought to contribute to the blurring 

of self and external world boundaries, a hallmark of psychedelic experiences. These LSD-induced 

network dynamics resonate with earlier findings in psychosis. For instance, aberrant coupling was 

observed across the DMN, Task-Positive Network (TPN), and Salience Network in individuals 

predisposed to psychosis Wotruba et al., (2014). This was interpreted as a confusion between 

internally and externally focused states, leading to cognitive dysfunction. 

Psychedelics also appear to enhance bottom-up processing, reflected by an increased 

prevalence of states dominated by somato-motor and Ventral Attention Network (VAN)/salience 

networks (Singleton et al., 2021). The relaxation of high-level cognitive priors under psychedelics 
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implies a freer flow of bottom-up information, especially from interoceptive sources (Carhart-

Harris & Friston, 2019). Furthermore, visual and auditory hallucinations under psychedelics have 

been linked to specific network interactions. Abnormal DMN coupling with the visual network 

during visual hallucinations (Shine et al., 2015) and reduced antagonism between the DMN and 

the language network correlating with auditory hallucinations (H. Geng et al., 2020) have been 

reported. These insights into brain network modulation under psychedelics underscore their 

influence on ambiguous sensory processing, particularly relevant to pareidolia, where enhanced 

creative cognition is likely facilitated by these altered states of perception. 

Brain networks of creativity 
 

Neuroscientific evidence, primarily from neuroimaging studies, underscores the 

relationship between creativity and the dynamic cooperation of typically opposing brain networks. 

Key studies highlight cognitive flexibility, evidenced by the synergistic interaction of the DMN, 

Executive Control Networks (ECNs), and Salience Network. This interplay is crucial for creative 

thought (Beaty et al., 2015; Chrysikou, 2019; Jung, 2013). Visual creativity, for instance, has been 

linked to increased coupling between DMN and ECN regions, especially observed in professional 

artists (De Pisapia et al., 2016). The interconnectivity within and between the DMN and the Fronto-

Parietal Network (FPN), responsible for executive control, is also pivotal in both verbal and visual 

creativity (Zhu et al., 2017). These studies collectively demonstrate a pattern of decreased within-

network connectivity and enhanced between-network connectivity, reinforcing the cooperative 

nature of the default and executive networks in creative endeavors. 

In alignment with the dual-process model of creativity, which delineates generative 

(variation) and evaluation (selection) phases (Chrysikou, 2019; Lopata et al., 2022);  recent 

findings delving into the temporal dynamics of network recruitment during creative idea generation 

identified increased DMN activity in the early variation phase, shifting to heightened ECN activity 

in the later selection phase (Lloyd-Cox et al., 2022). Here, enhanced bottom-up attention 
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facilitates idea generation, while increased top-down attention aids the evaluation phase (Beaty 

et al., 2016; Ellamil et al., 2012; Kleinmintz et al., 2019). Additionally, Tabatabaeian & Jennings 

(2023) propose a novel framework for creative cognition, emphasizing dynamic attentional 

mechanisms. They suggest conceptualizing attention along two axes: from bottom-up to top-down 

(source axis), and from internal to external (target axis). This model posits that internal and 

external attention interact during creative cognition, a theory supported by evidence showing 

simultaneous engagement of networks associated with both attention types during creative tasks 

(Beaty et al., 2018; K. C. R. Fox et al., 2015; K. C. R. Fox & Christoff, 2018). The model 

distinguishes between bottom-up attention with internal (e.g. intrusive thoughts) and external (e.g. 

unexpected stimuli) targets. Such bottom-up attention is pivotal in the idea generation phase, 

while both internal and external top-down attention are instrumental in the evaluation phase. The 

dynamic interplay between DMN, FPN, and sensory cortices, modulated by the SN, facilitates the 

creative process by continuously prioritizing salient events (internal or external). Interestingly, on 

the other hand, individuals with Autism Spectrum Disorder, which exhibit lower fluency and 

flexibility in creativity tests (Pennisi et al., 2021), often exhibit a salience network with diminished 

entropy and a dominant presence of lower-frequency components. This particularity might explain 

their characteristic inflexible behavior and difficulty to deal with uncertainty.  

Brain networks of divergent perception 
 

The interplay of neural networks observed during altered states induced by psychedelics 

and during creative processes offers a promising avenue to probe into the neural scaffolding that 

supports unconstrained pareidolia. These findings highlight the complex interplay between 

attentional processes subtended by different brain networks, and the potential for alterations in 

these dynamics to impact both perception and creativity.  

Research indicates that heightened activity within the DMN, known for its specialization in 

introspective and self-referential thought, can predispose an individual to hallucinations by 
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allowing intra-network regions to overly influence ongoing visual streams (Shine et al., 2015). 

During overt hallucinatory episodes, a marked decrease in DAN activity coincides with an 

increase in DMN activity. This shift in network dynamics also reveals a surge in capacities such 

as salience monitoring and attention shifting, which are central to the VAN. Furthermore, these 

visual attention-related functional networks, including the DMN, VAN, and DAN, play a pivotal role 

in visual misperception (Shine et al., 2011, 2015). This flexible pattern of activity mirrors that found 

in the initial phases of the creative process, where the DMN coactivates with networks overseeing 

sensory input (e.g., visual networks) or guiding the distribution of attentional resources (e.g., 

salience network and VAN).  

I suggest that during divergent perception, the salience network concurrently emphasizes 

internal and external bottom-up information, while coordinating information exchange between 

DMN and FPN, akin to both psychedelic and creative states. Hence, pareidolia emerges from the 

brain's heightened emphasis on internal representations during moments of sensory uncertainty, 

leveraging the DMN's augmented connectivity with sensory and attentional networks to sculpt 

meaningful percepts. In other words, pareidolia showcases the brain's adaptability in weaving 

together disparate informational threads to form unified percepts. The intricate relationships 

between involuntary and executively controlled perceptual processes and their contribution to 

creative thought is visualized in the schematic representation provided in Figure 1.3.  

The increased flexibility of brain network dynamics during both creativity and altered 

perception aligns with the critical brain hypothesis, which states that brain networks operate close 

to a critical point, i.e. in the vicinity of phase transition (O’Byrne & Jerbi, 2022a). This zone is 

characterized as a transitional state teetering between order and chaos, optimizing the versatility 

of the state repertoire. It has been demonstrated that criticality of brain functioning enables more 

efficient information processing while maintaining a balance between adaptability and order 

(Shew & Plenz, 2013). Studies on psychedelics revealed a broadening of the energy landscape, 
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predominance of excitation over inhibition (E/I) and increases of the brain's signal diversity, a state 

of so-called supercriticality (O’Byrne & Jerbi, 2022a). Hence, divergent perception might maximize 

the E/I ratio through increased sensory streams of ambiguous information and/or reduction of 

inhibitory processes. I hypothesize that pareidolia is a perceptual phenomenon that allows the 

brain to actively sample unpredictable sensory data, resulting in an increase in short-term entropy 

or brain complexity. This phenomenon seeks to optimize model updating, which enhances their 

ability to incorporate as much sensory information as possible, ultimately reducing long-term 

uncertainty. In other words, memories and active internal schemas are used to meaningfully link 

distant sensory information through the creation of a situated, embodied and self-referential 

narratives.  

 

Figure 1.3. Contribution of involuntary and executively controlled perceptual processes in creative thought 
(Adapted from Flower and Garbin, 1989). The figure depicts the interplay between cognitive processes and perceptual 
representations in creativity. "Anomalous Percepts," being external bottom-up signaling, are the brain's interpretations 
of ambiguous or unfamiliar external stimuli. "Spontaneous Insight & Imagery" represents internal bottom-up signaling, 
mediated by the DMN, wherein ideas or images emerge without conscious effort. The transition to "Executively 
Controlled Processes" shows how these perceptions and insights are consciously organized, refined, or transformed. 
The "Pool of Novel Representations" can be seen as the brain's playground for pareidolia – a space where ambiguous 
stimuli are interpreted and mixed together, leading to the generation of novel ideas. These representations are then 
assessed for their value, leading to their selection, revision, or discard, culminating in the formation of a "Creative 
Product." 
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Pareidolia as a source of creative ideation and emergent narratives 
 

"Pareidolia is a creative act because it is not about seeing things for what they are but seeing 

things for what they could be" Heath & Ventura (2016) 

The neuroscientific literature has long discussed the significance of remote associations 

in the creative process (Gough, 1976; Gruszka & Necka, 2002; Mednick, 1962; Sassenberg et 

al., 2017). Those with a heightened aptitude for remote associations might use divergent 

perception as a source of semantic divergence. Here I propose a mechanism by which divergent 

perception gives rise to creative ideation: emergent narratives.  

In the realm of semiotic theories, the phenomenon of pareidolia offers a unique parallel to 

the way personal narratives are formed and shared. Just as we creatively represent ourselves 

through self-referential narratives (Milthorp, 2003), pareidolia involves responding to stimuli as 

signs, even when their inherent semiotic objectives are ambiguous (Alexander, 2013). This "self-

mistaking" can prompt innovative cognitive pathways, fostering new interpretations and 

associations (Alexander, 2013). These pathways embody our quest to find meaning, reflecting 

how we navigate through the limitations and possibilities of the world. I suggest that such self-

mistaking perceptions can lead to the emergence of narratives or, in broader semiotic terms, novel 

purposeful behaviors. Congruently, self-referential narratives have been suggested as 

foundational to creative behaviors (Milthorp, 2003). These insights underscore the profound ties 

between biosemiotics, self-referential narratives, divergent perception, and creativity. 

Future paths for the empirical investigation of divergent perception 

through pareidolia 
 

This manuscript intends to provide insights into the perceptual mechanisms underlying 

creative idea generation. Drawing from these insights, I propose several empirical investigations 

to explore the relationship between inter-individual differences in divergent perception and the 
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generation of creative ideas. In the following section, I describe six aspects of the pareidolic 

phenomenon that can be leveraged to optimize experimental designs that probe creative 

behavior. 

Stimulus properties affecting pareidolia 
 

I first explained the intrinsic link that binds perception and creativity together, and 

suggested pareidolia as a type of perception that can be associated with the early phase of 

creative idea generation. It might further be questioned how pareidolia could be experimentally 

manipulated through systematic variations of stimulus properties. 

Fractal dimension (FD) corresponds to the fractal scaling relationship between the 

patterns observed at different magnifications (Spehar et al., 2003). FD is a measure of self-

similarity that can be computed on any image with the box-counting method (Li et al., 2006). 

Images of lower FD can be conceived as being less detailed, while images of higher FD are 

perceived as more detailed and inherently complex (Cutting & Garvin, 1987a; Gilden et al., 1993; 

Pentland, 1984). It means that in images of higher FD, there are higher probabilities of finding 

similar patterns at different scales. 

Rogowitz & Voss (1990) initially explored the impact of FD on pareidolic perceptions using 

generative cloud images. Subsequent work revealed that images with lower FD led to more 

pareidolic perceptions (Taylor et al., 2017a), with a peak in pareidolia observed around an FD of 

1.3 (A. Bies, Kikumoto, et al., 2016). This FD intriguingly correlates with aesthetic preferences 

(Aks & Sprott, 1996; Hagerhall et al., 2004a; Spehar et al., 2003; Taylor et al., 2005). Hence, the 

FD might influence the activation of specific neural networks responsible for aesthetic evaluation, 

suggesting a mechanistic link between the neural bases of pareidolia, aesthetic preferences, and 

creative interpretation. Recent systematic investigations have delved deeper into this relationship, 

using Divergent Thinking Tasks to more comprehensively evaluate the interplay between 
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creativity and pareidolia (Bellemare-Pepin et al., 2022; Diana et al., 2021). These studies 

encourage a more comprehensive exploration of stimulus attributes in modulating pareidolia. 

They also invite examining the relationship between neural and stimulus fractal properties, a 

dynamic potentially influenced by the presence or absence of pareidolia. 

I propose that creative generation rooted in sensory experience (as opposed to mental 

simulations) can benefit from the inherent properties of sensory information, such as fractal 

dimension and self-organizing principles, similar to how stochastic resonance amplifies weak 

signals with noise induction (Gammaitoni et al., 2009; Moss, 2004). The top-down modulation of 

ambiguous information enables internal representations to interact with each other within 

emergent embodied perceptual content. The inherent complexity of the stimuli and the malleability 

of internal representations provide novel combinations of remote concepts through the 

emergence of new, seemingly unfamiliar percepts. Hence, prototypic internal representations can 

coexist within ambiguous sensory information and lead to new modes of interaction, highlighting 

the natural role of fractal noise in generating new ideas. 

Multi-fractal images to stimulate pareidolia 
 

Previous research has focused on quantifying the relationship between pareidolia and the 

(mono)fractal dimension of stimuli, yielding promising results in understanding how stimulus 

properties influence the propensity for pareidolia. This line of inquiry naturally extends to 

multifractality, a concept that underscores the complexity of signals whose fractal dimension 

varies across different scales or frequencies, highlighting varying degrees of self-similarity. The 

multifractal spectrum describes the distribution of the singularity strength (Hölder exponent) of a 

signal over a range of scales. This property is observed in many complex systems, such as 

turbulence in fluids (Meneveau & Sreenivasan, 1991), physiological signals like heart rate 

variability (Faini et al., 2021; Ivanov et al., 1999), and financial data (Bouchaud et al., 2000). By 

creating multifractal images, pareidolic perception can be investigated in relation to the distribution 
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of fractal dimensions within a single stimulus. It is possible that images with a particular range of 

fractal dimensions would more readily facilitate pareidolia than others. Furthermore, certain types 

of multifractal images might stimulate pareidolia more effectively than monofractal images. 

Parallel versus sequential pareidolia 
 

Future pareidolic investigations should emphasize discerning parallel from sequential 

pareidolia in their design frameworks. The former involves concurrently perceiving multiple 

interpretations within a stimulus, while the latter entails multiple non-coexistent perceptions. 

Stimuli with lower fractal dimensions may be more conducive to sequential pareidolia given that 

their pareidolic components occupy more visual space, making it challenging to perceive multiple 

images at once. In contrast, stimuli with higher fractal dimensions could foster parallel pareidolia. 

Leonardo da Vinci's observations underscored how multiple pareidolic interpretations can coexist, 

feeding into one another to form rich visual sceneries. If emergent narratives form a bridge 

between pareidolia and creativity, highly creative individuals might navigate parallel pareidolia 

more intuitively, weaving multifaceted narratives from overlapping perceptions. 

Spontaneous versus deliberate pareidolia 

 

Equally important for future research is the exploration of spontaneous versus deliberate 

pareidolia, two fundamentally different cognitive processes, initially brought forth to explain 

creativity (Dietrich, 2004, 2019a), that influence how individuals engage with and interpret 

ambiguous stimuli. Spontaneous pareidolia refers to the involuntary and instant recognition of 

patterns or meanings, while deliberate pareidolia is a conscious effort to seek out patterns or 

connections in sensory input. Understanding the interplay between these two forms could shed 

light on various cognitive and creative dynamics. For instance, it might be essential to explore 

whether highly creative individuals show a higher propensity for one type over the other or if they 

can switch between these modes more fluidly depending on the context. Additionally, investigating 
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how training or environmental factors influence the ability to engage in deliberate pareidolia could 

offer educational strategies to enhance creative thinking skills.  

The semantic distance of pareidolic percepts 
 

An emerging frontier in pareidolic research is the assessment of not only the quantity but 

also the originality of perceptions. Latent semantic analysis is increasingly recognized as a 

method to delve into creative capacities, primarily through semantic distance metrics. Semantic 

distance refers to the measure of how similar or dissimilar the meanings of two words or concepts 

are. It is generally computed using algorithms that analyze the relationships between words in 

large text corpora, based on their co-occurrence frequencies, contextual similarities, or positioning 

within a semantic network or vector space model. Specifically, the Divergent Association Task 

(Olson et al., 2021), which measures creativity through the semantic distance between word pairs, 

and the Divergent Semantic Integration (Johnson et al., 2022), evaluating divergent integration in 

consecutive sentences, both harness latent semantic analysis to gauge creativity. To assess 

perceptual originality, one approach could be to capture participants' descriptors for pareidolic 

perceptions and subject them to latent semantic analysis, thereby gauging semantic creativity. 

This method might illuminate how the semantic nuances of pareidolic perceptions could be fertile 

grounds for generating innovative ideas and unexpected narratives. 

Comparing human and machine pareidolia 
 

As seen in previous sections, artificial neural networks trained on large datasets are able 

to transform images based on their internal representations, a process that bears similarities with 

human pareidolia. Such models could also predict the content of images, even when it is highly 

ambiguous. While human pareidolia is deeply embedded in our cognitive and perceptual faculties, 

often influenced by past experiences, emotions, and cultural backgrounds, ANN pareidolia is 

rooted in purely statistical learning approaches. This distinction raises intriguing questions about 
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the nature of perception. Is the human tendency for pareidolia inherently more complex due to its 

integration with emotions and memories, or does it merely represent a more intricate pattern 

recognition system, akin to sophisticated ANN architectures? Further exploration in this domain 

could bridge gaps between cognitive neuroscience and machine learning, offering insights into 

how machines might be trained to mimic human-like creative perceptions. It would also be 

intriguing to investigate if exposing ANNs to more human-like learning experiences, such as 

sequential and contextual learning, could make their pareidolic interpretations more aligned with 

human perceptions. 

Conclusion 
 

In this perspective piece, I explored the profound connection between the perception of 

ambiguous stimuli and the genesis of creative ideas. I introduced divergent perception as the 

perceptual analogue to divergent thinking, which is predominantly linked with the exploration 

phase of the creative process. I proposed the aberrant salience mechanism to elucidate the 

common phenomenological experiences of altered perception found in both psychedelic states 

and psychotic episodes. Additionally, literature on brain networks related to psychedelics and 

creativity was synthesized to develop hypotheses regarding the neural networks underpinning 

divergent perception. Exploring the neural signatures linked to pareidolia and understanding how 

various stimulus attributes influence this phenomenon can also catalyze innovation in brain-

computer interface (BCI) technology. Indeed, by manipulating these stimuli and their 

corresponding perceptions in real-time, a new generation of BCIs may emerge, seamlessly 

integrating human cognition with technology and amplifying our ability to channel creative 

ideation. I offer this framework to steer forthcoming research in creative cognition, aiming to 

deepen comprehension of the interplay between creativity and divergent perception. 
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Processing visual ambiguity in fractal patterns: 

Pareidolia as a sign of creativity 
 

 

Abstract 

Creativity is a highly sought after and multifaceted skill. Unfortunately, we only have a 

loose grasp on its cognitive underpinnings. Empirical research typically probes creativity by 

estimating the potential for problem solving and novel idea generation, a process known as 

“divergent thinking”. Here, by contrast, we examine creativity through the lens of perceptual 

abilities. In particular, we ask whether creative individuals are better at perceiving recognizable 

forms in noisy or ambiguous stimuli, a phenomenon known as pareidolia. To this end, we designed 

a visual perception task in which 50 participants, with various levels of creativity, were presented 

with ambiguous stimuli and asked to identify as many recognizable forms as possible. The stimuli 

consisted of cloud-like images with various levels of complexity, which we controlled by 

manipulating fractal dimension (FD) and contrast level. We found that pareidolic perceptions arise 

more often and more rapidly in individuals who are more creative. Furthermore, the emergence 

of pareidolia in individuals with lower creativity scores was more restricted to images with a narrow 

range of FD values, suggesting a wider repertoire for perceptual abilities in creative individuals. 

Our findings suggest that pareidolia may be used as a perceptual proxy of idea generation 

abilities, a key component of creative behavior. In sum, we extend the established body of work 

on divergent thinking, by introducing divergent perception as a complementary manifestation of 

the creative mind. These findings expand our understanding of the perception-creation link and 

open new paths in studying creative behavior in humans. 
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Introduction 
 

Creativity is a cornerstone of human evolution. It allows us to adapt to our environment 

and transform it. A widely accepted definition of creativity is the ability to produce work that is both 

novel (i.e., original, unexpected) and useful (i.e. adaptive given task constraints) (Sternberg & 

Lubart, 1998), though it has been argued that this definition does not capture the full breadth and 

multiple facets of creativity (Barbot et al., 2015; Dietrich, 2007; Fryer, 2012; Glăveanu, 2014). 

Additionally, although there have been many attempts to characterize the neural mechanisms 

underlying creativity (Dietrich, 2004; Jung et al., 2009; Simonton, 2010b; Wiggins, 2006), no 

consensus has yet emerged (Dietrich & Kanso, 2010; Sawyer, 2011). To date, most of the 

empirical research on creativity has focused on the concept of divergent thinking (DT; (Guilford, 

1950; Runco et al., 2016; Weisberg, 2006), defined as the ability to generate multiple solutions to 

an open-ended problem (Guilford, 1950, 1967). The most widely used measure of creativity, the 

Torrance Tests of Creative Thinking (TTCT), consists mostly of DT tests (Kim, 2006). Two major 

problems arise when claiming that DT tests measure creativity per se (Dietrich, 2018, 2019b). 

First, it has been argued that the opposite – convergent thinking – can also produce creative ideas 

(Simonton, 2015b). Second, DT is a compound construct, which gathers multiple facets and 

mental processes within a single measure (Ward et al., 1999). These problems invite caution 

when approaching creativity as a monolithic entity (Dietrich, 2019b) and beckon for 

complementary ways of operationalizing this multifaceted concept. Many accounts of creativity 

focus on cognitive processes, i.e. thinking differently. In this paper, we instead examine whether 

highly creative individuals differ in their perceptual processes, i.e. seeing differently. 

It has recently been proposed that our ability to create depends heavily on our ability to 

perceive and model the external world (Heath & Ventura, 2016b). Indeed, creative individuals 

seem to process external sensory stimuli differently (Flowers & Garbin, 1989), in that they will 

tend to connect unrelated elements together more easily. Accordingly, researchers have begun to 
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investigate creativity through the lens of embodied cognition (Malinin, 2019), which views action 

and perception as complementary. This approach emphasizes exploration and interactions with 

the physical environment as essential prerequisites for the emergence of cognition and therefore 

of creativity, attributing to attention the creative role of diversifying the field of experience and 

perceptual contents (D’Angelo, 2019). A study on creative experience under the effect of 

psychedelics also distinguishes between creative performances, which can be recorded, and 

creative experiences, which are subjective and anchored in perception (Fischer & Scheib, 1971). 

This distinction between creative action (performance) and creative perception (experience) 

points to the importance of studying the phenomenology of creativity (C. B. Nelson, 2005) 

complementarily to classical measures involving the production of creative artifacts. Finally, it has 

been suggested that creativity might emerge through confused perception (such as Beethoven’s 

deafness), malfunctioning perception (such as psychotic symptoms), and intentional perception 

(expertise and use of analogical thinking) (Pereira & Tschimmel, 2012). These cases of altered 

perception result from an increase in noise/uncertainty in the sensory signal whether through 

degradation of receptors, in the case of deafness or blindness, or through increased prediction 

errors and reduced latent inhibition, as it is the case in psychotic symptoms or psychedelic 

experiences. Together, these studies suggest that high-creative individuals have perceptual 

abilities that differ from low-creative individuals, and more specifically, that they might process 

ambiguous stimuli differently. However, to our knowledge, this has not yet been systematically 

investigated. 

A natural approach to exploring inter-individual variability in processing ambiguous images 

is to exploit pareidolia, which is the experience of seeing meaningful patterns or connections in 

random stimuli, a fundamental aspect of human perception (Fyfe et al., 2008). Interestingly, 

pareidolia is thought to be an adaptive skill, as it may have helped early hominids to detect threats 

in complex sensory environments (Barrett, 2000; Meschiari, 2009). At the root of pareidolia is a 
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concept called aberrant salience, which corresponds to an altered attentional state leading to a 

failed suppression of irrelevant or familiar information (Kapur, 2003; Kapur et al., 2005). This 

decrease of latent inhibition may facilitate the emergence of pareidolic perceptions through 

concomitant complexification of sensory data and increases in top-down modulations. Pareidolia 

proneness is associated with schizophrenia symptoms, such as delusional thinking, paranoia, 

and hallucinations (Belayachi et al., 2015; Vercammen et al., 2008; Yokoi et al., 2014). In a non-

clinical population, a common example of pareidolia is the perception of meaningful objects in 

clouds. Clouds are complex visual stimuli which exhibit inherently unpredictable structures, 

making them ambiguous by nature. This ambiguity can be perceived in one of two ways. First, 

the brain can perceive it as noise with no relevant information and attribute the label cloud to the 

perceived image. In the second pareidolic instance, the brain makes an association between 

random features of the cloud and a known object, resulting in the perception of a meaningful 

object in noise such as a cat or a heart. However, it is important to note that this perceived cat or 

heart does not perfectly match any one previously perceived exemplar, but rather, it creatively 

emerges from the interaction of the semantic concept with the details of the fractal image. In short, 

"Pareidolia is a creative act because it is not about seeing things for what they are but seeing 

things for what they could be" (Heath & Ventura, 2016b). 

Pareidolia has mostly been studied in the context of face detection (Hong et al., 2013; J. 

Lee, 2016; Liu et al., 2014a), although more recent studies have also examined natural scenery 

images (Diana et al., 2021) and generative stimuli (A. J. Bies et al., 2016; Rogowitz & Voss, 

1990a; Taylor et al., 2017a). Crucially, the empirical relation between creativity and pareidolia has 

received very little attention. A rare exception is an interesting study by Diana et al., (2021), which 

suggests that fluency on a DT task significantly predicts fluency and originality in a Divergent 

Pareidolia Task. Pareidolia can be seen as a perceptual counterpart of DT, in that it relies on the 

possibility of finding multiple solutions within a single problem space. The problem to be solved 
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emerges from the ambiguity in the stimulus, and pareidolic perceptions are the multiple solutions 

to that problem. While DT probes creative thinking in the context of semantic problems resolved 

through conceptual expansion, divergent perception probes creative perception in the context of 

sensory problems resolved through pattern recognition. Pareidolia and creative thinking thus 

share the common fundamental process of relying on divergent processes to generate new ideas 

or percepts. In the context of DT, idea generation is measured in terms of fluency, flexibility, and 

originality (Almeida et al., 2008; Guilford, 1967). In divergent perception, percept generation can 

likewise be measured in terms of pareidolic fluency (finding multiple percepts in a unique stimulus) 

and flexibility (finding at least one percept in a wide range of stimuli). 

Previous research indicates that the emergence of pareidolia depends on image 

properties including contrast and fractality. These properties are therefore likely to moderate the 

proposed relation between the observer’s creativity and their tendency to experience pareidolia. 

Image fractality can be quantified by its fractal dimension (FD), a measure of the signal’s self-

similarity when observed at different magnifications. One of the first studies to assess the effect 

of FD on pareidolia reported a relation between the FD of generative cloud images and the 

prevalence of pareidolia (Rogowitz & Voss, 1990a). The authors presented four images 

simultaneously to participants and asked them to indicate the image in which a recognizable 

object was first detected. Although this method is useful to determine the FD that preferably elicits 

spontaneous pareidolia, it does not speak to the systematic relations between fractality and 

pareidolia. Moreover, no statistical analysis was conducted on this dataset. A second study (Taylor 

et al., 2017a) investigated the relation between pareidolia and FD by exposing 23 participants to 

a set of 24 images with FD ranging from 1.05 to 1.95. Participants were asked to report the 

number of percepts elicited by each stimulus. Results indicated that lower FD stimuli elicited 

significantly more pareidolic percepts. While this study has the advantage of systematically 

investigating the relation between FD and pareidolia, it is limited by a small sample size and a 
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small number of stimuli. In the same vein, Bies et al. (2016) demonstrated that object pareidolia 

is more diverse and occurs faster for FD values close to 1.3. However, the number of stimuli used 

in the experiment was limited to 4 per FD, for a total of 16, which may limit statistical inferences. 

Interestingly, the FD that tends to facilitate pareidolia (FD = 1.3) has also been associated with 

the perception of beauty and aesthetic preference (Aks & Sprott, 1996; Hagerhall et al., 2004b; 

Taylor et al., 2005), both in synthetic noise images and works of art (Viengkham & Spehar, 2018), 

suggesting that a stimulus with higher chance of triggering pareidolia might also be judged as 

more aesthetically appealing. Coherently, Taylor and Spehar (2016) developed a fluency model 

suggesting that mid-FDs (1.3-1.5) optimize both the observer’s capacities of pattern recognition 

and the emergence of aesthetic experience. Individual differences between preferred patterns in 

a range of FD have been systematically investigated by Spehar et al. (2016), who report that 90% 

of individuals can be classified as either preferring low (20%), intermediate (50%) or high (20%) 

FDs, while no specific link between these profiles and creativity has been investigated. These 

individual differences in susceptibility to pareidolia across different FDs suggest that the 

modulation of image FD offers a means to experimentally manipulate pareidolia in a laboratory 

setting. 

Here, we set out to investigate the link between pareidolic perception and creative 

experience, as well as the moderating role of situational factors. To this end, we developed a 

novel pareidolia paradigm where fifty participants with various levels of creativity viewed a wide 

range of synthetic cloud-like images. Importantly, we generated the stimuli by manipulation of 

fractal dimension and contrast and predicted that pareidolia would occur preferentially at 

intermediate FD levels (close to 1.3) consistently with previous research (A. J. Bies et al., 2016) 

and that higher contrast would facilitate pareidolia. In a first step, we sought to validate the 

presence of a relation between pareidolia and two key properties of the generated stimuli (FD and 

contrast). We then proceeded with our main objectives and hypothesized that creativity would be 
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positively correlated with pareidolia. In terms of moderation, we expected that FD and contrast 

level would moderate the relation between creativity and pareidolia. Specifically, we predicted that 

differences between low- and high-creatives would be amplified for optimal settings of FD and 

contrast. 

Creativity was primarily measured using the Experience of Creativity Questionnaire (ECQ; 

Nelson & Rawlings, 2009), which focuses on the phenomenological dimension of creativity and 

is designed to measure individual differences in the intensity of the creative experience as well as 

the depth of immersion when engaging in creative processes. This approach to assessing 

creativity is appealing for two main reasons: First, by being non-domain-specific, the ECQ can 

capture creativity irrespective of whether individuals engage in the production of creative artifacts 

or other classical artistic practices. Second, by focusing on the phenomenological aspect of the 

creative process, the ECQ captures the perceptual components of the creative experience, which 

according to our hypothesis, would correlate with pareidolia. This said, because the use of self-

reported creativity measures has its limitations, we also administered a complementary creativity 

test that measures divergent thinking. For this, we used the recently proposed Divergent 

Association Task (DAT; Olson et al., 2021), which requires the participant to find words that are 

the most semantically distant from one another. The associated creativity score is then computed 

automatically by estimating the mean semantic distance between the proposed words. 

Importantly, this study (Olson et al., 2021) has shown that DAT correlates with performance on 

two widely used creativity measures (the Alternative Uses Task and the Bridge-the-Associative-

Gap Task). This was confirmed in two different datasets, and a high test-retest reliability was 

observed (r = 0.73; see their Table 4 for a list of correlations between DAT and different 

dimensions of divergent thinking). Although DAT does not measure exactly divergent thinking in 

its standard definition, it is thought to assess the efficiency/flexibility of the associative network 
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(Olson et al., 2021). As a result, the use of the ECQ and DAT in the present study allows us to 

probe the relation between self-reported creativity, divergent thinking, and pareidolia. 

Results 

 All participants viewed 360 visual fractal stimuli and were instructed to identify as many 

percepts as possible in each image during the 8-second presentation. The stimuli consisted of 3 

levels of contrast and 12 levels of fractal dimensions ranging from 0.8 to 1.9 (Fig.2.1). Reaction 

times were measured as the latency of the button press indicating the emergence of the first 

pareidolic percept. We conducted an image-based analysis of reported pareidolia to address the 

potential issue of response bias. If the responses of the participants (i.e. pareidolia occurrence 

and number of percepts) were random and unrelated to pareidolia occurrence, we’d expect the 

mean pareidolia responses for the stimuli to be similar across all stimuli. Both for pareidolia 

occurrences and for the number of objects variables, we found that the response distributions 

across subjects were significantly different from the distributions of random behavioral responses 

(Fig. S2.2). These results indicate that the distribution of the original data significantly differs from 

that of randomly generated behavioral responses. 
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Figure 2.1. Stimuli generated with Fractional Brownian Motion algorithm. The X-axis represents the three levels 

of contrast, ranging from full black and white (left), to 20% of black and 20% of white (right). The Y-axis represents the 

fractal dimension of stimuli, ranging from 0.9 to 1.9. 

Effect of stimulus fractal dimension on pareidolia 

Considering the hypothesis that intermediate FDs (around 1.3) might facilitate pareidolia 

and given that the scatterplots showed clear inverted U-shapes, regressions were computed to 

model both the linear and the quadratic effect of FD on each of the four dependent variables (see 

Fig. 2.2.). We found significant quadratic relations between FD and pareidolia occurrences (Par), 

R2 = .91, F(2,9) = 43.51, p < .001, and number of objects (N_obj), R2 = .86, F(2,9) = 28.25, p < 

.001, while the linear trend explained more variance than the quadratic trend for reaction time 

(RT) and spontaneous pareidolia (Spont_par). These results indicate that low- to mid-FDs are 

associated with increased pareidolia, mid-FDs yield a higher number of pareidolic percepts, and 

low-FDs facilitate rapid and spontaneous pareidolia.  
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Figure 2.2. Pareidolia as a function of fractal dimension (FD). (a) Pareidolia occurrences (Par) as a function of FD. 

(b) Number of perceived objects for pareidolia trials as a function of FD. (c) Time before first pareidolic percept as 

function of FD. (d) Proportion of pareidolia trials with reaction time shorter than 2 seconds. R2 corresponds to the 

adjusted coefficient of determination in the corresponding regression model. ***p < .001. 

 

Effect of image contrast on pareidolia 
 

To investigate the effect of contrast on pareidolia, we ran a repeated-measure 

ANOVA  with a Greenhouse-Geisser correction on each of the four DVs. We found a statistically 

significant effect of contrast on the occurrence of pareidolia (Par), F(1.65, 74.03) = 49.5, p < .001, 

the number of pareidolic percepts (N_obj) , F(1.5, 67.67) = 81.94, p < .001, reaction time (RT), 

F(1.8, 75.51) = 11.46, p < .001) and spontaneous pareidolia (Spont_par) F(1.61, 72.63) = 8.78, p 

< .001. Post hoc tests using the Bonferroni correction revealed that all contrast levels differed 

significantly (p < .001) for Par and N_obj, while for RT and Spont_par, only high-contrast images 

differed significantly from mid-contrast (RT: p < .01, Spont_par: p < .05) and low-contrast (both p 
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< .01). These results indicate that high-contrast images facilitate both the flexibility and the fluency 

of pareidolia, as well as the speed of its emergence. 

Relation between creativity measures and pareidolia 
 

To test our main hypothesis that high-creatives experience increased pareidolia we 

computed the Spearman correlations between creativity (both self-reported and based on 

divergent thinking) and properties of pareidolic experience across participants. Spearman 

correlations were used because our measures of number of objects and spontaneous pareidolia 

were not normally distributed. More specifically, we assessed pairwise correlations between two 

measures of creativity (DAT and Crea_pheno) and four measures of pareidolia (Par, N_obj, 

Reaction Time and Spont_par), and controlled for multiple correlations using the False Discovery 

Rate (FDR). Sample sizes for this correlational analysis ranged from 42 to 50. Figure 2.3 shows 

that Crea_pheno was significantly correlated with the four measures of pareidolia: Par (r(49) = 

0.55, p < .01), N_obj (r(49) = 0.47, p < .05), RT (r(49) = -.36, p < .05), spont_par (r(49) = .5, p < 

.01), while DAT scores were correlated with par (r(41) = .5, p < .01), N_obj (r(41) = .37, p < .05), 

RT (r(41) = .35, p < .05) and with Crea_pheno (r(41) = .33, p < .05).   

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3. Correlation matrix of creativity measures and pareidolia. Par: Pareidolia occurrences, N_obj: Number 

of objects, reaction time: Reaction Time, spont_par: Spontaneous pareidolia, crea_pheno: Creative phenomenology, 

DAT: Divergent Association Task. All analyses were performed using maximum sample size (n = 42 for DAT, n = 48 for 

RT and Spont_par, and n = 50 for the rest). Significance levels were * p < .05; ** p < .01; ***p < .001. See Figure S2.4. 

for normality tests on these variables. 
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Figure 2.4. Spearman correlations between self-reported creativity, divergent association and pareidolia 

occurrences (Par). (a) Significant correlation between the general dimension of Crea_pheno and DAT. (b) Non-

significant correlation between the specific dimension of Crea_pheno and DAT. (c) Significant correlation between 

Crea_pheno and pareidolia occurrences. (d) Significant correlation between DAT and pareidolia occurrences. 

Pareidolia scores are averaged across all trials. 

 

To get a better understanding of the correlation between DAT (our measure of divergent 

thinking) and Crea_pheno (self-reported metric of creativity), we performed further correlation 

analysis between DAT scores and each of the two sub-dimensions of the Crea_pheno test: the 

first is related to one specific creative experience the participant identifies with (Crea pheno 

specific), and the second reflects the assessment of creative processes in a broader sense (Crea 

pheno general). The results are shown in Figure 2.4a-b. Interestingly, this analysis revealed that 

divergent thinking (i.e. DAT) was significantly correlated with the general dimension of 

Crea_pheno (r(41) = .39, p < .05) but not with the sub-component that assesses a specific creative 

experience (r(41) = .24, p = .13).  

Together, these results support the hypothesis that creative individuals are more prone to 

experience pareidolia. The main statistical models presented in the subsequent sections are built 

using Crea_pheno because this measure exhibited the strongest correlation with pareidolia and 



  

70 
 

was available for all 50 participants (the DAT scores were only available in the 42 participants 

who were able to participate in the follow-up data collection). This said, the observed correlations 

between both types of creativity metrics and pareidolia will be useful for our interpretation and 

discussion. Results of the GLMM using DAT as a dependent variable are provided in 

supplementary material; Table S2.1). 

 

Interaction effects of creativity, fractal dimension and contrast on pareidolia 
 

 We ran generalized linear mixed-effect models (GLMMs) that modelled the moderation 

effects of contrast and FD on creativity in predicting pareidolia occurrences (Par), number of 

objects (N_obj) and reaction time (RT). A quadratic term (FD2) for both fixed and random effects 

of FD was included in the model in order to account for its nonlinear relation with pareidolia. 

Contrast was only considered in the fixed effect structure, as it has been recommended that 

random variables must have more than 12 levels (T. S. Clark & Linzer, 2015). The final model 

included all possible two-way interactions between creativity, FD and contrast, as well as their 

three-way interaction. We ran the GLMMs with all the subjects, as well as without subjects with 

scores higher than 3 SDs above the mean. We report the former case, while both cases result in 

the same significant effects.  

The GLMM results in Table 2.1 and Figure 2.5. show that both FD (p = .004) and contrast 

(p = .004) interact significantly with creativity in predicting pareidolia occurrence, while the three-

way interaction between FD, contrast and creativity was also significant. The two-way interactions 

validate the hypothesis that both FD and contrast moderate the effect of creativity on pareidolia, 

while the significant effect of Crea_pheno alone reveals that creativity predicts pareidolia at 

average level of FD and at high-contrast. The three-way interaction demonstrates that for high-

contrast images, differences between low- and high-creatives are smaller for mid-FDs and larger 

for images of low- and high-FDs in predicting pareidolia. 
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Figure 2.5. Predicted probabilities of the interaction between FD, Contrast and Creativity on pareidolia 

occurrences. Statistical values are in Table 2.1. 

 

For the GLMM predicting N_obj, the moderation of stimulus properties on the relation 

between creativity and N_obj was not significant. Thus, a model only containing the main effects 

was adopted. We found significant fixed effects for the two moderator variables, FD (p < 0.001), 

FD2 (p < 0.001), and contrast (p < 0.001), as well as for Crea_pheno (p < 0.001) (see Table. 2.2). 

We conducted a third GLMM that predicts reaction time (RT). This revealed significant fixed 

effects of Crea_pheno, FD and Contrast, and two-way interactions between contrast and FD 

(p<.001) and between contrast and Crea_pheno (see Table. 2.3). The two interactions revealed 

that differences in RTs between high- vs. low-mid contrast were enhanced for low-FDs 

(FD*Contrast) and high-creatives (Contrast*Creativity), indicating that high-contrast images 

increase the probability of shorter reaction time especially for images with lower fractal dimension 

and individuals with high creativity scores. Note that no GLMM was built to predict spontaneous 
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pareidolia (Spont_par) since this variable was on the participant’s level rather than on the 

observation’s level. 

Fixed effects Estimate Std. Error z value p-value 

(Intercept) 1.57 0.19 8.50  < 0.001*** 

FD 0.35 0.40 0.87                  0.38 

FD2 -1.2 0.35 -3.44 < 0.001*** 

Contrast -0.98 0.11 -8.97 < 0.001*** 

Creativity 1.11 0.19 5.92         < 0.001*** 

FD * Creativity -1.21 0.42 -2.88 0.004** 

FD2 * Creativity 0.94 0.36 2.6 0.009** 

FD * Contrast 0.45 0.44 1.43 0.31 

FD2 * Contrast 0.29 0.38 0.77 0.44 

Contrast * Creativity -0.33 0.12 -2.86 0.004* 

FD * Creativity * Contrast 1.22 0.46 2.63 0.009** 

FD2 * Creativity * Contrast -1.02 0.40 -2.57 0.01* 

Table 2.1. Moderation effect of FD and Contrast on Creativity in predicting Pareidolia (Par). Number of 

participants = 50, number of trials = 360, total n = 18,000. *p < .05; **p < .01; ***p < .001. 

  

Fixed effects Estimate Std. 

Error 
z value p-value 

(Intercept) -0.07 0.09 -0.81  0.42 

FD 0.90 0.18 5.04        < 0.001*** 

FD2 -0.82 0.16 -4.99 < 0.001*** 

Contrast -0.33 0.02 -16.92 < 0.001*** 

Creativity 0.35 0.07 4.75 < 0.001*** 

Table 2.2. Main effects of FD, Contrast and Creativity in predicting Number of Objects (N_obj).  

Number of participants = 50, number of trials = 360, total n = 11,618. *p < .05; **p < .01; ***p < .001. 
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Fixed effects Estimate Std. 

Error 
t value p-value 

(Intercept) 1.38 0.03 53.67          < 0.001*** 

FD 0.15 0.23 6.55           < 0.001*** 

Contrast 0.10 0.02 6.14 < 0.001*** 

Creativity -0.1 0.03 -3.72           < 0.001*** 

FD * Creativity 0.02 0.02 0.89 0.37 

FD * Contrast -0.08 0.03 -3.21  0.001** 

Contrast * Creativity 0.04 0.02 2.05 0.04* 

FD2 * Creativity * Contrast -0.01 0.03 -0.45 0.65 

 
Table 2.3. Moderation of FD and Contrast on Creativity in predicting Reaction Time (RT).  

Number of participants = 48, number of trials = 360, total n = 9,557. *p < .05; **p < .01; ***p < .001. 

 

We also conducted post-hoc Spearman correlation analyses to predict pareidolia occurrence (Par) 

from creativity scores at each level of FD and for the two categories of contrast. False Discovery Rate 

(FDR) correction for multiple correlations was applied. As shown in Table 2.4, for high-contrast images, our 

results show a larger effect size (Spearman Rho values) of crea_pheno for low- and high-FD in predicting 

pareidolia occurrence, indicating that the difference between low- and high-creatives is smaller for mid-

FDs. For low-to-mid-contrast images, the trend is less clearly defined.  

 

Par/FD 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 

High  

contrast 
0.58*** 0.53*** 0.51*** 0.50*** 0.43** 0.41** 0.35* 0.47*** 0.44** 0.46** 0.50*** 0.56*** 

Low-to-mid- 

contrast 
0.50*** 0.50*** 0.56*** 0.53*** 0.45** 0.55*** 0.42** 0.50*** 0.51*** 0.49*** 0.45** 0.31* 

 
Table 2.4. Spearman correlations for each Fractal Dimension (FD) to predict pareidolia from creativity scores. 

Corrected p-values: *p < .05; **p < .01; ***p < .001. n = 50 for each regression 
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Discussion  
 

In this study, we investigated the relation between creativity and divergent perception. To 

do so, we implemented a novel pareidolia task in which participants were asked to identify 

recognizable forms in cloud-like images with different levels of fractality and contrast.  

Typically, creativity is investigated by estimating the potential for creative problem solving 

and novel idea generation, a process known as divergent thinking. Here, in an important departure 

from previous work, we introduce divergent perception as a novel cognitive marker and predictor 

of creativity. Our results show that the perception of objects in ambiguous fractal stimuli (i.e. 

pareidolia) occurs more often and more rapidly in creative individuals. More specifically, linear 

mixed-effect modelling revealed that high-creative individuals are more flexible (wider range of 

optimal FDs), fluent (higher number of percepts) and faster in experiencing pareidolia. We also 

found that the association between creativity and pareidolia is stronger for high-contrast images 

with either low- or high-FD. Taken together, these results suggest that divergent perception 

captures a key cognitive feature of creativity, complementing established findings on divergent 

thinking. These results may have several future applications, in which pareidolic performance may 

be considered as a practical and easy-to-implement index of creativity or possibly a metric to 

monitor in the context of creativity training. In the following we discuss our main observations 

reported in light of previous work. 

 

Pareidolia depends on image contrast and fractal dimension 
 

Quadratic regression analyses revealed that low- to mid-FDs maximize occurrences of 

pareidolia across trials, while mid-range FDs promote higher numbers of percepts during trials of 

pareidolia. This last result is congruent with (A. J. Bies et al., 2016) who reported enhanced 

pareidolia in images with FD around 1.3. Consistently, quadratic regression analysis on reaction 

time indicates that pareidolia arises faster in low-FDs. Hence, pareidolia seems to be generally 
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facilitated by stimuli of lower levels of inherent complexity, consistently with previous findings 

(Rogowitz & Voss, 1990a; Taylor et al., 2017a), while mid-FD images facilitate the experience of 

multiple pareidolic percepts. Our results showed that higher levels of contrast are associated with 

increased pareidolia occurrence and number of perceived objects, as well as shorter reaction 

time. This effect is consistent with the figure-ground segregation principle of Gestalt theory, which 

explains that as contrast increases, so does the perceptual saliency of what is perceived as the 

object compared to what is identified as the background (Wagemans, Elder, et al., 2012). In the 

case of the pareidolia task, high contrast images seem to facilitate dissociation between black 

and white structures, leading to increased figure-ground segregation. 

Higher creativity is associated with higher propensity to pareidolia 

Our findings support the hypothesis that creativity is correlated with the propensity to 

pareidolia. In particular, the correlation analysis (Fig. 2.3) revealed that pareidolia occurrence is 

correlated both with phenomenological creativity and with divergent thinking abilities, measured 

via the Experience of Creativity Questionnaire (ECQ) and Divergent Association Task (DAT) 

respectively. These results support the view that creativity, measured with two complementary 

tools, is predictive of pareidolia during perception of fractal visual noise. Because of Its complex 

and multifaceted nature, the breadth of human creativity cannot be fully captured in a single 

measure. Indeed, none of the available tests and assessment tools is optimal, and using a 

combination of metrics, each sensitive to distinct aspects of creativity, is recommended.  

The GLMM results further demonstrated the significant fixed effect of creativity on the 

occurrence of pareidolia, the number of pareidolic percepts and reaction time, indicating with more 

confidence that creative individuals experience pareidolia more often (for different stimuli), more 

rapidly, and that they perceive higher number of percepts when pareidolia occurs. These findings 

are in line with studies on bistable perception demonstrating that self-reported creative individuals 

are able to reverse the percept significantly more often (Bergum & Bergum, 1979; Klintman, 1984; 
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Wernery, 2013), which requires the capacity to inhibit one percept over another. The role of 

(dis)inhibitory processes in creativity is not well established, and conflicting results indicate that 

both inhibitory (Benedek et al., 2012) and disinhibitory (Radel et al., 2015) processes might 

participate in the emergence of creative behaviour. Other studies point to the role of cognitive 

flexibility in creative ideation (de Dreu et al., 2011; Nijstad et al., 2010), while future studies are 

still required to investigate the relation between these processes and pareidolia.  

Only very few studies have investigated the connections between pareidolia and creativity. 

One recent study (Wu et al., 2019) measured the impact of perceiving ambiguous stimuli on 

subsequent creative outcomes. Their results show that participants who passively looked at 

ambiguous figures, compared to non-ambiguous figures, scored higher on fluency, flexibility and 

originality in a subsequent Alternative Uses Task, and on creativity in a story generation task, 

thereby suggesting that processing ambiguous stimuli could have a beneficial priming effect on 

creative processes. Another recent study demonstrated that performances on both free 

association and divergent thinking tasks were predictive of pareidolic fluency and originality 

(Diana et al., 2021), also pointing to a functional role of pareidolia in creativity. With the present 

study, we incorporated a parametric manipulation of image complexity and showed that pareidolia 

relates to creativity, while this relation varies in function of the stimulus properties. 

Higher creatives experience pareidolia across a larger repertoire of stimulus 

properties. 

Correlation analyses revealed specific patterns of relation between creativity and 

pareidolia depending on the contrast level and the fractal dimension of the images. Analyzing 

high-contrast images, which previous analyses have shown to generally facilitate pareidolia more 

than low-mid-contrast images, we found that creativity predicts pareidolia specifically for low- and 

high-FD images. Two conclusions emerge from this result. First, it indicates that high-creatives 

seem to be more flexible in the way they integrate ambiguous information, as reflected by their 
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ability to experience pareidolia in a wider range of FDs. Since divergent perception skills of high-

creatives are less dependent on the physical properties of the stimulus, this would probably reflect 

a greater capacity to voluntarily produce the pareidolic effect, even under less favorable 

stimulation conditions. Their ease to experience pareidolia in high-FDs images is coherent with 

preliminary results showing that self-reported high-creative individuals prefer looking at images 

with higher FD (Richards, 2001), which seems to have been the case for Jackson Pollock, whose 

paintings show increasing FD throughout his lifetime (Schiestl et al., 1999). The ability of creative 

individuals to detect multiple percepts more easily in ambiguous visual stimuli might result from a 

tendency to depart from the propensity to automatize perception toward a single, most predictable 

percept. Even though automatization of perception might facilitate behavioral efficiency in most 

of our daily tasks, the present findings suggest that creative individuals might rely on defusing 

these perceptual habits to maximize novelty seeking and idea generation.  

Second, our results suggest that mid-FDs (around 1.3) may facilitate pareidolia, 

espescially for low-creative individuals. This effect is further illustrated by the significant quadratic 

relationship between FD and pareidolia only for the low-creative group (see Figure. S2.1). These 

findings complement previous studies (Rogowitz & Voss, 1990a; Taylor et al., 2017a) that showed 

a facilitation of pareidolia for images of FD 1.3, by indicating that this effect may be more 

predominant for low-creative individuals. Given that images of FD 1.3 have also been associated 

with perception of beauty (Spehar et al., 2003), the present results suggest that stimuli perceived 

as aesthetic concomitantly facilitate the emergence of pareidolic percepts. This view is in line with 

theories of embodied cognition which posit that aesthetic quality is not a property of the stimulus, 

but an emergent phenomenon derived from the interaction between brain and stimulus (Roddy & 

Furlong, 2014).  
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Spontaneous and deliberate pareidolia 

The difference in reaction times favoring high-creatives leads to the hypothesis that low- 

and high-creatives may rely on different perceptual strategies. One neuroscientific framework that 

may help to understand the mechanisms involved in pareidolia is the model proposed by Dietrich 

(2018), which suggests a distinction between deliberate and spontaneous modes of creativity. 

The deliberate mode implies a conscious process of trial-and-error, which recruits a large amount 

of cognitive and attentional resources, possibly involving top-down brain mechanisms. The 

spontaneous mode, on the other hand, implies an unconscious process leading to what is 

reported as insights and results from effortless attention and possibly bottom-up brain 

processes. This duality of intentional and spontaneous modes in creative behavior may also be 

linked to the concept of "flipflop thinking", i.e. alternating between greater focus and greater mind 

wandering (D. Zabelina et al., 2016). 

We specifically tested the hypothesis that creative individuals are more prone to 

experience spontaneous pareidolia, which we defined as the ratio of the number of trials with RTs 

below 2 seconds to the total number of trials where pareidolia was reported. Our findings revealed 

a significant positive correlation between this metric of spontaneous pareidolia and creativity. 

Applied to the perspective of divergent perception, spontaneous pareidolia would correspond to 

the emergence of percepts in a context of low cognitive load, possibly as the result of an implicit 

resolution of confusion (Shen et al., 2016). This particularity of effortlessness associated with 

spontaneous creativity suggests that participants with higher spontaneous pareidolia might 

engage in the task with an effortless mode of attention. On the contrary, low-creative individuals 

may have more heavily relied on a deliberate mode of pareidolia, which implies a trial-and-error 

search process and higher cognitive load. 
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Divergent perception 

Aside from proposing a functional link between creativity and perception of ambiguous 

stimuli, this study introduced a newly designed pareidolia task as a measure of divergent 

perception. We may think of the idea of divergent perception as the perceptual counterpart of 

divergent thinking. Hence, without having a direct ‘’productive’’ outcome, pareidolia enables to 

account for a phenomenon of multiple coexisting solutions within a same problem space, as it is 

the case with classical divergent thinking tasks such as the Alternative Uses Task (AUT). The 

present study showed that creative individuals, as measured by two different metrics of creativity, 

have higher levels of fluency (number of objects) and flexibility (range of fractal dimensions) when 

performing a visual pareidolia task. 

One might ask whether the perceptual processes investigated with a pareidolia task could 

merely be interpreted as imagination? A pareidolia task allows for divergent perception, which 

may overlap with processes generally involved in imagination, but is more specific to the case of 

finding multiple alternative solutions (here constructing multiple percepts) to a problem, as in 

divergent thinking. Arguably, creativity and imagination are intrinsically related and different types 

of imagination might not promote equally the emergence of creative idea generation. Several 

authors have drawn distinctions between categories of imagination, such as distinguishing 

between bottom-up and top-down imagination (Vyshedskiy, 2019), or between mental imagery, 

novel-combinatorial (counterfactual), altered state and phenomenology-based imagination 

(Abraham, 2016). Interestingly, pareidolia seems to encompass different categories of 

imagination, in that it relies both on the phenomenology associated with sensory experience and 

on the counterfactual process involved in ‘’seeing’’ what is not objectively there based on prior 

experiences. Hence, we argue that divergent perception is a form of imagination that leads to 

idea generation through a balance between bottom-up and top-down processes. 
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Pareidolia as a source of creative ideation 

The role of remote associations in creative processes has periodically appeared in the 

neuroscientific literature of creativity (Mednick, 1962; Sassenberg et al., 2017). Creative 

individuals, who are characterized by a propensity to perform remote associations, may use this 

skill at a perceptual level in order to more easily identify internal representations in ambiguous 

sensory information. Ambiguous stimuli would therefore constitute opportunities for a creative 

mind to apply top-down modulations that may result in conceptual expansion. By enriching 

sensory experience through a search for visual complexity, interactions with ambiguous stimuli 

afford the opportunity to resolve sensory dissonance with active top-down modulation. These top-

down modulations allow the integration of sensory information into new conceptions and refined 

models. Hence, this adaptive strategy of making sense of (cognitively integrating) ambiguous 

sensory information gives rise to opportunities for constructing new models of the external world, 

based on the inherent complexity of stimuli. These new models are the very soil in which creativity 

plants its root and where new ideas can grow. Top-down modulations of ambiguous information 

enable internal representations to interact with each other within emergent perceptual content. 

Moreover, we might speculate that the inherent complexity of the stimuli enables the addition of 

uncertainty (natural noise) in the interaction between these internal representations. The 

malleability of internal representations, coupled with the inherent noise of sensory information, 

facilitates novel combinations of remote concepts, and the conjuration of seemingly non-familiar 

percepts. Hence, we suggest that pareidolia could be both a marker and a source of creative 

ideation. 

Numerous artists anecdotally reported experiencing pareidolia as a source of inspiration 

in their creative work. As exposed in Gamboni, (2002) work Potential Images, Piero di Cosimo 

inspired his painting through looking at the sky, Novalis wrote about figures he saw in the clouds, 

and Chinese painter Sung Ti used the technique of looking at a dilapidated wall covered by a thin 
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piece of white silk: ‘’You gaze at it until you can see the ruins through the silk, its prominences, its 

levels, its zig-zags and its cleavages, storing them up in your mind, and fixing them in your eyes. 

Soon you will see men, birds, plants and trees, flying and moving among them. You may then ply 

your brush according to your fancy. (Gamboni, 2002)’’ 

Leonardo Da Vinci recommended in his Treatise on Painting to look at rock formations, 

stained surfaces, ashes and clouds, to get inspiration: ‘’Moreover, you can see various battles, 

and rapid actions of figures, strange expressions on faces, costumes, and an infinite number of 

things, which you can reduce to good, integrated form. (da Vinci & McCurdy, 1958)’’ By looking 

at these natural sceneries, DaVinci demonstrates how prototypic internal representations can 

coexist within ambiguous sensory information and give rise to new modes of interactions, pointing 

to the natural role of fractal noise in the generation of new ideas. All these reports point to a 

functional link between pareidolia and creative inspiration, a link that is substantiated by the 

present study. 

Conclusion 

The present study is a first attempt to empirically link creativity and perceptual processes, 

using a pareidolia task. We showed that levels of creativity, whether measured by a questionnaire 

on phenomenological aspects of creative experience or through assessment of divergent thinking, 

significantly predict the occurrence of pareidolic experiences. We further identified systematic 

relations between pareidolia, creativity and the fractal dimension of the perceived visual stimuli. 

For high-contrast images, the propensity to experience pareidolia was higher in creative 

individuals specifically for low and high fractal dimensions. Taken together, these results indicate 

that (1) high levels of creativity are associated with enhanced pareidolia and (2) both fractal 

dimension and image contrast are key stimulus properties to manipulate when investigating 

pareidolic perception. These results also suggest that pareidolia could be a marker of idea 

generation and a predictor of creativity as it involves the perceptual ability of creating new ideas 
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from the integration of ambiguous stimuli. Our findings call for future research to expand our 

understanding of the neuro-cognitive mechanisms associated with multiple dimensions of 

creativity, as well as the efficient encoding of image statistics (Simoncelli & Olshausen, 2001). 

Future work might also benefit from integrating measures of visual imagery vividness (Salge et 

al., 2021) and content of the pareidolic percepts. The present results point towards the promise 

of probing creativity through the exploration of the neural dynamics associated with pareidolia. 

While a few studies have examined face pareidolia detection (Liu et al., 2014a; Rekow et al., 

2022; Wardle et al., 2020)(38, 77, 78), none have used fractal visual stimuli with open-ended 

designs. Another promising avenue for further research, is designing methods to measure the 

properties of pareidolic percepts (e.g. richness, diversity) in order to strengthen the theoretical 

link between creativity and pareidolia. 

Methods 

 

Human participants  

 

50 neurotypical individuals (19 females) between the ages of 19 and 35 (M = 27.4, SD = 

3.24) took part in the experiment. All participants signed an informed consent form. Reaction time 

was not collected for two participants, leaving 48 participants for the analyses which required 

reaction times. The research project received ethics committee approval before all participants 

provided written informed consent to participate in this study. 

Experimental protocol 

In the first part of the experiment, 360 stimuli (3 levels of contrast and 12 levels of fractal 

dimension ranging from 0.8 to 1.9) were presented to each participant in a pseudo-random order. 

The participants faced the screen for the duration of the task and gave their answers using a 

standard keyboard. The images were of a size covering approximately 10 degrees of visual angle. 

The task of the participants was to detect the maximum number of percepts during the 8-second 

presentation of each stimulus. The participants had to press the spacebar when they perceived a 
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first figurative object in the stimulus. After each stimulus, they reported the total number of 

perceived objects (scale from 0 to 5-and-above). A block of 10 trials preceded the experiment so 

that the participants could get used to the task. Participants were told before the task that at the 

end of the experiment, images for which they report the highest number of objects will be 

presented to them again to assess the reported content. This procedure was deliberately 

implemented to reduce the chances that participants provide false responses during the test. 

During the experimental procedure, there was no mention of the term “creativity”, as we wanted 

to avoid putting any pressure on the participants to perform well on a ‘’creativity test’’. The 

participants were told that it was a study on perception, and that it could be seen as a game, 

similar to finding objects in the clouds and that there were no good or bad answers. The 

experimenter stayed with the participants during this test block in order to answer any questions. 

The experiment lasted about 60 minutes, divided into three blocks of twenty minutes, between 

which it was proposed to the participants to take a short break if desired.  

Creativity assessment 

The participants completed the Experience of Creativity Questionnaire (ECQ), a 

phenomenological measure of creativity, which is divided into two parts. The first part, which refers 

to a specific creative activity, comprises five subscales: power/pleasure, absorption, distinct 

experience, anxiety and clarity of preparation. The second part, reflecting the engagement with 

creative activities in general, is divided in three subscales: transformation, centrality of the 

experience, and transpersonal. The five subscales of the first part closely relate to flow-type 

experiences, which have been identified as a specific form of creativity (Dietrich, 2004). As a 

complementary measure to the ECQ, we chose a recently introduced behavioral measure of 

creativity, the Divergent Association Task (DAT), for which the data was collected in a follow-up 

study in 41 out of the 50 participants. Participants had to provide the ten most semantically distant 

words. Semantic distance between each pair of words was computed with GloVe (Pennington et 
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al., 2014) a freely available model which was pre-trained on the Common Crawl corpus, 

containing text from billions of web pages. Since the participants were French speakers, the data 

were collected in French. We tried using GloVe with a French database but found that a significant 

proportion of words were not recognized by the algorithm. Hence, the words were translated to 

English before computing the score. One of these participants was treated as an outlier as their 

score exceeded 3 SDs above the mean. The creativity tests were always administered after the 

pareidolia task, alongside a series of other tests (meditation, personality, flow state). 

Stimulus design 

Fractal dimension (FD) describes the fractal scaling relation between the patterns 

observed at different magnifications (Spehar et al., 2003). Many algorithms allow for the 

computation of fractal dimension (Lopes & Betrouni, 2009). Images of lower FD can be considered 

less detailed, while images of higher FD are more detailed and inherently complex (Cutting & 

Garvin, 1987a; Gilden et al., 1993; Pentland, 1984). Fractals themselves are characterized as 

either exact or statistical. Exact fractals exhibit a geometry that repeats itself exactly at different 

levels of magnification, while statistical fractals contain a certain degree of randomness within 

their structure, leading to partial similarities between different magnifications. 

Statistical fractal images were generated using a 1/f spatial noise (Lennon, 2000a) based 

on the inverse discrete Fourier Transform (Fig. 2.1), allowing control over the FD of each image. 

The fractal dimension was derived from the spectral slope (Beta) of the distribution with the 

formula FD = (Beta * 2 - 6) / 2. Beta values ranged from -2.2 (≈ brown noise) to -1.1 (≈ pink noise) 

and corresponding FD values from 0.8 to 1.9. Variability in spectral slope between different 

images has also been demonstrated using natural images (Tolhurst et al., 1992). This algorithm 

allowed to generate images with autocorrelated structure and values following a gaussian 

distribution.  
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We generated a set of 360 images of size 512 by 512 pixels. The images were manipulated 

to create three distinct levels of contrast. At high contrast, half of all image pixels were set to black 

and the other half to white by thresholding the grayscale image at the mean luminance level, as 

in (Spehar et al., 2016). Two other contrast levels were generated by thresholding at 35% from 

each extreme of the spectrum for medium contrast (leaving 30% of pixels as grayscale), and at 

20% from each extreme for low contrast (leaving 60% grayscale). The averaged root mean 

squared (RMS) values, which correspond to the standard deviation of the pixel intensities (Peli, 

1990), were computed for each contrast level. RMS scores were 122.2 (SD=4.7), 92.35 (SD=8.5), 

and 65.7 (SD=10.5) for high, mid and low contrast respectively. According to (50), the FD is not 

affected by changing the contrast of the image. We validated that the FD did not differ between 

contrast levels by applying the differential box-counting method (Kolekar et al., 2000), which 

allows us to compute FD on grayscale images. In the end, we have a set of 1080 images (360 

images X 3 contrast levels) that was divided into three new sets of 360 images with distinct 

patterns for each contrast level. The images from the three sets were randomly assigned to the 

50 participants. This procedure allows us to have the same images with different contrast levels 

in our full dataset, without the drawback of presenting images with the same structures and 

varying contrast levels to the same participant. 

Pareidolia measures 

Pareidolia was assessed based on three indicators: reaction time (RT), pareidolia 

occurrence (Par) and number of objects perceived (N_obj). RT corresponds to the time between 

stimulus onset and first pareidolic perception. Pareidolia (Par) is a value between 0 and 1 

representing the proportion of trials in which one or more pareidolic perceptions occurred. Par 

thus aims to capture participants’ flexibility, defined as the capacity to experience pareidolia in a 

wide range of stimuli. Number of objects (N_obj) represents the average number of pareidolic 

percepts on trials during which pareidolia occurred, and aims to capture the fluency aspect of 
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pareidolia, i.e. the capacity to fluently modulate perceptions within the same stimulus. Finally, a 

measure of spontaneous pareidolia (Spont_par) was derived by computing the proportion of trials 

where pareidolia was reported within the first two seconds, compared to the total number of trials 

where pareidolia was reported. Several threshold values (1.5/2/2.5sec) were tested to ensure that 

our results are consistent (see Fig S2.3 for more details). Spontaneous pareidolia serves as a 

complementary measure of reaction time designed to target the trials that are likely to reflect the 

spontaneous emergence of pareidolic percepts. 

Statistical analysis 

Initial analyses. 

To confirm that stimulus properties are related to pareidolia, we examined the linear and 

quadratic relation between FD and pareidolia with Pearson correlation, and performed a repeated-

measure ANOVA to investigate the effect of contrast on pareidolia. We also ran image-based 

analyses to check whether there was some evidence for consistency across participants in their 

responses to identical stimuli. First, we computed the mean value of pareidolia occurrence and 

number of percepts reported for each single image. We then computed new means for the same 

variable but this time after randomly shuffling the provided responses across all stimuli (as a 

realization of a mean of random responses for each stimulus). Most importantly, we tested the 

differences between the distribution of the original pareidolia response data and 1000 randomized 

sets of responses using two-sample Kolmogorov-Smirnov tests. We also conducted a Shapiro-

Wilk test of normality on each of our variables presented in Figure 2.3. (see Fig S2.4.) 

Generalized Linear Mixed Effect Model. 

Generalized Linear Mixed Effects Models (GLMM) are regression models that allow using 

non-normally distributed dependent variables and including random effects to model variables 

from different nested levels (Bates et al., 2015a). By incorporating the variability inherent to nested 
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variables, GLMM is a family of statistical models that allows the modelling of cross-level 

interactions. In the present case, the first level corresponds to the trial level, comprising pareidolia 

variables, FD and contrast, while the second level corresponds to the participant level, comprising 

questionnaire variables (creative phenomenology, Crea_pheno). Hence, the use of GLMM 

enables us to include all the inherent variance in the data, and investigate first- and second-level 

variabilities simultaneously within a single model. 

Two predictors (Crea_pheno, FD) were centered around the grand mean, while contrast 

was transformed into a binary variable based on preliminary analyses. To do so, medium and low 

contrast images were treated together as opposed to high-contrast images. Random slopes were 

also included for FD terms following guideline that suggests including random slope for any within-

unit factor (Barr, 2013). When the predicted variable was Par, a binomial distribution with a logit 

link function was specified to best fit the binary outcome, while when the predicted variable was 

N_obj, a zero-truncated negative binomial distribution was specified. For our third dependent 

variable, RT, a logarithmic link function was specified. To achieve a good fit to the data with a 

GLMM, successive models were constructed and compared with each other while the level of 

complexity was increased at each iteration. To quantify the superiority of one model over another, 

ANOVAs comparing the Akaike Information Criterion (AIC) of two models were computed (Royle, 

2013). 

Principal analyses. 

We first tested whether creativity measures were correlated with pareidolia (averaged 

across all trials for each participant) using Spearman correlation. We then ran a Generalized 

Linear Mixed-effect Model (GLMM) that models the moderation effects of contrast and FD (both 

linear and quadratic terms) on creativity. To explore further the moderator effect of FD on the 

relation between creativity and pareidolia, we (1) ran regression analyses to predict pareidolia 
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from creativity scores for each FD (Bonferroni corrected), (2) examined the quadratic relation 

between FD and pareidolia for high- and low-creatives and (3) ran the GLMM replacing 

Crea_pheno by the measure of divergent thinking (see Supplementary Materials).  

Data and code availability 

 

Original code has been deposited at Figshare repository and is publicly available as of the 

date of publication. (https://doi.org/10.6084/m9.figshare.19469957.v2) 
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Neural signatures of divergent perception are 

modulated by creativity and stimulus complexity 
 

Abstract 
 

Creativity is a multifaceted skill that has traditionally been explored through divergent thinking 

methodologies, entailing the generation of multiple solutions to a given problem. This study 

explores the neural basis of divergent perception, the perceptual analog of divergent thinking, 

which consists in identifying various perceptual interpretations of a given sensory stimulus. By 

doing so, we aim to examine the influence of creativity and the complexity of visual stimuli on 

brain activity related to divergent perceptual processes. To identify neural markers of pattern 

recognition in ambiguous visuals, we recorded participants' brain activity with 

magnetoencephalography (MEG) as they identified objects in fractal images, inducing 

unconstrained pareidolia. Notably, after removing the aperiodic component of the neural signal to 

accurately estimate oscillatory processes, changes in theta, alpha and gamma brain oscillations 

were observed. This finding challenges existing views on the neural mechanisms in perceptual 

binding and suggests a broader spectrum of oscillations involved in sensory integration. The study 

shows an inverse correlation between the complexity of fractal stimuli and brain signal complexity 

in occipital regions, which transitions to a positive correlation with increasing pareidolic fluency. 

Fractal dimensions significantly influence brain responses in pareidolic experiences, suggesting 

dynamic adaptation to external stimuli and a fractality matching in altered perceptual states. 

Moreover, we found that neural responses associated with pareidolia, as well as spontaneous 

brain activity following the pareidolia task, vary as a function of creativity levels. Conclusively, this 

research sheds light on the neural mechanisms of unconstrained pareidolia, underscoring the 

influence of creativity and stimulus complexity on perception of ambiguous stimuli. It advances 

our understanding of sensory integration and visual perception, emphasizing the interaction 

between internal cognitive states, external sensory information, and individual creativity levels. 
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Introduction 
 

Humans, as meaning-making organisms, constantly seek to integrate complex stimuli into 

structured object representations. This quest to understand perceptual coherence has been a 

central theme in cognitive neuroscience, particularly in the study of perceptual binding. 

Historically, research in this domain, inspired by Gestalt theory, predominantly leveraged the use 

of ambiguous or multistable stimuli to probe neural markers of perceptual switching. Such studies 

have underscored the role of brain oscillations, particularly gamma activity (Ding et al., 2017; Ehm 

et al., 2011; Rodriguez et al., 1999; Tallon-Baudry & Bertrand, 1999) and other frequency bands 

(Klemm et al., 2000), in perceptual emergence. The advent of transcranial alternating current 

stimulation (tACS) techniques further refined our understanding by effectively modulating 

oscillatory activity and behavioral performance in spatial and spatio-temporal binding tasks 

(Ghiani et al., 2021). However, these strides have been confined to highly controlled experimental 

settings—characterized by rigidly structured tasks, predetermined stimuli, and limited perceptual 

choices—resulting in an underrepresentation of perception in real-world scenarios. Our 

understanding of how the brain processes spontaneous and unstructured perceptual experiences 

remains elusive, leaving a significant gap in our knowledge of perceptual dynamics in naturalistic 

contexts. 

Recent research has explored the relation between perception of ambiguous stimuli and 

creative cognition, shedding light on the variations in perceptual processing across individuals. 

Studies have demonstrated that exposure to ambiguous images can improve performance in 

creative writing and divergent thinking tasks (X. Wu et al., 2019). Additionally, increased 

perceptual switching rates when viewing multistable images has been linked to creative 

capabilities (Bergum & Bergum, 1979; Blake & Palmisano, 2021; Rodríguez-Martínez, 2023) 

underscoring a deep connection between the interpretation of ambiguous visual information and 

creative thought processes (Beghetto, 2019; Beghetto & Jaeger, 2022; Gabora, 2016). However, 
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research has yet to thoroughly investigate the neural underpinnings that characterize how 

individuals with differing levels of creativity perceive ambiguous stimuli. 

Addressing this gap, the current study explores the neural underpinnings of unconstrained 

pareidolia, a phenomenon where meaningful percepts spontaneously emerge from ambiguous 

stimuli, such as seeing faces in the moon or animals in cloud formations. This naturalistic 

approach deviates from traditional paradigms by not limiting perceptual awareness to two 

perceptual options (bistability), thereby providing a unique opportunity to examine the interplay 

between top-down (feedback) and bottom-up (feed-forward) processes in perception. The 

importance of this investigation lies in its potential to offer insights into how the brain integrates 

internal cognitive states with external sensory information, and the role of creativity in interpreting 

ambiguous visual stimuli.  

Methodologically, our study introduces an innovative approach by employing fractal 

images to stimulate pareidolia while recording electromagnetic brain signals of the participants. 

This choice is grounded in evidence suggesting that fractal images, characterized by their 

complexity, are particularly conducive to eliciting pareidolic experiences (Bellemare-Pepin et al., 

2022; A. Bies, Boydston, et al., 2016; Rogowitz & Voss, 1990a; Taylor et al., 2017b). Furthermore, 

recent studies have indicated a link between individual creativity levels and the frequency of 

pareidolic percepts (Bellemare-Pepin et al., 2022; Diana et al., 2021), suggesting that creative 

individuals experience pareidolia more easily and across a wider range of visual complexity. 

The neural markers of pareidolia remain largely elusive. Functional magnetic resonance 

imaging (fMRI) studies indicate that face-pareidolia involves cooperation between top-down and 

bottom-up brain regions, particularly the fusiform face area and frontal and occipitotemporal areas 

(Akdeniz et al., 2018; Liu et al., 2014b; Wardle et al., 2020). Recent electrophysiological studies 

on face pareidolia, using pre-stimulus brain activity (Barik et al., 2019) and Event-Related 

Potential paradigms (Akdeniz, 2020), indicate its emergence in early visual processing and 
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underscore the significance of expectation. Growing evidence suggests that oscillatory brain 

activity, crucial for binding sensory information (Ghiani et al., 2021), may not fully account for the 

emergence of perception. Accordingly, recent work underscores the importance of brain fractality 

and complexity measures in accounting for both perceptual emergence (Grosu et al., 2023) and 

altered perceptual states (Carhart-Harris, 2018b; Van Eyghen, 2023). Brain fractality, reflecting 

scale-freeness, effectively distinguishes between internally and externally generated percepts 

(Ibáñez-Molina & Iglesias-Parro, 2014), as well as between visual perception and imagination 

(Lutzenberger et al., 1992). Additionally, this concept has been proposed as a framework for 

understanding how the environment constraints scale-free brain dynamics, integrating brain, 

body, and environmental interactions (Grosu et al., 2023). In the naturalistic context of 

unconstrained pareidolia, in which both perception (external) and imagination (internal) are 

involved simultaneously, these studies suggest that brain fractality and complexity measures are 

well suited to characterize perceptual emergence.   

This study focuses on two primary objectives: first, to investigate the neural dynamics and 

characterization of unconstrained pareidolia by using fractal stimuli in naturalistic settings; and 

secondly, to examine the interplay between creativity, divergent perception, and stimulus 

properties, particularly focusing on how visual complexity processing is modulated by creativity 

levels. These goals collectively provide a detailed understanding of unconstrained pareidolia, its 

connection to creativity, and the impact of stimulus characteristics. To address the first objective, 

we will identify the neural processes associated with the experience of unconstrained pareidolia 

by comparing brain activity during pareidolic and non-pareidolic states, with the hypothesis that 

pareidolia will manifest through distinct brain patterns indicative of top-down processes. We will 

further characterize spontaneous pareidolia by comparing brain dynamics for early and late 

pareidolia. Spontaneous pareidolia is anticipated to correlate with a decrease in inhibition and an 

augmentation in sensory processing, likely denoted by decrease in alpha power and increased 
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gamma activity. The second objective will be explored by investigating the relationship between 

the fractality of both visual stimuli and brain activity, as well as how this relationship might be 

influenced by creativity levels and pareidolic experiences. We anticipate a correlation between 

the fractal dimensions of brain signals and visual stimuli in the occipital areas, modulated by the 

presence of pareidolia. We will further characterize the changes in spontaneous brain activity 

before and after engaging in a pareidolia task, looking at how creativity and pareidolia during the 

task influence these changes. We hypothesize that brain activity post-task will significantly differ 

from pre-task activity, and that this difference will be influenced by levels of creativity, bringing 

insights into how creative individuals differ in their cognitive processes while engaging in a 

pareidolia task. Finally, we will explore the impact of suggestion on pareidolic perception, 

exploring how belief or expectation can lead to perceptual placebo. By investigating the neural 

correlates of pareidolia through fractal stimuli, this study aims to reveal insights into perceptual 

processing of ambiguous stimuli, with direct implications for enhancing our understanding of how 

sensory integration and visual perception relate with creative cognition. 

Methods 
 

Participants 
 

Twelve neurotypical individuals (3 females) between the ages of 19 and 37 (M = 28.5, SD 

= 4.3) participated in this study. The experiment was approved by the Neuroimaging Aging 

Research Ethics Committee (CER-VN-19-20-08), and all participants provided written informed 

consent prior to their involvement. 

Stimuli 
 

To examine the neural correlates of pareidolic perception, we generated ambiguous visual 

stimuli that consisted of images of varying fractal dimension (FD). FD quantifies the complexity of 
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patterns across varying scales of observation (Spehar et al., 2003). Various algorithms exist for 

computing FD (Lopes & Betrouni, 2009). Images with lower FD are less detailed, while those with 

higher FD are more intricate and complex (Cutting & Garvin, 1987b; Gilden et al., 1993; Pentland, 

1984). Fractals are categorized as either exact or statistical. Exact fractals have a repetitive 

geometric pattern at different magnifications, whereas statistical fractals show randomness, 

leading to similarities but not exact repetition at various scales. More specifically we created 

statistical fractal images using 1/f noise (Lennon, 2000b) and the inverse discrete Fourier 

Transform. This method allowed precise control over the FD of each image. A range of images 

with FD values from 1.05 to 1.95 were created, spread across 13 evenly spaced FD levels. 

A total of 416 images, each 1024 by 1024 pixels, were produced. These images were 

modified to create two levels of contrast. For high contrast, images were thresholded at the mean 

luminance level, setting half the pixels to black and the other half to white (Spehar et al., 2016). 

The low contrast level was achieved by thresholding at 25% from each end of the luminance 

spectrum, maintaining 50% of the pixels in grayscale. The root mean squared (RMS) values, 

reflecting the standard deviation of pixel intensities (Peli, 1990), were calculated on each image 

rescaled between 0 and 1, for the two contrast levels, resulting in RMS values of 0.7 (SD = 0.07) 

for high contrast and 0.6 (SD = 0.07) for low contrast. Rescaling images to a 0-1 intensity range 

before RMS computation standardizes the contrast metric across varying noise levels, allowing 

for a more accurate comparison of inherent contrast variability within the fractal patterns, 

independent of their absolute intensity range. Previous research indicates that FD remains 

consistent across different contrast levels (Spehar et al., 2016). This was confirmed in our study 

using the differential box-counting method (Kolekar et al., 2000), a technique suitable for 

grayscale images, verifying that FD did not vary with contrast changes. Ultimately, the set of 416 

images (13 FD levels × 2 contrast levels × 16 images per category) was divided into 8 blocks of 

52 images each. The method employed for generating fractal images is identical to that utilized 
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in our previous study, which elicited variable levels of pareidolia among participants (Bellemare-

Pepin et al., 2022). 

Experimental Design 
 

The first phase of the experiment involved a 3-minutes resting-state recording with eyes 

open. The participants were then introduced to the main task, in which they were asked to fixate 

the center of the screen and to respond using one 5-button controller for each hand, with a button 

placed under each finger. The participants' primary task was to identify as many objects as 

possible within the 8-second presentation of each stimulus, displayed in a pseudo-random 

sequence. They were instructed to press the button with the index of the corresponding hand 

upon perceiving the first object in the stimulus. To minimize motor lateralization effects on the 

MEG signal, the hand used for responding alternated with each block. The displayed images were 

sized to cover approximately 10 degrees of visual angle. Each stimulus was preceded by a fixation 

cross for a duration of 1.5 seconds. Following each stimulus, participants reported the total count 

of perceived objects on a scale ranging from 0 to 5-and-above (see Fig. 3.1A). We refer 

throughout the manuscript to the presence or absence of pareidolia within a trial as pareidolia 

occurrences and to the number of percepts in each trial when pareidolia was reported as number 

of percepts. This experimental design has been validated in a previous behavioral study 

(Bellemare-Pepin et al., 2022) 

To familiarize participants with the task, a practice block of 10 trials was conducted before 

the main experiment. To encourage participants to respond truthfully about pareidolia 

occurrences, they were informed that the image where they reported the highest number of 

objects will be reviewed with them at the end of the experiment. Throughout the experimental 

procedure, the term “creativity” was deliberately avoided to prevent participants from feeling 

pressured to perform well on a 'creativity test'. Instead, participants were informed that the study 

focused on perception, likening the task to a game of finding shapes in clouds, emphasizing that 
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there were no right or wrong answers. The experimenter remained present during the practice 

block to address any queries. The MEG part of the experiment lasted a little over one hour, 

segmented into six 10-minutes blocks and followed by a second 3-minutes eyes open resting 

state. Participants were offered short breaks every two blocks, as needed. 

Following the initial six blocks, participants were given the choice to engage in two more 

sham blocks (see Fig. 3.1B). At this juncture, they were informed that during the first six blocks, 

an artificial intelligence algorithm had been learning which fractal images most effectively 

enhanced their pareidolia. In the subsequent two blocks, participants were briefed that the 

algorithm would generate individualized stimuli that are designed to maximize or minimize their 

pareidolic experience in each of the two blocks. The order of these blocks was alternated between 

participants. This segment of the study aimed to investigate the effects of suggestion on divergent 

perception and to examine how individual creativity levels modulated these effects. Out of the 12 

participants, 8 consented to complete the two sham blocks.  

 

Figure 3.1. Experimental design of the pareidolia task. (A) Example of a trial sequence. Each trial starts with a 
fixation cross, followed by an image presentation during which the participant has to click when a first percept is 
detected. After each image, the number of percepts is reported. (B) Experiment structure. Sessions include 10 runs 
with an opening eyes-open rest, 6 task blocks, 2 optional placebo blocks, and a closing resting state.   
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Creativity assessment 
 

To measure creativity, we relied on the Divergent Association Task (Olson et al., 2021), a 

measure of semantic creativity which requires the participant to find 10 words that are the most 

semantically distant from one another. The creativity score derived from this task is calculated by 

determining the average semantic distance between the selected words. Crucially, performance 

on the DAT is closely linked with results from two established creativity tests: the Alternative Uses 

Task and the Bridge-the-Associative-Gap Task (Olson et al., 2021). The DAT test was 

administered following the MEG test to prevent priming the participants and to mitigate any doubts 

regarding the significance of creativity in the experiment. 

MEG analysis 
 

Acquisition 

Brain imaging data were acquired using a 275-channel CTF MEG system. Eye 

movements and heart rate were tracked using vertical and horizontal EOG and ECG channels, 

respectively (Messaritaki et al., 2017). The head shapes were scanned using a Polhemus Fastrak 

digitization system. Head movement was tracked at the start and end of each session using 

localization coils placed at the left and right pre-auricular points and the nasion, ensuring that 

head displacement did not exceed 10mm throughout the session.Once set up, participants were 

instructed to remain still throughout the recording. The MEG signals were captured at a high-

resolution sampling frequency of 1200Hz, with a hardware lowpass filter at 300 Hz. Visual stimuli 

were presented as images subtending 8-° of visual angle.  

Preprocessing and Epoching 

The preprocessing and epoching procedures were conducted with MNE-python (Gramfort 

et al., 2014). MEG data were filtered with a high-pass of 0.5 Hz and a low-pass of 200 Hz, with 
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additional 60 Hz notch filtering to suppress electrical line noise. Independent Component Analysis 

(ICA) with 20 components was employed for artifact correction, identifying and excluding 

components associated with eye blinks and cardiac signals. This process was systematized 

across all participants to ensure uniform data treatment. After artifact rejection, the integrity of the 

data was confirmed through visual inspection using generated report figures.  

For the epoching, two distinct strategies were implemented. The first epoching strategy 

was employed to precisely target the onset of the pareidolic percept. This involved analyzing the 

data from -1.5 to -0.5 seconds relative to the button press, with a baseline period established 

between -2.5 and -1.5 seconds prior to the button press. To ensure that the analysis was focused 

on the perceptual aspects of the task and not confounded by motor planning components, the 

500 milliseconds immediately preceding the button press were intentionally excluded from this 

analysis. Previous studies on ambiguous stimuli suggest that perceptual reversal occurs at least 

340 milliseconds before an observer can consciously report the change (Kornmeier & Bach, 

2012). For trials with no reported pareidolia, epochs were selected around the mean reaction time 

of the participant. The second epoching strategy involved analyzing the entire 8-second duration 

of stimulus presentation, with a baseline period defined during the fixation cross, from -1 second 

to the onset of the stimulus. This epoching was primarily designed to explore the relationship 

between stimulus FD and brain FD, and to investigate the modulatory effects of pareidolia and 

creativity levels. This two-pronged epoching approach allowed for a comprehensive investigation 

of both the broader neural correlates associated with stimulus characteristics and the more 

specific neural events leading up to the recognition of a pareidolic percept. For the resting state 

blocs, the 3 minutes were decomposed into 3 seconds epochs, for a total of 60 epochs per bloc. 

Feature extraction 

We set out to probe the role of various types of MEG features, including its spectral 

properties (both periodic and aperiodic components of the power spectrum) and complexity 
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related metrics (Lempel-Ziv complexity, the Hurst exponent and long-range temporal correlations) 

To dissociate between physiological oscillations and the aperiodic component (1/f slope exponent) 

of the spectrum, we used the Spectral parameterization (specparam) python toolbox (Donoghue 

et al., 2020). The 1/f exponent within this framework quantifies the long-range dependencies 

within the signal, where a value of 1 (pink noise) indicates fractal patterns with self-similar 

properties across time scales. A value of 0 (white noise) denotes randomness with no correlation 

between sequential points, and a value of 2 (brown noise) suggests a random walk with strong 

time-dependent correlations, emphasizing lower frequencies.  

To estimate the 1/f exponent of the signal, we first estimated the Power Spectral Density 

(PSD) across specific frequency bands (theta [4-8 Hz], alpha [8-12 Hz], low_beta [12-20 Hz], 

high_beta [20-30 Hz], gamma1 [30-45 Hz], gamma2 [45-60 Hz], and gamma3 [60-90Hz]) using 

the Welch Method with parameters nfft=1200 and nperseg=nfft/4. We probed all frequencies 

between 4 and 90Hz, aligning with recent recommendations suggesting that lower frequency 

components (i.e. delta band) could introduce complexities in fitting and estimating the aperiodic 

component, as evidenced by the potential overlap of oscillatory peaks with fitting range borders 

and the consequent distortion in estimating the 1/f exponent (Gerster et al., 2022). The length of 

1s of our epochs allowed for a minimum of 4 cycles of the lower frequency in the PSD 

computation. To mitigate the noisiness of the spectrum computed on such short time-windows, 

we averaged the spectrum for each run and participant, across the two conditions of interest. This 

averaged spectrum was then used to estimate the aperiodic component using FOOOF. Finally, 

we removed the run-level aperiodic component from each epoch. 

For assessing signal complexity, Lempel-Ziv complexity (LZC), a technique valuable for 

quantifying signal diversity (Lempel & Ziv, 1976), was calculated on the binarized version of the 

signal using the Antropy Python package. In addition, scale-freeness of the neural signals was 

evaluated using five distinct metrics. The Hurst exponent and Detrended Fluctuation Analysis 
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(DFA), both associated with long-range temporal correlations, were applied to normalized signals 

to evaluate persistent patterns and scaling behavior over time. As supplementary analyses, the 

fractal dimension of brain signal was further assessed using Higuchi's, Petrosian's, and Sevcik's 

algorithms. Refer to supplementary material for more details on the use of these metrics. These 

metrics were chosen for their complementarity, and were used in previous studies exploring the 

complexity of M/EEG brain data (Farnes et al., 2020; S. Geng et al., 2011; La Rocca et al., 2018; 

Van Eyghen, 2023). Together, these metrics offer a comprehensive view of the neural signal's 

complexity and self-similarity, crucial for understanding the neural correlates of perceptual 

emergence and unconstrained pareidolia. 

Generalized linear mixed-effect models (GLMMs) 

To leverage maximum information from our data and effectively handle nested variables 

at both the trial and participant levels, we utilized Generalized Linear Mixed Effects Models 

(GLMM). This approach is a type of regression model designed for dealing with dependent 

variables that don't necessarily follow a normal distribution and for incorporating random effects 

to handle data from multiple nested levels (Bates et al., 2015b). In our study, the first level pertains 

to the trial level, which includes variables like pareidolia, FD, features of brain activity. The second 

level relates to the participant level and includes the creativity score. The use of GLMM allows us 

to account for the inherent variance in our data and to explore variabilities at both the trial and 

participant levels within a single model. We built a GLMM for each electrode and systematically 

included a random intercept to account for individual differences among participants. Informed by 

model comparisons using Akaike Information Criterion (AIC) and Bayesian Information Criterion 

(BIC), our approach prioritized model parsimony and optimal data fit.  

In our examination of the neural correlates associated with the onset of a specific 

pareidolic perception, we utilized a Generalized Linear Mixed Model (GLMM) with a binary 

outcome (see Table 3.1 - Formula 1). This model was designed to predict the occurrence of 



  

101 
 

pareidolia based on power in spectral bands, LZC, FD, and level of creativity. All predictors were 

centered around the grand mean. Crucially, the model accounted for the interaction between brain 

characteristics and creativity. Additionally, the model integrated a random slope for FD and its 

quadratic term, aligning with findings showing an inverted U-shaped relationship between 

stimulus FD and pareidolia emergence (Bellemare-Pepin et al., 2022). Our analysis further 

extended to the prediction of brain fractal dimension (bFD), employing a GLMM outlined in Table 

3.1 - Formula 2. The model incorporated FD, DAT levels, and the number of pareidolic percepts 

(n_obj) as predictors as well as all their interaction terms. The models predicting Hurst and DFA 

also incorporated the stimulus contrast as a predictor. Another GLMM was constructed to predict 

resting state condition (pre vs post), incorporating brain features as predictors, along with their 

respective interaction terms with individual DAT score and average pareidolia occurrence during 

the task (refer to Table 3.1 - Formula 3). Similarly, a GLMM was built to assess the influence of 

sham condition on pareidolia, incorporating both the main effects and the interaction between 

sham condition number and DAT score, while accounting for the variability attributed to individual 

participants and the random effect of FD. The mathematical representation of the model (Table 

3.1 - Formula 4) is as follows: 

 

 Table 3.1. Description of the generalized linear mixed-effect models and their formulas.  
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Classification using supervised machine learning 

In order to classify resting state conditions (pre- vs post-task), we employed a random 

forest classifier, using all PSD features corrected after removal of the aperiodic component, as 

well as LZC (Pedregosa et al., 2011). To ensure robust cross-validation, a stratified group k-fold 

approach was adopted, with the number of folds equal to the total number of subjects (k=12). 

Hyperparameter tuning was conducted through a random search methodology (see Table 3.2). 

The primary metric for evaluating model performance was balanced accuracy and significance 

level was determined using permutation test (n = 1000). Multiple comparisons were accounted 

for using the maximum statistics method (Neuhäuser & Hothorn, 2006).  

 

 

  

          Table 3.2. Hyperparameter distributions for random forest classifier 

Results 
 

Effect of fractal dimension on pareidolia 
 

To evaluate the relation between stimulus FD and pareidolia, we ran quadratic regression 

and found significant inverted U-shape for pareidolia occurrences across high (F(2, 10) = 6.60, p 

= 0.015, R2 = 0.57) and low (F(2, 10) = 26.79, p = < 0.001, R2 = 0.84) contrasts as well as for the 

number of percepts (F(2, 10) = 97.80, p < 0.001, R2 = 0.95) during pareidolia trials for high (F(2, 

10) = 56.00, p = < 0.001, R^2 = 0.92) and low (F(2, 10) = 7.88, p = 0.009, R^2 = 0.61) contrasts 

(see Fig. 3.2). These results replicate ones previously found in the literature (Bellemare-Pepin et 

al., 2022). 
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Figure 3.2. Relation between stimulus fractal dimension and pareidolia. The left panel illustrates the relation 
between stimulus FD and mean pareidolia occurrences across subjects (a pareidolia occurrence of 50% implies half of 
the trials were associated with reported pareidolia). The right panel illustrates the relation between stimulus FD and the 
number of percepts on trials with at least one reported percept. ***: p < .001. 

 

Predicting pareidolia with oscillations and complexity metrics 

 

In examining the neural dynamics linked to the emergence of the first pareidolic percept, 

we employed oscillatory components, isolated by the exclusion of the aperiodic component, 

alongside LZC as predictive factors. This approach was applied within one-second epochs 

preceding the behavioral response, as depicted in Figure 3.3A. The use of oscillatory 

components provided insight into the rhythmic neural activity, while LZC offered a measure of the 

signal's diversity. The analysis of the aperiodic component across subjects and sensors, in both 

pareidolia and non-pareidolia trials, indicated a trend of reduced exponent values in the left 

hemisphere during pareidolia trials, as depicted in the topological distribution in Figure 3.3B. 

Additionally, the overall scalp distribution of exponents was found to be significantly lower in 

pareidolic trials (t = 13.84, p = 2.9e-33, df = 269).  

The fixed effects analysis of brain features (see Fig. 3.3A) revealed a notable increase in 

theta (effect sizes: 0.27 to 0.47, prange: 0.007 to 2.1e-06) and LZ (effect sizes: 0.26 to 0.43, prange: 

0.002 to 2.3e-07), as well as a decrease in alpha band (effect sizes: -0.35 to -0.64, prange: 0.007 

to 1.2e-06) within the frontal regions during pareidolia. To evaluate whether the effect of LZC was 
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not attributable to ocular movements, we tested the same model using the LZC of the 

electrooculogram (EOG) as a predictor. The results indicated no significant effect of EOG LZ 

complexity on pareidolia occurrences (effect size: -0.57, p = 0.68, df = 3630), suggesting that the 

variations in brain LZC are not due to ocular artifacts. Additionally, a reduction in gamma1 activity 

was observed in the right central region (effect sizes: -0.27 to -0.29, prange: 0.001 to 3.1e-05). 

Significant interactions were found between individual creativity levels and gamma1 band activity 

in the right central area (effect sizes: 0.22 to 0.25, prange: 1.8e-04 to 2.3e-03). This interaction 

implies that in highly creative individuals, an increase in gamma power (30-45Hz) is associated 

with an increase in the likelihood of experiencing pareidolia, while for less creative individuals, the 

opposite trend is observed, as shown in Figure 3.3C. 

 

 

Figure 3.3. Predicting pareidolia based on spectral power, complexity and interactions with creativity. (A) 
Topographic maps illustrating the predictive power of EEG spectral power and LZ complexity on the propensity for 
pareidolia, corrected for the aperiodic component. First row represents the fixed effect of each predictor, while the 
second row represents the interaction effect of each predictor with creativity score (DAT). White dots indicate regions 
where predictions are statistically significant (p < .05) following False Discovery Rate (FDR) correction. Nobs = 3344. 
(B) Distribution of the 1/f slope exponent across sensors ( ***: p < .001). Topological distribution representing significant 
sensors (p < .05), uncorrected for multiple comparisons. (C) Interaction between each brain feature and creativity 
scores, revealing regions where creativity significantly modifies the predictive power. (D) Time-frequency map of the 
amplitude enveloppes of each band in the frontal left region, using Hilbert transform. The epochs used for the analyses 
in (A) are between -1.5s and -0.5s.  
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Predicting early vs. late pareidolia 
 

To explore the difference in brain dynamics between early and late pareidolia, we ran a 

GLM using PSD estimates and LZC as predictors (see Fig. 3.4A), on the same one-second 

epochs as for the previous analysis. The analysis of the aperiodic component across subjects 

and sensors, in both early and late pareidolia trials, indicated a trend of increased exponent values 

in the central region during early trials, as depicted in the topological distribution in Figure 3.4B. 

Additionally, the overall scalp distribution of exponents was found to be significantly higher in early 

pareidolia trials (t = 7.43, p = 1.4e-12, df = 269). The fixed effects of our predictors revealed a 

significant increase of theta activity in central, parietal and occipital regions (effect sizes: -0.34 to 

-0.52, prange: 0.0001 to 2.7e-09), as well as a widespread increase of low- (effect sizes: -0.37 to -

0.73, prange: 0.0002 to 7.9e-09) and high-beta activity (effect sizes: -0.41 to -0.47, prange: 2.2e-06 

to 2.1e-06) during early pareidolia trials. We also found that early pareidolia is associated with 

significant increases in alpha synchronization in central regions (effect sizes: 0.60 to 0.62, prange: 

3.9e-06 to 2.9e-06) and desynchronization in temporal regions (effect sizes: -0.52 to -0.60, prange: 

0.0002 to 9.9e-06). We further uncovered significant increases in gamma3 power in occipital 

regions (effect sizes: -0.26 to -0.37, prange: 2.1e-05 to 1.3e-08), as well as widespread decreases 

in posterior LZC (effect sizes: 0.32 to 0.42, prange: 4.0e-05 to 1.9e-06).  
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Figure 3.4. Predicting spontaneous pareidolia based on spectral power and complexity. (A) Topographic maps 
illustrating the predictive power of EEG spectral power and LZC on early (spontaneous) vs. late pareidolia, corrected 
for the aperiodic component. White dots indicate regions where predictions are statistically significant (p < .05) following 
False Discovery Rate (FDR) correction. Nobs = 2301. (B) Distribution of the 1/f slope exponent across all sensors (***: 
p < .01). topological distribution representing significant sensors (p < .05), uncorrected for multiple comparisons. (C) 
Time-frequency maps of the amplitude enveloppes of each band in the frontal (left plot) and occipital (right plot), using 
Hilbert transform. The epochs used for the analyses in (A) are between -1.5s and -0.5s.  

 

Modeling the interaction of image fractality, pareidolia and creativity on brain 

fractality 
 

Separate models were constructed to predict each of the selected brain fractal dimension 

metrics, incorporating creativity, stimulus FD, and the number of percepts as predictors. For both 

bFD estimates, the Hurst Exponent and DFA, higher values indicate lower complexity and greater 

self-similarity, assessing the long-range temporal correlation properties of the signal. Fixed effects 

showed that higher numbers of pareidolic percepts are associated with significant increases of 

both Hurst Exponent (effect sizes: 0.006 to 0.02, prange: 0.01 to 2.9e-08) and DFA (effect sizes: 

0.01 to 0.02, prange: 0.002 to 8.3e-05) in occipital regions (see Fig. 3.5A-C). This effect spreads to 

the left parietal region for Hurst Exponent. Moreover, a positive correlation was observed between 

stimulus FD and DFA in the occipital regions (effect sizes: 0.01 to 0.03, prange: 0.005 to 3.2e-06), 

while Hurst exponents were higher for high-contrast images in the same regions (effect sizes: -

0.003 to -0.005, prange: 0.01 to 7.7e-06). Significant interaction effects were also detected between 

the number of pareidolic percepts and stimulus FD for both Hurst Exponent (effect sizes: -0.004 
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to -0.01, prange: 0.006 to 2.5e-07) and DFA (effect sizes: -0.008 to -0.01, prange: 0.002 to 2.3e-04) 

in the occipital areas (see Fig. 3.5B-D). This interaction indicates that, at higher pareidolic percept 

counts, there is a negative correlation with stimulus FD for both Hurst Exponent and DFA, while 

at lower percept counts, the correlation turns positive for DFA and becomes non-significant for 

Hurst Exponent. Complementary analyses using three alternative fractal dimension measures 

revealed significant predictive power of stimulus FD in occipital regions. Complementary analyses 

employing three alternative fractal dimension measures revealed that the fractal dimension of the 

stimulus significantly predicted activity in the occipital regions (refer to Fig. S3.1) 

 

Figure 3.5. Predicting brain long-range temporal correlation from stimulus fractality, pareidolia and creativity. 
(A) Fixed effects and interaction terms of Hurst Exponent predictors. (B) Predicted values of the interaction of pareidolia 
and stimulus fractality in predicting Hurst Exponent, averaged across significant sensors. (C) Fixed effects and 
interaction terms of DFA predictors. (D) Predicted values of the interaction of pareidolia and stimulus fractality in 
predicting DFA, averaged across significant sensors. White dots in the topographic maps indicate statistically significant 
regions (p < .05 after FDR correction). Nobs = 2687. 
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The effect of pareidolia and creativity on spontaneous brain complexity 
 

To investigate the effect of the pareidolia task on spontaneous brain activity we compared 

resting state (RS) activity before and after the task for periods of 3 minutes. We built a mixed-

effect model with a binomial outcome (pre vs. post), using brain metrics as predictors, as well as 

their interactions with the averaged pareidolia occurrences during the task, and individual 

creativity scores (refer to Fig. 3.6A and Table S3.1). In the post-task resting state, our analysis 

identified a significant decrease in theta and low-beta spectral power, coupled with an increase in 

alpha power, predominantly in the occipital and parietal regions. Concurrently, a notable decline 

in occipital gamma power, particularly in the 60-90Hz range, and a reduction in central high-beta 

activity were observed. Moreover, there was a general rise in LZC across the brain. Distinct 

changes in brain activity were linked to different levels of pareidolia occurrences during the task 

and individual creativity scores (see Fig. 3.6B). Participants with high pareidolia levels exhibited 

inverse trends in the aforementioned fixed effects, as illustrated in Figure 3.6A's second row. 

Similar patterns were seen in highly creative individuals, who displayed increased occipital low-

beta and gamma1 activity. Moreover, those with high creativity scores showed a slight widespread 

decrease in high-gamma band activity, while participants with lower creativity experienced a 

substantial global increase in this band. Additionally, high-creative individuals demonstrated a 

more pronounced rise in theta activity and a lesser increase in LZC compared to their low-creative 

counterparts. The three-way interactions, detailed in the fourth row of Figure 3.6A, reveal that 

pareidolia levels experienced during the task influence spontaneous brain patterns differently in 

high- and low-creative individuals. This effect is predominantly observed in the occipital regions 

across multiple frequency bands and more broadly in the brain for the high-gamma band. Notably, 

this triple interaction presents differential patterns between anterior and posterior brain regions 

for LZC. We evaluated the slope of the aperiodic component for the 3 minutes of resting state 

across all sensors and participants. This analysis revealed a consistent decrease in exponent 
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values within the right hemisphere post-pareidolia task, as demonstrated in the topological 

distribution of Figure 3.6C. Additionally, the overall scalp distribution of exponents was found to 

be significantly lower in post-task resting state (t = 18.56, p = 4.6e-50, df = 269). Furthermore, 

employing a random forest multi-feature classifier, we achieved a decoding accuracy of 65% on 

single-trial assessments. Notably, LZC and high-gamma (60-90Hz) emerged as the features 

contributing the most to the classification across all sensors (see Fig. 3.6D).   
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Figure 3.6. Multivariate analysis of resting state activity before and after the pareidolia task. (A) Predictive 
modeling of pre- and post-pareidolia task resting state. Topographic maps indicate fixed effect estimates for PSD and 
LZ (first row), and their interactions with pareidolia (second row), creativity score (third row), as well as the triple 
interactions (fourth row). White dots in the topographic maps indicate statistically significant regions (p < .01 after FDR 
correction) Nobs = 1397. (B) Interaction graphs showing the relationships between brain metrics and the average 
frequency of pareidolia (top row) and creativity scores (bottom row). These graphs are based on the mean predictions 
from models of significant sensors. Categories for low and high levels of pareidolia and creativity were determined 
using the lower 10% and upper 90% quantiles, respectively. Average predicted values are calculated for pre- and post-
task periods, with thresholds set at 0.3 for pre-task and 0.7 for post-task. (C) Distribution of the 1/f slope exponent 
across all sensors (***: p < .01). Topological distribution representing significant sensors (p < .05), uncorrected for 
multiple comparisons. (D) Left panel: Topographic distribution of balanced accuracy in predicting pareidolia using a 
multi-feature Random Forest model. White dots on topographic maps represent sensors with statistically significant 
fixed effects (p < .001 after maximum statistics correction using 1000 permutations). Right panel: Violin plots 
representing the distribution of feature importance across different predictors, with LZC and Gamma3 showing the 
highest values. 
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The effect of perceptual placebo on pareidolia 
 

Participants who underwent the final two bonus blocks were exposed to a perceptual 

placebo condition. They were informed that an artificial intelligence algorithm had analyzed their 

initial responses to fractal images and would aim to either amplify or diminish their pareidolia 

experiences in two subsequent blocks. This strategy was designed to evaluate how suggestion 

affects the perception of ambiguous stimuli. 

Results revealed a discernible impact of the perceptual placebo on pareidolia 

occurrences. Under the 'up' condition, purportedly designed to enhance pareidolia, participants 

exhibited a significant increase in pareidolia percentages compared to the 'down' condition (t(7) 

= 4.612, p = 0.002, d = 1.630), which was intended to suppress pareidolia (see Fig. 3.7C). 

Furthermore, the distribution of the number of percepts reported by participants showed a marked 

difference between the 'down' and 'up' conditions (t(7) = 2.441, p = 0.045, d = 0.863), with a 

notably higher number of percepts in the 'up' condition (see Fig. 3.7D). 

The mixed effect models revealed a significant interaction between the sham conditions 

and creativity levels in predicting the number of percepts (β = 0.079, SE = 0.027, z = 2.950, p = 

0.003, see Fig. 3.7F) and a not significant interaction when predicting pareidolia occurrences (β 

= 0.07, SE = 0.05, z = 1.55, p = 0.12, see Fig. 3.7E). The significant interaction suggests that the 

effect of suggestion on pareidolia varies depending on the level of creativity. Specifically, this 

finding implies that individuals with higher creativity levels experience a more pronounced 

difference in pareidolia response between the up and down sham conditions compared to those 

with lower creativity levels. These results substantiate the hypothesis that suggestion can 

effectively modulate perceptual experiences and that this modulation is contingent upon the 

creativity levels of individuals. The findings underscore the malleability of perception under the 

influence of expectation and suggest that creative thinking may predispose individuals to 

heightened sensitivity to such suggestive effects. 
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Figure 3.7. Effect of perceptual placebo on pareidolia and its interaction with creativity. (A) Averaged pareidolia 
occurrences for each participant under 'down' and 'up' blocks sham conditions, showing a variable response between 
'down' and 'up' blocks. (B) Number of percepts per participant under sham conditions, also showing variability with 
some significant differences indicated by asterisks. (C) Pareidolia % distribution across perceptual placebo conditions 
'down' and 'up', with a significant difference denoted by double asterisks. (D) Distribution of the number of percepts in 
the perceptual placebo condition, with a notable difference between 'down' and 'up'. (E, F) Interaction between creativity 
scores and sham conditions in predicting pareidolia occurrences (Nobs = 832) and number of percepts (Nobs = 559). 
Asterisks denote levels of significance (* p < .05, ** p < .01, *** p < .001), Nsubj = 8. 
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Discussion 
 

The overarching goal of this study was to probe the neural markers of divergent 

perception, particularly focusing on the interplay between creativity and the complexity of visual 

stimuli in pareidolia. Our approach leveraged fractal images to provoke pareidolic experiences, 

thereby offering a unique window into the neural processes underpinning the recognition of 

patterns in ambiguous visuals.  

Our observations underscore that pareidolia engages a spectrum of neural mechanisms, 

evidenced by changes in theta and alpha brain oscillations, which extend beyond the traditionally 

emphasized gamma activity. This finding suggests the activation of diverse neural pathways in 

the recognition of patterns within ambiguous stimuli. Notably, the present study reveals that 

individual creativity levels play a significant role in modulating these neural responses, underlining 

the impact of personal cognitive styles on perceptual processing.  Furthermore, our results 

demonstrate that brain patterns during spontaneous pareidolia differ from those observed in 

deliberate or delayed manifestations of the phenomenon, suggesting unique cognitive and neural 

underpinnings for spontaneous pattern recognition. In addition, our research brings to light the 

phenomenon of fractality matching. Here, the complexity of brain signals, particularly in occipital 

areas, exhibits an inverse relationship with the complexity of visual stimuli, a pattern that shifts to 

a positive correlation with the fluency of spontaneous pareidolic experiences. Additionally, our 

findings reveal  a general shift in brain activity patterns post-task, predominantly in the occipital 

region. These changes, encompassing power spectral density, complexity, and aperiodic 

components, are significantly modulated by individual differences in pareidolia occurrences and 

creativity levels, underscoring the complex interplay between perceptual experiences and 

cognitive traits. Lastly, the study sheds light on the sensitivity of creative individuals to perceptual 

placebo, suggesting that creativity might predispose individuals to a heightened response to 

suggestive influences in perception.  
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Pareidolia onset is associated with changes in oscillatory power, scale-invariance 

and signal complexity 
 

In the literature on perceptual binding, gamma oscillations have been widely recognized 

as critical for integrating sensory information into coherent percepts (Fries, 2009; Tallon-Baudry 

& Bertrand, 1999). However, our results suggest that other oscillatory mechanisms, possibly 

involving lower frequency bands, might also play significant roles in unconstrained pareidolia, 

which involves more processes than perceptual binding processes, such as active visual search 

and imagination. Interestingly, emerging perspectives challenge the exclusivity of gamma band 

activity in perceptual binding and highlight the causal role of theta and beta oscillations (Ghiani et 

al., 2021). The observed changes in alpha and theta bands could indicate alternative neural 

pathways engaged during pareidolia, which might be involved in the initial stages of pattern 

recognition or in maintaining a balance between internal representations and external sensory 

inputs. Past studies have linked frontal theta activity to cognitive control and immersion in the task 

(Cavanagh & Frank, 2014; Katahira et al., 2018), suggesting a central role in working memory 

crucial for coordination of multiple cognitive processes (Sauseng et al., 2010). Moreover, 

increased frontal theta power has been associated with proactive perceptual switching (López et 

al., 2019; Nakatani & Leeuwen, 2005) and illusory visual perception during presentation of 

ambiguous stimuli (Mathes et al., 2014). Interestingly, it has been shown that variations in frontal 

theta are directly correlated with the degree of perceptual uncertainty (Maksimenko et al., 2020), 

with more pronounced variations in individuals who leverage uncertainty as a strategy for 

exploration (Cavanagh et al., 2012). The observed decrease in frontal alpha power associated 

with pareidolic experience aligns with prior findings in the field of multistable visual perception. 

This includes evidence of perceptual destabilization preceding a change in visual awareness of 

ambiguous motion, as shown using magnetoencephalography (MEG) (Strüber & Herrmann, 

2002). Additionally, similar reductions in alpha power have been reported during perceptual 

switches in an experiment using Necker Cube stimuli (Sangiuliano Intra et al., 2018). Collectively, 
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these findings suggest a consistent association between decreased alpha power and the 

perception of ambiguous or shifting visual stimuli, aligning with the concept of a bottom-up figure 

reversal mechanism. Recent research has explored the specific delineation of frequency bands 

concerning perceptual content and stability. In this framework, the encoding of perceptual content 

is linked to the raw fluctuations in low-frequency components (below 5Hz), while perceptual 

stability is predominantly affected by the amplitude fluctuations in alpha and beta oscillations 

(Hardstone et al., 2022). Consequently, the observed elevation in theta power may be more 

indicative of the emergence of perceptual content rather than its stability. Furthermore, the 

interaction between creativity levels and gamma oscillatory activity highlights the variability in 

neural processing during pareidolia across individuals, with differences attributed to their 

respective levels of creativity. Indeed, in individuals with high creativity, the observed increase in 

gamma activity within central regions, responsible for the integration of complex sensory 

information, could indicate a reliance on associative sensory networks for creating pareidolic 

perceptions. This finding is consistent with literature suggesting that creativity traits influence 

perceptual experiences and their associated neural responses (Dietrich & Kanso, 2010).  

We also observed an increase in LZC in the frontal areas during the onset of pareidolic 

perceptions. However, this finding should be interpreted cautiously, as the significant effects were 

primarily detected in the first row of sensors, potentially indicating an influence from ocular 

movements. This said, we ran additional analyses where we computed LZC directly from the EOG 

signals and found no significant difference in LZC between pareidolia and non-pareidolia trials. 

The association of increased LZC with the attribution of meaning to visual stimuli (Orłowski & 

Bola, 2023) aligns well with pareidolia, which involves discerning meaningful patterns in otherwise 

ambiguous visual stimuli. Additionally, we observed a reduction in the slope of the aperiodic 

component, predominantly in the left hemisphere, coinciding with the emergence of pareidolic 

percepts. Recent interpretations propose that the M/EEG spectrum's slope, when plotted on a 
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log-log scale, serves as a gauge for the neural excitation/inhibition (E:I) balance (Ahmad et al., 

2022; Gao et al., 2017; Waschke et al., 2021, 2019). Here, lower values, which indicate a 

flattening of the slope,  are interpreted as a rise in the excitation/inhibition ratio—either through 

an increase in excitation, a decrease in inhibition, or both—resulting in greater complexity of brain 

dynamics. Moreover, EEG spectral exponents are known to track modality-specific, attention-

induced changes in E:I, with flattening of EEG spectra associated with selective allocation of 

attentional resources (Waschke et al., 2021). Hence, the observed decrease in the 1/f spectral 

slope during pareidolia, especially lateralized to the right hemisphere, suggests a shift towards 

reduced inhibition in the brain's neural dynamics. potentially facilitating the emergence of 

pareidolic perceptions by allocating attentional resources more selectively. This alteration 

potentially facilitates the emergence of pareidolic perceptions, through an increase in aberrant 

salience, reflecting a heightened attribution of significance to ordinary stimuli. 

Spontaneous pareidolia is characterized by distinct oscillatory dynamics 

 

To further understand the mechanisms underlying unconstrained pareidolia, we aimed to 

delineate the neural dynamics by computing MEG spectral power and LZC separately for early 

(i.e. spontaneous) and late (voluntary) pareidolia. Contrasting these two conditions revealed 

significant differences in brain activity patterns which were particularly marked by increased theta 

and beta power, decreased LZC, as well as decreased central alpha during early pareidolia. 

These findings suggest that the rather earlier bottom-up and effortlessly occurring pareidolia is 

mediated by neural processes that are at least in part different from those that support a more 

effortful voluntary form of pareidolia. In particular, the observed increase in occipital theta during 

spontaneous pareidolia may suggest a potential link between the emotional aspects of pareidolia 

and the recognition of ambiguous visual information (Uusberg et al., 2014). A decrease in central 

alpha, indicative of reduced neural inhibition, has been associated with increased excitability and 

improved performance in detecting near-threshold visual stimuli, possibly playing a role in the 
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heightened perceptual sensitivity during early pareidolia (Ergenoglu et al., 2004). Moreover, alpha 

oscillations are known to be modulated by bottom-up factors such as the presence of salient 

stimuli, which in turn affects the activity in regions responsible for processing visual information 

(Nelli et al., 2021; Woertz et al., 2004). Interestingly, alpha synchronization seems more 

pronounced in tasks requiring intensive internal processing and top-down control, compared to 

those dominated by bottom-up processing, implying that spontaneous pareidolia may hinge on 

bottom-up mechanisms, potentially indicative of a pop-out effect (Benedek et al., 2011). In the 

context of processing ambiguous stimuli, an increase in beta activity has been associated with an 

early and spontaneous phase of disambiguation, a neural response that could be integral to the 

initial stages of pareidolia (Maksimenko et al., 2020). This is complemented by findings that 

suggest an increase in beta activity is also associated with endogenously-driven perceptual 

reversals, hinting at the role of beta oscillations in the cognitive processing required for 

interpreting ambiguous visual inputs (Kornmeier & Bach, 2012). On the other hand, beta 

desynchronization has been linked with the disambiguation of hidden figures, which could be 

indicative of the neural mechanisms that facilitate the resolution of visual ambiguity in pareidolia 

(Minami et al., 2014). This contradictory aspect implies that while increased beta activity might be 

associated with the initial recognition and interpretation of ambiguous stimuli, beta 

desynchronization might play a role in the subsequent resolution and clarification of these stimuli. 

The elevation of occipital high-gamma activity in early pareidolia suggests a heightened state of 

neural processing specific to the initial stages of recognizing ambiguous visual stimuli. High-

gamma activity, particularly in the occipital region which is integral to visual processing, is often 

associated with the rapid and efficient binding of visual features into coherent perceptual entities 

(Castelhano et al., 2013; Ding et al., 2017; Ghiani et al., 2021). This process likely involves the 

activation of higher-order visual areas that work to integrate disparate elements, facilitating the 

quick emergence of recognizable patterns or shapes from ambiguous scenes (Ding et al., 2017; 

Rodriguez et al., 1999). 
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Earlier instances of pareidolia appear to be associated with less complex neural patterns, 

as indicated by lower levels of LZC, compared to the richer, longer-lasting and arguably more 

effortful visual search for meaningful forms later in the trial. Thus, pareidolia that develops over a 

longer period of visual inspection may be associated with richer neural patterns, reflecting an 

increased attribution of meaning to the stimuli (Orłowski & Bola, 2023). The observed increase in 

the slope of the aperiodic component in central regions during spontaneous pareidolia trials 

suggests an increase of the E:I ratio, possibly indicative of a more focused and regulated 

approach in processing pareidolic images. This could reflect a neurophysiological strategy in key 

areas like the parietal and motor regions to enhance filtering and processing efficiency, thereby 

refining perception and stabilizing the interpretation of ambiguous visual stimuli. 

Fractality matching is modulated by pareidolia fluency 
 

Given that both the ambiguous visual stimuli and the recorded neuromagnetic activity 

exhibit fractal properties, and in light of prior research in this domain (Carpentier, 2020; Waschke 

et al., 2021, 2019), it seemed compelling to investigate the potential relationship between the 

fractal dimension of the stimuli and the fractal characteristics of the neural responses they elicited. 

This phenomenon, known as complexity matching, posits a linear relationship between external 

stimuli and neural complexity (Carpentier, 2020). Our investigation focused on a slightly different, 

though intricately related, version of this concept, which we refer to as fractality matching. Recent 

research employing a disk with changing luminance based on various 1/f exponents has 

demonstrated that EEG spectral exponents mirror the spectral exponent of the visual stimulus, 

particularly in visual regions (Waschke et al., 2021). Nonetheless, there appears to be no existing 

study that has examined the connection between visual fractal stimuli and corresponding fractal 

patterns in brain activity. 

To target this relation, we assessed self-similarity of brain signals and its correlations over 

different timescales using Detrended Fluctuations Analysis and Hurst exponent. We discovered 
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that in occipital regions, DFA rises when the fractal dimension of the stimulus decreases. This 

inverse fractality matching becomes particularly intriguing when considering its interaction with 

pareidolia, as evidenced by both DFA and Hurst Exponent analyses, revealing that a high 

incidence of pareidolic perceptions shifts the fractality matching to a positive correlation. In other 

words, when individuals reported a higher frequency of pareidolic experiences, the complexity of 

the brain signals mirrored the complexity of the stimuli more closely. Our results confirm that 

multiple measures of brain fractality in occipital regions relate to the fractal dimension of visual 

stimuli. Notably, this relationship was modulated by pareidolia in metrics assessing signal 

persistence and memory (Hurst exponent, DFA), whereas metrics primarily associated with 

irregularity and complexity (Sevcik and Petrosian) did not exhibit this modulation (see Fig. S3.1).  

Importantly, our results are in line with studies showing that complexity matching is 

intimately linked to perceptual processes (Carpentier, 2020) and that EEG spectral exponents 

track 1/f features of visual stimuli during a visual perception task (Waschke et al., 2021). Building 

upon this research, our findings suggest a dynamic interplay in which pareidolia enhances the 

brain's capacity to align its internal patterns with those of the external stimulus. Our observations 

are consistent with a contemporary model of brain fractality proposing that external stimuli may 

constrain scale-free dynamics within the brain (Grosu et al., 2023). This adaptability might be a 

fundamental characteristic of neural computation, enhancing the brain's capacity for efficient 

information processing and participating in altered perceptual processes. Such findings suggest 

that the brain's adaptability in dealing with information is rooted in its inherent scale-free nature, 

which is essential for dynamic and efficient neural computation (Ribeiro et al., 2021; Stoll, 2024). 

Our findings also reveal a significant correlation between the frequency of pareidolic 

percepts and both the Hurst exponent and DFA, predominantly in the occipital regions. This 

suggests that during pareidolic experiences, these regions may amplify their intrinsic scale-free 

dynamics, exhibiting enhanced self-similarity and memory-like qualities in the signal. These 
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observations contribute to the expanding evidence that the brain's fractal dynamics can be 

modulated by complex cognitive demands and specialized expertise, such as those involved in 

the perception and mental visualization of art (Karkare et al., 2009). Such modulation reflects the 

adaptability of brain activity in response to perceptual tasks that require a high degree of creativity 

and imagination, as is the case with pareidolia. 

Engagement with a pareidolia task affects subsequent brain signal complexity 
 

Our comparison of resting state data recorded before and after completing the pareidolia 

experiment sheds new light on how pareidolia and creativity shape brain dynamics. First, we 

found that engaging in a pareidolia task significantly alters the spontaneous activity of the brain, 

consistent with previous studies showing changes in resting brain activity during post-encoding 

phases of visual stimuli, both in EEG (D’Croz-Baron et al., 2021; Moisello et al., 2013) and fMRI 

(Guidotti et al., 2015; Wang et al., 2012). In particular, we found evidence of task-related changes 

across theta, alpha, beta, and gamma bands, and in LZC, characterized by an increase in alpha 

band activity and LZC, and a decrease in the remaining frequencies. Specifically, there was a 

notable decrease in occipital gamma activity, alongside an increase in alpha power post-task. 

These changes may signify neural fatigue and heightened inhibition within the visual system due 

to the task's demanding nature. The observed alterations were further dependent on the intensity 

of pareidolia experienced during the task and the creativity levels of the participants. Intriguingly, 

when participants experienced high levels of pareidolia, these effects were reversed, irrespective 

of individual levels of creativity. This suggests that diminished endogenous activity in visual areas 

post-task could be attributed to engaging in the task without perceiving pareidolic images. This 

scenario likely led to participants exerting more effort and actively searching for meaningful 

images, consequently exhausting their visual system more rapidly. 

The significant increase in LZC post-pareidolia task, particularly among individuals with 

lower creativity scores, aligns with previous research suggesting that spontaneous brain activity 
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is not merely a passive state but is influenced by recent cognitive activities (Raichle, 2015). The 

heightened LZC observed post-task could reflect a state of increased neural readiness or 

adaptability in response to the cognitive demands of the pareidolia task (M. D. Fox et al., 2007). 

Studies have shown that psychedelic states, characterized by altered perceptual experiences, 

are associated with increased neural signal diversity, as measured by LZC (Farnes et al., 2020; 

Mediano et al., 2020; Schwartzman et al., 2019; Timmermann et al., 2019, 2023). This similarity 

hints at a possibility of a shared neural mechanism underlying the processing of complex 

perceptual experiences, whether induced by cognitive tasks like pareidolia or pharmacological 

agents like psychedelics. This suggests that the stimulation of pareidolia could potentially be 

leveraged to simulate altered perceptual experiences, akin to those observed in psychedelic 

states. 

Notably, the three-way interaction between pareidolia, creativity and brain activity 

indicates that the effect of pareidolic experience on spontaneous brain patterns diverges for 

individuals with high and low creativity scores. This divergence suggests that these two groups 

may employ distinct cognitive strategies when experiencing pareidolia. This differential 

engagement not only reflects in the varying levels of brain complexity post-task but also in the 

distinct spectral patterns observed in the occipital region, where significant changes in theta, 

alpha, and gamma activities are evident. Individuals with lower creativity scores exhibited a 

notable increase in LZC post-task, which could be interpreted as a compensatory neural 

mechanism, where less creative individuals require greater neural complexity to process 

ambiguous images and actively search for novel perceptual experiences. This finding resonates 

with the concept of neural efficiency, where the brain optimizes its resource allocation in response 

to task demands (Neubauer & Fink, 2009). This nuanced understanding of how creativity 

influences the brain's response to pareidolia enriches our comprehension of the neural 

underpinnings of perception and imagination. It opens up new avenues for exploring how 
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perception of ambiguous stimuli, as well as cognitive traits like creativity shape individual brain 

dynamics in the resting brain. 

Creative individuals are more sensitive to perceptual placebo 
 

To explore the impact of suggestion on pareidolia, we implemented a sham condition in 

which participants were led to believe that an AI algorithm was manipulating the task’s difficulty 

based on their brain responses. This design is informed by prior studies employing a mock brain 

scanner, demonstrating how neuro-hype alters participants' belief in improbable statements, a 

phenomenon termed neuroenchantment (Ali et al., 2014). In the present study, participants 

reported increased pareidolia under the 'up' sham condition, which aimed to boost pareidolia 

experiences, in contrast to the 'down' condition meant to reduce them. The differential response 

to suggestion across creativity levels indicates a cognitive predisposition to suggestion in 

individuals with higher creativity, aligning with studies reporting enhanced suggestibility in more 

creative and hypnotizable subjects (Ashton & McDonald, 1985; Bowers, 1978). Furthermore, 

creative individuals tend to experience fantasy proneness more easily (Lynn & Rhue, 1986), which 

might be associated with their tendency to report higher levels of pareidolia during the ‘up’ sham 

condition. These results support the concept that perception is highly modulated by top-down 

cognitive elements, including beliefs and expectations, contributing to the discourse on how 

cognitive styles, like creativity, influence perceptual processes. It underscores the importance of 

further investigating the cognitive mechanisms that modulate sensory experiences, particularly in 

the context of therapeutic and clinical settings where suggestibility can be a valuable tool. 

Limitations and Future Directions 
 

Our study, involving twelve neurotypical individuals, faces limitations due to its relatively 

small sample size, which might impact the generalizability of our findings. The limitation was 

mitigated by employing generalized linear mixed-effect models, which capitalized on the high 
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number of trials per participant, thus maintaining statistical power without necessitating averaging, 

as evidenced by the robust effect sizes observed. Moreover, the accuracy of our machine learning 

analysis, particularly highlighted in the leave-one-subject-out (LOSO) cross-validation, further 

supports the generalizability of our results. Secondly, the current design of our pareidolia task did 

not allow for a clear distinction between parallel and sequential pareidolia processes. Future 

research could benefit from task modifications that enable differentiation between these 

processes, such as instructing participants to either maintain the first percept when identifying 

subsequent ones for parallel processing or systematically dissolve the first percept before 

recognizing the next one for sequential processing. Additionally, the potential influence of mental 

imagery on pareidolia was not explicitly considered in our study. Mental imagery capabilities may 

significantly impact how participants perceive and interpret fractal images. Subsequent studies 

could integrate assessments or control measures for mental imagery to enhance our 

understanding of its influence on pareidolia and associated neural mechanisms. 

To gain a more holistic understanding of pareidolia, future research could extend to 

auditory pareidolia, which would help explore trans-modal mechanisms of how the brain 

constructs meaningful percepts from ambiguous stimuli. Moreover, the potential of generative 

models, like diffusion models, in creating diverse types of ambiguous images presents an exciting 

avenue for future pareidolia research. Exploring a broader range of stimuli could provide novel 

insights into the neural correlates of pareidolia and enhance our understanding of altered 

perceptual processes in both humans and machines. 

Conclusion 
 

This study investigated the neural markers of divergent perception, using an 

unconstrained pareidolia paradigm in which individuals had to detect meaningful objects in 

generated fractal images. The examination of oscillatory dynamics, complexity metrics, and 



  

124 
 

fractality metrics offers a multifaceted perspective on the pareidolic brain, providing critical 

insights into how variations in creativity levels shape brain dynamics during pareidolia. Our study 

reveals that different oscillatory patterns across multiple brain frequencies are associated with 

pareidolia, challenging the traditional focus on gamma band activity in perceptual binding. The 

changes observed in aperiodic components hints towards an alteration of the excitation/inhibition 

balance during pareidolic experience, while the alterations in LZC might reflect phenomenological 

changes related to the richness of the perceptual content. Furthermore, the meticulous control of 

stimulus fractality levels enables a deeper understanding of the coupling between endogenous 

(brain) and exogenous (stimulus) self-similarity properties. Crucially, we found that fractality 

matching between brain signals and visual stimuli is modulated by pareidolia fluency, indicating 

that altered perception influences the link between neural activity and the properties of external 

stimuli. This interplay offers valuable insights into how altered perceptual processes are related 

to the properties of sensory input. Additionally, we demonstrated that creativity levels interact with 

how the brain processes and makes sense of ambiguous stimuli. Our findings illustrate how the 

balance of bottom-up and top-down processes in perception is modulated by individual creativity 

levels, shedding light on the complex interplay between internal cognitive states and sensory 

experiences in the creative brain. This nuanced understanding underscores the significant 

influence of creativity on the neural mechanisms governing perception and interpretation of 

ambiguous stimuli. These findings deepen our understanding of sensory integration and highlight 

the complex interplay between creativity and sensory perception. 
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The harmonicity of brain dynamics: a 

neurophenomenological approach to creative 

biofeedback 
 

Abstract 
 

This chapter delves into the potential parallels in harmonicity between brain signals and 

music, exploring the nature of these similarities and their implications. We review research that 

manifests contribution to such joint endeavors. Notably, the Binary Hierarchy Brain Body 

Oscillation Theory and the General Resonance Theory of Consciousness suggest that biological 

systems depend on harmony and resonance to communicate and facilitate integrative functions. 

Based on various findings pertaining to both brain and music (such as the neural model of 

consonance), we argue that dynamic musical systems could benefit from harmonic analysis of 

biological activity. We show that brain signals exhibit harmonic properties that can be measured 

as the arithmetic ratios of their spectral peaks - which is referred to as stationary harmony in music 

theory, and harmonic architecture in neuroscience. Along with this exploratory data analysis, we 

assess how current M/EEG signal processing techniques relate to methods accounting for 

harmony. On this ground, we extend the concept of transitional harmony (Chan et al., 2019a) to 

brain signals to analyze the temporal unfolding of spectral peaks and their relative proportion. We 

suggest that these multiscale temporal properties can characterize trajectories of states of 

consciousness, especially in the case of brain-computer interfaces, through dynamically matching 

the harmonic architecture of brain dynamics with congruent auditory feedback. We present new 

sonification methods of bioharmonicity, allowing for dynamical tuning construction and 

identification of spectral chords. We argue that these tools offer a compelling case of modeling 

brain dynamical transitions that reflect and alter phenomenology. In sum, the fluid circulation 

between first- and third-person observations allowed by such interface provides a generative 

passage (Lutz, 2002; Roy et al., 1999) in that it widens our understanding of subjective 

experiences as much as their underlying biological processes. We share our ideas for potential 

artistic applications as well as experimental protocols and models that we think are best suited to 

study resonance and harmonicity in human-machine interactions. 
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1. Introduction 
 

Pythagoras, correlating musical pitch with the length of a vibrating string, initiated a 

tradition of employing mathematics to interpret the natural world, extending it to study celestial 

bodies' movements (Cartwright et al., 2021). For Pythagoreans, harmony (i.e. simple integer 

ratios) is a property of any natural system that tends to order. Building on Pythagorean principles, 

research has uncovered harmonics in diverse phenomena such as ion motion (Joshi et al., 2020; 

Köster, 2009), electron wave functions (Schrödinger, 1926), DNA structures (Petoukhov et al., 

2021), and vocal resonances (Lewicki, 2002; Qi & Hillman, 1997), illustrating the self-organizing 

capacities of biological entities  (Guénin—Carlut, 2022; F. Varela et al., 2001). 

Recognizing the prevalence of harmonics in diverse natural phenomena, it becomes 

imperative to consider the methodologies used to analyze harmonic structures in brain dynamics, 

as a way to both refine our scientific understanding of brain functioning and to explore bio-inspired 

musical structures. While Fourier/Hilbert Transform is pivotal in frequency-domain analysis 

(Motamedi-Fakhr et al., 2014), their typical applications often neglect a detailed examination of 

the signal's harmonic structures, potentially forgoing insights into the emergent properties of brain 

dynamics. A more discerning approach to frequency-domain analysis enables the uncovering of 

these harmonic components by scrutinizing the organization of spectral peaks within brain 

signals. 

In line with this approach, this chapter synthesizes musical and scientific insights of 

oscillatory phenomena to formulate a theoretical foundation for musical systems that harness 

biosignals' harmonic structures in the design of creative Brain-Computer Interfaces (BCI). In doing 

so, we aim to address the following questions: 
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1. What are the prevalent computational models of harmonicity and tuning systems (sections 

2 to 4)? 

2. What is the functional role of nested harmonic structures in brain dynamics (section 5)? 

3. How can harmony of brain dynamics be translated into musical systems (sections 6 and 

7)? 

4. How can BCIs be used to expand both states of consciousness and musical structures 

through the modeling of biosignals’ stationary and transitional harmony (Chan et al., 

2019a) (section 8)? 

We believe the answers we give to this set of questions might shed light on novel 

experimental methodologies in neuroscience borrowing from musical knowledge while inspiring 

new ways to experience music (as a listener or performer). Our endeavor does not center on 

uncovering universal brain aesthetics or delving into the nuances of neural organization 

influenced by cultural music. Instead, we align with a distinct phenomenological tradition, one that 

values insights from lived experience and employs innovative methodologies to explore its 

biological counterparts (Depraz & Desmidt, 2019; Lutz & Thompson, 2003; Ramstead, 2015; 

Ramstead et al., 2022; Roy et al., 1999; F. Varela et al., 2001). Consider, for instance, the ability 

to recognize a song without listening to it in its entirety; each note of its melody is perceived in 

context with its neighbors, highlighting the temporal depth of lived experience and illustrating how 

harmonicity conveys information across diverse timescales. 

 We provide tools that leverage the isomorphism (i.e., similarities in form) between the 

harmonic architectures of brain-body oscillations (HABBOs) and musical systems to investigate 

the constitution of (musical) lived experience. We consider the unfolding of these harmonic 

structures, termed as transitional harmony (Chan et al., 2019a), to probe how consonance and 
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dissonance vary within biological signals. We discuss modeling of such bioharmonicity, and how 

it could trigger phenomenologically meaningful changes in musical systems, within the context of 

brain-computer interfaces (BCIs). 

Throughout the manuscript, we use a dataset of magnetoencephalographic (MEG; 270 

channels) recordings from 11 participants that were asked to detect meaningful objects across a 

set of 320 ambiguous visual stimuli. This dataset serves solely as an illustrative example to 

demonstrate the application of various computational methodologies to M/EEG signals. The 

participants provided informed consent, and the study received approval from the relevant ethics 

board. It is important to note that the focus here is on the methodological exposition rather than 

on the empirical analysis or comparison of different experimental conditions. While the dataset 

provides a practical context for showcasing the methods, we refrain from any statistical 

interpretation of the task-specific data. Nonetheless, we acknowledge the potential of future 

research to systematically explore how metrics of harmonicity might inform our understanding of 

brain signals across different states of consciousness. 

2. Computational models of consonance and dissonance 

The idea of consonance in music traces back to ancient thinkers like Pythagoras, who 

postulated that the consonance of musical intervals is determined by the simplicity of their 

frequency ratios (Ferguson, 2011). This perspective posits that each musical note can be defined 

by its fundamental frequency, and the relationship between multiple notes is best captured by 

their ratios. Similarly, Euler proposed a system that grades chord aesthetics based on the least 

common multiple of the notes (Euler, 1739) while harmonicity of specific scales have been 

quantified using the averaged similarity between each pair of notes and the natural harmonic 

series (Gill & Purves, 2009a). From a simplified interval p/q, similar metrics of harmonicity can be 

derived, including the Tenney Height (logarithm of p*q) (Deza & Deza, 2014), the sum of p and q, 

as well as the sum-by-product of p and q ((p+q)/(p*q)).  
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Historically, two main schools of thought have shaped our understanding of harmony. The 

Pythagorean school emphasizes temporal features, deriving consonance from wavelength ratios. 

In contrast, the Helmholtzian school adopts a psychoacoustic lens, emphasizing spectral features. 

Helmholtz introduced the notion of beating frequencies, denoting the perceived amplitude 

modulations resulting from two closely spaced frequencies. As the modulation frequency 

increases, this perception leans towards discordance (Rasch, 1984). This spectral-based view 

not only delves into the psychophysics of harmony but also reveals how complex sound 

properties, such as interharmonic modulations, influence our perception of consonance and 

dissonance (Chan et al., 2019a).  

Bridging these historically distinct viewpoints, Chan, Dong and Li (2019) offered a holistic 

model of harmony. Their approach encapsulates both stationary and transitional aspects of 

harmony through interharmonic and subharmonic modulations. Crucially, they demonstrated that 

such modulations could articulate both perceptual tension-resolution and computational harmony 

statistics, reconciling the Helmholtzian and Pythagorean paradigms. Their contributions pave the 

way for nuanced mathematical frameworks that compute tension trajectories within transitional 

harmony. Given that the patterns of tension and resolution in music can suggest possible 

transitions and musical movements, we extrapolate this concept to brain-body oscillations 

(HABBOs) by suggesting methods leveraging the tension-resolution patterns inherent in brain 

dynamics as a novel avenue for musical exploration. 
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3. The evolution of musical tuning systems 

Musical tuning systems, which determine how an octave1 can be divided into a set of 

frequency ratios, have evolved significantly over time. These systems have sought to balance the 

harmonicity of ratios with the practical requirements of musical performance. 

3.1. Historical Systems and Their Limitations 

The Pythagorean scale, one of the earliest systems, is rooted in a 3/2 ratio known as the 

fifth. This system's foundation lies in expressing harmony through simple integer ratios in the form 

2q * 3p where p and q are integer ratios. A subsequent system, the just intonation, aimed to rectify 

the Pythagorean scale's complex frequency ratios, like the major third (33/26; 81/64). By 

incorporating ratios in the form 2q×3p×5r, it replaced complex ratios with simpler ones, such as 

transforming the Pythagorean major third of 81/64 to 5/4 (Fauvel et al., 2003). However, these 

systems, predominant until the 18th century, faced a significant limitation: the inability to transpose 

or change the key within a composition. The equal-temperament tuning emerged as a solution, 

dividing the octave into equal steps. Each step is determined by the twelfth root of two (21/12) 

(Barbour, 1947). While this system facilitates transposition, it compromises the pitch accuracy of 

intervals. 

3.2. Modern Computations and Dynamic Tunings 

The advent of computers has revolutionized tuning. They offer the ability to dynamically 

adjust note frequencies based on the chosen key, ensuring precise interval justness without 

compromising transposition (Sethares, 1994, 2002). This computational power has also sparked 

innovative tuning constructions rooted in mathematical formalisms (Plamondon et al., 2009). Two 

particularly relevant methods for brain-music exploration include the dissonance curve and 

 
1 Not all tuning systems use the octave as the reference for repetition. An example is the Bohlen–Pierce scale, which 
instead uses a 3:1 ratio as its repetition point, dividing this range into steps with each frequency ratio being 3^(i/13). 
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harmonic tuning. It's worth noting that microtonality—a feature of these tunings—has been 

explored in various cultural contexts through different logical constructions (Ader, 2020; Benetos 

& Holzapfel, 2015; Werbock, 2011).  

3.2.1. Dissonance curves 

Sethares, in his seminal work "Tuning, Timbre, Spectrum, Scale", delves into the 

relationship between timbre and scale (Sethares, 2005b). Timbre, which characterizes a sound's 

unique quality, can be articulated by the amplitude and positioning of its constitutive harmonics. 

The dissonance curve, inspired by Helmholtz's beating frequencies concept, captures perceived 

dissonance across frequency ratios by accounting for a sound's spectral peak relationships, 

allowing a match between the structure of a timbre and a corresponding tuning. Take, for example, 

a flute note. It has a harmonic spectrum, and its corresponding dissonance curve reflects simple, 

harmonious ratios. In contrast, a bell’s inharmonic spectrum yields a curve with complex ratios, 

mirroring its intricate timbre. This method allows seemingly dissonant intervals to be perceptually 

consonant when aligned with a compatible inharmonic timbre, enabling the creation of dynamic, 

harmonically resonant tunings tailored to individual timbres. Since timbre depicts the harmonic 

relations in a complex signal, we consider the dissonance curve as a powerful tool to develop 

adaptive tuning systems from brain signals.  

3.2.2. (Sub)harmonic tunings 

Harmonic tunings are formed by establishing a set of frequency ratios within the unison 

(1:1) and octave (2:1) range, originating from a sequence of harmonic positions. This involves 

adapting the original ratio of each harmonic, for instance, 3:1 for the third harmonic and 5:1 for 

the fifth, by dividing by 2n octaves to confine the ratios within the 1:1 and 2:1 range. This process 

naturally reveals the simple ratios intrinsic to classical tunings, as the harmonic series inherently 

encapsulates these ratios within various octaves. The 8th Octave Overtone Tuning (Reinhard, 



  

132 
 

2011) exemplifies this, incorporating 128 unique pitch classes represented by the first 128 

harmonics across 8 octaves. 

We have outlined two methods for the construction of tunings that utilize spectral peaks 

and harmonic positions. These tunings, informed by the harmonic components found in biological 

signals like EEG, can establish a practical connection between musical expression and inherent 

biological rhythms. The application of these methods to brain signals will be further elaborated in 

Section 7.2. 

4. Unveiling musical structure in dynamical systems 
 

Before discussing the investigation of harmonicity in brain dynamics in Section 5, it's 

crucial to acknowledge prior efforts to explore the potential of dynamical systems in constructing 

musical systems. Recent advancements have revealed new musical structures by exploring 

systems of generative music and theories based on the behaviors of non-linear dynamical 

systems. 

Bell & Gabora (2016) pioneered a generative musical algorithm designed to operate “at 

the edge of chaos,” embracing emergent behaviors. This project underscored the potential of 

algorithms employing hierarchical scale-free topology to yield outputs rich in creative potential. 

Given that varying musical genres exhibit scale-free behaviors (Levitin et al., 2012b), exploring 

emergent music in self-organizing systems stands to unearth new musical genres. 

Further, another conceptual framework for algorithmic composition stemming from 

complex systems is ecosystem-based generative music (Bown, 2009). This approach aims to 

“yield complex outputs that are simultaneously intriguing to, and beyond the comprehension of, 

the user.” Dahlstedt (2009) introduced meta-generative methods dependent on evolutionary 
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algorithms to navigate complex aesthetics, advocating for utilizing the statistical properties of a 

system over time, such as complexity measures, to imbue both structure and dynamics. 

Integrating a biological perspective, Project Santiago merges realistic neuron models with 

interactive music generation, where individual neuron activities modulate the musical outcome. 

This integration fosters intricate interactions across scales, ensuring a cohesive interplay between 

each musical parameter and sound event (Kerlleñevich et al., 2011). 

While these groundbreaking developments in generative music have broadened the 

horizons, our approach seeks to both enhance and build upon these foundations. We propose 

that biosignals, characterized by hierarchical scale-free behaviors, have the potential to guide and 

shape algorithmic musical systems. By mirroring the temporal evolution of the harmonic structures 

of these biosignals, our aspiration is to forge a distinctive blend between biology and musical 

expression. This convergence presents a novel outlook in the field of generative music by 

harmonizing biological rhythms with musical creativity. 

5. Phenomenological and cognitive relevance of brain harmonicity 
 

We've delved into the evolution of harmonicity in music and how the integration of 

temporality into theories of harmony enriches our understanding of musical perception. 

Additionally, we’ve showcased the innovative approaches of artists in developing musical 

instruments inspired by dynamical and adaptive systems. Given the brain's well-known dynamical 

complexity, we propose it as a fertile candidate for developing innovative biologically informed 

musical systems. As an intricate dynamical system, it showcases harmonies that relate to states 

of consciousness (Berkovich-Ohana & Glicksohn, 2014) and affective processes (Colombetti, 

2013; F. J. Varela, 1999). HABBOs provide a lens, rooted in music theory, to interpret these brain 

harmonies. 
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We present evidence from the literature that supports the idea that brain dynamics can 

describe states of consciousness based on their harmonic architecture in the context of (1) 

auditory perception, (2) multiscale biological organization, and (3) resonance in complex systems 

(consciousness). Our aim is to emphasize that integrating the harmonic structures of brain 

dynamics into BCIs can potentially establish foundational insights into exploring the 

interconnection between phenomenology and brain dynamics through real-time feedback loops. 

5.1. Neuronal model of consonance 

To extract musically relevant features from HABBOs, it's imperative to understand how the 

brain processes auditory harmonicity and consonance. A neuronal model of consonance has 

recently been proposed, focusing on the role of the brainstem and primary auditory cortices in 

processing auditory stimuli (Bidelman & Krishnan, 2009; Lerud et al., 2014). This model aligns 

with recent findings that highlight the brain's sensitivity to musical pitch relationships (Fritz et al., 

2009) and the encoding of consonant and dissonant intervals via phase synchronization between 

stimulus and frequency-following response (FFR) (Bidelman & Krishnan, 2009; K. M. Lee et al., 

2015). Neural synchrony is essential in auditory processing (Boomsliter & Creel, 1961; Lots & 

Stone, 2008) and is known to reflect the periodicity of musical intervals (Fishman et al., 2001; 

Mckinney et al., 2001; Tramo et al., 2001). Studies have demonstrated that consonant intervals, 

compared to dissonant ones, induce more periodic neural phase-locking (Bones et al., 2014; 

Langner, 1992). This suggests that our perception of consonance might stem from neural 

synchronization (Lots & Stone, 2008). 

However, a pressing question arises: does the neural encoding of musical intervals merely 

mirror the acoustic properties of the stimulus, or are there non-linear modulatory processes at 

play? Addressing this, recent studies have shown nonlinear FFRs in the human brainstem and 

auditory cortex (Galbraith, 1994; K. M. Lee et al., 2009; Pandya & Krishnan, 2004; Purcell et al., 

2007). These nonlinear sound transformations, carried out by neural encoding, are believed to 
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occur via mode-locking. Mode-locking is defined as an interaction between a periodic stimulus 

and a neural oscillation, resulting in n:m locked oscillation cycles (Lerud et al., 2014). 

Coherently, it has been suggested that “the explanation for consonance may lie in low-

order integer frequency ratios, which is a fundamental principle of stability in oscillatory dynamical 

systems” (Lerud et al., 2014; Lots & Stone, 2008). Consonant and dissonant intervals predicted 

brainstem FFRs of both musician and non-musicians (K. M. Lee et al., 2009, 2015) by modeling 

mode-locked responses to stimulus frequencies, as well as to their harmonics and subharmonics. 

Interestingly, in this study, individuals with higher musical expertise showed increased nonlinearity 

in their encoding of musical intervals, which might reflect subjective properties associated with 

musical perception in experts.  

Nonlinear encoding of musical intervals have also been explored by showing that 

perception of consonant intervals elicits more prominently the presence of common subharmonics 

in FFR, which was interpreted as a physical manifestation of the missing fundamental (K. M. Lee 

et al., 2015). It was also reported that more dissonant intervals lead to a higher number of 

nonlinear resonances in neural responses. Hence, the process of neural ‘filling-in’, associated 

with the auditory processing of ambiguous sounds, contributes to the illusory perception of the 

fundamental frequency, and to the richness of music perception. Therefore, the subharmonic 

profiles of brain-body oscillations might participate in the phenomenology of tension-resolution 

patterns in music (transitional harmony). 

Collectively, these findings emphasize that musical consonance and dissonance are 

reflected in the brain via phase synchronization, mode-locking, and nonlinear resonances. This 

suggests that our perception of musical qualities is entwined with the brain's oscillatory behaviors. 

The interplay of frequencies in brain-body oscillations provides a window into both new musical 

structures and their experiential counterparts. 
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5.2. Harmonicity in Brain Dynamics: Challenge and Theories in Measuring States 

of Consciousness 

Understanding the harmonicity in brain dynamics offers a unique perspective into how 

neural activity mirrors the harmonic structures of perceived sounds. We now explore theoretical 

and empirical works that study brain dynamics as harmonic relations between oscillators: the 

Binary Hierarchy Brain Body Oscillation theory and the General Resonance Theory of 

Consciousness (GRTC). Other established models of brain dynamics integrating the concept of 

harmonicity, such as harmonic brain modes (Atasoy, Deco, et al., 2018), stochastic resonance 

(Moss et al., 2004; Shukla & Bidelman, 2021), and echo state networks (Przyczyna et al., 2020), 

were considered but were deemed outside the scope of this chapter.  

5.2.1. The Binary Hierarchy Brain-Body Oscillation Theory 

The Binary Hierarchy Brain-Body Oscillation theory by (Klimesch, 2018a) serves as a 

pivotal framework, positing that phase synchronization and harmonicity are central to 

understanding the coordination of various human body systems across different timescales 

following a binary (2:1) frequency ratios structure. This theory hypothesizes that diverse frequency 

bands are integrally associated with different processing domains concerning cognitive and 

physiological functions, thereby minimizing spurious phase synchronization for non-harmonic 

ratios between frequency bands (Klimesch, 2013a). 

To investigate the coordination of physiological systems further, computational tools like 

cross-frequency coupling (CFC) techniques have been key (Hyafil et al., 2015; Jensen & Colgin, 

2007; Lisman & Idiart, 1995). Notably, a meticulous examination of CFC across the human brain 

using MEG demonstrated that widespread phase-amplitude coupling (PAC) is predominantly 

driven by harmonic signals (Giehl et al., 2021a). Cross-frequency phase synchrony (CFS), 

another type of CFC, is thought to “integrate, coordinate and regulate neuronal processing 

distributed into neuronal assemblies concurrently in multiple frequency bands” (Palva & Palva, 
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2018). It's crucial to discern that CFC between spectral peaks and their (sub)harmonics may be 

driven either by a single non-sinusoidal rhythmic process (i.e., spurious or ghost interactions) or 

the coupling of multiple physiologically separate harmonic oscillations (Giehl et al., 2021a). 

Recent methods have been developed to segregate genuine interactions and minimize these 

spurious interactions stemming from shared harmonic content (Idaji et al., 2022). 

Expanding on Klimesch’s theory, recent empirical findings align with the prediction that 

alert wakefulness is characterized by binary multiple frequency ratios, and sleep exhibits irrational 

frequency ratios between body oscillations (Rassi et al., 2019). The observed harmonic frequency 

ratios of heart rate, breathing, and alpha rhythm during varying consciousness states further 

corroborate these postulations. Moreover, binary frequency ratios have been identified in several 

conditions and tasks, emphasizing the importance of nested harmonic oscillations in maintaining 

homeostasis2 and allostasis3 (Bartsch et al., 2007; Isler et al., 2008; Palva et al., 2005; Sauseng 

et al., 2008). 

Klimesch (2018a) draws an interesting parallel between HABBOs and octave-based 

music, noting the presence of a scaling factor and a scale-free doubling/halving power law in both. 

This similarity suggests that simple integer ratios found between frequency domains might be 

interpreted as a form of endogenous mode-locking, similar to the harmonic relations found 

between stimulus and FFRs in the brain. 

We propose that endogenous mode-locking could depict nested communication within 

biological systems. We extend this notion, suggesting that the specific configurations of peaks 

within HABBOs could act as indicators of various phenomenological states. Exploring harmonic 

 
2 The process by which a stable internal environment is maintained in a living organism, despite changes in external 
conditions. 

3 A physiological mechanism of regulation where the human body anticipates and adjusts its energy use in response 
to environmental demands, thereby achieving stability through change. 
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structures in relation to physiological functions may lay the foundation for innovative adaptive 

musical structures, reflecting the intricate non-linear dynamics of brain activity and their 

association with the phenomenology of music. Current literature lacks comprehensive research 

investigating endogenous mode-locking and the harmonicity of ratios between nested brain 

oscillations, marking a significant area for future exploration. 

5.2.2. General Resonance Theory of Consciousness 

We position our discussion in alignment with the General Resonance Theory of 

Consciousness (GRTC), a recent panpsychist theory linking consciousness— or 

phenomenology— to Harmonic Brain-Body Oscillations (HABBOs). A key motivation of GRTC is 

the transformation of panpsychism from a purely philosophical stance to a testable scientific 

theory of consciousness. GRTC posits consciousness as a manifestation of resonance between 

coupled oscillators, inducing nested harmonic relationships within macro-structured conscious 

systems (Hunt et al., 2019). This resonance is a precursor to optimal information and energy 

flows, facilitating inter- and intra-system communication (Young et al., 2022). This theory 

delineates that the harmonic architectures within biological systems serve as a determinant of the 

associated phenomenology (Klimesch, 2018a), acting as a coherent mechanism for nested 

organization levels (F. Varela et al., 2001). For complex consciousnesses, such as that of humans, 

the unfolding of resonance in time is thought to operate at a level of (near-)criticality (O’Byrne & 

Jerbi, 2022b), where small alterations can catalyze drastic outcome variations. This indicates that 

local resonances are integral to initiating macro-state transitions (Hunt et al., 2019).  

From this perspective, the brain mechanisms behind conscious processes can be 

regarded as a complex system that operates near a critical point of a phase transition. 

While displaying spontaneous activity and irregular dynamics in the disordered phase, 

an appropriate stimulus can transfer the brain to the ordered phase that exhibits long-

range correlations and stable attractors. (Hunt et al., 2019) 
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From a GRTC perspective, the harmonic architecture of spontaneous activity embodies 

information about these transitions. Hence, local resonances can be defined as the increased 

likelihood of phase-coupling between proportionate spectral peaks and their sub- and inter-

harmonics, potentially serving as predictors of emergent behavior. Our proposition encompasses 

the analysis of both temporal and spatial distributions of local resonances to anticipate 

macroscale phase transitions, reflecting trajectories and bifurcations in brain dynamics state 

space. A proposed mathematical heuristic for identifying spatial and temporal boundaries of 

conscious structures is by calculating the slowest  shared resonance (Hunt, 2020; Young et al., 

2022), which corresponds to the lower frequency through which subsystems communicate. We 

posit that this slowest-common denominator might correspond to shared subharmonics between 

subcomponents of a conscious system. 

Our contributions, rooted in the Binary Hierarchy Brain-Body Oscillation Theory and 

GRTC, will be detailed in Section 7, emphasizing the development of tools to quantify emergent 

harmonic structures and derive multistable auditory percepts in brain signals. Prior to delving into 

our approach to bioharmonicity, a brief overview of conventional sonification techniques of 

electrophysiological signals is provided to elucidate our position and propose extensions in 

neurofeedback practices. 

6. Sonification of Brain Signals: From Data to Auditory Patterns  
 

Sonification is defined as the transformation of data relations into perceived relations in an 

acoustic signal, with the primary purpose of facilitating communication or interpretation (Kramer 

et al., 2010). It has sparked collaboration among musical composers and scientific researchers 

from various disciplines, frequently incorporating sophisticated technological tools into the 

process (Helmuth & Schedel, 2022). In the context of brain signals, sonification involves 

converting neural patterns into sounds that might offer insights into brain dynamics and functions. 
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This section delves into established sonification techniques, presents a novel approach termed 

'harmonic audification,' and discusses its potential implications and applications. 

6.1 Understanding Sonification 

Sonification's challenge lies in balancing the inherent constraints of data with the versatility 

of sound (Grond & Hermann, 2012). The chosen sonification technique can largely be influenced 

by the nature of the data structure (Campo, 2007). Several methods have been employed over 

the years (Väljamäe et al., 2013): 

1. Audification: A direct translation of EEG signals into audible content, resulting in 

soundscapes resembling pink noise due to the inverse relationship between frequency and power 

(Adrian & Matthews, 1934; Pritchard & Duke, 1992). 

2. Parameter Mapping: This involves correlating a specific EEG feature with a sonification 

parameter (Campo, 2007). 

3. Model-Based Sonification: EEG features are mapped to mathematical models, capturing 

more abstract neural dynamics (Halim et al., 2007). 

4. Generative Music: This technique employs predefined musical rules and structures. For 

instance, (Miranda, 2006) designed a system where EEG power of different bands controlled 

generative musical rules. However, the harmonic structure of such systems remains constrained 

by preset rules. 

6.2 Advancing with Harmonic Audification 
 

While traditional sonification techniques offer valuable insights, there is a burgeoning 

interest in exploring the harmonic structures of brain signals (Klimesch, 2018a; Young et al., 

2022). We propose 'harmonic audification' as a method that employs harmonic analysis of 
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biosignals to create adaptive musical structures. Unlike traditional methods that might focus on 

specific neurocognitive markers or direct translations, this technique aims to capture the 

interdependencies between multiple frequency domains, thereby reflecting their integrated 

functions. 

The process of harmonic audification enables the creation of auditory perceptions derived 

from Harmonic Brain-Body Oscillations (HABBOs). It incorporates elements of pitch, rhythm, and 

timbre, coupled with adaptive tuning systems, to present a more detailed and nuanced portrayal 

of brain dynamics. Harmonic audification, with its emphasis on capturing the nuanced harmonies 

of brain dynamics, promises not just an auditory experience, but potentially a deeper 

understanding of the brain and its associated phenomenology. In the following section, we provide 

tools to compute measures of harmonicity and generate auditory patterns which can be fed back 

and matched to the bioharmonic structure from which they were derived. 

7. Dynamical musical systems derived from neural dynamics 
 

In this section, we will delve into the extraction of spectral peaks from electrophysiological 

signals, exploring methods that highlight the retrieval of their harmonic structure. Two distinct 

methods, Empirical Mode Decomposition (EMD) and Harmonic Recurrence, will be demonstrated 

to extract these spectral peaks. Following this, we will derive tuning systems which are 

fundamentally based on these spectral peaks and harmonic positions. Finally, we will examine 

two innovative methods to unfold the temporal aspects of brain harmonicity, focussing on 

generating spectral chords and considering consonance between successive spectral peaks. 
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7.1 Computation of spectral peaks in the framework of harmonic analysis 

7.1.1. Empirical Mode Decomposition; a data driven approach to spectral decomposition. 

Traditionally, the spectrum of M/EEG signals is categorized into five principal frequency 

bands: delta, theta, alpha, beta, and gamma, a division founded on cumulative empirical evidence 

(Cohen, 2017; Teplan, 2002). This method originated with the identification of the alpha peak as 

the inaugural predominant rhythm demarcating brain signals (Berger, 1929). Subsequently, 

diverse brain rhythms were labeled, corresponding to their discerned functional roles. A significant 

limitation of traditional frequency analysis methods in neuroscience is the treatment of frequency 

band boundaries as static, leading to somewhat arbitrary categorizations of brain rhythm 

frequencies. This inherent flaw is evident in instances where changes in the alpha peak, induced 

by altered states of consciousness, deviate substantially from the conventionally defined 8-12Hz 

range, particularly in extreme cases (Mierau et al., 2017). 

Empirical Mode Decomposition (EMD) emerges as a pivotal, data-driven alternative, 

facilitating the decomposition of a signal into intrinsic mode functions (IMF) using a sifting 

procedure (Rilling et al., 2003a). Functioning as a dyadic filter bank, EMD iteratively isolates 

higher frequency data, aligning the resultant IMFs in a log2 relationship. In line with (Klimesch, 

2018a), our proposition hinges on the octave-based configuration of the brain's biological 

oscillation, implying that the examination of IMFs could unveil nuanced insights into biorhythms 

and their intrinsic spectral hierarchy. 
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Figure 4.1. Peaks extraction based on Empirical Mode Decomposition (EMD). Power 
Spectrum Density plot of five Intrinsic Mode Functions (IMF; blue) and global signal (pink). The 
bin with maximum power is selected as a peak and compared to classical frequency bands: Delta 
(1-3Hz), Theta (3-7Hz), Alpha (7-12Hz), Beta (12-30Hz), Gamma (30-60Hz). Stars (*) beside 
IMFs in the legend mean that the peak falls within classical frequency band.  

 

Additionally, EMD has been recently applied to MEG data for analyzing frequency bands, 

demonstrating superior precision over conventional time-frequency analyses (Skiteva et al., 

2016). Consequently, a data-driven strategy for identifying spectral peaks in brain signals involves 

initial computation of EMD, followed by considering each IMF as indicative of the activity within a 

specific frequency band. Figure 4.1. illustrates the power spectral density (PSD) plot of each IMF, 

juxtaposed with the PSD of the raw signal depicted in pink. A peak is determined from each IMF 

by conducting the Welch Transform and identifying the frequency bin with the utmost power. 

Notably, these peaks align with classical frequency bands, despite being derived from an 

approach that is agnostic to the predefined ranges of these bands.This might be attributed to the 
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fact that classical bands are structured in a log2 fashion, with each band being approximately one 

octave above the previous. EMD's octave-based sifting process inherently captures this spectral 

arrangement. Consequently, EMD presents an appropriate method for the investigation of 

HABBOs. A detailed exploration of such comparisons exceeds the scope of this chapter and 

would require further inquiries. 

7.1.2. Harmonic recurrence in M/EEG spectral architecture  

We suggest a second approach for selecting spectral peaks that reflects the inherent 

harmonic structure of the signal, which we term harmonic recurrence. This approach computes 

the Welch transform to extract all peaks and amplitudes of the spectrum. Afterwards, the harmonic 

series of each peak is compared to all other peaks to identify those that have the highest 

recurrence in the spectrum. Hence, selected peaks are the ones that have a maximum number 

of harmonics that match other peaks in the spectrum, reflecting their embeddedness across 

multiple spectral scales. Using this method, we can also quantify the inter-harmonic concordance, 

which corresponds to the alignment of harmonics of two different peaks (e.g., harmonics 11-yellow 

and 18-blue in Figure 4.2.). Spectral peaks can therefore be identified solely based on their 

harmonic recurrence, or by selecting peaks that also share inter-harmonic concordance. This 

method is analogous to the Harmonic Product Spectrum, a method traditionally used for voice 

pitch tracking, which downsamples iteratively the original signal by a factor of two and looks for 

recurrent spectral peaks across the multiple downsampled versions of the signal (Sripriya & 

Nagarajan, 2013). 
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Figure 4.2. Peaks selection using harmonic recurrence method. Welch transform has been 
computed on a single time series to derive the Power Spectrum Density. Then, peaks are 
identified using scipy find_peaks. A pairwise comparison is done to determine if a peak is a 
harmonic of another. Selected peaks (solid lines) are peaks having the highest number of 
harmonics (dashed lines) as other peaks of the spectrum. Numbers on dashed lines correspond 
to the harmonic positions. Hence, the blue peak has its 15th and 18th harmonic as other peaks, 
the yellow peak has its 3rd and 11th harmonic as other peaks, while the 11th harmonic of the yellow 
peak and the 18th harmonic of the blue peak coincide.  

7.2. Neural tunings as embedding of brain harmonic structures 

We considered M/EEG spectral peaks and their associated frequency ratios as expressing 

both functionally and musically relevant information that can be used to derive tuning systems. 

We applied two methods to derive tunings exploiting spectral peaks and amplitudes (dissonance 

curves), as well as the position of recurrent harmonics (harmonic tunings). 

7.2.1. Dissonance curves 

Grounded in Sethares' demonstration of the isomorphism between timbre and tuning 

(Sethares, 2005b), we derived dissonance curves from the values of the spectral peaks and their 

related amplitude. Each interval is assigned a dissonance value, determined by assessing the 

harmonicity between every pair of peaks and amplitudes. Hence, the dissonance curve expresses 
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the dissonance for a range of frequency ratios by scaling the frequencies and recalculating 

dissonance over a defined grid. This generates a curve that visually represents how dissonance 

changes with different intervals, allowing for the evaluation of musical consonance and 

dissonance over the span of one or multiple octaves. A tuning, represented by a set of frequency 

ratios, is then established by observing the local minima of the dissonance curve. Illustrated in 

Figure 4.3. are the dissonance curves derived from spectral peaks of a series of MEG sensors 

located in the occipital regions, juxtaposed with the local minima of the 12-steps equal 

temperament (12-TET; highlighted by red dashed lines). Intriguingly, multiple sensors share some 

local minima (e.g., 9/7 is common across three sensors), indicating a convergence in their 

harmonic structure. These dissonance curves are indicative of tunings that mirror the timbral 

structure inherent in the electrophysiological signal and can be used as creative tools for musical 

exploration. 

 

Figure 4.3. Dissonance curves from multiple MEG sensors. Each colored line corresponds to 
the dissonance curve of one electrode based on spectral peaks derived using EMD. Grey and red 
vertical lines represent the dissonance local minima shared between at least two MEG 
dissonance curves and of 12-TET equal temperament, respectively. 
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7.2.2. Harmonic tunings 

An alternative methodology for generating neural tunings involves employing the positions of 

harmonics identified via the harmonic recurrence method, akin to the strategy employed in 

constructing the 8th Octave Overtone Tuning (Reinhard, 2011). Consequently, each position 

within the harmonic set is iteratively divided by 2 until a ratio lying between the unison (1:1) and 

the octave (2:1) is obtained. This iterative process can be mathematically represented as follows: 

                                    (1) 

 

In formula 1, Ri denotes the resulting ratio for the i-th harmonic, Hi represents the original position 

of the i-th harmonic, and n is the number of times the harmonic position is divided by 2 to fall 

within the unison to octave range. 

Both strategies for constructing tunings offer dynamic avenues for music creators, allowing 

exploration of novel musical systems that draw inspiration from their own real-time biological 

processes. Corresponding audio examples and .tun files for both tuning variants are made 

accessible via a provided an open source osf repository: 

https://osf.io/fx7er/?view_only=211b000c6482471facd3d8dcc6c93580. 

7.3. Transitional harmony in brain oscillations 

7.3.1. Deriving spectral chords from instantaneous frequencies using Hilbert-Huang 

transform 

Previous sections detailed the derivation of (static) tuning systems from single time series, 

utilizing pairs of spectral peaks and amplitude (representing timbral information) to construct 

dissonance curves and employing series of harmonic positions to generate harmonic tunings. In 

https://osf.io/fx7er/?view_only=211b000c6482471facd3d8dcc6c93580
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this section, a method is introduced to generate a set of spectral chords from consecutive 

moments of harmonicity within a singular time series (refer to Fig. 4.4A). As a first step, the Hilbert 

transform is performed on a set of intrinsic mode functions (IMFs), allowing for the extraction of 

instantaneous frequency (IF) information. Subsequently, harmonicity (e.g. harmonic similarity) is 

computed among all pairs of IF and for each timepoint. A spectral chord is identified when the 

harmonicity reaches a predefined threshold. This technique facilitates the extraction of sequential 

chords, mirroring the temporal evolution of brain dynamics within a singular time series. This offers 

valuable insights into the nested spectral structure of the signal and can be applied within the 

framework of dynamic musical systems. 
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Figure 4.4. Transitional (sub)harmony using instantaneous frequencies of intrinsic mode 
functions (Hilbert-Huang Transform). (A) Spectral chords based on harmonic similarity 
threshold. For every point in time, harmonic similarity was computed on each pair of 
instantaneous frequencies among the five IMFs. When the average harmonic similarity exceeded 
a value of 20, a spectral chord was identified, corresponding to dashed gray lines. (B) 
Transitional subharmonic tension. The transitional subharmonic tension represents the level 
of subharmonic congruence between two successive sets of frequencies. Each set of frequencies 
corresponds to instantaneous frequencies (IFs) of intrinsic mode functions (IMFs) at a specific 
moment in time. Congruent subharmonics are identified with maximum distance thresholds set to 
25ms (yellow), 50ms (red), and 100ms (blue). Dotted black lines are moments of high harmonic 
similarity between the peaks of a single set of frequencies (stationary harmony). 
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7.3.2. Subharmonic tension and resolution in brain dynamics 

The focus of this section is to adapt the concept of transitional harmony (Chan et al., 

2019a) to explore the microtonal structures of brain signals, through analyzing the relationship 

between successive sets of spectral peaks, derived from the instantaneous frequencies (IFs) of 

IMFs. 

Subharmonic tension is a metric that quantifies the degree of dissonance or stability within 

a group of frequencies, reflecting the degree of temporal irregularity among subharmonics of 

different frequency peaks. Initially, the process involves calculating the first n subharmonics for 

each frequency to identify those that are common within a specified temporal threshold. The 

measure of subharmonic tension (ST) is then determined by averaging the normalized temporal 

discrepancies of these common subharmonics. The temporal discrepancy for each common 

subharmonic pair is represented by the absolute temporal distance (Δt), which is divided by the 

subharmonic frequency value (Subi), ensuring the ratio is dimensionally consistent. Finally, the 

subharmonic tension is obtained by summing these normalized values across all identified 

common subharmonic pairs and dividing by the total count of such pairs (N), yielding a single 

metric that captures the average 'tension' due to temporal irregularities between subharmonics 

within an octave span. 

 

  (2) 

                                                                    

The application of this methodology allows for the visualization of fluctuations in tension-

resolution patterns in brain dynamics (refer to Fig. 4.4B). Intriguingly, periods of high stationary 
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harmonicity (identified earlier in Section 7.3.1) seem to spark transitions in patterns of tension and 

resolution, offering hints into the interconnectedness between stationary and transitional harmony. 

8. Creative brain-computer interfaces 
 

In this section, we present different avenues for the integration of bioharmonicity in artistic 

and scientific endeavors. In line with principles of Naturalization of Phenomenology (Roy et al., 

1999), we design creative brain-computer interfaces (cBCIs) to procedurally (re)generate “[…] 

processes involving a phenomenalization of physical objectivity” (Roy et al., 1999). In that sense, 

our approach to cBCIs is an explicit implementation of a fluid circulation between first-person 

(phenomenology) and third person (brain signals) perspectives (i.e. generative passages) 

transcending the stationary description of isomorphisms. In doing so, we intend to propose a 

framework in which both the realm of lived experience and our ability to investigate its complex 

biological underpinnings could be expanded.  

We have already seen that computational models of consonance as well as dynamical 

systems modeling tools have allowed musicians to develop instruments expressing oscillatory 

features that represent self-organizing behaviors at multiple scales. Here, we built on the intuitive 

notion that harmonicity reveals important information of any self-organizing system. Accordingly, 

we presented tools allowing us to appropriately analyze the (harmonic) relationships between 

frequency-domain properties of brain signals.  

We define our cBCI as a system interfacing metastable (harmonic) properties of brain 

activity into sensory feedback loops to induce altered perceptual experiences. In simple terms, 

we expect the computer to “resonate” with the user by matching the harmonic architecture of both 

biological processes and sensory feedback. In providing feedback that is both 

phenomenologically and physically reflecting endogenous states, cBCIs are intended to foster the 

impression of “creating” aesthetic artifacts through acts of perception, thereby dissolving the 
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frontier between subject and object. Feedbacking biological processes that are musical in terms 

of their harmonic content will perhaps lead to emergent forms of expression. It might also facilitate 

the exploration of new trajectories of states of consciousness through immersive neurofeedback 

experiences.  

We discuss novel musical performance tools in section 8.1, along with possible 

applications for non-musicians. In 8.2, we lay down a blueprint for testing GRTC’s hypotheses by 

suggesting ways to operationalize resonance through bioharmonicity measurements. 

Subsequently, we discuss the possibility of developing Bayesian modeling approaches as 

potential machine learning frameworks accounting for multiscale temporal dynamics of HABBOs. 

We discuss how such models provide interpretable human-computer interactions allowing the 

investigation of emergent properties of brain dynamics related to phenomenology. 

8.1. Integrating harmonic audification in biofeedback systems 
 

This section explores the integration of harmonic audification in Brain-Computer Interfaces 

(cBCIs), emphasizing its application in both passive and active biofeedback systems. Our 

approach utilizes HABBOs to offer users immersive musical experiences. The design of these 

interfaces faces two main challenges: creating coherent tension-resolution patterns and aligning 

them with the user's lived experience. We propose that brain-body oscillations offer natural 

tension-resolution patterns that could be used within cBCIs to promote a feeling of connection 

with the interface. 

Passive cBCIs (Zander & Kothe, 2011) include generative music systems based on 

spectral chords and adaptive tunings, as detailed in Sections 7.2 and 7.3. These elements reflect 

and adapt to the user's HABBOs, allowing for a personalized auditory exploration. For example, 

spectral chords can be computed in real time and fed back to the user as immersive auditory 

soundscapes. Beyond biofeedback, harmonic audification can also inspire music creators, 
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particularly in improvisation and microtonal compositions. Active cBCIs (Zander & Kothe, 2011) 

could, for instance, map adaptive tunings to MIDI controllers, offering improvisers novel musical 

possibilities tied to their internal states. This mapping adapts in real-time to changes in brain 

parameters, as demonstrated in our accompanying audio files.  

In sum, applications of harmonic audification may foster, similarly to contemplative 

practices (Dorjee, 2016), “metacognitive self-regulatory processes” by allowing the user to weigh 

how their states of consciousness are instantiated in sound. In line with neurophenomenology, 

such interfaces promote “mindful, open-ended analyses of experience” (F. J. Varela et al., 1991, 

p. 81), by shedding light on its “momentariness” (p.73). In fact, cBCIs could bring about cross-

fertilization between neuroscience and contemplative/mindfulness practices through the 

phenomenalization of emergent biological processes. Such profound human experiences guided 

by formal or informal contemplative practices might even be deepened by immersive audiovisual 

spaces as well as augmented/virtual reality devices.  

8.2. Creative brain-computer interfaces as generative passages  
 

8.2.1.  Experimental BCI protocols testing the General Resonance Theory 

The GRTC posits that consciousness emerges from the synchronization of systems that 

resonate together. We have shown how harmonicity can be computed on brain signals and 

hypothesize that consonance between spectral peaks could constitute a marker of resonance, 

since oscillators that synchronize in frequency will tend to naturally synchronize in phase, based 

on Kuramoto model (Acebrón et al., 2005). Moreover, measures of phase synchronization, such 

as bicoherence and phase-lag index, could directly test whether consonant spectral peaks tend 

to synchronize in phase and therefore enter in resonance. 

In the case of neurofeedback applications, we can extend the framework of GRTC to 

human-machine interactions. Coherently, we speculate that a cBCI matching the harmonic 
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architectures of brain signal and sensory feedback would facilitate the emergence of resonance 

between the human and the machine, and therefore of a distributed dynamical system. This 

mechanism of harmonic matching might be key for the user to reify the content provided by the 

neurofeedback system. Such distributed dynamics between human and machine forms a 

generative passage allowing to bridge the gap between first- and third-person perspectives. 

We suggest that the sense of agency could be fostered through the matching of sensory 

feedback properties with the HABBOs of the user (Berkovich-Ohana & Glicksohn, 2014). By doing 

so, human-machine resonance might enable a process of perceptual identification with the 

content of the sensory feedback. This resonance might in turn be measured by combining 

(sub)harmonicity and phase coupling metrics since resonance requires harmonious ratios 

between frequency peaks, as well as their phase(mode)-locking. We suggest that the comparison 

of real vs. sham neurofeedback, in the context of harmonic audification, could provide a way to 

test hypotheses related with the GRTC, such as how human-machine resonance could elicit a 

feeling of agency.  

8.2.2. A Bayesian account of transitional harmony in the context of neurofeedback 

 

This section explores the application of a Bayesian machine learning framework to model 

the transitional harmony of brain-body oscillations (BBOs) within neurofeedback systems. 

Bayesian models have been instrumental in the analysis of musical attributes such as pitch, 

dynamics, and timbre in audio signals (Davy & Godsill, 2003; Duan et al., 2008; Yoshii & Goto, 

2012), and have extended to the domain of musical key determination (Temperley, 2004), pitch 

class detection (Rhodes et al., 2009), identification of time-varying harmonic components (Duan 

et al., 2008; Dubois & Davy, 2007), and the elucidation of harmonic structures in jazz (Harasim, 

2020). This collective research underscores the Bayesian framework's efficacy in unraveling the 

complexity of music and its phenomenological correlations. 
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A Bayesian framework is particularly advantageous in dynamically describing musical 

tension, ambiguity, and expectation (Temperley, 2004). Uncertainty, a central element of both 

music and phenomenological experiences, manifests in music as a web of potential harmonic 

trajectories over time, each with its tension-resolution pattern. When modeled computationally, 

these trajectories offer a rich landscape for exploration. It is an open question whether perception 

is confined to a singular trajectory or is capable of navigating multiple paths concurrently. 

Attentional focus may play a pivotal role in this perceptual process, with specific trajectories 

becoming prominent and uncertainty diminishing as harmonic progressions resolve. Thus, 

employing a Bayesian approach to model transitional harmony and its associated uncertainties 

could be instrumental in addressing the intricacies of harmonic structures embedded within both 

music and brain signals. 

In the case of phenomenology, uncertainty and surprise orientate attention through the 

prioritization of unpredictable sensory information for learning better representations of the world. 

This perspective aligns with the predictive coding framework, which posits that perception is an 

active process aimed at minimizing the discrepancy between expected and received sensory 

input (Friston, 2005). This framework is in harmony with a Bayesian approach to brain function, 

suggesting that the brain interprets sensory data probabilistically, effectively treating perceptions 

as statistical inferences (Knill & Pouget, 2004; Mathys et al., 2011). Within the context of closed-

loop brain-computer interfaces (cBCIs), a Bayesian model could significantly advance our grasp 

of the interplay between phenomenological experiences and their neural underpinnings by 

integrating both subjective and objective data through continuous feedback (Bagdasaryan & 

Quyen, 2013). 
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Figure 4.5. A computational neurophenomenological account of neurofeedback. From 
Ramstead et al., (2022) 

 

 

A Bayesian model issued from computational (neuro)phenomenology (Ramstead et al., 

2022) provided insights regarding how machines (cBCIs applications) could more fully participate 

in the user’s resonance with the musical system (see Figure 4.5., adapted from (Ramstead et al., 

2022)). A generative model that learns how acoustics temporally relate to HABBOs would 

essentially gain representations of states of consciousness (arrow from 5 to 2), and therefore 

generate them in the form of (harmonic) audification. We presume that in projecting the hidden 

state of subjective experience onto the true cause of experience (arrow from 2 to 5), beliefs about 

true cause of experience (priors) become in circularity with the true cause of experience, 

potentially giving rise to altered states of consciousness. 

9. Conclusion 
 

This chapter has explored the intersection of computational harmonicity and brain 

dynamics, suggesting a novel paradigm for biologically-informed adaptive music. We have 

discussed the Binary Hierarchy Brain-Body Oscillation theory (Klimesch, 2018a) and the General 

Resonance Theory of Consciousness (GRTC) (Hunt et al., 2019), which both posit that harmonic 
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patterns within biosignals are reflective of underlying neurophysiological processes and states of 

consciousness. We have introduced computational methods for extracting biotunings and 

delineating both stationary and transitional harmonic structures associated with brain activity. 

Integrating these methods with closed-loop brain-computer interfaces (cBCI), we proposed a 

Bayesian framework to effectively model the dynamics of transitional harmony within sensory 

feedback systems. 

To facilitate the practical investigation of these concepts, the Biotuner toolbox (Bellemare-

Pepin, in prep) emerges as a significant resource. It enables hands-on exploration and application 

of these theoretical ideas, providing a tangible means for researchers and practitioners to engage 

with and advance the understanding of these complex harmonic processes in brain dynamics. 

Our goal is to augment traditional computational strategies for analyzing brain signals with 

harmonic analysis techniques, contributing to the advancement of neurophenomenology and the 

initiative to Naturalize Phenomenology (Roy et al., 1999). We view this work as a first step towards 

empirical cross-fertilization between music theory and neuroscience, aspiring to unlock new 

insights into cross-frequency coupling and resonance phenomena and their connection to 

phenomenological experiences. Through this lens, we imagine brain dynamics as an orchestral 

jam session, with self-organizing neural oscillators performing in a (near) critical state, creating 

tension and resolution patterns over various spatiotemporal scales, thereby orchestrating 

adaptive behavior. 
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Biotuner: A Modality-Agnostic Python Toolbox for the 

Harmonic Analysis of Time Series 
 

 

Abstract 
 

The Biotuner Toolbox is an innovative python toolbox that analyzes biosignals by blending 

principles from neuroscience, music theory, and signal processing. It introduces a new approach 

to understanding brain oscillations by applying musical concepts like harmony, rhythm, and scale 

construction. The central component, the biotuner_object, processes a wide range of signal types, 

from neural data to environmental sounds.  Other main objects in the toolbox expand its 

functionality through the parameters of time (time-resolved harmonicity), space (harmonic 

connectivity) and spectrum (harmonic spectrum). This toolbox enhances our scientific 

understanding of biosignals and crosses into the realm of artistic expression, allowing for creative 

interpretations of complex natural patterns. It stands as a versatile tool for both researchers and 

artists, encouraging exploration and discovery across disciplinary boundaries. 
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Introduction 
 

Oscillations from brain’s electromagnetic signals are integral to various cognitive 

processes (Samaha et al., 2020), as well as perceptual processes, such as the processing of 

auditory stimuli (Baltus & Herrmann, 2016; Gourévitch et al., 2020; Henao et al., 2020). These 

oscillations represent a complex interplay of frequencies, where harmonicity emerges as a key 

organizing principle (Klimesch, 2013b, 2018b; Young et al., 2022). Understanding this harmonic 

structure can yield profound insights into the brain functionality, revealing a unique perspective 

on the neural correlates of cognitive processes.(Carlqvist et al., 2005; Isler et al., 2008; Palva et 

al., 2005). I propose that music theory offers a valuable framework for applying its principles to 

the processing of biosignals. Models of harmony and rhythm can be useful for both artistic creation 

and for uncovering significant features in biosignals, enhancing their scientific study and 

interpretation (Bogdanov et al., 2013; McFee et al., 2015). They offer novel methods to interpret 

the intricate patterns and structures within biosignals. For instance, the concept of consonance 

and dissonance4 in music can be translated into understanding the harmonic relationships in brain 

oscillations, offering a new perspective on their functional significance. 

The Biotuner Toolbox emerges at this crossroads of neuroscience and music theory. It is 

an innovative python toolbox designed to harness the principles of music theory for the analysis 

of biosignals. The underlying philosophy of the Biotuner is that the theory of musical harmony 

provides a distinctive lens through which to view tension-resolution patterns in any dynamical 

system. For neuroscientists, Biotuner offers a gateway to explore novel methodologies in signal 

processing, opening up new avenues for research in brain dynamics and cognitive neuroscience. 

It allows for the extraction of harmonic components, the computation of rhythmic structures, and 

 
4 Consonance, or harmonicity, refers to the pleasantness of a musical interval, often measured through the 

simplicity of integer ratios. Dissonance corresponds to the opposite concept. 
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the application of harmonicity metrics to biosignals, thereby enabling a deeper insight into their 

harmonic nature. Conversely, for artists and musicians, Biotuner serves as a tool for inspiration 

and creative exploration, enabling intuitive perceptions of natural phenomena. By translating 

biological rhythms and patterns into musical elements, it provides a unique source for composition 

and sound art. Beyond a technical resource, Biotuner is a platform for exploration and discovery. 

This symbiotic relationship between science and art fosters creativity and enriches our 

understanding of both fields. 

This paper is structured into three main sections, the first two mirroring the inherent 

organization of the Biotuner Toolbox. First, the Biotuner Object is presented, designed to examine 

the harmonic structure of time series data, extracting musically relevant details like tunings5, 

rhythms, and levels of consonance. The second section introduces three higher-level objects 

designed to compute transitional harmony over time, assess harmonic connectivity between 

different signals, and analyze the harmonic spectrum. Finally, I present practical applications, from 

the sonification of various natural phenomena to methodologies in cognitive neuroscience.   

Biotuner Object 

At the heart of the Biotuner is the biotuner_object, which interfaces with various modules 

for comprehensive harmonic signal analysis (refer to Fig. 5.1). It orchestrates the execution of 

methods for peak extraction, peak extension, metrics computation, time-resolved harmonicity, 

tuning construction, and rhythm construction, thereby serving as a central hub for the toolbox's 

functionality. This object is specifically engineered to process single time series data and is 

versatile enough for applications in various fields, such as electrophysiology (including ECG, 

 
5 A tuning is a set of intervals traditionally spanning from the unison (1:1) to the octave (2:1), used to establish 

pitch relationships between notes in music 
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EEG, PPG, organoid, and plants), audio data analysis, seismography, and the study of 

gravitational waves. 

 

Figure 5.1. Architecture of the Biotuner Object. The Biotuner Object can process a diverse range of input types. 
Invoking the peaks_extraction method enables subsequent calls to the peaks_extension, peaks_metrics, and family of 
scale_construction methods. The time_resolved_harmonicity method can be directly executed, producing a time series 
of harmonicity values along with spectral chords, which correspond to moments of heightened consonance. 

 

Peaks Extraction Method 
 

Brain signals, such as those measured by electroencephalography (EEG), are complex 

representations of neural activity. These signals are composed of various oscillations, each with 

its own frequency, amplitude, and phase. Peaks in these signals represent points of maximum 

amplitude in a particular frequency band and are indicative of concentrated neural activity. 

Understanding these peaks is crucial as their relative proportions often correlate with specific 

cognitive and perceptual processes.For instance, the frequency ratios between brain spectral 

peaks typically exhibit a doubling progression during alert wakefulness, with each step increasing 
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by a factor of two raised to the power of some integer, whereas these frequency ratios become 

irrational during sleep (Rassi et al., 2019). By analyzing the patterns and distributions of these 

peaks, we can not only gain insights into how their organization is associated with specific 

cognitive states, but also derive bio-inspired harmonic structures that could be used for musical 

composition. The Biotuner implements a variety of peak extraction approaches, each tailored to 

identify significant frequency components from complex time-series data. The present section is 

structured to first introduce traditional non-harmonic peak extraction methods, followed by signal 

decomposition and cross-frequency coupling-based techniques borrowed from neuroscience. 

Finally, it explores peak selection based on harmonic properties, drawing inspiration from music 

theory. This illustrates the diverse approaches for analyzing brain signals and their rationale for 

both cognitive science and musical composition. 

Non-Harmonic Peak Extractions 
 

The three non-harmonic methods are based on the principles of Power Spectrum Density 

(PSD) computation, utilizing the Welch method for this purpose (Zhao & He, 2013). 

Fixed: A set of fixed frequency bands is determined. Peaks are identified as frequency bins 

exhibiting the highest power within each band. This technique is useful when interested in 

frequency peaks that fall within the classical bands of analysis, such as the alpha band in EEG 

signals.  

Adapt: This method derives frequency bands based on the position of the alpha peak. The alpha 

peak is first detected, then other bands are derived from the alpha band, according to Klimesch’s 

algorithm (Klimesch, 2013b). This method allows for a more responsive analysis that adjusts to 

the signal's dominant rhythm. 

FOOOF: FOOOF (Fitting Oscillations & One Over F) is applied on PSD to delineate the aperiodic 

component from the underlying physiological spectral peaks (Donoghue et al., 2020). Previous 
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studies have established that biological signals consist of both oscillations and an aperiodic trend. 

The process of identifying physiologically meaningful oscillatory power benefits from the removal 

of this aperiodic trend (Del Bianco et al., 2023). Therefore, spectral peaks are identified after 

removing the aperiodic component of the signal.  

Signal Decomposition Based Peak Extraction 
 

Empirical Mode Decomposition (EMD): EMD is an advanced signal processing technique that 

breaks down complex signals into simpler components known as Intrinsic Mode Functions (IMFs). 

Each IMF represents a different frequency component of the original signal, with the frequencies 

typically arranged on a logarithmic scale, which means each subsequent frequency band is 

proportionally wider than the previous one (Quinn et al., 2021; Rilling et al., 2003b). The PSD 

provides a measure of the power present within frequency bands, and the peaks in the PSD 

highlight the most dominant frequencies, or the 'loudest' parts of the signal within those bands. 

EMD offers the advantage of being data-driven, enabling the identification of frequency bands 

without imposing predefined assumptions, such as those pertaining to classical canonical spectral 

bands in EEG (e.g., delta, theta, alpha, beta, and gamma). This provides a more transparent 

method for extracting spectral peaks from complex signals. 

Cross-Frequency Coupling-Based Peak Extraction 
 

Bicoherence: Bicoherence is a normalized form of the bispectrum6, used in signal processing. It 

quantifies the degree of phase coupling between different frequency components of a signal. 

Mathematically, it measures the correlation between the phase of a signal at one frequency with 

the phase of a signal at another frequency, normalized to a value between 0 and 1. Measures the 

 
6 Frequency-domain analysis tool that extends the concept of the power spectrum to higher-order spectra. It 

measures the phase relationship between different frequency components of a signal and is used to identify 
nonlinear interactions and phase coupling within the signal. 
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normalized cross-bispectrum, a third-order moment in the frequency domain. This method 

assesses phase-phase coupling7, offering insights into the complex interactions between different 

frequency components of the signal. The peaks correspond to the pairs of frequencies exhibiting 

the highest bicoherence in the comodulogram8. Bicoherence is particularly useful in identifying 

nonlinear interactions and coherence in systems where multiple frequency components interact, 

such as in neurophysiological signal analysis (Shahbazi Avarvand et al., 2018) or in the study of 

turbulent fluid dynamics (Itoh et al., 2005). 

Phase-Amplitude Coupling (PAC): Measures the coupling between the phase of low-frequency 

components and the amplitude of high-frequency components. The peaks correspond to the pairs 

of frequencies exhibiting the highest PAC in the comodulogram. This method proves useful in 

understanding the mechanisms of neural communication and synchronization, particularly in 

cognitive and neurological processes, where such coupling is believed to play a crucial role in 

information processing and neural network dynamics (Cohen et al., 2009; Giehl et al., 2021b; 

Iquebal et al., 2020; Wei et al., 2007). In a musical context, frequency pairs identified through both 

bicoherence and PAC methods can be interpreted as dyads, mirroring the coupling of biosignal 

peak frequencies in musical notes. 

Peak Selection Based on Harmonic Properties 
 

The two following methods are designed to look at the structure of spectral peaks to 

determine which ones are going to be selected, based on either the presence of intermodulation 

components, or of harmonic recurrence. Therefore, these methods specifically focus on the 

 
7 Phase-phase coupling refers to the synchronization or statistical correlation of the phase angles between two 

oscillatory signals, indicating temporal alignment or interdependence of their cycles. 

8 A comodulogram is a matrix representation that illustrates the strength of cross-frequency coupling between 

different frequency components of a signal. 
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harmonic structure of the signal to identify spectral peaks. They both rely on the Welch method to 

estimate PSD and extract all spectral peaks. 

Endogenous InterModulation Components (EIMC): Intermodulation components (IMCs) are 

frequencies that emerge from the nonlinear mixing of two or more frequencies, often observed as 

the sum or difference of the original frequencies or their harmonics (e.g., f1+f2, f1+2f2, f1-f2, f1-

2f2) (Gordon et al., 2019). In music, these components are called sidebands, and result from 

different audio synthesis processes (Farnell, 2010; Puckette, 2007). This method computes the 

IMCs for each pair of peaks and compares them with all other peak values. Pairs of peaks with 

the highest number of IMCs as other peaks are identified.  

Harmonic Recurrence: This method identifies spectral peaks that have the highest recurrence 

in the spectrum based on their harmonic series9. Peaks with the highest number of harmonics as 

other peaks are identified. It underscores the significance of recurrent harmonic structures within 

the signal. 

The performances of various methods, excluding cross-frequency coupling methods and 

the Adapt method, are depicted in Figure 5.2. This figure demonstrates that all the methods 

effectively identify spectral peaks in both harmonic and brain-simulated signals. The performance 

of these methods remains comparable until a noise level of approximately 15-20 dB is reached. 

At this point, the EMD method shows a slight decrease in performance, and FOOOF ceases to 

identify peaks, indicating the absence of physiologically relevant peaks. Beyond 25 dB, the 

performance of all methods levels out and becomes comparable once again. Similar patterns are 

observed for both simple combined oscillations and simulated EEG signals, suggesting that these 

 
9 Sequence of frequencies that are integer multiples of a fundamental frequency 
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methods are well-suited for extracting oscillatory peaks in biosignals. This analysis confirms the 

reliability of these methods in accurately retrieving frequency peaks from complex signals. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2. Performance analysis of different peak extraction methods applied to harmonic oscillatory signals 
(top) simulated brain signals (bottom), across increasing levels of noise decibels.  The median distance reflects 
the extraction accuracy, with lower values indicating higher precision. The shadowed areas indicate the 95% confidence 
interval for the median distance across 100 bootstrap iterations. Harmonic signals were generated by combining 
sinusoidal frequencies at 2, 6, 12, and 24Hz, while simulated EEG signals consisted in the same oscillatory components 
with an additional 1/f power law component (Donoghue et al., 2020).   
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Peaks Extension Method 
 

The peaks_extension method is designed to expand an initial set of peaks identified by 

the peaks_extraction method. By calculating the harmonics and subharmonics of the frequency 

peaks, new ones that reflect the shared harmonicity between peaks can be identified. This method 

facilitates the expansion of a limited set of frequencies into a more comprehensive collection by 

examining their inter-harmonic concordance. Its utility lies in the creation of complex tunings, 

where the number of steps of the tuning are dependent on the number of peaks derived from the 

original signal. 

Computing Harmonicity on Spectral Peaks 
 

The Biotuner features an array of metrics that quantify the harmonic properties of 

biosignals based on the peaks extracted from the time-series data. Harmonicity, also known as 

consonance, refers to the pleasantness of musical intervals, which can be assessed through 

various methods, often by examining the simplicity of their integer ratios (Ferguson, 2011). The 

primary use of these metrics is to offer novel features for the scientific analysis of biosignals. 

Additionally, they can be applied to tunings and rhythms derived from spectral peaks, offering a 

way to quantify their inherent harmonicity. Another application of these metrics is in evaluating 

consonance over time, which can aid in identifying specific sections of a signal suitable for music 

generation. All these metrics can be computed by calling the compute_peaks_metrics method of 

the Biotuner object.  

Consonance 
 

The consonance value is computed by adding the numerator and denominator of a 

frequency ratio and dividing its sum by the product of the two (see Equation 1).  
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                                                                                                                     (1) 

 

Harmonic Similarity 
 

Harmonic Similarity is calculated by averaging the sum of the ratio differences (xi + yi - 1) 

/ (xi * yi) for a set of i = 1 to N frequency pairs (xi, yi), multiplied by 100 (see Equation 2), which 

quantifies the similarity between a dyad of frequencies and their natural harmonic series based 

on their greatest common divisor, with simpler integer ratios yielding higher values of harmonic 

similarity and therefore of consonance (Gill & Purves, 2009b). 

 

                                                                                                          (2) 

 

Tenney height 
 

The Tenney height is a mathematical concept used to quantify the consonance or 

dissonance of musical intervals, chords, or sets of pitches. It is based on the psychoacoustic 

principle that simpler ratios between frequencies are perceived as more consonant. Higher values 

indicate increased perceptual dissonance. The Tenney Height computation involves two 

approaches: 

Pairwise Tenney height: This approach calculates the Tenney height for pairs of frequencies by 

finding the simplest form of their ratio and applying a logarithmic function to the inverse product 

of the numerators and denominators (see Equation 3). This method effectively weights simpler 

ratios more heavily, reflecting the psychoacoustic perception that simpler ratios tend to be more 

consonant (Sethares, 2005a). 



  

169 
 

 

    (3) 

 

Integrated Tenney height: This extended form of the Tenney height calculation considers a set of 

frequencies as a whole, rather than in pairs. It integrates the prime factors10 across all the 

frequencies in the set, applying a logarithmic transformation to the multiplication of these factors 

(see Equation 4). This integrated approach provides a more comprehensive measure of 

consonance for complex chords, where the interplay of multiple frequencies is essential to the 

perceived harmonicity. 

 

(4) 

 

Euler Gradus Suavitatis 
 

The Euler algorithm (Euler, 1739) calculates the degree of dissonance for a given set of 

frequencies by first converting them to their simplest form, finding the least common multiple 

(LCM) of the denominators, and then determining the prime factors of this LCM. The "degree of 

sweetness" is then calculated by summing the primes, subtracting one from each, and adding 

one to the total sum (see Equation 5). A higher Euler value suggests greater dissonance, while a 

lower value suggests greater consonance.  

(5) 

 
10 Any of the prime numbers that can be multiplied to give the original number. 
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Subharmonic Tension 

The subharmonic tension metric calculates the degree of dissonance introduced by 

subharmonic11 frequencies (Chan et al., 2019b). 

 

(6) 

 

The Subharmonic Tension (ST) metric takes into account the temporal discrepancies 

between the occurrences of subharmonic frequencies in a signal (see Equation 6). It is calculated 

by summing the absolute differences in time (Δ), measured in milliseconds (ms), between 

adjacent subharmonics. Each of these differences is then divided by the corresponding 

subharmonic frequency value (Subi), and the results are averaged over N subharmonics. This 

average represents the degree of temporal irregularity or 'tension' due to the subharmonics. High 

ST values indicate poor alignment between the subharmonics of the set of frequencies, leading 

to increased perceived dissonance. 

 
11 Sequence of frequencies that results from inverting the intervals of the harmonic (overtone) series. Also called 

the undertone series. 
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Figure 5.3. Comparative analysis of different metrics evaluated across frequency pairs from unison to octave. 
The subplots from top-left to bottom-right present Tenney Height, Harmonic Similarity, Consonance, Euler's Gradus 
Suavitatis, Subharmonic Tension with 5 harmonics, and Subharmonic Tension with 20 harmonics. Each metric 
assesses a unique aspect of the harmonic or inharmonic qualities, with color gradations representing the transition 
from unison (left) to octave (right) frequencies. 

 

 

Figure 5.4. Pearson Correlation matrices comparing various metrics across pairs and triplets of peaks.: 
consonance (cons), Tenney's height (tenney), harmonic similarity (harmsim), subharmonic tension (subharm_tension), 
and Euler's Gradus Suavitatis (euler). N = 100. 
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Each metric offers a different perspective on the signal's harmonic content, some relying 

on mathematical purity of intervals, alignment with the harmonic series, or the presence of tension 

due to subharmonic discrepancies. The complementary nature of these metrics is illustrated by 

their varying distribution across 100 steps from unison to octave (refer to Fig. 5.3), and by the 

correlation matrices with Pearson r values ranging from 0.23 to 0.91 (see Fig. 5.4). Importantly, 

for the Tenney height, subharmonic tension and Euler metrics, higher values correspond to 

increased dissonance, clarifying the reason behind the mix of positive and negative correlations. 

The correlation matrices also highlight that the relationships between different harmonicity metrics 

are generally consistent when comparing pairs and triplets of peaks. However, an exception is 

noted in the case of harmonic similarity and consonance, which exhibit a high correlation for pairs 

of peaks but a lesser correlation for triplets. 

Integration with MNE-python 

Harmonicity metrics can be computed directly on MNE epochs objects (Gramfort et al., 

2013), which allows to easily analyze M/EEG data and compare harmonicity across different 

conditions. For that purpose, the biotuner_mne function of the biotuner2d module can be used, 

as seen in this example: 
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Time-resolved harmonicity 
 

The time_resolved_harmonicity method is designed for the dynamic assessment of 

consonance and dissonance as they evolve over time, making it particularly effective for signals 

with varying harmonic content. This method utilizes Empirical Mode Decomposition (EMD) to 

decompose a signal into various Intrinsic Mode Functions (IMFs), isolating different frequency 

components. Within this method, two distinct modes are employed. The first mode involves 

extracting instantaneous frequencies12 (IFs) from these IMFs using the Hilbert-Huang transform13 

(Huang & Wu, 2008). Subsequently, it measures the harmonicity among these IFs at each 

 
12 The rate of phase change in a signal at any moment, showing how its frequency content changes over time. 

13 A technique for time series analysis, particularly effective for non-linear and non-stationary data. It applies the 

Hilbert Transform to the components obtained from Empirical Mode Decomposition, providing a detailed 
instantaneous frequency and amplitude analysis. 
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temporal point (see Fig. 5.5). The second mode, termed 'SpectralCentroid', employs 

spectromorphological analysis14 to calculate the spectral centroid15 of each IMF over time 

(Smalley, 1997). Then, it assesses the harmonicity between the spectral centroids of all IMFs at 

each moment. Any of the previous harmonicity metrics can be used to compute time-resolved 

harmonicity. This method simultaneously computes harmonicity across time (see Fig. 5.5) and 

identifies spectral chords (see Fig. 6) based on moments of high consonance. Therefore, spectral 

chords correspond to the sets of IFs or spectral centroids for moments where harmonicity exceeds 

a predetermined threshold, providing chord progressions matching the harmonic content of 

biosignals.  

 

 

 

 

 

 

 

Figure 5.5. Time-resolved harmonicity using instantaneous frequencies for three different types of signals. (a) 
Harmonic signal (freqs = 10, 15, 20) characterized by a consistent and periodic pattern in dyadic similarity. (b) Non-
harmonic signal (freqs = 10, 18.2, 33.5) with sporadic peaks, indicating less regularity in frequency relationships. (c) 
Random signal with a highly irregular dyadic similarity pattern, highlighting the absence of structured harmonic 
relationships. 

 

 
14 Analysis of sound focusing on the evolution of its spectral properties and shapes, useful in studying sound textures 

and timbres. 

15 A measure indicating the 'center of mass' of a sound's spectrum, associated with its perceived brightness. 
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Signals used in Figure 5.5 were generated by summing oscillatory signals of either 

harmonic or non-harmonic frequencies, while the random signal was generated with random 

numbers and filtered around the range of frequencies of the two other signals. Harmonic signals 

exhibit moments of high harmonicity, as expected, with a symmetric pattern, while non-harmonic 

signals reveal less structure in the temporal evolution of harmonicity, with still higher harmonicity 

than random signal. 

 

Figure 5.6. Identification of spectral chords using time-resolved harmonicity. 
The top panel represents the instantaneous frequencies (IFs) of each IMFs, with 
dashed lines corresponding to moments of high harmonic similarity between all 
pairs of IFs. The bottom panel illustrates the corresponding musical notation of the 
identified spectral chords.  
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Scale Construction method 
 

The Biotuner Toolbox offers a scale construction module that translates the mathematical 

relationships of peaks into musical scales. This approach is rooted in the analysis of harmonic 

interactions within biosignals, drawing extensively on techniques primarily from music theory. The 

process transcends mere artistic interpretation of mapping peaks to pitches; it serves as a 

psychoacoustic structural framework (microtuning) that alters the music's overall timbre based on 

these peaks and their interrelations. The more harmonious the signal, the more consonant the 

resulting tuning system. This approach aims to create an effective, perceptible, and 

comprehensible musical map of the brain signal. 

Peaks Ratios 
 

This scale corresponds to the ratios between identified peaks from the signal's frequency 

spectrum. By rescaling the ratios between the unison (1:1) and the octave (2:1), a set of ratios 

that can be directly mapped onto a musical tuning. The peaks ratios are computed by default 

when calling the peaks_extraction method.  

Dissonance Curve (compute_diss_curve) 

The dissonance curve reflects how the combination of different frequencies can produce 

varying degrees of consonance and dissonance (Sethares, 2005a). By graphing perceived 

dissonance across different frequency pairs, one can establish a scale based on intervals that 

correspond to the local minima on the curve, which are points where the dissonance is less than 

the immediate surrounding values (see Fig. 5.7a). These curves facilitate the generation of scales 

that are harmonically compatible with the timbral characteristics of the sound source. 
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Harmonic Entropy (compute_harmonic_entropy) 

Harmonic entropy is a measure of the uncertainty in pitch perception, and it provides a 

physical correlate of tonalness, one aspect of the psychoacoustic concept of dissonance 

(Sethares, 2005a). High tonalness corresponds to low entropy and low tonalness corresponds to 

high entropy. Harmonic entropy can be represented across intervals from unison to octave (see 

Fig. 5.7b) to construct the scale from local minima. 

Harmonic Tuning (harmonic_tuning) 

Harmonic tunings correspond to sets of ratios that are derived from dividing harmonic 

positions (whole numbers) iteratively until the ratio falls between the unison (1:1) and the octave 

(2:1). Harmonic positions can be extracted by two different ways with the Biotuner, either by using 

the harmonic_recurrence peaks extraction method or by using the harmonic_fit peaks extension 

method. 

By combining these methods, the Biotuner constructs scales that can then be used in 

various applications, from scientific analysis to music composition, with the aim of providing an 

insightful bridge between the structure of biosignals and the aesthetics of music tuning systems. 
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Figure 5.7. Comparison of Normalized Dissonance and Harmonic Entropy Across Different Sets of Harmonics. 
(a) Normalized dissonance curves for sets of 5, 10, 15, and 20 harmonics. Each curve represents the perceived 
dissonance between pairs of tones within the respective harmonic set, plotted against the frequency ratio. (b) Harmonic 
entropy for the sets of harmonics (10, 15, 20), reflecting the tonal consonance as a function of the frequency ratio. 
Peaks in the harmonic entropy curves correspond to frequency ratios with higher degrees of complexity and 
dissonance. The set of 5 harmonics was removed since not enough ratios were generated to provide a meaningful 
harmonic entropy curve. In both subplots, gray vertical lines correspond to scale steps (i.e. local minima) and black 
vertical lines to simple integer ratios labeled on the x-axis.  

 

Rhythm Construction method 
 

Rhythm is another musical parameter that can be representative of the harmonicity levels 

of the brain signal in a directly musically comprehensible manner.  Indeed, frequency relations, 

which characterize microtonal structures, can be expressed as rhythmic structures by translating 

frequency ratios into temporal intervals, thereby mirroring the signal's harmonic content in 
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rhythmic patterns. [...] Euclidean rhythms are one way to simplify complex frequency relationships 

from brain signals into perceptually coherent rhythmic patterns. The rhythm_construction method 

allows for the generation of Euclidean rhythms from a given musical scale (ratios between 1/1 

and 2/1). Euclidean rhythms are defined by the equal distribution of a number of pulses (hits) 

across a specified number of steps (Toussaint, 2005). This method uses the numerators of ratios 

as the number of steps and the denominators as the number of hits, ensuring that the ratio's 

denominator does not exceed a predefined maximum. It offers two distinct modes of operation: 

the 'default' mode, where each ratio is directly converted into a corresponding Euclidean rhythm, 

and the 'consonant' mode, which focuses on maximizing the consonance among all possible 

rhythm pairs. In the 'consonant' mode, a consonance threshold is set, and common denominators 

are used to enhance the uniformity in the distribution of steps across various rhythms, thereby 

ensuring a harmonious rhythmic output. The 'max_denom' argument offers control over the 

maximum number of steps in each rhythm (see Fig. 5.8).  

 

Figure 5.8. Visualization of Euclidean rhythms with varying maximal denominators. The rhythmic patterns 
produced with a tuning series [1, 1.33, 1.5, 2] across different maximal denominators (6, 8, and 16). Small dots 
correspond to steps without pulses and bigger dots to steps with pulses. 
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Other Objects to explore Harmony across Time, Sensor-Space / 

Individuals and Spectrum 
 

Transitional Harmony (object) 
 

Transitional harmony, as implemented in the transitional_harmony class, offers a novel 

approach to understanding the dynamic evolution of harmonic structures within a time series, 

making use of the Biotuner Object within a higher-level programming structure. Leveraging 

subharmonic progressions, this method evaluates the tension between successive temporal 

windows of data. By extracting subharmonics of spectral peaks and evaluating the closest 

common subharmonics in consecutive timeframes, transitional subharmonic tension can be 

quantified (Chan et al., 2019b). In contrast to stationary harmony which focuses on the properties 

of individual chords or sonorities, transitional harmony provides a computational framework for 

analyzing the movement and relationship between chords over time. In the context of music, 

transitional harmony allows for a deeper exploration of chord progressions, enhancing our 

understanding of how compositions achieve emotional impact through tension and resolution 

(Chan et al., 2019b). Here, I demonstrate its application to the analysis of biosignals, suggesting 

its utility in detecting subtle changes in biological rhythms. This application may enhance our 

ability to interpret transitions in physiological states. 

The methodology offers two distinct modes: one employs overlapping windows with peak 

extraction for each segment, while the other utilizes instantaneous frequencies (see time-resolved 

harmonicity subsection) to gauge time-resolved transitional harmony. The flexibility in window 

overlap and the precision of peak analysis facilitate a granular examination of harmonic 

relationships. 

Transitional harmony is demonstrated for both musical signals (Fig. 5.9a) and simulated 

electrocardiogram (ECG) signals (Fig. 5.9b-c). The utilization of simulated ECG signals facilitated 



  

181 
 

control over specific properties of the signal, thereby simplifying the interpretation of transitional 

harmony across various sets of generated signals. For musical signals, a sequence following the 

I-IV-V-I progression was created using the chords 'C', 'F', and 'G'. Transitional harmony was 

calculated across one-second windows with a substantial 90% overlap, enabling detailed 

temporal analysis. Figure 5.9a illustrates the escalation of tension during the transition to the IV 

and V chords, followed by the expected resolution upon returning to the I chord. Figure 5.9b 

presents the transitional harmony of ECG signals generated at 120 beats per minute for three 

different levels of heart rate variability16 (Makowski et al., 2021), which is known as a physiological 

marker of cardiac coherence and autonomic nervous system balance (Thayer et al., 2012; Shaffer 

& Ginsberg, 2017). This analysis reveals the nuanced interplay between heart rate variability and 

transitional harmony, offering insights into the rhythmic patterns that underlie cardiac function. 

The visualization aims to demonstrate that variations in heart rate are captured by transitional 

harmony metrics. As expected, the average transitional subharmonic tension is notably higher for 

ECG signals with greater heart rate variability. 

 

 
16 The fluctuation in the time intervals between adjacent heartbeats. 
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Figure 5.9. Transitional Subharmonic Tension in Classical Chord Progression and Across Heart Rate Variability 
Conditions. (a) Comparative analysis of transitional subharmonic tension for the chord progression I, IV, V, I computed 
for sets of 2, 3 and 4 peaks. (b) Smoothed transitional harmony over a 60-second duration for ecg simulated signals 
with three heart rate variability conditions: 'low' (std = 1), 'mid' (std = 15), and 'high' (std = 30). (c) Distribution of average 
transitional harmony values calculated from 100 bootstrap samples, highlighting the variance within each heart rate 
standard deviation category 

 

Harmonic Connectivity (object) 

The harmonic_connectivity class extends the application of harmonic analysis to explore 

the relationships between multiple time series, typically originating from different sensors or 

electrodes. In neuroscience, understanding network dynamics through connectivity is increasingly 

seen as key to unraveling complex brain functions (Chiarion et al., 2023; Imperatori et al., 2018; 

Stam & van Straaten, 2012). This class, building on the Biotuner Object, offers new connectivity 

metrics specifically designed for assessing harmonicity between sensors or any set of signals and 

incorporates previously discussed peaks metrics within a multivariate context.  



  

183 
 

Rhythmic Ratio Coupling with Imaginary Component (RRCi): 

This metric provides insights into the temporal coupling between signals by examining the 

imaginary components17 of the complex phase relationships at each pair's peak frequencies. 

Lower values indicate less complex phase-coupling relationships. 

      

                                                                                        (7)              

 

This proposed formula computes the index by calculating the average magnitude of the 

imaginary component of the complex exponential phase differences between two signals. These 

phase differences are weighted by their respective rhythmic ratio components, n and m, and 

averaged across all time points t= 1, …, N, where N  denotes the total number of time points. The 

instantaneous phases of the signals at frequencies f1 and f2 are represented by ϕ1(t) and ϕ2(t), 

respectively. This approach extends the capabilities of phase-based connectivity analyses by 

facilitating the examination of phase coupling between non-equivalent frequencies, thereby 

providing a more detailed understanding of complex interactions in oscillatory networks. 

Weighted Phase Lag Index for Cross-Frequency (wPLI_crossfreq): 

This phase synchronization metric assesses the phase relationships between different 

frequency components of two time series. It is an extension of the classical weighted phase lag 

index18 (Hardmeier et al., 2014), with the particularity of being computed between different 

 
17 The imaginary component of a complex number represents the extent of rotation from the real axis in the 

complex plane, often used in signal processing to capture phase information. 

18  Measure that quantifies the consistency of phase differences between signals, giving more weight to phase 

leads or lags that are consistent across time. 
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frequency bands. Similar to RRCi, this metric offers the advantage of tackling polyrhythmic phase-

coupling19. 

In addition to these unique metrics, the harmonic_connectivity class can apply all the 

peaks metrics discussed earlier, such as harmonic_similarity, euler, consonance, tenney, and 

subharmonic_tension, to the context of multivariate data. These metrics, initially described for 

individual time series, are adapted to compute the interrelationships between pairs of time series. 

Figure 5.10 illustrates the behavior of harmonic connectivity metrics and classical wPLI between 

three harmonic and one non-harmonic signals.  

 

 

Figure 5.10. Comparative analysis of harmonic connectivity and classical weighted Phase Lag Index (wPLI) 
metrics on simulated signals. The matrices display the interrelationships between three harmonic signals (harm1, 
harm2, harm3) and one non-harmonic signal (non-harm). The bottom rows of the matrices (non-harmonic signal 
coupled with harmonic signal) consistently show lower harmonic connectivity compared to connectivity between 
harmonic signals, which means that the metrics properly capture harmonic relations between signals. Classical wPLI, 
which is not designed to assess harmonic relationship, fails to exhibit this pattern. Frequencies used for the generated 
signals: harm1: (20, 30, 40), harm2: (25, 35, 45), harm3: (22, 32, 42), non-harm (20.5, 32.1, 38.3). Each of the three 
peaks were falling within each of the three fixed frequency bands used to extract the peaks from the signals. The bands 
were [15, 26], [26, 36], [36, 46].  

 

 
19 Involves any type of phase-coupling between two non-equal frequencies (n:m).  
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Harmonic Spectrum (object) 

The harmonic spectrum is a module of the Biotuner that provides a way to assess the 

harmonic weight of each frequency in a signal, taking into account both its harmonic relationships 

with other frequencies and its power contribution to the overall spectrum. 

     (8) 

 

The formula 8 for the harmonic spectrum determines the harmonicity of each frequency, 

f, within a signal by considering both its power and its harmonic relationships with other 

frequencies. To calculate this, for a given frequency, f, the formula sums the dyadic similarity, 

DyadSim(f, fi), between frequency f and each different frequency fi, and then multiplies this by the 

power of frequency f and the power of frequency fi. This process is repeated for all unique 

frequency pairs where f is not equal to fi. The value of H(f) is normalized by dividing it by the total 

power. The outcome, the harmonic spectrum, can be used to identify significant spectral peaks, 

and calculate various metrics like averaged harmonicity, spectral flatness, and spectral entropy, 

giving a nuanced view of the signal's harmonic complexity. Figure 5.11 illustrates how computing 

the harmonic spectrum effectively highlights harmonic structures within a signal.  
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Figure 5.11. Harmonic Spectrum. Top panel displays the power spectrum of a signal with frequency plotted against 
power in decibels (dB). The bottom panel shows the corresponding smoothed harmonic spectrum, where harmonicity 
values are plotted against frequency. Notable spectral peaks are marked by red dotted lines. Prominence parameter of 
peak extraction can be adjusted. The metrics in the top right corner of the harmonic spectrum indicate the Spectral 
Flatness (0.71) and Spectral Entropy (8.26), quantifying the uniformity and complexity of the distribution of harmonic 
power among spectral components, respectively. 

 

Discussion 
 

Practical applications 
 

The Biotuner Toolbox, with its novel approach of integrating music theory and signal 

processing, presents a diverse range of applications across different fields. These applications 

could enhance scientific research, while extending into artistic and creative realms. Its 

functionality encompasses the analysis of human-originated signals, including Electrocardiogram 

(ECG), Electromyogram (EMG), and Electroencephalogram (EEG), providing detailed insights 

into cardiac, muscular, and neural activities, respectively. Beyond human data, it can process 

biosignals from non-human entities, such as the electrophysiological patterns observed in plants 

and mycelium networks. These capabilities allow for an in-depth exploration of both human and 

non-human biological processes. Its versatility extends to interpreting geophysical and 
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astrophysical data, including seismic, anemometric, and gravitational wave information. The 

Biotuner's capacity to sonify these diverse data sets transforms complex natural phenomena into 

auditory experiences, making them accessible for educational, engagement, and creative 

purposes. In the realm of oscillatory coupling, the Biotuner offers insights into the 

interconnectedness of various physiological systems within an individual, such as heart-brain 

synchrony. This understanding has significant implications for comprehending health and 

behavioral patterns. Moreover, the Biotuner's application in analyzing harmonic interactions 

between individuals opens new possibilities for exploring social dynamics and collective 

behaviors, not only in humans but potentially in other species as well. Another crucial application 

lies in extending the methodologies of cognitive neuroscience. It introduces new harmonicity 

metrics that provide a fresh lens through which various states of consciousness can be examined, 

offering new insights into brain function during different cognitive and emotional states. 

Furthermore, these metrics can be correlated with phenomenological measures, paving the way 

for a deeper understanding of the neural basis of consciousness and subjective experiences. 

Code availability and resources 
 

The code of the Biotuner is accessible openly on Github: 

https://github.com/antoinebellemare/biotuner. 

More extensive documentation of the API and several notebooks of examples can be consulted 

here: https://antoinebellemare.github.io/biotuner/.  

A notebook containing the code to reproduce all the figures of this paper is also made available: 

https://github.com/AntoineBellemare/biotuner/blob/main/docs/examples/toolbox_paper_noteboo

k/Figs_biotuner_toolbox_paper.ipynb 

 

https://github.com/antoinebellemare/biotuner
https://antoinebellemare.github.io/biotuner/
https://github.com/AntoineBellemare/biotuner/blob/main/docs/examples/toolbox_paper_notebook/Figs_biotuner_toolbox_paper.ipynb
https://github.com/AntoineBellemare/biotuner/blob/main/docs/examples/toolbox_paper_notebook/Figs_biotuner_toolbox_paper.ipynb
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Conclusion 
 

The Biotuner Toolbox, a pioneering open-source python toolbox, epitomizes the 

convergence of neuroscience, music theory, and signal processing. Its core functionality lies in its 

ability to apply musical concepts such as harmony, rhythm, and scale construction to the analysis 

of biosignals. This unique approach offers a fresh perspective on the study of brain oscillations 

and their harmonic properties. The toolbox's structure is meticulously designed to handle various 

signal types, from neural recordings to environmental and physiological data, through its versatile 

biotuner_object. The Biotuner Toolbox exemplifies the significance of transdisciplinary work in 

fostering innovation and generating new research fields. By integrating principles from music 

theory into neuroscience, it opens untapped possibilities for analyzing and interpreting complex 

biosignals. This integration not only enhances scientific research but also extends its utility to 

artistic realms, enabling creators to translate natural rhythms and patterns into musical 

compositions. Such a cross-disciplinary approach is crucial for driving forward both academic and 

creative explorations, broadening the horizons of how we perceive and interact with the world 

around us. 
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General discussion 
 

The discussion section of this thesis follows the order of the main chapters and 

encapsulates their central findings. Initially, it provides a concise summary of these findings. 

Subsequently, it delves into the significant contributions of the research, discussing how divergent 

perception relates to creative cognition as well as the application of theories of harmonicity to the 

study of biological processes. In concluding this section, the insights from the emergent nexuses 

segment highlight the experimental paradigm's applicability beyond visual pareidolia to auditory 

modality, its potential in investigating machine pareidolia and in exploring how brain-computer 

interfaces may enhance creative processes. These future directions highlight the impending 

intersections among computational neurosciences, phenomenology, and digital arts. 

Summary of the findings 
 

Structured into two principal segments, the thesis first addressed pareidolia, investigating 

it as a manifestation of divergent perception—essentially the perceptual analogue of divergent 

thinking. This investigation was detailed across the initial three chapters. The latter two chapters 

shifted focus to an exploration of music creation derived from EEG signals. This exploration 

leveraged bioharmonic structures, facilitating the emergence of microtonal and polyrhythmic 

formalisms. The purpose of this approach was to delve into auditory multi-stability within a 

research-creation framework. 

In this thesis, the fundamental research component introduced a novel methodological 

approach to studying divergent perception. The initial chapter laid the theoretical groundwork for 

investigating divergent perception, proposing that aberrant salience is crucial in the development 

of pareidolic perception and creativity. The connection between the creative aspects of psychosis 

and psychedelic experiences with divergent perception was explored, alongside experimental 
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strategies for probing unconstrained pareidolia. Subsequently, a behavioral study was conducted, 

illustrating a correlation between creativity (measured through self-reports and objective 

assessments) and the occurrences and number of pareidolic perceptions. This study also 

uncovered that individuals with higher creative abilities experience pareidolia across a broader 

spectrum of fractal dimensions. Further, the neural correlates of pareidolia were investigated 

using Magnetoencephalography (MEG), revealing that the experience of pareidolic perceptions 

is associated with alterations in oscillatory power and that the link between stimulus fractal 

dimension and brain fractal dimension is influenced by the intensity of pareidolic experience. 

The research-creation segment of the thesis, encompassed in chapters four and five, 

presented evidence supporting the role of harmonic structures in brain signals and techniques for 

the derivation of musical structures from these physiological activities, introducing the concept of 

neuro-musical isomorphisms. This segment established methodological connections between 

music theory and computational neuroscience, leading to the development of biologically driven 

tuning systems and rhythms, metrics for the computation of bioharmonicity, and an 

implementation of transitional harmony. It was also proposed that Bayesian frameworks could be 

instrumental in the design of innovative brain-computer interfaces. The concluding chapter offered 

a more technical exposition of the Biotuner Toolbox, a Python package providing resources for 

researchers and artists to explore brain dynamics' harmonicity and create music based on 

biosignals. 

Sensory ambiguity as a source of creative exploration 
 

This section summarizes the main contributions of this thesis to the field of the 

neuroscience of creativity and to the cross-fertilization of music theory and biosignals analysis. It 

introduces divergent perception as a key to understanding creative cognition and outlines the 

theoretical, behavioral, and electrophysiological evidence linking statistical properties of visual 
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stimuli and creativity to pareidolic perception. Additionally, it explores innovative methods for 

generating musical structures from biosignals, suggesting that biology (and by extension 

ecosystems) can be the source of creative artifacts.  

Divergent perception is associated with divergent thinking 

 

The traditional view of creativity has often been limited to its expression through divergent 

thinking (Dietrich, 2004; Kim, 2006; Reiter-Palmon et al., 2019), defined as the ability to generate 

multiple solutions to a problem. This thesis, however, expands this view by introducing and 

exploring the concept of divergent perception. Divergent perception, as revealed through our 

research, offers a perfect context to study interactions of top-down and bottom-up processes in 

perceptual emergence. It is characterized by an individual's capacity to perceive recognizable 

forms within ambiguous or complex stimuli, a phenomenon known as pareidolia. 

Central to the findings is the empirical evidence that creativity correlates with the 

propensity to experience pareidolia. Individuals with higher levels of creativity, quantified through 

both a self-reported measure of phenomenology of the creative process and the Divergent 

Association Task (DAT), were observed to experience pareidolia more often and in a wider range 

of stimulus fractal dimensions. Creativity was correlated with specific aspects of pareidolic 

perception, particularly the fluency (the number of percepts identified) and flexibility (the ability to 

perceive percepts across diverse stimuli). 

The research also underscores the importance of the fractal dimension and contrast of 

visual stimuli in influencing and manipulating pareidolic perception. It was found that stimuli with 

intermediate fractal dimensions and higher contrasts were more likely to induce pareidolia, 

especially in individuals with lower creativity scores, whereas high-creatives reported pareidolia 

across a wider range of fractal dimensions. It suggests that the interplay between an individual's 

creative capacity and the sensory characteristics of their environment can significantly influence 
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their perceptual experiences. This finding points to the potential of external sensory inputs in 

either enhancing or moderating creative perception, offering new avenues for research in 

perceptual and cognitive psychology of creativity. Additionally, the implications of these findings 

for creativity assessment and training are significant. The clear link between divergent perception 

and divergent thinking posits pareidolia not just as an interesting psychological phenomenon but 

as a potential metric for assessing and nurturing creativity. 

Fractality of visual stimuli interacts with pareidolic experiences in predicting 

fractality of brain dynamics 
 

This research introduced the concept of fractality matching, which refers to the relationship 

between the fractal dimension of visual stimuli and the fractality in brain dynamics, as measured 

by different methods assessing signal persistence and memory (Hurst exponent, DFA), as well 

as irregularity and complexity (Sevcik and Petrosian) of the signal. Cognitive neuroscience 

research has recently brought forth the idea of complexity matching (Carpentier, 2020), where 

the complexity of external stimuli is mirrored by the complexity of neural signals. This thesis 

extends this concept by specifically examining the fractality, which is a measure of the scale-

invariance, computable on 2D matrices (e.g. visual stimuli) and time series (e.g. neural 

responses). 

What sets the findings apart is the discovery of a significant inverse relationship between 

the fractal dimension of visual stimuli (box-counting method) and the fractality of brain signals in 

visual areas. This inverse fractality matching indicates that as the geometric complexity of the 

stimuli increases, certain areas of the brain exhibit less complex signal patterns. Most intriguingly, 

this relationship is modulated by pareidolia, where higher frequencies of pareidolic experiences 

shift this fractality matching to a positive correlation. In other words, when individuals experience 

more pareidolia, the brain's signal complexity more closely matches the complexity of the stimuli. 
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In a broader context, the results on fractality matching contribute to the ongoing discussion 

about how brain neural signatures mirror and interact with bottom-up sensory information, 

suggesting that the brain's response to external stimuli is a dynamic and adaptive process that 

can be assessed using scale-free measurements of brain dynamics. This adaptability might be a 

fundamental characteristic of neural computation, enhancing the brain's capacity for efficient 

information processing and adapting to altered perceptual states (Moss et al., 2004; Taylor & 

Spehar, 2016). 

These results highlight the importance of considering the fractal nature of both stimuli and 

brain dynamics to understand cognitive processes. It opens new pathways for research in areas 

such as artificial intelligence, where understanding the principles of fractality matching could 

inform the development of more sophisticated neural network models that could synchronize to 

humans using biofeedback systems and different forms of complexity matching. 

Biosignals as embodied musical structures 
 

This thesis introduced concepts and methodologies at the confluence of neuroscience, 

music theory, and phenomenology. An integration of the concept of harmonicity to the broader 

context of brain dynamics was detailed, presenting supporting evidence from different clusters of 

the literature, drawing parallels between these fields, and finding tangible applications. I brought 

to light the integral role of harmony and resonance in both biological systems and musical 

compositions, reviewing theories such as the Binary Hierarchy Brain Body Oscillation Theory 

(Klimesch, 2018b) and the General Resonance Theory of Consciousness (Hunt, 2020; Hunt et 

al., 2019). The exploration of bioharmonies was also supported by the neuronal model of 

consonance which hypothesizes a matching between harmonics structures in sensory input and 

corresponding frequency structure in brain signals (Bidelman & Krishnan, 2009; Lerud et al., 

2014)(Bidelman & Krishnan, 2009; Lerud et al., 2014). These models underscore the importance 
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of harmonicity in neural communication and integrative functions. I introduced computational 

models that analyze harmonicity in biosignals, tackling nested harmonic structures in brain 

dynamics and their translation into musical systems. 

I demonstrated that brain signals exhibit harmonic properties measurable as arithmetic 

ratios of spectral peaks, drawing from the concepts of stationary and transitional harmony in music 

theory and applying them to biosignals. I also introduced new sonification methods for dynamic 

tuning construction, Euclidean rhythms generation and identification of spectral chords from brain 

signals. These methods, when integrated in real-time feedback loops, enable the generation of 

music that reflects the endogenous harmonic structure, offering a novel approach to model brain 

and phenomenological transitions. This work significantly contributes to the practical application 

of these theoretical concepts through the development of the Biotuner Toolbox, demonstrating 

the practicality of the presented theoretical concepts. Moreover, I proposed experimental 

protocols and models to study resonance and harmonicity in human-machine interactions. This 

opens new avenues for both artistic expression and scientific inquiry. This exploration 

simultaneously enhances our understanding of brain dynamics while opening new perspectives 

in musical composition and perception. 

In conclusion, the two last chapters contribute a unique blend of scientific innovation and 

creative exploration, presenting new ideas at the intersection of neuroscience, music theory, and 

phenomenology. I propose an original perspective on understanding and utilizing the harmonic 

structures inherent in brain dynamics, by enhancing traditional signal processing techniques in 

computational neuroscience with models of harmonicity. Simultaneously, this approach offers 

musical compositional tools that leverage the inherent complexity of biological processes to 

explore new musical formalisms. 
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Emergent Nexuses 
 

This ultimate section explores potential future converging paths of scientific inquiry, artistic 

creativity, and technological innovation, underscoring the timeliness of interdisciplinary 

approaches. The term Emergent Nexuses signifies the dynamic intersections (nexuses) across 

diverse disciplines, emphasizing how their interplay can catalyze simultaneous progress in 

science, art, and technology. These nexuses are not just points of intersection but are, in fact, 

crucibles of innovation and discovery. Through this interdisciplinary lens, we aim to deepen our 

understanding of the human experience, exploring how our perception shapes our reality and, in 

turn, how we express this reality through various forms of creativity. The Emergent Nexuses 

section, therefore, serves as a roadmap for future explorations of divergent perception in the 

broader context of computational neurophenomenology and digital arts. 

Auditory pareidolia 

In this thesis, I introduced a novel experimental framework for examining visual pareidolia, 

exploring its connections with trait creativity and specific neural patterns. Extending this research 

to auditory pareidolia presents a natural progression. A critical consideration in auditory pareidolia 

is defining what a 'meaningful auditory object' is. One way to address this challenge is by 

considering sense-making auditory experiences as being related to either the linguistic or the 

musical domains. Hence, linguistic auditory objects can be related to phonemes or words, 

whereas musical auditory objects could be linked to harmony (melodies, chords), rhythm, timbre, 

and sound source perception. In the context of linguistic ambiguity, techniques such as degrading 

word recordings or using electronic voice phenomena have been used to probe auditory 

pareidolia (Nees & Phillips, 2015; Williams et al., 2021). Extending the experimental design 

presented in this thesis, auditory fractal noise could be generated to explore the relation between 

stimulus fractal dimension and word illusions. The exploration of musical pareidolia is more 
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challenging due to the complex and dynamic nature of a 'musical object.' A promising initial step 

might entail evaluating the 'musicality' of ambiguous auditory stimuli on a spectrum or 

investigating the perceptual pitch of a melody within multistable sounds composed of complex 

harmonic frequencies, which could result in the formation of multiple potential virtual pitches.  I 

further suggest that the Biotuner Toolbox could help to develop cognitive models of auditory 

perceptual binding that will allow to generate multistable stimuli. 

Divergent perception in self-referential narratives 

In advancing our understanding of pareidolia's relationship with creativity, a promising 

future direction involves exploring the originality of pareidolic percepts. By employing 

computational semantics, such as Latent Semantic Analysis (LSA), we can quantify the semantic 

distance between words used to describe these percepts. This method offers a novel way to link 

perceptual and semantic creativity. Pareidolia also offers a unique lens to investigate the origins 

of narratives. It's well-documented that artists often draw on pareidolic experiences to generate 

ideas for scenes, dialogues, and character interactions (da Vinci & McCurdy, 1958; Gamboni, 

2002). Delving into how distinct and semantically varied pareidolic percepts shape narrative 

construction can offer insights into the cognitive foundations of innovative storytelling and 

narrative diversity. Tools like Divergent Semantic Integration (DSI) (Johnson et al., 2022), 

designed to measure the semantic divergence within a story's sentences, are particularly relevant 

in this context. Additionally, this line of inquiry could explore the role of visual stimuli properties, 

such as fractality, in the development of embodied narratives. Ultimately, this research could 

deepen our understanding of how perceptual experiences, in interaction with the properties of 

sensory information, inform and drive the formation of varied, self-referential narratives. 

Interestingly, a theory of narrative creativity has recently been proposed, stating that narrative 

techniques could foster shifts in perspectives and be used in creativity training (Fletcher & 

Benveniste, 2022). 
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Pareidolia in nature, human and machine 

 

I propose that the phenomenon of pareidolia also offers promise in the comparison 

between human and machine perception. Indeed, both can be conceived as relying on generative 

processes (A. Clark, 2013; Wittrock, 1992; Xu et al., 2015) and generative models have already 

been used for the simulation of visual hallucinations (Rastelli et al., 2022; Zhang et al., 2017). 

Future works could delve into how pareidolia manifests in natural environments and how it is 

interpreted differently by humans and machines. In natural settings, pareidolia offers a window 

into the deep interplay between human cognition and the natural world. A logical next step would 

be to evaluate pareidolic patterns observed in natural images, such as cloud formations, rock 

structures, and foliage, as well as in AI generated images. This research would help to understand 

how humans derive meaning and form patterns from the randomness inherent in nature and how 

these interpretations align with or diverge from artificial intelligence's assessments. By employing 

advanced image recognition technologies, we can analyze both natural and algorithmically 

generated fractal images to discern patterns and shapes that elicit pareidolic responses. This 

comparison could shed light on perceptual differences between human and machine vision, as 

well as enhance our understanding of how AI algorithms can be improved to mimic human-like 

pattern recognition. Furthermore, this opens new avenues in the exploration of the cultural and 

psychological aspects of pareidolia, through the investigation of how the concepts and images 

identified in natural pareidolia resonate with the collective imagery and cultural archetypes of the 

people inhabiting these natural environments. This area of research could strengthen the 

intersection of psychology, anthropology, and environmental studies, offering insights into how 

our surroundings influence our collective subconscious and cultural narratives. The investigation 

into pareidolia across nature, human cognition, and machine perception holds, I posit, the 

potential to unravel complex layers of interaction between our environment, our minds, and the 

rapidly evolving field of artificial intelligence. 
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Doing neurosciences with music theory 

The interdisciplinary fusion of neuroscience and music theory epitomizes the innovative 

spirit of this thesis, emphasizing their synergistic potential in enhancing our understanding of brain 

function and states of consciousness. The development of the Biotuner Toolbox, initially intended 

to explore the creation of bio-inspired musical structures, sparked the idea that computational 

models of harmonicity can be used to dissociate cognitive states. Preliminary analyses revealed 

that harmonicity metrics allow to distinguish between different sleep stages and wakefulness, 

adding information to classical PSD analyses (see Fig. S6.1). Another preliminary analysis 

significantly dissociates between DMT and placebo conditions using similar metrics (see Fig. 

S6.2). These findings warrant a systematic investigation into how these new metrics can 

effectively distinguish between different states of consciousness. 

Harmonicity in biological resonance 

 

Harmonicity metrics might prove useful in expanding our analysis techniques involved in 

the study of cross-frequency coupling and resonance in biological systems. The General 

Resonance Theory of Consciousness (Hunt et al., 2019) introduces a model where harmonicity 

and phase-coupling coalesce to form a simplistic yet profound understanding of resonance. This 

concept gains empirical support from preliminary results using Kuramoto models, as shown in 

Figure S6.3., where the enhancement of harmonicity in oscillators leads to maximized system 

coupling. Such findings propel us to consider the joint analysis of different life forms, such as 

plants and animals, to explore the universality and diversity of biological resonance. Our 

exploration into harmonicity metrics sheds light on their potential utility in refining analytical 

techniques used in studying cross-frequency coupling and resonance in biological systems. As 

we edge closer to understanding these complex interactions, these metrics might reveal novel 
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insights into the fundamental principles governing neural communication and integrative 

processes. 

Biofeedback as a technology of ambiguity: the uncanny valley of the projected 

self 

 

Biofeedback mechanisms can be leveraged to create a bridge between the subjective 

inner world of human consciousness and the physical substrates of neural processes. This 

technology allows individuals to gain insights into their physiological states, which are typically 

unconscious. By translating biosignals, such as brainwaves, into auditory or visual outputs, 

biofeedback acts as a unique mirror, reflecting the intricate workings of the mind. This reflection 

can be both enlightening and unsettling, as individuals confront direct manifestations of their 

cognitive and emotional states. The concept of the "uncanny valley" (Mori et al., 2012) finds a 

novel interpretation in biofeedback. Here, the discomfort traditionally associated with near-human 

artificial entities in robotics is mirrored in the experience of individuals confronting intimate 

reflections of their inner states. This phenomenon underscores the fine line between self-

perception and objective data, creating a dissonance as the line between self-perception and 

objective data becomes blurred. The biofeedback thus creates an "uncanny valley" of the self, 

where the familiarity of one's inner processes is juxtaposed with the strangeness of their external 

representation. 

Biofeedback presents a unique method for amplifying pareidolia, a process where random 

or vague stimuli are perceived as significant or familiar. I suggest that by translating complex 

biosignals into sensory outputs, biofeedback engages individuals in a feedback loop that 

accentuates the tendency to find meaningful patterns in ambiguous inputs. This process does 

more than just deepen personal insights into creativity; it actively harnesses the inherent 
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ambiguities in biosignals to stimulate pareidolia. Consequently, this enhanced pareidolia could 

offer a richer understanding of individual interpretive skills and cognitive processes. 

Simultaneously, biofeedback systems hold the potential to emulate altered states of 

consciousness by manipulating stimuli properties, leading to cyber-psychotropic states. These 

digitally-induced altered states, resembling the effects of psychoactive substances, can be 

reached through the strategic alteration of sensory inputs in a cybernetic environment (Suzuki et 

al., 2017). This manipulation relies on the creation of immersive experiences that mimic the 

cognitive and perceptual features of states such as deep meditation or psychedelic experiences. 

Since such states are often associated with heightened pareidolic experiences, I suggest that the 

ambiguity of generative sensory environments can emulate altered perceptual experience 

participating in the emergence of cyber-psychotropic states. Thus, I suggest that biofeedback 

emerges as a tool for introspection as well as a means to explore and expand the human 

experience of creativity and perception. 

The integration of artificial intelligence in biofeedback systems (DiPaola & Song, 2023; 

Idrobo-Ávila et al., 2022; Kitson et al., 2019) offers a dual-faceted approach to enhancing human 

creativity and consciousness exploration. Firstly, by employing artificial neural networks to model 

various altered states of consciousness, these states can be transformed into specific 

neurofeedback targets. This novel approach allows for more precise guidance in directing the 

trajectory of mental states during neurofeedback sessions. By identifying and modeling the neural 

patterns associated with these altered states, such as deep meditation or heightened creativity, 

AI-driven neurofeedback can assist individuals in achieving these states more effectively and 

consistently. Secondly, the role of generative AI in biofeedback is to create customized content 

that aligns precisely with the desired neurofeedback goals. This involves using AI to analyze the 

individual's current neural state in real-time and adaptively generate stimuli—visual, auditory, or 
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sensory—that maximize the trajectory towards this state. The aim is to create an immersive 

experience that effectively guides the individual towards their targeted mental state. 

Lastly, the merging of biofeedback with virtual and augmented reality technologies 

introduces the concept of neuro-enchantment and technological hypnosis. These technologies 

can induce states of enchantment or transformation, significantly influencing creativity and 

perception (Ali et al., 2014). By immersing individuals in artificially created environments that 

respond to their biosignals, these technologies can alter one's sense of reality, thereby opening 

new realms of creative expression and self-exploration. In conclusion, biofeedback stands at the 

forefront of exploring the intricate relationship between human perception, creativity, and 

technology. By enhancing pareidolia, emulating altered states, integrating generative AI, and 

utilizing advanced virtual technologies, biofeedback serves as a powerful tool for exploring the 

ambiguous territory of the projected self. It offers insights into the depths of human creativity, 

paving the way for new forms of artistic expression and collaborative creativity. 

Conclusion 
 

This thesis has explored how perceptual ambiguity participates in the creative process, 

proposing an experimental paradigm for the study of unconstrained pareidolia through the 

manipulation of statistical properties of visual stimuli. It was shown that pareidolia is linked to the 

capacity for divergent thinking and is underpinned by unique oscillatory patterns and scale-

free/complexity dynamics in the brain. These findings mark the initial steps towards a systematic 

exploration of divergent perception. Furthermore, the significance of harmonicity in analyzing 

biosignals was highlighted, incorporating analytical techniques from music theory into cognitive 

neuroscience. Additionally, this work introduced a Python toolbox aimed at examining the 

harmonicity of biosignals. This toolbox serves both the scientific investigation of biological states 

and the innovative exploration of new musical forms. 
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Appendices 
 

SUPPLEMENTARY MATERIAL (CHAPTER 1) 

 
 

 
 
Figure. S2.1. Pareidolia for high- and low- creatives across fractal dimensions Related to Figure 2.5. 
To understand more precisely how creativity, fractal dimension and contrast interact in predicting pareidolia 
occurrences, we first divided subjects in low- and high-creatives using a median split, and then conducted 
regression analyses between FD and pareidolia for low-to-mid contrast and high-contrast images. For 
images with high contrast, we show significant quadratic regression for low-creatives (∆R2=.32, p=.003), 
while for high-creatives, only linear regression significantly predicts the occurrence of pareidolia (∆R2=.05, 
p=.16). For images with low to-mid-contrast, we report a significant quadratic regression only for the high-
creative group (∆R2=.53, p<.001). This figure illustrates the tendency of low-creative individuals to 
experience pareidolia more often at mid-FDs (around 1.3). (a) High-contrast images. (b) Low-mid-contrast 
images. ∆R2 corresponds to the change in the coefficient of determination when going from linear to 
quadratic regression model. 
 
 
 



  

264 
 

 
 
 
Figure S2.2. Image-based analysis of pareidolia occurrence (left column) and frequency of 
occurrence (right column) across subjects. Related to Figure 2.2. This image-based analysis of 
reported pareidolia was conducted to check whether there was some evidence for consistency across 
participants in their responses to identical stimuli. If the responses of the participants (i.e. pareidolia 
occurrence and number of percepts) were random and unrelated to pareidolia occurrence, we’d expect the 
mean pareidolia responses for the stimuli to be similar across stimuli. First, we computed the mean value 
of pareidolia occurrence and number of percepts reported for each single image. We then computed new 
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means for the same variable but this time after randomly shuffling the provided responses across all stimuli 
(as a realization of a mean of random responses for each stimulus). We also computed the results using 
the mean of 10 such randomizations. If the participants’ responses were driven by pareidolia, rather than 
random behavior, we’d expect that -across the group- some images will elicit more pareidolia than others. 
a, b. Ranking of individual images (360 x 3 contrast levels) by their mean pareidolia scores across subjects. 
The original data contain more images associated with very rare and very frequent pareidolia than 
distribution obtained by randomized data across stimuli and subjects. c, d. The distribution plot for the 
original data also shows longer tails than the surrogate data. e, f. differences between the distribution of 
the original pareidolia response data and 1000 randomized sets of responses using two-sample 
Kolmogorov-Smirnov tests. Both for pareidolia occurrence and for the number of objects variables, we 
found that the response distributions across subjects were significantly different from the distributions of 
random behavioral responses. These results indicate that the distribution of the original data significantly 
differs from that of randomly generated behavioral responses. 
 
 

 
 
Figure S2.3. Comparing correlations between spontaneous pareidolia, creativity questionnaire and 
fractal dimension for different threshold values. Related to Figure 2.2. We introduced a measure for 
the concept of “spontaneous pareidolia” to capture the quick emergence of pareidolic percepts that “pop 
up” and distinguish them from later events that result from an active and deliberate search in the ambiguous 
stimulus. This required a temporal threshold to define what we consider to be a quick/spontaneous 
emergence. We tested spontaneous pareidolia at three different thresholds (1.5, 2 and 2.5 sec). (a) 
Spearman correlations between self-reported creativity (ECQ) and spontaneous pareidolia across 
thresholds. (b) Spearman correlations between divergent association task (DAT) and spontaneous 
pareidolia across thresholds. (c) Spearman correlations between fractal dimension of stimuli and 
spontaneous pareidolia across thresholds. From this investigation, 2 seconds seems to be a reliable 
threshold to adopt.    
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Figure S2.4. Distribution plots for the six variables in the correlation matrix with Shapiro-Wilk 
normality tests. Related to Figure 3. 
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Table S2.1. Moderation effect of FD on Divergent Thinking in predicting Pareidolia (Par). Related to 
Figure 2,4D. Number of participants = 42, number of trials = 360, total N = 15,120. *: p < .05; **: p < .01; 
***: p < .001. GLMM built to predict pareidolia occurrences from Divergent Thinking (DAT), fractal 
dimension (FD) and contrast.   
 
 
 

SUPPLEMENTARY MATERIAL (CHAPTER 3) 

Complementary analysis on brain fractality 
 

Complementing the Hurst exponent and Detrended Fluctuation Analysis (DFA), the fractal 

dimension of brain signal was further assessed using Higuchi's, Petrosian's, and Sevcik's 

algorithms, which have previously been used to study EEG brain dynamics (Eslahi et al., 2019; 

Hadjidimitriou et al., 2010), and are implemented in Neurokit2 python package (Makowski et al., 

2021).  These methods diverge from Hurst and DFA by focusing on the geometric complexity of 

the time series. Higuchi's and Petrosian's algorithms estimate the temporal complexity over time, 

while Sevcik's algorithm measures the signal's curvature length, providing an additional 

perspective on the fractal characteristics of brain activity. 

  

The findings indicated a significant negative correlation between bFD and stimulus FD in 

occipital areas, evident in both Petrosian (effect sizes: -0.23 to -0.44, prange: 0.01 to 1.2e-07) and 
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Sevcik FD metrics (effect sizes: -0.28 to -0.34, prange: 8.2e-04 to 2.1e-04) (refer to Fig. S1 C-D). 

Conversely, Higuchi FD exhibited a different pattern, showing an increase in association with 

pareidolia for few central sensors (effect sizes: 0.05 to 0.07, prange: 5.0e-04 to 3.4e-05), along with 

a significant interaction between creativity level and pareidolia in the left occipital region (effect 

sizes: 0.15 to 0.17, prange: 5.5e-04 to 2.9e-04) (see Fig. S1 A-B). This interaction suggests that 

for high-creative individuals, a greater number of pareidolic percepts correlates with increased 

Higuchi FD, whereas for those with lower creativity levels, the effect is reversed. 

 

These findings enhance our primary results obtained using Hurst and DFA. They indicate 

that, in contrast to measures of long-range temporal correlation, Petrosian and Sevcik FD capture 

only lower-level processing. This is evidenced by the negative correlation in occipital regions and 

the absence of interaction with the number of pareidolic percepts. Meanwhile, the Higuchi FD, 

although not directly related to stimulus FD, uniquely correlates with creativity levels. This 

suggests that in high-creatives, occipital complexity positively correlates with pareidolia, whereas 

in low-creatives, the correlation is negative, highlighting distinct effects of pareidolia on visual 

processing between low and high-creatives. 
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Figure S3.1. Interaction of pareidolia and creativity in predicting fractal dimensions of brain activity. 

(A) Topographic maps of fixed effects and interaction terms of pareidolia and stimulus FD in predicting 

Higuchi Fractal Dimension (HFD). (B) Predicted values of the interaction between pareidolia and stimulus 

FD in predicting HFD, averaged across significant sensors. (C) Topographic maps of fixed effects and 

interaction terms of pareidolia and stimulus FD in predicting Petrosian Fractal Dimension (PFD). (D) 

Topographic maps of fixed effects and interaction terms of pareidolia and stimulus FD in predicting Sevcik 

Fractal Dimension (SFD). White dots across the topographic maps represent statistically significant regions 

(p < .05 after FDR correction). Nobs = 2687. 
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Table S3.1. Coefficient range and p-value range for significant electrodes in the model 
predicting resting state conditions (refer to Fig. 6) 
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SUPPLEMENTARY MATERIAL (GENERAL DISCUSSION) 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S6.1. Comparing wakefulness with Slow-Wave-Sleep using harmonicity metrics. (a) 

Topomaps of the estimate of the harmonicity model. This model had four harmonicity metrics, the mean 

peaks frequency, and all the two-way interactions as fixed effects. White stars indicate significance level at 

p < 0.01. (b) Topomaps of the estimate of the harmonicity + relative PSD model. This model is the same as 

the harmonicity model with the addition of relative Power Spectral Density values as well as their two-way 

interactions. White stars indicate significant level at p < .05. The values for the colorbar are not leveled 

across topomaps since the values were too different, hence the topography of the effect would not have 
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been visible. Frequency bands: Delta (2-4Hz), Theta (4-8Hz), Alpha (8-13Hz), Beta (13-30Hz), Gamma (30-

60Hz). 

 

Figure S6.2. Tracking the temporal evolution of DMT using harmonicity and complexity metrics. 

Left: This part of the figure displays a correlation matrix that elucidates the relationship between various 

measures of harmonicity and complexity. Each cell within the matrix indicates the strength and direction of 

the correlation between two measures, with the color intensity and sign indicating the magnitude and nature 

(positive/negative) of the correlation coefficient. Right: This graph illustrates the temporal evolution of 

features for the frontal region, averaged across subjects, comparing the effects of DMT and Placebo. It 

shows the variation over time (in minutes) of the maximum harmonicity, Lempel-Ziv complexity (LZc), and 

1/f slope, providing insight into how these measures change in response to the substances. The data is 

derived from the study conducted by Timmermann et al. (2019). 

 

 

Figure S6.3. Impact of harmonicity on phase-coupling using Kuramoto Model. Three Kuramoto 

models were compare, each with different values of harmonicity between their coupled oscillators.  


