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Abstract

Development and Implementation of Deep Learning Algorithms for
Restoring Images Degraded by JPEG Compression

Syed Safwan Sajjad Rakib Ahsan

JPEG is one of the most popular image compression techniques in the world. Its

effectiveness has led to it being used in diverse sectors such as satellite imaging, medical

imaging, image storage systems and multimedia. With the diverse use of JPEG compres-

sion algorithms, it has also become necessary to develop deblocking algorithms to mitigate

the compression loss caused by the compression. With the advent of deep learning, several

methods have been developed for JPEG image deblocking. The quality factor or QF value

is vital to the compression process. Most deep JPEG deblocking networks face the chal-

lenge of requiring the image to be compressed by a QF value which is part of the training

process. If the image is compressed by any other QF value, the performance and deblock-

ing quality of the network severely degrades.

In this thesis, two different schemes are proposed to solve this issue. The first proposed

scheme aims to tackle the problem from the out-of-distribution point of view, whereas the

second proposed network aims to tackle the problem from a meta-learning point of view.

The effectiveness of the proposed schemes is validated by conducting experiments employ-

ing two different benchmark datasets. The proposed networks are shown to outperform the

state-of-the-art deep JPEG deblocking networks as shown by the quantitative and qualita-

tive comparative studies.
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Chapter 1

Introduction

1.1 General

With the advent of digital cameras and the explosion of digital images on the internet,

image compression has become an extremely essential task. Various image compression

algorithms have been developed for the efficient use of storage systems for images. JPEG is

one of the most popular and widely used algorithms in image compression. JPEG finds its

application in various fields, including satellite imaging, medical imaging, image storage

systems, and multimedia.

One of the main drawbacks of using JPEG for image compression is that JPEG is a

lossy image compression technique. It means that decompressing an image compressed

by the JPEG algorithms does not result in retrieving the original image. The decompressed

image suffers from a lack of visual quality and often has noticeable deformations caused by

the suppression of high-frequency components in the image, commonly known as blocking

artifacts. The main goal of developing the state-of-the-art decompression algorithm is to

make the compressed image more visually appealing and reduce the compression artifact.

Before the advent of deep-learning methods, traditional methods were predominantly

1



used for the task of JPEG image deblocking. Adaptive post-filtering [1], pointwise shape-

adaptive DCT (SA-DCT) [2] and wavelet-based deblocking [3] are some of the widely

used traditional techniques. Among these traditional techniques SA-DCT [2] has shown

the best performance. One of the earliest deep learning based method ARCNN [4] has

succesfully outperformed the best performing classical method SA-DCT. Afterwards, the

research community focused on developing newer and better performing deep learning

based methods for the task of JPEG image deblocking rather than focusing on the tradi-

tional techniques.

Deep neural networks have shown remarkable results in various image restoration tasks

[5–21]. They have also performed impressively when applied to deblocking images com-

pressed by the JPEG algorithm [4], [22], [23], [24], [25]. By optimizing a non-linear func-

tion using backpropagation, deep neural networks learn the mapping between the degraded

image and their corresponding high-quality images. The research community has devel-

oped a lot of deep neural network-based JPEG Deblocking networks, which can mainly be

classified into Deep Non-blind JPEG Deblocking and Deep Blind JPEG Deblocking net-

works.

Non-blind JPEG Image deblocking networks focus on removing the artifacts of a de-

graded image decompressed by a unique and known QF value. One of the first networks of

such a kind is the artifact reduction convolutional neural network (ARCNN) [4]. The de-

blocking of the image is done in four stages in ARCNN, namely feature extraction, feature

enhancement, mapping, and reconstruction. ARCNN shows improved performance from

its predecessors, such as SRCNN [26], by improving the mapping accuracy by deploying

two layers of feature extraction and enhancing the extracted low-level features.

In Trainable nonlinear reaction diffusion (TNRD) [22], diffusion partial differential

equation is used to model the task of JPEG image deblocking. The solution of the partial
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differential equation is then implemented using convolution operation and non-linear acti-

vation functions. The parameters are obtained by training the network with the degraded

image and their corresponding ground truth image using backpropagation.

Deepboosting [27] is a network that combines the boosting algorithm with convolu-

tional neural networks to improve the performance of various image restoration tasks, in-

cluding JPEG image deblocking. Deepboosting uses higher depth and width to provide

significant improvement in performance. The vanishing gradient problem is dealt with by

deploying dense residual connections.

A significant drawback of using deep non-blind JPEG deblocking networks is that their

performance degrades severely when applied to deblock degraded images compressed by

QF values other than the values used to train the network. To address this issue, deep non-

blind networks have been developed by the research community. Deep blind networks are

discussed in Section 1.2.

1.2 A Brief Review of Deep Blind JPEG Image Deblock-

ing Networks

Deep blind networks deal with the problem of deblocking images degraded by a value

of the quality factor not used in the images for the training of the networks. A special

type of deep blind network can deal with a range of QF values using multiple models of

the same network trained with images compressed with different QF values. These net-

works are called deep pseudo-blind networks. In this section, a review of some of the deep

pseudo-blind JPEG image deblocking networks [28–31] is presented.

Most deep pseudo-blind networks have two parts. The first part, known as the QF es-

timation module, estimates the probability of a QF used to compress the input image, and

the second part is a collection of a certain number of pre-trained models of a deep network

3



that actually performs the task of deblocking. A QF estimation module is used to estimate

the probability that the QF value of the input image falls into certain classes for which an

equal number of models of the same network have already been trained. For example, if

the pseudo-blind scheme in its second part has four models of the network pre-trained with

images with QF values of q1, q2, q3 and q4, respectively, then the QF estimation module

estimates the probabilities that the input image has been degraded using QFs of q1, q2, q3

and q4. Then, in the second part, the network trained using the images degraded with the

QF with the highest probability is selected to deblock the input image.

In the pseudo-blind network of [28], the authors have devised a deep dual domain blind

network (D3SN). The deblocking network (the second part) consists of two parallel seg-

ments: a sub-network that performs deblocking in the DCT domain and a sub-network that

performs deblocking in the pixel domain. The outputs of the two networks are then suitably

combined to get the final deblocked image.

In [29], inception-based artifact reduction convolution neural network (IACNN) is one

of the first networks to use inception blocks for JPEG image deblocking. It uses a cascade

of two inception blocks for the task of blind JPEG image deblocking. The use of inception

blocks enables the network to deblock the compressed image by extracting feature maps at

various depths and extracting multi-scale features.

Another notable network for blind JPEG image deblocking is the dual pixel wavelet do-

main with a soft encoding network (DPW-SDNet) [30]. This combines the prediction from

the pixel and wavelet domains to provide soft decoding performance. The combination of

the outputs of the two branches of DPW-SDNet, the pixel domain branch and the wavelet

domain branch, results in the extraction of better feature maps for the tasks of JPEG image

deblocking.

The resource-efficient blind quality enhancement (RBQE) scheme [31] is another deep

blind JPEG image deblocking network that increases the depth of the deblocking network
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based on the estimated QF of the input degraded image. When the QF is lower, the com-

pression noise is higher. Hence, a deeper network is required to deblock the compression

artifacts. To determine the stopping point of applying the deblocking operation, RBQE uti-

lizes the sum of squared non-DC Tchebichef moments for performing the non-reference-

based image quality assessment.

1.3 Motivation and Objectives

As seen from the review of Section. 1.2, the deep pseudo-blind networks succeed in

solving the problem of deblocking an image in which the degradation QF of the input im-

age is unknown only to a certain extent. In an ideal scenario, if the deblocking network

has four models trained with QF values, q1, q2, q3 and q4, and if the input image has been

compressed by one of these four QFs, then such networks will result in deblocking the

input image successfully. However, if the QF of the input image is not one of these four

QF values, then the performance may be severely affected.

The objective of this thesis is to develop deep JPEG deblocking schemes that can ad-

dress the drawbacks of the existing deep pseudo-blind JPEG deblocking networks men-

tioned above. This thesis proposes two different schemes for blind JPEG image deblocking.

In the first scheme, a novel deep learning-based blind JPEG image deblocking scheme is

developed that utilizes four modules, namely, JPEG image QF detection, out-of-distribution

detection, image quality assessment, and JPEG image deblocking module, which can ef-

ficiently handle the degraded decompressed images obtained by in and out-of-distribution

QF values. In the JPEG deblocking module of this scheme, there are multiple models of

the same deep deblocking network, each of which is trained with a particular QF value.

In the second scheme, a single model of a JPEG deblocking network is used. The model

is trained using a meta-learning algorithm to make it robust enough to deal with images
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degraded with a wider range of QF values compared to the first scheme thus improving the

network’s generalization capability. In view of the fact that in this scheme uses only one

trained model, its computational complexity and memory usage is significantly lower than

that of the first scheme with a slightly lower performance.

1.4 Organization of the Thesis

The thesis is organized as follows. Chapter 2 provides some background material, such

as JPEG compression, convolutional neural networks, transformers and SwinIR architec-

ture, pertinent to the work undertaken in this thesis. Chapter 3 starts with the presentation of

the first JPEG deblocking scheme proposed in this thesis. This scheme, referred to as OOD-

Net, is a deep blind JPEG image compression deblocking scheme that utilizes in and out-

of-distribution detection. A detailed ablation study is carried out on the proposed scheme to

show the effectiveness of the design of the proposed scheme. Performance of the proposed

scheme is compared with that of the existing state-of-the-art schemes. In Chapter 4, the

second scheme, referred to as MetaNet , for JPEG image deblocking using meta-learning

is presented. A detailed ablation study is performed to demonstrate the importance of the

various ideas used in the proposed scheme. The performance of the proposed scheme, in

terms of PSNR and SSIM, is compared with the state-of-the-art schemes. Finally, Chapter

5 concludes the thesis by summarizing the work and highlighting the contributions made in

this thesis. Some suggestions for further investigation of the work undertaken in the thesis

are also provided.
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Chapter 2

Background Material

In this chapter, some background materials pertinent to the work undertaken in this

thesis are presented. First, a brief overview of the JPEG image compression algorithm

is given. Then, a brief discussion on convolutional neural networks and transformers is

given based on which the state-of-the-art deep blind and non-blind JPEG image deblocking

networks are built. Finally, a detailed discussion on the network of SwinIR [32] is presented

based on which OODNet in Chapter 3 and MetaNet in Chapter 4 is designed. All these

aforementioned topics are vital as background materials to understand the work presented

in this thesis.

2.1 JPEG Image Compression Algorithm

Since its standardization in 1992, JPEG has been the most popular image compres-

sion algorithm for reducing the size of digital images while maintaining perceptual quality.

JPEG is a lossy compression technique, which means that information is lost during this

process. To understand the process further, we discuss the JPEG image compression algo-

rithm for RGB images in this section.

The first step towards compressing an RGB image is transforming the color space to
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YCbCr. YCbCr also has three channels; the Y channel is the luminance channel containing

the brightness information, whereas Cb and Cr contain color information of the chromi-

nance blue and chrominance red channels. Human eyes are more sensitive to the bright-

ness of an image or the luminance channel. The JPEG algorithm exploits this phenomenon

by reducing information from the luminance channels without significantly impacting the

perceptual quality.

The second step is downsampling. As discussed in the previous paragraph, human eyes

are not very sensitive to the color information of an image. Hence, downsampling is ap-

plied on the chrominance channels Cb and Cr. The luminance channel is kept intact at

this stage of the algorithm. The application of downsampling on the chrominance channels

reduces the image size to half its original size.

Then, in the third step, the pixel data of each of the three channels is divided into blocks

of size 8X8. After this, the later mathematical operations are applied to each pixel individ-

ually.

Next, each of the aforementioned blocks of size 8X8 is passed through a two-dimensional

DCT (2D-DCT) transformation. Let x[m,n] be a high-quality image (0 ≤ m ≤ M−1, 0 ≤

N ≤ N − 1), the size of which we want to compress. The image x[m,n] is divided into

R non-overlapping blocks wr[m,n] (r = 1, ..., R), each of which has a spatial resolution

of size 8X8. After that, each block wr[m,n] is passed through a two-dimensional DCT

(2D-DCT) transformation, and we obtain its coefficients Wr[k, l] as:

Wr[k, l] = 4
T−1∑
m=0

T−1∑
n=0

wr[m,n] cos(
kπ(2m+ 1)

2T
)

cos(
lπ(2n+ 1)

2T
) 0 ≤ k ≤ T − 1, 0 ≤ l ≤ T − 1

(1)

The next step is quantization. To do so, the matrix obtained by applying 2D-DCT is

divided by a precalculated matrix, and the results are rounded to the nearest integer value.
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The precalculated matrix or quantization table is generated using the quality factor (QF)

value. The higher the QF, the lower the compression and the higher the image quality.

QF can be any value between 1 to 100, where 1 means the highest compression and 100

means no compression. Hence, we can say that QF value plays a significant role in the

compression process. A quantization matrix generated by MATLAB for QF = 30 is given

in Fig. 2.1.



27 18 17 27 40 67 85 102
20 20 23 32 43 97 100 92
23 22 27 40 67 95 115 93
23 28 37 48 85 145 133 103
30 37 62 93 113 182 172 128
40 58 92 107 135 173 188 153
82 107 130 145 172 202 200 168
120 153 158 163 187 167 172 165


Figure 2.1: Quantization Matrix for Q=30 generated using MATLAB.

We can see from the quantization matrix that the values are higher in the bottom right

portion of the matrix, which signifies that high-frequency components of the image are

suppressed more compared to the lower frequencies. This works because human eyes are

less sensitive to the high-frequency components of the image.

The final step in JPEG image compression is entropy encoding. This step is completely

lossless as no information is lost. RLE (Run Length Encoding) and Huffman Coding algo-

rithm are used to reduce the space without losing any information.

The JPEG compression algorithm is depicted in Fig. 2.2, where we can clearly see the

six steps involved in compressing an RGB image.

When the compressed image is decoded by an image viewer, all the steps mentioned

above are performed in the reverse order. The compression artifacts are a result of applying

DCT to the image to reduce the size of the image. The goals of JPEG image deblocking is

9



Figure 2.2: Graphical Illustration of the JPEG Compression Algorithm

to remove the blocking artifacts created by the application of DCT in images.

2.2 Convolutional Neural Network

Convolutional neural networks (CNN) have revolutionized deep learning. It has been

applied successfully to various computer vision and natural language processing tasks.

CNN was first introduced in 1998 by LeCun, et.al [33], which solved a practical problem

of recognizing hand-written digits. The network was called LeNet, which was named after

LeCun. With the advancement of computer hardware and the availability of GPUs capable

of parallel computing, increasing the depth of convolutional neural networks has been pos-

sible. Some examples of deep CNNs include VGG16 [34] and ResNet [35]. Deep CNN has

been successfully used in various vision tasks including JPEG image deblocking [4], [29],

image superresolution [26], [36], [37], [38] and image classification [35], [34]. A convolu-

tional neural network capable of image classification has three layers: convolutional layers,

pooling layers, and fully connected layers. Each of the layers plays a vital role in the net-

work and has specific tasks associated with them.

The convolutional layers apply the mathematical operation on the intended image to

extract feature maps. This layer deploys multiple filters of size D X H X W, where D is

the depth of the filters, and H and W are, respectively, the height and width of the filters.
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Activation functions such as ReLU [39] are added after the convolution layer to introduce

non-linearity in the network.

Pooling layers are another vital part of the convolutional neural network. Pooling layers

reduce the spatial resolution of the feature maps, which aids significantly in reducing the

computational complexity. The decrease in spatial resolution enables further use of a larger

number of filters to extract more robust features without increasing the computational com-

plexity. There are two main types of pooling operations: average pooling and max pooling,

which are used based on the design and requirements of the network.

The final layer of a typical convolutional neural network architecture is fully connected

layers. Fully connected layers are mainly used for image classification, image clustering,

and speech recognition tasks. For other tasks, such as image denoising and image deblock-

ing, the final layer is a 1X1 convolutional layer. For classification purposes, the output of

the final fully connected layer is passed through a SoftMax function to get a probability

distribution from the output.

We discussed the components in a typical convolutional neural network above. Along

with the components mentioned above, various other operations, such as batch normaliza-

tion and layer normalization, are also applied based on the type and requirement of the

network. A typical convolutional neural network is depicted in figure reffig:.

2.3 Transformer

Transformer, first introduced in [40], has revolutionized the fields of natural language

processing and computer vision. The ability to handle sequential data made transform-

ers useful for natural language processing tasks. With the advent of Vision Transformers

(ViT) [41], transformers have been successfully utilized in computer vision tasks.
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Figure 2.3: Basic Architecture of a Transformer

This section discusses the transformer architecture introduced in [40]. The transformer

mainly has two parts, namely- encoder and decoder.

The encoder is composed of six identical layers stacked upon each other. Each layer

consists of two sub-layers, a multi-head self-attention mechanism, and a second is a simple

position-wise fully connected feed-forward network. A residual connection [35] followed

by a layer normalization [42] is employed around each sub-layer.

The decoder also is composed of six identical layers like the encoder. There is an addi-

tional third sub-layer of multi-head attention along with the previous two sub-layers, multi-

head self-attention, and a simple position-wise fully connected feed-forward network of the

encoder. Residual connection and layer normalization are also applied. The self-attention

sub-layer in the decoder stack is also modified to aid in better prediction results.

The basic architecture of the transformer is depicted in Fig. 2.3. This figure is taken

from [40], where transformers were first introduced.
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2.4 SwinIR:Image Restoration Using Swin Transformer

SwinIR [32] is a state-of-the-art network that has successfully been applied to image

super-resolution, image denoising, and JPEG image deblocking. SwinIR combines the

capabilities of both convolutional neural networks and transformers. The main block of

SwinIR is the Swin transformer layer [43]. In this section we discuss about the details of

the SwinIR network.

SwinIR architecture can be divided into three functional parts: shallow feature extrac-

tion, deep feature extraction, and high-quality image reconstruction. Each of these parts

plays a unique role, and together, they provide superior performance in image restoration

tasks.

Shallow feature extraction is built using convolutional layers. This layer extracts feature

maps, which later help in deep feature extraction. As convolution layers are very good at

early visual processing, it leads to stable training and optimization of the SwinIR network.

A 3 X 3 convolutional layer is used to extract the feature maps.

Deep feature extraction utilizes the capacity of Swin Transformer layers, which are

embedded within the RSTB (Residual Swin Transformer Block) with residual connections.

Residual connections have been used a lot to improve the performance of various computer

vision tasks, such as image classification [35], image superresolution [44], [45] [46], and

JPEG image deblocking and denoising [47]. The output of the final STL of a RSTB is

passed through a 3 X 3 convolutional layer. Adding this final layer of convolution at the

end of an RSTB helps in an efficient combination of the shallow and deep features.

The final part of the SwinIR network is the high-quality image reconstruction module.

This module does the final combination of the shallow and deep features. Shallow features

mainly contain low-frequency components, whereas deep features extracted by the deep
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Figure 2.4: Network Architecture of SwinIR

feature extraction module contain high-frequency components. The low-frequency com-

ponents extracted by the shallow feature extraction module are directly transferred to the

image reconstruction module using a skip connection. For the task of JPEG image deblock-

ing, which does not require upsampling, a single convolutional layer is used for the image

reconstruction.

The network architecture of SwinIR is depicted in Fig. 2.4. This figure is taken

from [32], the paper introducing SwinIR.

2.5 Summary

This chapter has presented the relevant background material necessary for understand-

ing the work of this thesis. The chapter starts with a discussion of the JPEG compression

algorithm. Gradually, the architectures of convolutional neural networks and transformers

are discussed. Finally, the chapter is ended with the discussion on SwinIR network, its

architecture and various components associated with it.
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Chapter 3

JPEG Image Deblocking using In and

Out-of-Distribution Detection

3.1 Introduction

Existing state-of-the-art deep pseudo-blind JPEG deblocking networks focus on deal-

ing with QF values of a particular set. For example, most can deal with JPEG images

compressed with certain QF values. The performance immediately drops if the image is

compressed with any QF value outside the values the networks were used to train with.

In an ideal scenario, qmax − qmin + 1 networks can be trained to address this issue where

qmin = 1 and qmax = 100. This creates a problem as training deep JPEG deblocking net-

works requires a lot of time and resources. This seriously inhibits the practical usability

of such networks. Different images compressed with the same QF factor show variety in

performance when passed through networks trained with different QF values. Hence, se-

lecting the appropriate network is of utmost importance for each input image. We can see

in Fig. 3.1 that two images compressed with the same QF 35 value, when exposed to two

networks trained with QF 30 and QF 40, show different results. For the buildings image,

the performance of the deep deblocking network trained with QF = 30 is better, whereas
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for the sailing3 image the performance of the deep deblocking network trained with QF =

40 is better. In this chapter, we propose OODNet [48] to address the issues and limitations

of the existing JPEG deep pseudo-blind image deblocking networks by incorporating in

and out-of-distribution detection and providing two different techniques to deal with im-

ages compressed with in and out-of-distribution QF values respectively. In section 3.2, the

architecture of the proposed OODNet is described. The experimental results and compar-

ative studies are presented in Section. 3.3. Finally, the conclusion of this study is given in

Section 3.4.

Figure 3.1: Visual quality of the images degraded by out-of-distribution QF value and
restored by SwinIR trained with in-distribution QF values. (a) Degraded image with q =
35. (b) SwinIR trained with q = 30. (c) SwinIR trained with q = 40. (d) Ground truth. (e)
Degraded image with q = 35. (f) SwinIR trained with q = 30. (g) SwinIR trained with q =
40. (h) Ground truth.

3.2 Proposed Scheme of OODNet

The overall architecture of OODNet consists of four modules, as seen in Fig. 3.2. The

four modules are the image QF detection module, the out-of-distribution module, the JPEG
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image deblocking module, and the image quality assessment module. In the following sub-

sections, we discuss each of the modules in detail.

Figure 3.2: Overall architecture of the proposed deep learning-based blind JPEG image
deblocking scheme

3.2.1 Image QF detection module

To perform the task of blind JPEG image deblocking, obtaining the QF value q of the

input degraded decompressed image yq[m,n] is vital. The QF value, q, can be chosen as an

integer within a particular range [qmin, qmax] based on the intended application. The deep

learning-based blind JPEG image deblocking schemes utilize I networks, each of which is

trained for enhancing the quality of the images with a specific QF value q chosen from a

set in-distribution QF values q = {q1, q2, ..., qM}. In-distribution QF values mean the QF

values used for training the network. In the image QF detection module of the proposed

OODNet, the goal is to assign a QF value from a set of in-distribution QF values to the input

degraded image yq[m,n]. For this purpose, a shallow convolutional neural network f(.) is

used, which receives the input degraded image yq[m,n] and outputs its corresponding QF

value from the set of in-distribution QF values q = {q1, q2, ..., qM}.

The architecture of network f(.) consists of a cascade of 4 convolution operations each

using 64 filters with kernel size 3×3 and followed by a ReLU [39] activation function. The
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feature tensor output from the fourth convolution operation of the network f(.) is made to

undergo the global average pooling, fully-connected operation with I number of units and

a softmax activation, and the probability that the input image is assigned to each of the I

in-distribution QF values is yielded. This process is formulated as follows:

u = f(yq[m,n]) (1)

where u demonstrates the vector of size I × 1 showing the probability of different in-

distribution QF values.

3.2.2 Out-of-distribution Detection Module

When the input image yq[m,n] is obtained by the in-distribution QF values from the

set q = {q1, q2, ..., qM}, the network f(.) for Image QF detection can confidently estimate

its corresponding QF value. On the other hand, when yq[m,n] is produced by out-of-

distribution QF values, none of the I in-distribution QF values is exactly associated with it.

The out-of-distribution detection module is developed and incorporated into the proposed

scheme by considering this critical point and discriminating between the images obtained

by the in-distribution QF values and those yielded by the out-of-distribution QF values.

The role of the out-of-distribution detection module is to determine whether the input

degraded image yq[m,n] is obtained by the in-distribution or out-of-distribution QF values.

In this regard, an extra branch is added to the image QF detection module, which predicts

the confidence score c associated with the vector u, i.e., the probability vector of various

in-distribution QF values. The architecture of this extra branch is shown in Fig. 3.2. As

seen from this figure, the out-of-distribution detection module consists of a cascade of a

global average pooling, fully-connected operation with a single hidden unit, and a sigmoid
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activation function and outputs the confidence score c = o(yq[m,n]) associated with the

estimated probability vector u.

Based on the explanations given in the above paragraph, it can be concluded that the im-

age QF detection and out-of-distribution detection modules of the proposed scheme should

be trained jointly. In this regard, we train the two modules simultaneously using the fol-

lowing loss function:

L(Θf(.),Θo(.)) = min
f(.),o(.)

∥∥∥o(yq[m,n])f(yq[m,n])+(
1− o(yq[m,n])

)
v − v

∥∥∥1

1
− λ log

(
o(yq[m,n])

)
= min

f(.),o(.)

∥∥∥c u + (1− c)v − v
∥∥∥1

1
− λ log(c)

(2)

where Θf(.) and Θo(.), respectively, denote the parameters of the image QF detection and

out-of-distribution detection modules, v is the one-hot ground truth vector corresponding

to the QF value of the input image yq[m,n], and λ balances between the two loss terms.

λ is set empirically as 10−3. The first term in the loss function shown in (2) strives to

provide higher values of c’s for the vectors u’s that are close to the ground truths v’s and

generate the smaller values of c’s for the vectors u’s that are far from their corresponding

v’s. To avoid obtaining a trivial solution of c = 0, the second loss term, which maximizes

the entropy of the confidence score c, is employed. The confidence score is an appro-

priate metric for discriminating between the degraded images yq[m,n]’s obtained by the

in-distribution and out-of-distribution QF values. Specifically, the value of the confidence

score c would be smaller for the images obtained by the out-of-distribution QF in com-

parison to those produced by the in-distribution QF. Hence, after the training process of

the out-of-distribution detection module o(.) is converged, it is applied to the images of

the training dataset that are randomly produced by the JPEG compression technique with

various QF values within the range [qmin, qmax]. Next, the confidence score values thus
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obtained are observed for the images corresponding to the in-distribution QFs and those

associated with the out-of-distribution QFs to determine the threshold α for discriminating

these images. In the inference stage, the image QF detection and out-of-distribution detec-

tion modules are applied to the input degraded decompressed images and their estimated

QF values and the confidence scores c’s of the estimated QF values are obtained. When

the confidence score passes the threshold α, the input image is discerned to be obtained

by the estimated in-distribution QF value. Otherwise, it is determined that even though the

estimated QF value of the input image is close to its original value, they are not the same.

3.2.3 JPEG Image Deblocking and Image Quality Assessment Mod-

ules

Based on the outcomes of the image QF detection and out-of-distribution detection

modules, OODNet performs the deblocking operation differently. To delineate more, when

the out-of-distribution detection module determines that the input image yq[m,n] is ob-

tained by an in-distribution QF value q = {q1, q2, ..., qM}, our scheme directly employs

the JPEG image deblocking module that utilizes a deep network trained with the estimated

in-distribution QF value q. The JPEG image deblocking module of the proposed scheme

consists of I deep networks, each trained for a specific in-distribution QF value chosen

from the set q = {q1, q2, ..., qM}. Without loss of generality, SwinIR [32] is modified to be

further adapted to the task of JPEG image deblocking and used as the architecture of each

deep network employed in the JPEG image deblocking module. The modified version of

SwinIR and its training details are explained later in this subsection. On the other hand,

when the out-of-distribution detection module infers that the input image yq[m,n] is gen-

erated by an out-of-distribution QF value, the proposed scheme utilizes a cascade of JPEG

image deblocking module and the image quality assessment module.
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As mentioned in Section. 3.1 and shown in Fig. 3.1, in the case that the degraded de-

compressed images are produced by the out-of-distribution QF values, selecting a suitable

deep deblocking network is highly related to the input image contents and textures. Hence,

it is paramount to develop an image quality assessment module for every input degraded

image obtained by the out-of-distribution QF values to dynamically selects which deep de-

blocking network results in generating the deblocked image with a higher visual quality.

Given these explanations, the training process of the image quality assessment module of

the proposed scheme is explained.

Let the image QF detection module assigns the QF value qi from the set q = {q1, q2, ..., qM}

to the input degraded image yq[m,n]. It is mentioned above that when the out-of-distribution

detection module identifies that the input degraded image yq[m,n] is obtained by the out-

of-distribution QF values, the proposed method employs the image quality assessment

module, along with the JPEG image deblocking module. In this case, for training the

image quality assessment module, we feed the degraded images obtained by the out-of-

distribution QF values to the two deep networks gj(.), j = 1, 2 from the JPEG image

deblocking module, which is already trained with the QF values qi and qi+1, respectively,

and obtain the two deblocked images gj(yq[m,n]), j = 1, 2. Next, the ℓ1 norm losses

between these two images and the ground truth signal x[m,n] are obtained as:

Pj =
∥∥∥gj(yq[m,n])− x[m,n]

∥∥∥
1

(j = 1, 2) (3)

The index j of the deep network that leads to a lower value of Pj is considered the image

quality assessment label of the input degraded image yq[m,n]. Finally, a shallow convolu-

tional network, h(.), that is shown in Fig. 3.3 is trained, to map the concatenation of the

images gj(yq[m,n]), j = 1, 2, to the image quality assessment label j. This label indicates

which of the two deep networks results in generating a deblocked image with superior

visual quality. It is seen from Fig. 3.3 that the image quality assessment network, h(.),
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consists of a cascade of four convolution operations, each using 64 filters with kernel size

3 × 3, a global average pooling, a fully-connected connection operation using 3 hidden

units, and a softmax activation function.

Figure 3.3: Architecture of the convolutional network used in the image quality assessment
module of the proposed scheme.

3.2.4 Network Architecture of the Deep JPEG Image Deblocking Net-

work in OODNet

The architecture of each deep network utilized in the JPEG image deblocking mod-

ule of the proposed scheme is described in this section. As mentioned in the previous

section, the JPEG image deblocking module of the proposed scheme consists of I deep

networks, each of which is specified for a single in-distribution QF value chosen from the

set q = {q1, q2, ..., qM}. The network architecture of each of these networks is illustrated

in Fig. 3.4. It is seen from this figure that the network architecture of SwinIR [32] is

modified, which is generally designed for different tasks of image restoration, to be more

adapted for the task of JPEG image deblocking. Like SwinIR, the modified deep JPEG im-

age deblocking network consists of three stages: shallow feature extraction, deep feature

extraction, and high-quality image reconstruction. The shallow feature extraction stage is

formed from a convolution operation with 180 filters of kernel sizes 3×3. The deep feature

extraction module is constructed from 6 residual Swin transformer blocks (RSTBs), each
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of which is composed of a cascade of 6 Swin transformer layers [32] with 180 embedding

dimensions, followed by a convolution operation with 180 filters of kernel size 3× 3.

Figure 3.4: Architecture of deep network employed in the JPEG image deblocking module
of the proposed scheme

In the high-quality image reconstruction stage of the proposed scheme, a novel oper-

ation referred to as the feature recalibration operation is used. The architecture of this

modified SwinIR network is shown in Fig. 3.4. As seen from this figure, the proposed

feature recalibration operation constitutes two parallel branches; the first one obtains the

channel-wise interactions of the features in the spatial domain, and the second one extracts

these interactions in the DCT domain. Specifically, let a[m,n, c] denote the feature ten-

sor of size M × N × C input to the feature recalibration operation, where C indicates

the number of channels. In the first branch, the feature tensor a[m,n, c] is passed through

the cascade of global average pooling and two fully-connected operations to obtain the

recalibration weights w1 in the spatial domain as:

w1 = σ2

(
σ1

(
GAP (a[m,n, c])

))
(4)

where GAP (.), σ1 and σ2, respectively, denote the global average pooling, fully connected

operation with 180 hidden units and the ReLU activation function, and the fully-connected

operation with 45 hidden units and the sigmoid activation function. The recalibration
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weights thus obtained are then multiplied by the input feature tensor a[m,n, c] yielding

the recalibrated feature tensor b1[m,n, c] as:

b1[m,n, c] = (w1 ⊙ a[m,n, c]) + a[m,n, c] (5)

where ⊙ denotes the Hadamard product operation. In the second branch, the recalibration

weights w2 are obtained in the DCT domain to emphasize further the features that are

useful for the task of JPEG image deblocking. Specifically, the recalibration weights w2 in

the DCT domain are obtained as:

w2 = σ4

(
IDCT

(
σ3

(
DCT

(
GAP (a[m,n, c])

))))
(6)

where σ3 and σ4, respectively, show the fully-connected operation with 180 hidden units

and the ReLU activation function and the fully-connected operation with 45 hidden units

and the sigmoid activation function. The recalibration weights w2 thus generated are then

multiplied by the feature tensor a[m,n, c] in order to produce the recalibrated feature tensor

b2[m,n, c] as:

b2[m,n, c] = (w2 ⊙ a[m,n, c]) + a[m,n, c] (7)

Finally, the two recalibrated feature tensors b1[m,n, c] and b2[m,n, c] are concatenated

along the channel dimension and fed into a point-wise convolution operation using 1 filter

to generate the estimated high-quality deblocked image x̂[m,n].

It should be pointed out that the proposed feature recalibration operation has been

placed in different places of the deep network of Fig. 3.4, including the deep feature extrac-

tion stage. However, it was found that the best trade-off between the network performance

and complexity is achieved when our feature recalibration operation is utilized in the high-

quality image reconstruction stage.

Each of the deep networks employed in the JPEG image deblocking module is trained
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with the pairs of the degraded decompressed images yq[m,n] and their ground truth ver-

sions x[m,n] using the Charbonnier loss function as:

L(Θgi) = min
gi

√∥∥∥gi(yq[m,n])− x[m,n]
∥∥∥2

2
+ ϵ2

i = 1, ..., I

(8)

where gi(.) denotes the i-th deep network used in the JPEG image deblocking module and

is trained with the in-distribution QF value qi from the set q = {q1, q2, ..., qI}. Also, the

value of ϵ is empirically set to 10−9. The algorithm for OODNet is summarized below-

Algorithm 1 Learning Algorithm of OODNet
1: Input: Degraded decompressed images yq[m,n]’s and their ground truth versions

x[m,n]’s from the training dataset.
2: Output: Parameters of the four modules of the proposed OODNet.
3: Train the networks f(.) and o(.) (image QF detection and out-of-distribution detection

modules) using the loss function of (2) and images yq[m,n]’s, with in-distribution QF
values chosen from q = {q1, q2, ..., qM}.

4: Obtain the value of α based on the training images yq[m,n]’s that are obtained by
various in-distribution and out-of-distribution QF values.

5: for i = 1, ..., I do
6: Train the deep JPEG image deblocking networks gi(.) using the loss function of

(8) and pairs of images (yq[m,n], x[m,n]), with the i-th in-distribution QF value.
7: end for
8: Train the network h(.) (image quality assessment module) using the loss function of

(3) and images gj(yq[m,n]) (j = 1, 2), with the out-of-distribution QF values.
9: Return Parameters of the four modules of the proposed OODNet.

3.3 Experimental Results

In this section, the experimental results of the OODNet are shown. A detailed ablation

study is done to show the proposed design’s effectiveness and utility. Finally, a comparative

study is done between OODNet and the state-of-the-art networks.
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Different datasets were used for training and testing purposes. Firstly, the DIV2K [49]

dataset was used to train the networks. DIV2K consists of 800 high-resolution images.

For the Image QF detection module described in Section 3.2.1, compressed versions of the

DIV2K images were used. Images were compressed using the JPEG compression algo-

rithm for in-distribution QF values q = {q1, q2, ..., qI}. MATLAB was used to carry out the

JPEG compression and create unique folders created by compressing the original images

with the in-distribution QF values. While training the Image QF Detection Module, the im-

age patch size was 32X32, and the batch size was 16. As the out-of-distribution detection

module was jointly trained with the QF detection module, the same patch size and batch

size were also used for training the out-of-distribution detection module.

DIV2k dataset was also used for training the image quality assessment module and deep

jpeg image deblocking module. For training patch size of 64X64 and their corresponding

ground truth was used. The image patches were rotated and flipped to facilitate the training

process. Two benchmark datasets, live1 [50] and classic5 [51], were used for testing.

The task of blind JPEG image deblocking is to develop a scheme that can respond to

both in-distribution and out-of-distribution QF values. Most of the state-of-the-art deep

JPEG image deblocking schemes [32], [31], [28] are trained and evaluated on the degraded

decompressed images with QF values q = {10, 20, 30, 40}. Given this, we use the QF

values q = {10, 20, 30, 40} as the set of in-distribution QF values in all our experiments.

Therefore, in the JPEG image deblocking module of the proposed OODNet, four deep

networks were trained, each specified for handling the QF values of 10, 20, 30, and 40,

respectively. Further, another four QF values, namely, 5, 15, 25, and 35, are considered for

the out-of-distribution QF values to assess the robustness of the proposed and state-of-the-

art deblocking networks. It is worth noting that no deep network exists in the JPEG image

deblocking module of the proposed scheme that is trained with the out-of-distribution QF

values. Given these explanations, the JPEG image deblocking performances are reported
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in all tables separately for the two sets of QF values: in-distribution QF values and out-of-

distribution QF values.

In the JPEG image deblocking module of the proposed scheme, each deep network is

trained with the images of the DIV2K dataset [49]. The training process of the deep JPEG

image deblocking networks is carried out using the Adam optimizer with an initial learn-

ing rate of 10−4. The total number of iterations in the training process is 200K. The value

of the learning rate is decreased by a factor of 0.5 after each 50K iteration. The value of

the threshold α employed for the confidence score estimated by the out-of-distribution de-

tection of the proposed scheme is empirically set to 0.7, based on the training images of

DIV2K dataset. The training process of each of the deep JPEG image deblocking networks

is performed on a machine equipped with A6000 GPU.

PSNR-B [52] is a visual quality assessment metric that is specified for evaluating the

performance of the task of JPEG image deblocking. Therefore, we use this metric and

the conventional metrics, i.e., PSNR and SSIM [53], for all the ablation studies. However,

since the performance of many state-of-the-art JPEG image deblocking schemes is only

reported using PSNR and SSIM values, we use only these two metrics for the comparative

experimentations.

3.3.1 Ablation Study Results

In this section, the ablation study results and the comparative study results are dis-

cussed. First, the impact of every part of the OODNet is justified through an ablation study.

A modular design technique is used to develop the proposed blind JPEG image deblock-

ing scheme. Instead of using the modular design technique, one could train a single deep

JPEG image deblocking network with the images that are degraded with various QF val-

ues randomly chosen from the range [qmin, qmax]. In this case, the deep JPEG deblocking
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network can learn the information from all the possible QF values during its training pro-

cess. However, we argue that this leads to increasing the training difficulty of the deep

network (especially in the case that the range [qmin, qmax] becomes large) and results in de-

teriorating the deblocking performance. To investigate this, we compare the performance

of the proposed OODNet and its variant, in which none of the image QF detection, out-

of-distribution detection, and image quality assessment modules is utilized, and the deep

JPEG deblocking network of Fig. 3.4 is trained with various QF values that are randomly

chosen from the range [0, 40]. We refer to this variant of the proposed scheme as Variant 1.

Table I shows the results of the proposed OODNet and its Variant 1 on the images of the

Classic5 and LIVE1 datasets. The results of this table support our claim that the modular

design technique is a more effective way of blindly performing the JPEG image deblocking

task.

To investigate the impact of the image QF detection module on the JPEG image de-

Table 3.1: Impact of training a single deep network with various QF values on the deblock-
ing performance. Performances are in terms of PSNR/SSIM/PSNR-B.

Networks QF=10 QF=20 QF=30 QF=40
Variant 1 30.94/0.8326/29.63 33.05/0.8792/31.73 33.96/0.8966/32.65 34.45/0.9061/33.15
Proposed 31.21/0.8379/29.90 33.14/0.8805/31.83 34.11/0.8985/32.81 34.65/0.9083/33.34
Networks QF=5 QF=15 QF=25 QF=35
Variant 1 28.14/0.7498/26.82 31.96/0.8601/30.64 33.56/0.8892/32.25 34.24/0.9022/32.94
Proposed 28.55/0.7678/26.93 32.24/0.8643/30.92 33.60/0.8891/32.30 34.41/0.9039/33.10

blocking performance, we form Variant 2 of the proposed OODNet, in which the image QF

detection module is removed from the scheme. Consequently, since the functioning of the

out-of-distribution detection module depends on the presence of the image QF detection

module, the out-of-distribution module is also not utilized by the Variant 2 of OODNet.

Further, the image quality assessment module of Variant 2 is trained to map the concate-

nation of the images produced by all the I deep networks of the JPEG image deblocking

28



module to the image quality assessment index. Table 3.2 gives the performance of OOD-

Net and its Variant 2 on the images of the Classic5 and LIVE1 datasets. It is seen from this

table that the use of the image QF detection module results in significantly enhancing the

JPEG image deblocking performance. The image QF detection module, by estimating the

QF value of the input degraded image, contributes in a more efficient way of looking for an

appropriate deep network for reducing the blocking artifacts.

We now investigate the impact of the out-of-distribution detection module on the JPEG

Table 3.2: Impact of the image QF detection module on the deblocking performance. Per-
formances are in terms of PSNR/SSIM/PSNR-B.

Networks QF=10 QF=20 QF=30 QF=40
Variant 2 29.51/0.7978/28.20 32.43/0.8724/31.12 34.01/0.8979/32.70 34.57/0.9076/33.33
Proposed 31.21/0.8379/29.90 33.14/0.8805/31.83 34.11/0.8985/32.81 34.65/0.9083/33.34
Networks QF=5 QF=15 QF=25 QF=35
Variant 2 26.76/0.6977/25.45 31.21/0.8457/29.89 33.35/0.8883/32.04 34.35/0.9036/33.08
Proposed 28.55/0.7678/26.93 32.24/0.8643/30.92 33.60/0.8891/32.30 34.41/0.9039/33.10

image deblocking performance. In this regard, a variant of the proposed OODNet, Vari-

ant 3 is created, in which the out-of-distribution detection module is eliminated from the

scheme. Since Variant 3 does not discriminate between the degraded images obtained by

the in-distribution and out-of-distribution QF values, for all the input images, based on

the estimated QF values, the image quality assessment module selects one of the two JPEG

image deblocking networks. The performances of the OODNet and its Variant 3 on the im-

ages of the Classic5 and LIVE1 datasets are shown in Table 3.3. It is seen from the results

of this table that the out-of-distribution detection module, by distinguishing the images ob-

tained by the in-distribution QF values from those produced by the out-of-distribution QF

values, brings on a remarkable JPEG image deblocking performance improvement.

To scrutinize the influence of the image quality assessment module of the proposed

OODNet on the deblocking performance, two different alternatives are considered. Firstly,

a variant of the proposed scheme, Variant 4, in which the image quality assessment module
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Table 3.3: Impact of the out-of-distribution detection module on the deblocking perfor-
mance. Performances are in terms of PSNR/SSIM/PSNR-B.

Networks QF=10 QF=20 QF=30 QF=40
Variant 3 30.16/0.8163/28.84 32.96/0.8792/31.65 33.96/0.8962/32.66 34.27/0.9022/32.96
Proposed 31.21/0.8379/29.90 33.14/0.8805/31.83 34.11/0.8985/32.81 34.65/0.9083/33.34
Networks QF=5 QF=15 QF=25 QF=35
Variant 3 27.01/0.7087/25.70 31.91/0.8589/30.60 33.59/0.8899/32.29 34.16/0.9001/32.86
Proposed 28.55/0.7678/26.93 32.24/0.8643/30.92 33.60/0.8891/32.30 34.41/0.9039/33.10

is wholly removed is created. Secondly, two variants of the proposed scheme are created, in

which, when the out-of-distribution detection module identifies that the input image is ob-

tained by an out-of-distribution QF value based on the estimated QF, two deep deblocking

networks are selected, and their predicted images are subject to the non-reference-based

image quality assessment metrics. In this case, the image with a better quality assess-

ment value is chosen as the output of the blind JPEG image deblocking method. Specif-

ically, 2 non-reference-based image quality assessment metrics are employed, namely,

BRISQUE [54], and NIQE [55], and hence, form 2 variants of the proposed OODNet,

i.e., Variant BRISQUE and Variant NIQE. Tables IV and V, respectively, show the per-

formances of the proposed OODNet and its Variant 4, as well as, Variants BRISQUE and

NIQE on the images of the Classic5 and LIVE1 datasets. As seen from the results of these

two tables, because the proposed image quality assessment module performs selecting the

deblocked image with superior visual quality in a learnable manner, its inclusion for the

task of blind JPEG image deblocking leads to higher performance.

It is mentioned in Section 3.2.4 that we use the feature recalibration operation of

Fig. 3.4 in the architecture of the deep networks employed in the JPEG image deblocking

module of the proposed scheme. To investigate the impact of this operation on enhancing

the JPEG image deblocking performance, we form two variants of the proposed scheme,

namely, Variants 5 and 6, in which in the first one, the feature recalibration operation is

replaced by the convolution operation similar to the SwinIR network. In the second one,
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Table 3.4: Impact of removing the image quality assessment module on the deblocking
performance. Performances are in terms of PSNR/SSIM/PSNR-B.

Networks QF=10 QF=20 QF=30 QF=40
Variant 4 30.21/0.8149/28.90 32.75/0.8762/31.44 33.90/0.8959/32.59 34.32/0.9035/33.01
Proposed 31.21/0.8379/29.90 33.14/0.8805/31.83 34.11/0.8985/32.81 34.65/0.9083/33.34
Networks QF=5 QF=15 QF=25 QF=35
Variant 4 27.20/0.7152/25.89 31.71/0.8542/30.40 33.43/0.8884/32.12 34.17/0.9007/32.87
Proposed 28.55/0.7678/26.93 32.24/0.8643/30.92 33.60/0.8891/32.30 34.41/0.9039/33.10

Table 3.5: Impact of using the non-reference-based image quality assessment metrics on
the deblocking performance. Performances are in terms of PSNR/SSIM/PSNR-B.

Networks QF=10 QF=20 QF=30 QF=40
Variant BRISQUE 30.21/0.8176/28.90 32.62/0.8749/31.31 34.05/0.8982/32.74 34.58/0.9071/33.27
Variant NIQE 30.63/0.8240/29.31 32.91/0.8778/31.59 34.06/0.8981/32.75 34.62/0.9079/33.31
Proposed 31.21/0.8379/29.90 33.14/0.8805/31.83 34.11/0.8985/32.81 34.65/0.9083/33.34
Networks QF=5 QF=15 QF=25 QF=35
Variant BRISQUE 27.30/0.7191/25.99 31.42/0.8502/30.11 33.47/0.8887/32.16 34.39/0.9038/33.09
Variant NIQE 27.44/0.7246/26.12 32.12/0.8611/30.81 33.45/0.8886/32.14 34.29/0.9034/32.99
Proposed 28.55/0.7678/26.93 32.24/0.8643/30.92 33.60/0.8891/32.30 34.41/0.9039/33.10

the feature recalibration operation is kept in the network, but its DCT branch is eliminated.

Table 3.6 shows the performances of these two variants of the proposed OODNet on the im-

ages of the Classic5 and LIVE1 datasets. It is seen from this table that since the proposed

feature recalibration operation re-weights various features based on both the spatial and

DCT interactions, the performance of OODNet using our feature recalibration operation is

superior to those of its Variants 5 and 6.

Table 3.6: Impact of the proposed feature recalibration operation on the deblocking perfor-
mance. Performances are in terms of PSNR/SSIM/PSNR-B.

Networks QF=10 QF=20 QF=30 QF=40
Variant 5 31.17/0.8365/29.85 33.02/0.8786/31.71 34.01/0.8972/32.71 34.47/0.9050/33.17
Variant 6 31.07/0.8372/29.75 33.05/0.8794/31.74 33.99/0.8969/32.68 34.47/0.9052/33.17
Proposed 31.21/0.8379/29.90 33.14/0.8805/31.83 34.11/0.8985/32.81 34.65/0.9083/33.34
Networks QF=5 QF=15 QF=25 QF=35
Variant 5 28.13/0.7528/26.82 32.19/0.8631/30.88 33.49/0.8881/32.19 34.29/0.9022/32.99
Variant 6 28.07/0.7525/26.76 32.19/0.8635/30.87 33.49/0.8883/32.19 34.28/0.9020/32.98
Proposed 28.55/0.7678/26.93 32.24/0.8643/30.92 33.60/0.8891/32.30 34.41/0.9039/33.10
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3.3.2 Comparative Study results

In this section, we compare the performance of the proposed scheme with those of the

state-of-the-art deep learning-based blind and non-blind JPEG image deblocking methods

on the images of the two benchmark datasets. For the comparison, we have considered

only the deep learning methods. The reason behind not comparing with traditional JPEG

image deblocking methods is that one of the earliest deep learning-based deblocking net-

works, ARCNN [4], has shown that it surpasses the performance of the best performing

classical method, which is SA-DCT [2]. So, if any deblocking method performs better

than ARCNN, we can confidently conclude that it will outperform the existing traditional

JPEG deblocking techniques. Therefore, we compare the performance of the proposed

OODNet with those of artifact reduction convolutional neural network (ARCNN) [4], train-

able nonlinear reaction-diffusion (TNRD) [22], deep boosting network (DDFN-x3W) [27],

residual non-local attention network (RNAN) [44], blind inception-based artifact reduc-

tion convolutional neural network (IACNN) [29], dual pixel wavelet domain with soft de-

coding network (DPW-SDNet) [30], deep dual-domain semi-blind network (D3SN) [28],

resource-efficient blind quality enhancement (RBQE) [31], image restoration with deep

denoiser prior (DRUNet) [56], residual dense network (RDN) [44] and image restoration

with Swin transformer (SwinIR) [32] in Table 3.7, for the in-distribution QF values. It is

to be noted that since we did not find official implementations of the two methods, D3SN

and DPW-SDNet, on the Internet, we have re-implemented them based on the descriptions

their authors explained in the papers. We have used the official implementations released

by their authors for the other methods. It is seen from the results of this table that the

proposed scheme can provide the best values in 12 out of 16 cases of the PSNR and SSIM

metrics. Further, the proposed method provides 1 second best PSNR and SSIM values on

the images of the two benchmark datasets. In Table. 3.7 and Table. 3.8, red and blue color

denote the best and the second best performances respectivley.
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In Table 3.8, we now compare the performance of the proposed scheme with that of

SwinIR (the second best performing scheme of Table 3.7), as well as, with the perfor-

mances of the two high-performance blind JPEG image deblocking methods, D3SN [28]

and RBQE [31], on the images of the two benchmark datasets, for the out-of-distribution

QF values. It is seen from the results of this table that the proposed scheme can signifi-

cantly outperform the other best-performing state-of-the-art deblocking methods when the

input images are compressed with QF values other than those used in the network training

process. In summary, based on the results given in Tables 3.7 and 3.8, it can be concluded

that thanks to the use of efficient modules in the design of the proposed scheme, it can

provide a superior JPEG image deblocking performance in the cases of both in-distribution

and out-of-distribution QF values.

Table 3.8: Comparison between the performance of the best performing JPEG image de-
blocking schemes, in the case of the out-of-distribution QF values.

Dataset Settings D3SN [28] RBQE [31] SwinIR [32] OODNet
QF PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
5 28.31 0.7520 27.53 0.7294 28.05 0.7485 28.55 0.7678
15 31.42 0.8412 31.03 0.8380 32.08 0.8572 32.24 0.8643
25 32.82 0.8767 32.65 0.8762 32.84 0.8779 33.60 0.8891

Classic5

35 33.62 0.8957 33.62 0.8950 34.14 0.9003 34.41 0.9039
QF PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
5 27.24 0.7323 27.38 0.7375 26.67 0.7077 27.62 0.7444
15 31.27 0.8521 30.98 0.8520 31.94 0.8729 31.98 0.8717
25 32.75 0.8918 32.58 0.8915 33.15 0.9019 33.33 0.9013

LIVE1

35 33.62 0.9124 33.57 0.9110 34.17 0.9155 34.25 0.9184

3.3.3 Qualitative Performance and Comparison

To further illustrate the performance of OODNet, the qualitative performance is dis-

cussed in this section. The outputs of OODNet are compared with the state-of-the-art

deblocking networks such as ARCNN [4], IACNN [29], D3SN [28], DPW-SDNet [30],
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RBQE [31] and DRUNet [56].

We can see from Fig. 3.5, Fig. 3.6 and Fig. 3.7 the performance of OODNet with

the state-of-the-art networks mentioned above. Each of the images has been compressed

with a QF value of 15. We can see from the figures that OODNet outperforms the other

state-of-the-art network by producing sharper and clearer images. For example, it is seen

from Fig. 3.6 that the proposed scheme better restores the structures of the bike’s spring.

Figure 3.5: Visual quality of Paintedhouse image from LIVE1 dataset degraded by QF q =
15 and restored by various state-of-the-art schemes. (a) Ground truth. (b) Decopressed In-
put Image. (c) IACNN. (d) D3SN. (e) DPW-SDNet. (f) RBQE. (g) DRUNet. (h) Proposed
scheme.

Figure 3.6: Visual quality of Bikes image from LIVE1 dataset degraded by QF q = 15
and restored by various state-of-the-art schemes. (a) Ground truth. (b) Decopressed Input
Image. (c) IACNN. (d) D3SN. (e) DPW-SDNet. (f) RBQE. (g) DRUNet. (h) Proposed
scheme
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Figure 3.7: Visual quality of Lighthouse3 image from LIVE1 dataset degraded by QF q =
15 and restored by various state-of-the-art schemes. (a) Ground truth. (b) Decopressed In-
put Image. (c) IACNN. (d) D3SN. (e) DPW-SDNet. (f) RBQE. (g) DRUNet. (h) Proposed
scheme

3.4 Summary

Several state-of-the-art JPEG deblocking networks have been developed for dealing

with images compressed by QF values known to the network. If the images are com-

pressed with any other value of QF unknown to the network, the performance deteriorates

significantly. In this chapter, OODNet has been introduced to effectively deal with images

compressed with QF values unknown to the network which we call out-of-distribution QF

values. OODNet has four separate modules to deal with the out-of-distribution QF values

effectively. The utility of each of the modules has been established by conducting multi-

ple ablation studies. A detailed comparative study has also been conducted to show the

superiority of OODNet in performance with state-of-the-art networks. The visual qual-

ity diagrams also dictate that the proposed method generates images with sharper features

compared to the existing state-of-the-art method.
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Chapter 4

JPEG Image Deblocking using

Meta-Learning

4.1 Introduction

The performance and image deblocking quality of OODNet mentioned in Chapter 3 are

significantly better compared to the state-of-the-art methods. The main drawback of using

OODNet is the complexity of the network. To train OODNet, four different modules: QF

detection module, out-of-distribution detection module, image quality assessment module

and deep deblocking module have to be trained separately. Each of the deep deblocking

networks in the deep deblocking module also requires separate training. This creates a chal-

lenge because these training processes are time-consuming and take a lot of computational

resources. The execution time for generating a high-quality image from a decompressed

image with OODNet is higher because it uses four modules. The memory consumption

for OODNet is higher as multiple models of a deep JPEG deblocking network are used in

the deep deblocking module. In short, for OODNet, the improved performance is achieved

at the expense of higher computational complexity, training cost and memory usage. The

objective of this chapter is to introduce a deep learning scheme called MetaNet [58], which
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perform the task of JPEG image deblocking with reduced time complexity, training cost

and memory usage. The concept of meta-learning is to make deep models generalize better

to a wide variety of tasks. Usually, a deep learning network is trained on a specific task or

subsets of tasks. Meta-learning aims to adapt a deep learning network to various tasks and

increase its capacity and performance on tasks the network has not seen during training.

This chapter is organized as follows: In Section 4.2, the proposed method is discussed; in

Section 4.3, the experimental results are discussed, in Section 4.4, a comparison is done

with OODNet and MetaNet and finally the concluding remarks are drawn in section 4.5.

4.2 Proposed Method

In this chapter, we propose the use of meta-learning in the task of JPEG image deblock-

ing. A single deep JPEG image deblocking network is trained using the meta-learning

algorithm. The deep deblocking network used for MetaNet is SwinIR [32]. The origi-

nal network of SwinIR is used for this purpose. This is one of the main differences from

OODNet of Chapter 3, where a modified version of the SwinIR network is proposed. The

meta-train and meta-tests are selected carefully to facilitate the training process. In Sec-

tion 4.2.1, the motivation behind using meta-learning for the task of JPEG deblocking is

described, and in Section 4.2.2, the architecture of MetaNet is discussed.

4.2.1 Motivation Behind Using Meta-Learning for JPEG Image De-

blocking

Meta-learning helps a network to learn domains that closely relate to the original do-

main the network was originally trained with. This results in faster network training than
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conventional training methods, as the meta-learning algorithm focuses on increasing the

capacity of a network by training the network with data very close to the test data it will

later work on.

JPEG compression depends on the quantization matrix used in the quantization stage.

The quantization matrix directly depends on the quality factor or QF value. In conven-

tional networks, the network is trained for a set of QF values say, q1, q2, q3 and qM . The

network performance deteriorates significantly when a QF value outside the training set is

used to compress the input image. In meta-learning, two training sets are used: meta-train

test and meta-test sets. The QF value plays a significant role in determining the optimum

meta-test sets for the proposed MetaNet. To select the optimum range of QF values for the

meta-test set, the SSIM [53] metrics can be used as a guiding tool. In figure 4.1, it can

be seen how closely each of the quantization matrices is related. In the diagonal, each of

the quantization matrices is compared with themselves. Hence, the value at the diagonal

is always 1, which indicates maximum similarity. This unique property of the quantization

matrices makes the use of meta-learning a viable option in the task of deep JPEG image de-

blocking. The similarity of the QF matrices can help in selecting the proper meta-test sets

for the corresponding meta-train sets. If meta-train sets are considered q1, q2 and qM and

their corresponding meta-test sets are considered to be q1(j), q2(j) and qI(j). The SSIM ma-

trix can help to select the optimum meta-test set qI(j) for its corresponding meta-train set qI .

4.2.2 Network Architecture

The deep JPEG Image deblocking network used for MetaNet is the same as SwinIR [32]

shown in Fig. 2.4. The SwinIR network has three parts: The shallow feature extraction part,
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Figure 4.1: SSIM Matrix Showing the Similarity Between the Quantization Matrices Cor-
responding to the QF Values, The values are higher in the Diagonal Region of the Matrix

the deep feature extraction part, and the high-quality image reconstruction part. The dif-

ference between SwinIR and MetaNet is in the way this network is trained, which makes

it perform significantly better on tasks that it has not been trained on. Meta-learning can

adapt SwinIR to learn the general features better and it translates into superior performance

compared to the state-of-the-art networks as shown in 4.3.2

4.2.3 Learning Algorithm

In this section, the learning algorithm of MetaNet is discussed in detail. The inspiration

behind this algorithm comes from Model-Agnostic Meta-Learning for Fast Adaptation of

Deep Networks or MAML [59]. MAML can be applied to any network trained with gradi-

ent descent.

Firstly, the parameter initialization is done. SwinIR models trained with QF 10, 20, 30,

and 40 are used to initialize the network. Then, the average of these four weights is used to

initialize the SwinIR model to find a good starting point. The effectiveness of initializing

using the average weights of the mentioned networks is shown in Table. 4.3.

Then, meta-train sets are defined. For training MetaNet, the images of DIV2k [49] are

compressed using Qf values of 10, 20, 30, and 40. The meta-test sets are defined using the
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SSIM matrix shown in Fig. 4.1. The optimum set of meta-test sets is determined to be in

the 98 percentile similarity of each corresponding meta-train set. For example, the meta

train set of QF 10 corresponds to a meta test set of QF = 9, 11.

First, a batch from the first meta-train set is passed through the main network, and the

updated weights are saved in a temporary network. Then, a meta-test set batch correspond-

ing to the meta-train set is passed through the temporary network, and the loss is calculated.

The loss is saved for later use. The same is done for the rest of the three meta-train sets

and their corresponding meta-test tests. Finally, the losses related to each meta test set

L1,L2,L3, and L4 are calculated. Then, the average of the four losses is calculated, and

backpropagation is used to update the weights of the primary model. This process is con-

tinued till convergence. The loss function used for this purpose is Charbonnier loss. If the

degraded decompressed images are denoted as yq[m,n] and their ground truth versions are

denoted as x[m,n], the Charbonnier loss function is:

L(Θgi) = min
gi

√∥∥∥gi(yq[m,n])− x[m,n]
∥∥∥2

2
+ ϵ2 (1)

where gi(.) denotes the SwinIR network used for meta-learning.

The training process can be visualized in Fig. 4.2. The figure shows how the network is

trained. The parameter for the main network is denoted as Θ. Meta-train sets, q1, q2, q3 up

to qM are passed to the main model. Temporary models are generated by updating the pa-

rameter Θ based on the meta-train sets passed to the network. The main model parameters

are unchanged at this stage. The intermediate model parameters are denoted as θ1, θ2, θ3

up to θI . Then the meta-test sets corresponding to the meta-train sets, q1(j),q2(j),q3(j) up to

qI(j) are passed through the intermediate models and the losses are calculated. Then the av-

erage of these losses is calculated, and backpropagation is used to update the weights of the
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Figure 4.2: Scheme for the Metanet Training Algorithm

main model Θ. This allows the model to learn the general representation of the tasks. The

whole process is repeated till the model converges. Two different learning rates are used

for training the model: adaptive learning rate and meta-learning rate. The meta-learning

rate or meta-test learning rate is half the value of the adaptive or meta-train learning rate.

For our experiments, the adaptive learning rate was 10−4, and the meta-learning rate was

5X10−4. The learning algorithm is shown below-
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Algorithm 2 Learning Algorithm of MetaNet
1: Input: Meta-train sets qM , the corresponding meta-test sets qM(j) an their correspond-

ing ground truths.
2: Input: Meta-train learning rate α, Meta-test learning rate β.
3: Output: Parameters of the main model Θ.
4: Initialize the main model by averaging the weights of SwinIR model trained with QF

10, 20, 30 and 40.
5: Calculate the training loss Ltr(Θ) by passing the meta-train sets to the main model.
6: Calculate adapted parameters of intermediate models with gradient descent:

θi = Θ− α∇ΘLtr

7: Update Θ with respect to the average meta-test loss:
Θ = Θ− β∇Θ

∑J
i=1 L

tr
i (θi)

J−1

8: Repeat the steps until convergence
9: Return Parameters of the main model Θ.

4.3 Experimental Results

In this section, the experimental results are given. A detailed ablation study is done to

show the proposed method’s effectiveness. To demonstrate the improved performance of

MetaNet, a comparative analysis is done to compare its performance with that of state-of-

the-art networks.

For training MetaNet, the DIV2k, [49] dataset was used. The ground truth images from

the DIV2k were compressed using the QF values corresponding to the meta train and test

sets to create the meta train and test tests.

4.3.1 Ablation Study

In this section, the ablation study is discussed in detail. As per the experiments, the best

performance of MetaNet is achieved when the average weight initialization is used, and 98

percentile similarity is used. A total of seven ablation studies are done. The ablation study

has been done on classic5 [51] dataset. Red shows the best performance in each of the

tables. The details of the ablation studies are given below:
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Ablation 1: Single SwinIR model trained with all Qf values: To emphasize why a

meta-learning algorithm is required for optimum performance, a SwinIR model has been

trained with all the QF values in the range 10 to 40. The results are shown in Table. 4.1. It

can be seen that training a single model with images compressed by QF values from 10 to

40 does not produce satisfactory results and produces inferior results compared to MetaNet.

Table 4.1: Impact of Using a Single SwinIR Model Trained with QF Values Between 10
and 40

Dataset Settings Ablation 1 Proposed
QF PSNR SSIM PSNR SSIM
5 27.32 0.7222 28.54 0.7599
15 32.19 0.8620 32.35 0.8642
25 33.58 0.8885 33.66 0.8907
35 34.11 0.8991 34.37 0.9038
10 30.49 0.8241 31.13 0.8359
20 33.08 0.8791 33.12 0.8806
30 33.90 0.8948 34.07 0.8982

Classic5

40 34.24 0.9018 34.61 0.9078

Ablation 2: In this ablation study, MetaNet is not trained with the meta-training sets

comprising QF values 10,20,30,40. Rather, the values of QF are chosen randomly. It again

results in inferior performance, as seen from Table. 4.2.

Table 4.2: Impact of SwinIR Meta Model Trained with Random QF Values for Meta Train
Set

Dataset Settings Ablation 2 Proposed
QF PSNR SSIM PSNR SSIM
5 27.28 0.7222 28.54 0.7599
15 32.20 0.8620 32.35 0.8642
25 33.58 0.8885 33.66 0.8907
35 34.01 0.8991 34.37 0.9038
10 30.48 0.8241 31.13 0.8359
20 33.12 0.8791 33.12 0.8806
30 33.87 0.8948 34.07 0.8982

Classic5

40 34.13 0.9018 34.61 0.9078
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Ablation 3: In this ablation study, the effectiveness of initiating the model with the av-

erage weights of the SwinIR model trained with QF 10, 20, 30, and 40 are shown in Table.

4.3, it can be seen that the model initiated with the average weights of the SwinIR model

trained with QF 10, 20, 30, and 40 performs better in the majority of the cases compared

to models initiated with weights of SwinIR model trained with QF 10, QF 20, QF 30 and

QF 40 individually.

Table 4.3: Impact of Model Weight Initialization on the Network
Ablation 3

Dataset Settings Ablation 3A Ablation 3B Ablation 3C Ablation 3D Proposed
QF PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
5 28.04 0.7482 27.18 0.7160 27.02 0.7079 26.97 0.7060 28.54 0.7599
15 32.13 0.8590 32.17 0.8626 31.78 0.8568 31.60 0.8537 32.35 0.8642
25 32.86 0.8758 33.62 0.8889 33.66 0.8907 33.57 0.8901 33.66 0.8907
35 33.11 0.8830 34.03 0.8968 34.32 0.9020 34.38 0.9035 34.37 0.9038
10 31.17 0.8365 30.36 0.8220 30.01 0.8133 29.88 0.8100 31.13 0.8359
20 32.60 0.8701 33.16 0.8808 32.94 0.8789 32.77 0.8767 33.12 0.8806
30 33.00 0.8796 33.91 0.8946 34.09 0.8977 34.08 0.8980 34.07 0.8982

Classic5

40 33.23 0.8859 34.14 0.8992 34.46 0.9042 34.57 0.9064 34.61 0.9078

Ablation 4: In this ablation study, an experiment is done to show the effectiveness of

the particular similarity threshold utilized in MetaNet. As discussed in the earlier section,

the proposed network utilizes meta-test sets that fall in the SSIM similarity range of the

98 percentile. For ablation 4, the SSIM similarity range is set to the 94 percentile of the

meta-train sets. The results are shown in Table. 4.4.

Ablation 5: In this ablation study, an experiment is done to show the effectiveness of

the particular similarity threshold utilized in MetaNet. As discussed in the earlier section,

the proposed network utilizes meta-test sets that fall in the SSIM similarity range of the

98 percentile. For ablation 5, the SSIM similarity range is set to the 96 percentile of the

meta-train sets. The results are shown in Table. 4.5.
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Table 4.4: Impact of Training the Meta Model With Meta Test Sets Within 94 Percentile
Similarity with Corresponding Meta Train Sets

Ablation 4
Dataset Settings Ablation 4 Proposed

QF PSNR SSIM PSNR SSIM
5 27.43 0.7274 28.54 0.7599
15 32.24 0.8638 32.35 0.8642
25 33.60 0.8893 33.66 0.8907
35 34.15 0.9003 34.37 0.9038
10 30.61 0.8282 31.13 0.8359
20 33.13 0.8803 33.12 0.8806
30 33.94 0.8956 34.07 0.8982

Classic5

40 34.29 0.9030 34.61 0.9078

Table 4.5: Impact of Training the Meta Model With Meta Test Sets Within 96 Percentile
Similarity with Corresponding Meta Train Sets

Ablation 5
Dataset Settings Ablation 5 Proposed

QF PSNR SSIM PSNR SSIM
5 27.30 0.7203 28.54 0.7599
15 32.20 0.8634 32.35 0.8642
25 33.64 0.8897 33.66 0.8907
35 34.15 0.9001 34.37 0.9038
10 30.48 0.8249 31.13 0.8359
20 33.12 0.8803 33.12 0.8806
30 33.97 0.8959 34.07 0.8982

Classic5

40 34.30 0.9028 34.61 0.9078

Ablation 6: In this ablation study, an experiment is done to show the utility of the sim-

ilarity threshold utilized in MetaNet. The proposed network utilizes meta-test sets that fall

in the SSIM similarity range of 98 percentile. In this ablation study, no threshold is used.

Meta-test sets are randomly selected from the set of images compressed with QF values

in the range of 1 to 40. As seen from Table. 4.6, removing the threshold deteriorates the

performance compared to the proposed method.
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Table 4.6: Impact of Training the Meta Model With Randomly Selected Meta Test Sets
Ablation 6

Dataset Settings Ablation 6 Proposed
QF PSNR SSIM PSNR SSIM
5 27.29 0.7212 28.54 0.7599
15 32.13 0.8623 32.35 0.8642
25 33.65 0.8897 33.66 0.8907
35 34.21 0.9004 34.37 0.9038
10 30.42 0.8239 31.13 0.8359
20 33.12 0.8801 33.12 0.8806
30 34.00 0.8961 34.07 0.8982

Classic5

40 34.34 0.9027 34.61 0.9078

Ablation 7: The final ablation study is done by using the same sets for the meta-train

set and meta-test sets. For example, if the meta train set has images of QF value 10, the

corresponding meta test set also has images of QF value 10. This ablation study can also be

interpreted as using meta-train sets that fall in the SSIM similarity range of 100 percentile.

The results are shown in Table. 4.7.

Table 4.7: Impact of Training the Meta Model With Meta-test sets Similar to their corre-
sponding meta-train sets

Ablation 7
Dataset Settings Ablation 7 Proposed

QF PSNR SSIM PSNR SSIM
5 27.26 0.7141 28.54 0.7599
15 32.19 0.8622 32.35 0.8642
25 33.65 0.8894 33.66 0.8907
35 34.20 0.9003 34.37 0.9038
10 30.49 0.8239 31.13 0.8359
20 33.13 0.8798 33.12 0.8806
30 33.99 0.8957 34.07 0.8982

Classic5

40 34.33 0.9028 34.61 0.9078
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4.3.2 Comparative Study

In this section, we compare the performance of the proposed scheme with those of the

state-of-the-art deep learning-based blind and non-blind JPEG image deblocking methods

on the images of the two benchmark datasets, in the case of the in-distribution and out-

of-distribution QF values. For the comparison, we have considered only the deep learning

methods. The reason behind not comparing with traditional JPEG image deblocking meth-

ods is that one of the earliest deep learning-based deblocking networks, ARCNN [4], has

shown that it surpasses the performance of the best performing classical method, which

is SA-DCT [2]. So, if any deblocking method performs better than ARCNN, we can

confidently conclude that it will outperform the traditional JPEG deblocking techniques.

Therefore, we compare the performance of the proposed MetaNet with those of artifact re-

duction convolutional neural network (ARCNN) [4], trainable nonlinear reaction-diffusion

(TNRD) [22], deep boosting network (DDFN-x3W) [27], residual non-local attention net-

work (RNAN) [44], blind inception-based artifact reduction convolutional neural network

(IACNN) [29], dual pixel wavelet domain with soft decoding network (DPW-SDNet) [30],

deep dual-domain semi-blind network (D3SN) [28], resource-efficient blind quality en-

hancement (RBQE) [31], image restoration with deep denoiser prior (DRUNet) [56], resid-

ual dense network (RDN) [44] and image restoration with Swin transformer (SwinIR) [32].

In Table.4.8 comparison is done with the state-of-the-art deep deblocking networks on QF

10, 20, 30 and 40. We can call these QF values conventional values as most state-of-the-art

networks are trained on these settings.

In Table.4.9, comparison is done with the state-of-the-art deep deblocking networks on

QF 5, 15, 25 and 35. We can call these QF values unconventional QF values as most state-

of-the-art networks are not trained on these settings.
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Table 4.9: Comparison between the performance of the best performing JPEG image de-
blocking schemes, in the case of the out-of-distribution QF values.

Dataset Settings D3SN [28] RBQE [31] SwinIR [32] MetaNet
QF PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
5 28.31 0.7520 27.53 0.7294 28.05 0.7485 28.54 0.7599
15 31.42 0.8412 31.03 0.8380 32.08 0.8572 32.35 0.8642
25 32.82 0.8767 32.65 0.8762 32.84 0.8779 33.66 0.8907

Classic5

35 33.62 0.8957 33.62 0.8950 34.14 0.9003 34.37 0.9038
QF PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
5 27.24 0.7323 27.38 0.7375 26.67 0.7077 28.11 0.7573
15 31.27 0.8521 30.98 0.8520 31.94 0.8729 31.99 0.8713
25 32.75 0.8918 32.58 0.8915 33.15 0.9019 33.39 0.9030

Live1

35 33.62 0.9124 33.57 0.9110 34.17 0.9155 34.24 0.9186

4.3.3 Qualitative Performance and Comparison

To illustrate the performance of MetaNet further, the qualitative performance is dis-

cussed in this section. The outputs of MetaNet are compared with the state-of-the-art

deblocking networks such as ARCNN [4], IACNN [29], D3SN [28], DPW-SDNet [30],

RBQE [31] and DRUNet [56].

It can be seen from Fig. 4.3, Fig. 4.4, Fig. 4.5 and Fig. 4.6 that the proposed MetaNet

produced sharper images compared to the other state-of-the-art networks. MetaNet also is

able to restore the image better compared to the other state-of-the-art networks.

4.4 Comparison between OODNet and MetaNet

In this section, a comparative study is done with the network proposed in Chapter. 3,

OODNet and the network proposed in this chapter, MetaNet.

A comparison is done between OODNet and MetaNet in Table. 4.10. The comparison

is done on Live1 and classic5 datasets. In the table, red color denotes the best performance.

It can be seen from Table. 4.10 that OODNet performs better than MetaNet in most cases,
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Figure 4.3: Visual quality of Bikes image from LIVE1 dataset degraded by QF q = 15 and
restored by various state-of-the-art schemes. (a) Ground truth. (a) Ground truth. (b) De-
compressed Input Image. (c) IACNN. (d) D3SN. (e) DPW-SDNet. (f) RBQE. (g) DRUNet.
(h) MetaNet.

Figure 4.4: Visual quality of Lighthouse3 image from LIVE1 dataset degraded by QF
q = 15 and restored by various state-of-the-art schemes. (a) Ground truth. (b) Decom-
pressed Input Image. (c) IACNN. (d) D3SN. (e) DPW-SDNet. (f) RBQE. (g) DRUNet. (h)
MetaNet.

Figure 4.5: Visual quality of paintedhouse image from LIVE1 dataset degraded by QF
q = 15 and restored by various state-of-the-art schemes. (a) Ground truth. (b) Decom-
pressed Input Image. (c) IACNN. (d) D3SN. (e) DPW-SDNet. (f) RBQE. (g) DRUNet. (h)
MetaNet.
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Figure 4.6: Visual quality of hats image from LIVE1 dataset degraded by QF q = 15 and
restored by various state-of-the-art schemes. (a) Ground truth. (b) Decompressed Input
Image. (c) IACNN. (d) D3SN. (e) DPW-SDNet. (f) RBQE. (g) DRUNet. (h) MetaNet.

which is obvious as OODNet is more complicated than MetaNet. What also can be seen

from the table is the difference between psnr and ssim values in the case of MetaNet and

OODNet, which are very low. In Fig. 4.7, it is seen that the runtime complexity for MetaNet

is the same as SwinIR [32] and is lower than OODNet. The performance in terms of PSNR

of MetaNet is also very close to the performance of OODNet. It can be confidently said,

based on the experiments done, that if training time and complexity are considered, similar

quality performance can be achieved with MetaNet at a reduced complexity and training

cost. Training a single model is sufficient for MetaNet whereas multiple modules need to

trained for OODNet.

4.5 Summary
Existing blind JPEG image deblocking networks are complex in terms of execution time

and training cost. In this chapter, the use of meta-learning is proposed in order to train a

single network that is capable of generating high-quality images from images compressed

with QF values not used during the network training process. This single network can

handle a higher range of QF values and produce sharp images. The effectiveness of the

training algorithm is shown through multiple ablation studies. The comparative studies
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Table 4.10: Comparison between OODNet and MetaNet
Comparison Between OODNet and MetaNet

Dataset Settings OODNet MetaNet
QF PSNR SSIM PSNR SSIM
5 27.62 0.7444 28.11 0.7573
15 31.98 0.8717 31.99 0.8713
25 33.33 0.9013 33.39 0.9030
35 34.25 0.9184 34.24 0.9186
QF PSNR SSIM PSNR SSIM
10 30.80 0.8389 30.74 0.8374
20 32.81 0.8902 32.80 0.8903
30 33.89 0.9121 33.87 0.9120

Live1

40 34.54 0.9234 34.50 0.9231
QF PSNR SSIM PSNR SSIM
5 28.55 0.7678 28.54 0.7599
15 32.24 0.8643 32.35 0.8642
25 33.60 0.8891 33.66 0.8907
35 34.41 0.9039 34.37 0.9038
QF PSNR SSIM PSNR SSIM
10 31.21 0.8380 31.13 0.8359
20 33.14 0.8806 33.12 0.8806
30 34.11 0.8986 34.07 0.8982

Classic5

40 34.65 0.9083 34.61 0.9078

Figure 4.7: Plot of average performance versus the complexity of different image deblock-
ing schemes in the cases of indistribution and out-of-distribution QF values

also show the effectiveness compared to the state-of-the-art networks. A comparative study

between OOD and MetaNet is also done. The network OODNet, proposed in Chapter. 3

deblocks produces high-quality images from the compressed images but it is more complex
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and execution time is higher. MetaNet proposed in this chapter solves the complexity issue

and the execution time of this network is same as SwinIR [32], as no modifications are

made in the network architecture.
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Chapter 5

Conclusion

5.1 Concluding Remarks

Existing deep learning-based pseudo-blind JPEG deblocking schemes perform well on

deblocking JPEG images compressed by a QF or a set of QFs used for training the model.

The performance drops significantly if the input image falls outside the QF values unseen

to the deep deblocking networks during training. This makes deep JPEG deblocking a chal-

lenge as it is time and resource-consuming to train models with every QF values separately.

This problem has been addressed in this thesis using in and out-of-distribution and

meta-learning. When a QF value falls outside the QF values used to train a model, it is

called an out-of-distribution QF value. In Chapter 3, a deep deblocking scheme referred to

as OODNet is proposed to deal with images compressed using QF values not used while

training the network. The scheme of OODNet consists of four modules: image QF de-

tection module, out-of-distribution detection module, deep deblocking module, and image

quality assessment module. As seen the comparative study in Chapter 3, these four mod-

ules enabled the network to perform better deblocking than the existing state-of-the-art

networks.
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In Chapter 4, deep JPEG image deblocking has been addressed from a meta-learning

point of view. Though OODNet performs better than state-of-the-art networks, it is com-

putationally expensive, has a higher execution time and requires more memory. MetaNet

solves the complexity issue by using only one model of a deep deblocking network which

is optimally trained for dealing with QF values outside the QF values used for training the

network. The algorithm and effectiveness of MetaNet are demonstrated through multiple

experiments done in Chapter 4.

A comparison is done between OODNet and Metanet in Table. 4.10. In Fig.4.7, a plot

of average performance versus the complexity of different image deblocking schemes are

shown in case of in distribution and out-of-distribution QF values. In the diagram, it is

seen that even though OODNet produces better performance it comes at a cost of higher

complexity and execution time. MetaNet’s execution time is similar to SwinIR, but the

performance is very similar to that of OODNet. As multiple models of a deep deblocking

network are used in OODNet, the memory usage is also higher compared to MetaNet which

only uses a single model of a deep deblocking network.

If execution time, computational complexity, and memory usage are not an issue, the

scheme of OODNet will be the obvious choice. However, if similar performance is required

at a reduced execution time, computational complexity, and memory usage, the scheme of

MetaNet will be the choice.

5.2 Scope for Further Investigation

The following are some examples for further investigating the deep JPEG image de-

blocking schemes proposed in this thesis.
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• The OODNet described in Chapter 3 can be modified for better deblocking per-

formance by changing the deblocking network in the deep deblocking module. A

modified version of SwinIR [32] used as the deep deblocking network in the deep

deblocking module can be replaced with another network like SwinFIR [60].

• For MetaNet, SwinIR has been used as the deep doblocking network. SwinIR can be

replaced using another deep deblocking network to improve the overall performance

of the MetaNet scheme.
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