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ABSTRACT

Model Checking the Interplay of Trust and Commitments in Multi-Agent Systems

and Applications

Narges Baharloo, Ph.D.

Concordia University, 2024

Effective and secure communication among agents is crucial for developing open

multi-agent systems (MASs). In such systems, agents operate autonomously and engage

in interactions within unpredictable and dynamic environments, making it essential to

contemplate security-driven, social and communicative modalities. The concepts of trust

and social commitments have garnered considerable attention within MASs to model

flexible and secure communication mechanisms. Numerous attempts have been made to

define their semantics separately. Nevertheless, there is still a need for more in-depth

exploration of the connection between trust and social commitments.

On the other hand, the combination of IoT and ad hoc networks has introduced novel

service models in various multi-agent applications. However, effective communication

remains the essential factor in enabling the coordination and interaction among various

components within these systems. This cooperation empowers them to work together

to address challenges that may exceed the capabilities of individual intelligent elements.

One primary concern faced by applications based on IoT-ad hoc networks applications is

ensuring the reliability of their components, especially when dealing with entities that may

engage in malicious behavior and uncertainty.

Moreover, in many situations, trust falls along a continuum, with various levels of

strength and weakness. The level of trust often depends on factors such as past experiences,
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evidence of reliability, transparency, and communication. Critical infrastructure systems,

like banking and healthcare, rely on strong trust in data security and privacy. Systems with

strong trust are often entrusted with significant responsibilities and critical tasks.

This thesis addresses these challenges through three main verification approaches:

1) model checking combined trust and commitments framework; 2) verifying three-valued

trust model for IoT-ad hoc Systems; and 3) model checking weak and strong trust over

commitments in MASs. In the first approach, we develop a formal and practical framework,

TCTLC, for handling trust over social commitments. We extend the Model Checker for

Multi-Agent Systems (MCMAS) with the MCMAS-TC tool and analyse its time and

space complexity. We also validate the technique through an industrial case study. In

the second approach, we propose a 3v trust model using three-valued logic to address trust

over social commitments in uncertain IoT-ad hoc settings. We introduce the 3v-TCTLC

modeling language to handle uncertainty in trust assessments. Moreover, we enhance

the "MACMAS-interactor" tool to enable its interaction with the MCMAS-TC model

checker by incorporating new functionalities to handle our 3v-TCTLC logic. This approach

is validated through case studies in smart health monitoring and smart home systems,

verifying system models against specified criteria in uncertain contexts. The third approach

introduces a novel logic, TwsCTLC, designed to capture properties related to both weak and

strong trust over commitments. We establish the semantics over the extended interpretation

of the original multi-agent systems formalism and provide postulates with accompanying

proofs to support our logic. The approach is validated using a scalable case study.

These contributions aim to advance trust and commitment management in MASs and

enhance the reliability and effectiveness of IoT in smart environments, providing practical

tools and methodologies for uncertain scenarios.
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Chapter 1

Introduction

In this chapter, we explore the research context and articulate the problem statements,

leading us to formulate the research questions. Subsequently, we outline the PhD research

objectives that we aim to achieve. The chapter concludes by presenting the structure and

organization of the thesis.

1.1 Context of Research

Agent communication is a key element towards the creation of open multi-agent systems

(MASs). Due to the autonomous nature of agents in these systems, and the fact that these

agents must interact in unreliable and dynamic environments, reasoning about trust and

commitments is highly desirable. Indeed, several definitions of trust in MASs have been

proposed [44, 55, 57, 92]. For instance, in [55] the purpose of trust is to ensure that a

specific action is performed within a relationship between agents. On the other hand,

social commitments are used to define satisfied contracts between agents but violation and

cancellation could be possible [24, 25, 50, 90]. The concepts of trust and commitments

involve interactions between multiple agents. There has been sustained interest in the
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modeling of these two key concepts of MASs. Previous studies have focused on defining

the semantics of trust and social commitments as individual entities. Nonetheless, [92]

combined temporal modalities of linear temporal logic (LTL) with modalities for

commitments and trust. A model-theoretic semantics along with reasoning postulates are

also presented. The presented semantics is interpreted using the universal grammar of

Montague [78], where a word is assigned to a power-set of worlds in this system. However,

verifying such a semantics using model checking is still challenging. Consequently,

reasoning about the relation between trust and commitment in a Kripke-based semantics

and interpreted systems is an objective yet to be reached. In fact, in various business

applications, agents need to reason on their trust, negotiate, exchange and reason regarding

commitments at the same time especially when they communicate with each other. Despite

the fact that trust information related to an agent is not publicly verifiable when it is

defined using private beliefs, agents are still required to engage in trust reasoning when

making commitments to one another. For example, an agent should be able to decide

when to trust what the other agent commits about. Thus, trust and social commitments are

not independent and they should definitely interact and co-exist in agent-based systems.

For instance, customers may trust merchants to deliver items after sending payments.

However, mere trust is not sufficient for customers to act accordingly. Customers also

require corresponding commitments from the specific merchants. Trust and commitments

are orthogonal concepts; they do not necessarily imply each other. Customers can act based

on either trust or commitments, but ideally, both should be involved and work together.

Commitments cannot be considered superfluous if trust is established, and trust cannot be

misplaced if there are commitments attached to it [93]. To motivate our efforts to model

and combine trust and commitments into a single framework, we explore an electronic

commerce example that arises in practical settings.
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Example 1. We consider the interactions between customers and merchants.

Specifically, we examine the importance of trust in the transaction process when a customer

accepts a price and commits to making a payment. In this scenario, the merchant must trust

that the customer will fulfill their commitment, just as the customer must trust that the

merchant will deliver the requested items as promised. To provide an illustration, let us

examine a scenario in which the customer approaches the merchant with a request to buy

certain items. After the payment has been successfully processed, the customer has fulfilled

their payment commitment. The merchant, on the other hand, trusts the customer to have

made the commitment and allows the request to proceed. At this point, the merchant can

initiate the delivery process and promptly inform the customer.

Hence, the need for a tool that expresses the interaction between trust and

commitments is confirmed. Model checking has attracted many contributions with

industrial implications [6, 26, 41, 44, 72]. Therefore, in this thesis, we show how the

relation between trust and commitments can be represented in a logical-based formalism

by expanding the Computation Tree Logic (CTL), the classic branching time logic [38,51],

with modalities about combined trust and commitment to specify protocol properties for

multi-agent interactions.

Another issues that have captured our interest are the Internet of Things (IoT) and ad

hoc networks, which have emerged as crucial technologies in a wide range of multi-agent

applications deployed within dynamic and uncertain physical environments. In recent

years, these technologies have attracted tremendous research efforts and are the subject of

extensive ongoing investigations [82, 84, 86]. The integration of IoT with ad hoc networks

has introduced innovative service paradigms across a variety of multi-agent applications

[96]. These applications span various sectors, including autonomous transportation,

healthcare systems, military monitoring tasks, and diverse smart applications [4, 75, 112].

Although the growing number of these applications made them even more appealing

3



to users and significantly contributed to their economic success, it raises, however, a

number of challenges related to their present and future behaviors. Indeed, IoT devices

and networks are susceptible to vulnerabilities arising from uncertainty and incomplete

information, which undermine the reliability of communication due to nature of its

components complexity and heterogeneity. Therefore, there is a pressing need for effective

and reliable detection to identify any weaknesses in these systems in order to achieve their

full potential.

The Internet of Things (IoT) encompasses the integration of physical objects that

can be equipped with electronics, software, embedded sensors, actuators, and network

connectivity, enabling them to collect and exchange many data from the environment

without human intervention [66]. IoT is not a single technology, but rather a combination

of diverse technologies that collaborate harmoniously. On the other hand, ad hoc networks

play a crucial role as one of the key technologies in the domain of IoT. They have attracted

considerable interest as a novel structure of decentralized wireless communication networks

that deviates from traditional centralized communication. However, the current ad hoc

networks in IoT still face significant challenges in accurately modeling the behaviors of its

components. Particularly, when it comes to fully understanding the behavioral patterns of

other network participants.

Nevertheless, communication is the key aspect for facilitating the coordination and

interaction of various components within these systems, enabling them to collectively

address obstacles that may be beyond the capabilities of individual intelligent components.

One of the main issues that encounter IoT-ad hoc network based applications is how to

ensure the reliability of their components in the presence of misbehaving entities. Such

entities not only create an exception for other entities, but also may obstruct their proper

work [4]. In fact, due to weak connectivity, resource limitations, and limited physical

protection, security emerges as a significant concern. The fact that these components
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operate autonomously and must interact with one another in unreliable environments,

makes the need to verify the presence of un-trusted participants highly desired.

Trust over commitments based solutions are widely regarded as a promising approach

to mitigate the presence of intentionally or unintentionally generated bogus or poor-quality

results. Evaluating the trustworthiness of a component serves as a reliable metric to

facilitate the decision-making process. Moreover, commitments offer social and observable

meaning that can be applied to capture the dynamic messages in these systems. Modeling

social commitments is of great importance for IoT-ad hoc network based applications that

might not always lead to the fulfillment of the commitment actions.

Figure 1.1: Overview of a military force system

Let us consider a scenario wherein a multinational military force is deployed in a

war zone. In such a critical situation, it becomes crucial for the diverse components of

the force to establish effective and secure communication channels among themselves,

ensuring the integrity of information without any risk of compromise. To achieve this, the

force can employ secure techniques for data transmissions, enabling real-time coordination,

information sharing, and decision-making among its components [52]. Therefore, in

these situations, two important considerations come to light: (1) trust emerges as a key

factor in making well-informed decisions about communication partners, and (2) successful
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partnerships are built on the foundation of social commitments within satisfied contracts.

Figure 1.1 shows overview of the considered military force system.

Formal verification techniques stand as a pivotal technique for identifying potential

vulnerabilities in IoT-ad hoc network systems. Model-checking [37] is one of these

techniques used to ensure that IoT-ad hoc based systems meet a given specification

[39, 54, 113]. It helps to identify potential vulnerabilities in these systems and to test

different security protocols. The approach consists of three essential elements: a concrete

system model represented by a finite state model, as well as formal properties denoted

as model-driven specifications expressed in the form of propositional temporal logic.

Additionally, there exists a verification process aimed at assessing whether the system

fulfills the given specifications. When the outcomes is a "true" response, it signifies that the

model fulfills the specification. Otherwise, a counterexample is generated that exposes the

sequence of steps where an error occurred. The use of model checking in these systems is

particularly significant because these systems may have to operate under different network

conditions, with different types of devices, and with different types of data. Thus, it can

help to ensure that the system is robust enough to handle the challenges and that it can

operate reliably and securely.

Many approaches aiming to provide social modeling for trust and commitments

among IoT-ad hoc network based applications can be found in the existing literature

[14, 42, 46, 80]. However, very few approaches addressed the uncertainty from a high level

abstraction viewpoint. Verifying social trust over commitments in systems that are treated

under the assumption of uncertainty is another important aspect to be addressed, especially,

when they are developed in critical applications. Classical logical frameworks that handle

trust on commitments in IoT-ad hoc systems have traditionally employed a binary approach,

where we either fully fulfil or violate the behavior of a component (i.e., (T,F)). However, in

many contexts, it is quite difficult to determine, with absolute certainty, whether a property
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about the behavior of an entity is true or false. The three-valued logic is an extension of

classical logic that includes extra truth values that use a 3-valued lattice of truth values

(T,M,F), with M representing undefined or uncertain information.

Thus, Online interactions are marked by uncertainty and, additionally, the anonymity

of the interaction participants. Consequently, there is no assurance that this process will

be definitively fulfilled in specific applications. Hence, there is a substantial need for

formally defining and automatically verifying trust and commitments interactions among

autonomous agents under uncertainty.

We have also introduced and discussed the concepts of weak and strong trust, which

are novel aspects in the realm of trust, aiming to enhance the depth of our research. As

trust is a complex and important element in human relationships, playing a crucial role in

shaping how people and groups interact. It can be broadly categorized into two main types:

Weak trust and strong trust are like two opposite ends of a spectrum, each having its unique

qualities and significant consequences.

Weak trust is often characterized by its superficial and temporary nature, typically

based on limited interactions or experiences with a person or entity. This type of trust is

fragile and can be easily broken due to misunderstandings, unmet expectations, or changes

in circumstances. Weak trust is commonly seen in new relationships, where there is not

enough history or shared experiences to form a solid foundation of trust. In situations

involving weak trust, individuals tend to be cautious and skeptical, seeking verification and

assurances before fully committing to a relationship or agreement. This is often observed

in business transactions with new partners, interactions with unfamiliar individuals, or

in online interactions. Weak trust requires constant validation and reassurance to be

maintained, and even then, it remains vulnerable to being compromised. On the other

hand, strong trust is built over time through consistent and positive interactions, shared

experiences, and a history of reliability and integrity. This type of trust is robust and
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resilient, able to withstand challenges and conflicts that may arise. Strong trust is typically

found in committed partnerships, where individuals have had the opportunity to prove

their trustworthiness and demonstrate their commitment to the relationship.Strong trust is

characterized by a deep sense of security, confidence, and mutual respect, allowing for

open communication, vulnerability, and collaboration. In relationships with strong trust,

individuals feel comfortable sharing their thoughts, feelings, and experiences, knowing that

they will be understood and supported. This level of trust fosters a positive environment

where individuals can thrive, grow, and work together towards common goals.

1.2 Research Questions

This research emphasizes the significance of trust and commitments in open multi-agent

systems, particularly in the context of the Internet of Things (IoT) and ad hoc networks.

Trust is crucial for ensuring reliable interactions among autonomous agents, while

commitments establish the foundation for fulfilling agreements between agents. The

research proposes using formal verification techniques like model checking to identify

vulnerabilities and ensure that systems meet specified requirements, especially in uncertain

and dynamic environments.

Furthermore, it suggests extending traditional binary logic with a three-valued logic

to handle uncertainty, acknowledging that in certain scenarios, absolute certainty about

agent behavior can be challenging to determine.

Overall, current research highlights the importance of trust and commitments in

multi-agent systems, presents formal methods for verification, and addresses the complexity

of uncertainty in modeling these concepts in practical applications, such as IoT and ad hoc

networks. The challenges outlined above prompt several research questions:

Q1: How can we define a temporal logic that can specify both trust and social commitments
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simultaneously?

In the literature, there is no such work that considers computationally grounded

semantic that is capable to verify trust and social commitment relationship simultaneously.

Therefore, we investigate the possibility of using the existing conventional temporal logics

such as CTLC (an extension of CTL with modalities for reasoning about commitments and

their fulfillments) logic to define the new logic. In our research, we extend the current

CTLC logic with trust modality and introduce a logical language named Trust Computation

Tree Logic Commitment (TCTLC). In fact, the reasons that encouraged us to extend CTLC

logic are: (1) this logic is an extension of the CTL logic which has an efficient model

checking procedure; (2) it has grounded semantics which means that it can be associated to

computational models; and (3) its model is defined over the interpreted system formalism

which is very suitable to model MASs and agent communication.

Q2: How can we specify the capabilities, soundness and completeness of the developed

temporal logic?

Indeed, properties and reasoning postulates define these capabilities since reasoning

rules capture common reasoning patterns that apply uniformly to trust and commitments

relationship and their actions. In our research, we express a set of postulates along with

formal proofs to support the developed logic.

Q3: How can we define a temporal logic that can specify trust over social commitments

properties with the presence of uncertainty?

To tackle this inquiry, we propose to extend the developed TCTLC logic to

multi-valued cases. We use the multi-valued logic represented in [32]. In contrast to

the classical TCTLC logic, in multi-valued TCTLC logic, the modalities of trust and

commitment are defined over multiple truth degrees which provides us more flexible

modeling language. This allows us to express our models in uncertain settings more

effectively. To the best of our knowledge, our work is the first attempt to address the
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problem of modeling and verifying IoTs with trust over commitment in uncertain scenarios.

Q4: Which formal methods should be used to verify the proposed temporal logic?

Two verification techniques to verify the logic have been put forward: 1) Direct

method in which new model checker is implemented from scratch or existing tool is

extended with new algorithms for the required temporal modalities, and 2) Indirect method

which is also called transformation-based method. The idea behind the indirect approach

is to apply certain reduction rules to transform the current problem to an existing model

checking problem. In this proposal, we explore the direct technique to verify our classical

logics TCTLC and T wsCT LC by introducing new BDD-based model checking algorithms

and implement these algorithms on top of MCMAS model checker and also we explore the

indirect technique to verify our three-valued logic. we extended "MACMAS-interactor"

tool to automatically calls MACMAS-TC tool to verify two-valued logic after reducing the

the problem of three-valued model checking to classical model checking by adding new

functionalities to make the tool enable to handle our 3v-TCTLC logic.

Q5: How can we evaluate the developed temporal logic?

An evaluation of both temporal logics has been performed by applying the proposed

algorithms to multiple real-world case studies along with experimental results. Moreover,

we have computed the time and space complexity of our developed logic for theoretical

evaluation.

Q6: How can we formulate and support a temporal logic that is capable of delineating both

weak and strong trust in relation to social commitments?

Our research incorporates a computationally grounded semantic capable of verifying

both weak and strong trust in the context of social commitments. Consequently, our study

explores the potential of leveraging conventional temporal logics, such as Computation

Tree Logic (CTLC), to formulate a new logic. We expand upon the current CTLC logic,

incorporating modalities for both weak and strong trust, and introduced a new logical
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language named TwsCTLC. To support the proposed logic we present a series of postulates

accompanied by formal proofs as explained in Q2.

1.3 Research Objectives and Contributions

The ultimate goal of this research is to develop a formal and comprehensive framework

that can investigate the interaction between trust and social commitment in MASs from the

semantics and model checking perspectives in classical and uncertain settings. The main

contributions can be summarized as follows:

1. We develop a new logic (TCTLC) capable of simultaneously reasoning about trust,

social commitments, and their interactions within MASs.

2. We propose a set of reasoning rules along with formal proofs to support our logic.

3. We develop of a new logic, (3v-TCTLC), to specify trust over social commitments

properties with the presence of uncertainty.

4. We consider an efficient model checking technique and implement it to verify the

proposed logics.

5. We evaluate the proposed model checking problem of the developed logics in real

and scalable case studies.

6. We formulate a new logic, TwsCTLC, that facilitates the analysis of weak and strong

trust, social commitments, and their interconnections within MASs.
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Figure 1.2: The thesis objectives, research questions and corresponding chapters

1.4 Thesis Organization

The rest of the thesis is organized as follows: we provide the necessary background

information to comprehend the various concepts integral to our research work in Chapter 2.

In Chapter 3, we present TCTLC, a new logic and its semantics that allows us to reason

about trust and social commitment consistently. We present a set of reasoning postulates

along with formal proofs to support the relationship between trust and commitment. We

develop a new BDD symbolic algorithm dedicated to our logic. To check the effectiveness

of the proposed algorithm, we implement it on top of the MCMAS model checker. Finally,

the experimental results of verifying the NetBill protocol. Chapter 4 presents a novel

approach for modeling and verifying IoT-ad hoc systems using a concrete application.
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It involves the introduction of a new logic called 3v-TCTLC, which extends the existing

3v-CTL framework to reason about the aspect of trust over commitments considering

uncertain environments. To ensure efficient model checking of this logic, we have

devised a new algorithm that reduces the three-valued model checking problem to the

classical two-valued model. Additionally, we have enhanced the functionality of the

"MCMAS-interactor" tool to automate the 3v-TCTLC model checking process. This tool

not only generates the two-valued TCTLC model automatically but also applies the new

algorithm for model checking and presents the output. We have conducted an evaluation

of both the algorithm and the tool. The results clearly demonstrate the effectiveness and

efficiency of our proposed 3v-TCTLC logic and algorithm. Chapter 5 introduces a novel

logic, TwsCTLC, designed to encapsulate the properties associated with both weak and

strong trust. The semantics is defined over an expanded interpretation of the original

MASs’s formalism. Furthermore, we provided postulates and their corresponding proofs

to validate our logic. We introduced a model checking algorithm for TwsCTLC, which

extends the CTLC symbolic algorithm, and implemented it to create a new tool named

MCMAS− T ws. To validate our approach, we conducted experiments in a concrete case

study, demonstrating the practical application of our proposed framework. Finally, in

Chapter 6, we provide a summary of the results we achieved and outline potential future

expansions of this work. An overview of the above defined objectives, research questions

and corresponding chapters in which they are addressed are presented in Figure 1.2.
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Chapter 2

Research Background

In this chapter, we summarize the relevant background for this thesis. More details about

related work are provided in the following chapters where the relevant contributions are

presented.

2.1 Agents and Multi-Agent Systems

An agent is an autonomous entity located in an environment which it can meet its designed

objectives. Thus, an agent can control its state and behavior without intervention from other

agents. An agent generally has the following properties [107]:

• Proactivity: Agents can initiate actions and make decisions based on their defined

goals and objectives.

• Reactivity: They have the capacity to sense and respond to changes and events

occurring within their environment.

• Social ability: Agents can engage in interactions with other agents by exchanging

messages or data, facilitating collaboration and coordination.
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• Rational ability: The actions of an agent are consistent with its objectives and goals,

exhibiting a rational decision-making process.

Nowadays, the number of Web services is growing rapidly around the world.

Human’s services such as paying utility bills, buying and selling goods, managing bank

account, booking airline and hotel reservations, etc can be implemented with a lower cost

and at greater efficiency by software agents. Agents should be intelligent to actively seek

ways to support human users. An intelligent agent satisfies the capabilities of proactivity,

reactivity, rational and social ability. Wooldridge [106] defined the term agent as follows.

ªAn agent is a computer system that is situated in some environment, and that is capable of

autonomous action in this environment in order to meet its delegated objectivesº.

The term multi-agent system (MAS) is defined as a ªsystem in which several

interacting, intelligent agents pursue some set of goals or perform some set of tasksº [104].

Such a system can be either compromised of heterogeneous agents, which refers to diversity

of the agent goals, behavior and implementation or homogeneous agents, which refers

to the identical agents with both design and implementation wise. These properties are

what make MASs complicate and difficult to design, but they are also what make them

highly effective in modeling and solving real-world problems ranging from industrial to

commercial, healthcare, and governmental applications.

2.2 Agent Communication Languages (ACLs)

Effective communication is crucial for autonomous agents within Multi-Agent Systems

(MASs) to collaborate on complex problems beyond individual capabilities. Thus, fostering

communication among agents is pivotal in developing efficient MASs. In practical

scenarios, agents engage in various forms of interaction to fulfill their objectives. These

interactions range from cooperation to competition, depending on the agents’ goals and
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transaction contexts.

Establishing a standardized framework for agent communication is widely

acknowledged. Despite numerous efforts in the literature to establish communication

standards, there’s been no consensus. Agent Communication Languages (ACLs) define

semantics either internally, based on agents’ beliefs and goals, or externally, based on

their social commitments. Approaches utilizing internal semantics are termed mental

approaches, focusing on agents’ cognition, while those using external semantics are social

approaches, considering the social context. Unlike mental approaches, social commitments

have proven to be potent representations for agent interactions. They offer a social

semantics that transcends agents’ internal states, providing meaningful and observable

exchanges among agents. In the context of this thesis, our focus lies on communication

where message semantics are publicly defined, specifically in terms of social commitments.

2.3 Trust in MASs

As part of their mission, agents interact in MASs, which form uncertain and dynamic

environments [107]. In these systems, agents may join or leave their interactions at any

time as there is no guarantee about their behaviors. Therefore, using trust to govern agent

communication and agents’ dynamics is highly significant [7]. Trust is considered a key

element that enables the collaboration, communication and interaction among autonomous

agents. It has been the focus of many research contexts.

Trust in MASs has been investigated in a number of ways. We can classify them

into two main approaches. The first approach enables agents to measure the amount of

trust between interacting agents [35, 81, 100]. An agent with high degree of trust would be

selected for interaction over multiple interactions. Thus, when there are repeated or ongoing

interactions between multiple agents, the agent who is considered trustworthy or reliable is
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more likely to be chosen as a partner for these interactions each time. In other words, if

one agent has established a strong level of trustworthiness, it is expected to be consistently

preferred or prioritized for engagement or collaboration over a series of interactions. In

this way, trust models aim to guide an agent to make decision on when, how, and who to

interact with. On the other hand, the second approach is obtained through trust models

which allows parties to trust each other by reasoning about honesty or reliability of their

counterparts. This approach focuses on proposing formal semantics to reason about trust.

Several frameworks that provide a semantics for trust have been proposed and different

application domains are considered [23,31,42,92,101]. In this paper, we follow the second

approach and model trust as a modal operator with an intuitive semantics.

2.4 Social Commitments in MASs

Agents communicate in MASs and organize their actions and behaviors to achieve their

goals [79]. Autonomous and heterogeneous agents use Agent Communication Languages

(ACLs) to interact with each other. Therefore, formal semantics of these ACLs [47]

are needed. The first approaches to define the semantics were based on agents’ mental

states which capture beliefs-desires-intentions concepts of communication. The mental

approaches pertain to the actions carried out by agents to fulfill their intentions and rely on

the underlying assumption that agents have the ability to read each other’s minds [88]. In

these approaches, semantics verification problem exists, which makes the verification of the

agents’ actions based on the semantics impossible [106]. Since its quite difficult to verify

the compliance of agents with the defined mental semantics, a social approach has been

introduced [88]. At the core of the social approach are social commitments which have

been successfully used to model multi-agent interactions [9, 46, 90, 111]. Commitments

are used as contracts among agents to reach an agreement. Commitments have been
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used in various areas including communication protocols, IoT applications, and business

contracts [18, 40, 46, 111]. Commitment also manipulated through a set of actions such as

creation, fulfillment, release, violation, cancellation, delegation and assignment [89]. In this

paper, we are interested in communicative social commitments as specified in [1,24,47,50].

2.5 Interpreted Systems

[53] introduced interpreted systems as a knowledge representation formalism for MASs

to capture the concepts of knowledge and time. It is a useful formalism to model various

classes of communicating MASs where agents can be heterogeneous and interact within a

global system by exploiting various communication mechanisms [24, 47].

The formalism of interpreted systems functions through a set of n agents A =

{1, . . . ,n} in a set of local states Li for each agent i ∈ A giving i’s complete system

information at any given time. Global states are instantaneous compositions of all agents at

any given time in the system in the sense that they provide a representation or arrangement

of all the agents’ states or properties at a specific moment in time to describe the overall

state of the system. A global state g ∈ G is a tuple g = (l1, . . . , ln) where li ∈ Li. The

standard product L1×·· ·×Ln of n agents local states produces the set of global states G,

i.e., G = L1× ·· ·×Ln. The local state of agent i in the global state g is denoted by li(g).

I ⊆ G is the set of initial global states. The Local protocol ρi : Li → 2Acti is defined for

each agent i ∈ A to identify the enabled actions in a given local state. For each agent i, a

set of local actions Acti is assigned in order to address the system’s temporal evolution. It

is supposed that the action null ∈ Acti for every agent i is the action of silence.The Global

evolution function is as follows: τ : G×ACT →G, where ACT = Act1×·· ·×Actn and each

component a ∈ ACT is a joint action, which is a tuple of actions. τi is a local evolution

function that determines the transitions for an individual agent i between his local states
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and it is defined as follows: τi = Li×ACTi→ Li.

[24] and [47] advocated the extended formal framework of interpreted systems to

consider the run-time agent communication. A set of local variables Vari is assigned to

each agent i ∈ A which represent the channels of communication that are used to send

and receive messages. Shared and un-shared variables are used to establish commitments

among interacting agents. A communication channel among the agents i and j exists iff

Vari ∩Var j ̸= /0. The variable x value in the set Vari at local state li(g) is represented by

lx
i (g). So, if li(g) = li(g

′), then ∀x ∈Vari, lx
i (g) = lx

i (g
′). For the shared variable x, lx

i (g) =

lx
j(g
′) means that the agent i in li(g) and the agent j in l j(g

′) have an equal value for this

variable.

2.6 The CTLC Logic

The CTLC logic is a combination of branching time CTL [38, 51] with modalities for

representing and reasoning about social commitments with their fulfillment [24, 63].

Definition 2.1. [Syntax of CTLC] The syntax of CTLC is defined as follows:

ϕ ::= ρ | ¬ϕ | ϕ ∨ϕ | EXϕ | EGϕ | E(ϕ ∪ϕ) |Ci→ jϕ | Fu(Ci→ jϕ)

where:

• ρ ∈Φp is an atomic proposition;

• E is the existential quantifier on paths;

• The Boolean connectives ¬ and ∨ are defined in the usual way;

• X ,U, and G are CTL path modal connectives standing for ªnextº, ªuntilº, and

ªgloballyº;and
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• The modal connectives Ci→ jϕ and Fu stand for ªcommitmentº and ªfulfillment of

commitmentº;

In this logic, Ci→ jϕ is read as ªagent i commits towards agent j that ϕº. Fu(Ci→ jϕ) is read

as ªthe commitment Ci→ jϕ is fulfilledº.

Definition 2.2. [Semantics of CTLC] Given the model M, the satisfaction of a CTLC

formula ϕ in a global state s, denoted by (M,s) |= ϕ is recursively defined as follows:

• (M,s) |= p iff p ∈V (s);

• (M,s) |= ¬ϕ iff (M,s) ⊭ ϕ;

• (M,s) |= ϕ ∨ψ iff (M,s) |= ϕ or (M,s) |= ψ;

• (M,s) |= EXϕ iff there exists a path π starting at s such that (M,π(1)) |= ϕ

• (M,s) |= E(ϕ ∪ψ) iff there exists a path π starting at s such that for some k ≥

0,(M,π(k)) |= ψ and (M,π( j)) |= ϕ for all 0≤ j < k;

• (M,s) |= EGϕ iff there exists a path π starting at s such that (M,π(k)) |= ϕ for all

k ≥ 0;

• (M,s) |=Ci→ jϕ iff for all global states s′ ∈ S such that s∼i→ j
s′, we have (M,s′) |= ϕ;

• (M,s) |= Fu(Ci→ jϕ) iff ∃s′ ∈ S such that s′∼i→ j
s, we have (M,s) |= ¬Ci→ jϕ ∧ϕ and

(M,s′) |=Ci→ jϕ;

The semantics of CTLC state formulae in the model M combines both the semantics of

CTL (see for example [38, 51]) and the semantics of the trust, commitment and fulfillment

modalities.The state formula Ci→ jϕ is satisfied in the model M at s iff the content ϕ

holds in every accessible states s′ obtained by the accessibility relation ∼i→ j. The state

formula Fu(Ci→ jϕ) is satisfied in the model M at s iff state s satisfies the negation of the
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commitment and there exists a state s′ satisfying the commitment and s is accessible from

s′ by the accessibility relation ∼i→ j.

2.7 Verification of Trust in MASs

Ensuring that a system aligns with its design requirements is particularly challenging,

especially within multi-agent systems where numerous autonomous entities operate. The

presence of these entities amplifies complexity and heterogeneity, posing significant

hurdles to verification. One of the primary challenges in Multi-Agent Systems (MASs)

is maintaining reliable trust relationships among potentially misbehaving entities. Such

entities not only disrupt other agents but also impede their functionalities [61]. Given that

these agents are autonomous and must interact within unreliable environments, there’s a

pressing need to reason about trust and identify untrusted computations.

Technically, trust verification mechanisms in MASs can be categorized based

on when verification activities occur: runtime and design-time. Runtime approaches

commonly employ monitoring, observing the system’s evolving executions during

operation, and checking if desired properties hold [5, 17, 19]. Runtime verification

extracts relevant information from the system to detect undesired behaviors. Conversely,

design-time approaches rely on static formal verification, often utilizing model checking

to verify various aspects of MASs [24, 71, 103]. Each technique has its advantages and

limitations. Runtime verification offers real-time observation and reaction to undesired

behaviors but may have limited coverage [68]. In contrast, design-time techniques

systematically check all possible states but face the state explosion problem with large

systems. Both techniques complement each other in detecting untrustworthy behaviors and

improving MASs development.

Despite the dynamic nature of trust, verifying trust properties at design time remains
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critical and beneficial. Model checking trust ensures trust behaviors can occur among

interacting agents. If model checking reveals no execution satisfies a trust property, the

model must be revised as it’s unsafe for deployment. Conversely, if all possible executions

are trusted, demonstrating equivalence between the implemented and designed models

suffices. In cases where some paths are trusted and others aren’t, model checking guides

dynamic verification to monitor untrusted paths. In this thesis, a design-time approach

is adopted to enhance MAS utilization by reducing development time and costs while

increasing confidence in system safety, efficiency, and robustness. Formal evaluation using

model checking techniques has proven highly effective [37, 38].

2.8 Model Checking

Model checking is a verification that verifies if a given model M satisfies system

specification ϕ or not. Model checkers have three components as follow:

• A method of encoding the state machine which represents the system under

verification.

• A specification based on a temporal logic.

• A verification procedure that determine whether the specification is met.

Model checkers terminate with a ªtrueº answer which means model satisfies the

specification or provide a counterexample which shows the steps where error was

encountered. Figure 2.1 depicts the model checking procedure.

It is not possible to talk about model checking without discussing the state explosion

problem which occurs when the number of states grows exponentially with the number

of variables in the system. One solution to the state explosion problem is symbolic

model checking using BDDs (Binary Decision Diagram) [76]. To represent the state space
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Figure 2.1: A model checker process

symbolically, BDDs data structure is used. As a result, they require fewer states in order

to represent the state space. These data structures allow the manipulation of entire sets of

states at a time, and allow for more efficient operations. For the verification many tools are

developed:

• NuSMV [36] is an extended version of Symbolic Model Verifier (SMV) [79] that is

used in Computation Tree Logic (CTL) and LTL to check finite state systems against

properties.

• MCMAS [73] is an OBDD-based symbolic model checker developed for multi-agent

systems which can verify various properties specified by as CTL, CTLC and CTLK

logics.

• The PRISM tool [67] is used for checking probabilistic specifications in probabilistic

model. The specifications can be expressed in the Probabilistic Computation Tree
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Figure 2.2: A typical verification process for multi-agent systems.

Logic (PCTL).

• SPIN [58] is a model checker for Linear Temporal Logic (LTL) to provide the

correctness of process interactions.

To minimize post-development expenses and enhance confidence in the safety,

efficiency, and reliability of Multi-Agent Systems (MASs), two model checking approaches

have been proposed for reasoning about new social properties. These methods are

categorized as direct and indirect verification techniques (refer to Fig 2.2). The direct

approach involves the creation of specialized verification algorithms tailored to verify new

social modalities. These algorithms are then integrated into an existing model checker

or used to develop a new dedicated model checker. Conversely, the indirect approach

aims to simplify the verification process by transforming the task of checking the new

logic into checking an existing logic, leveraging reduction techniques. This eliminates

the need for developing dedicated verification algorithms, focusing instead on automating

transformations and integrating them into existing model checkers.

Practically, the indirect approach, known as transformation-based model checking,

offers advantages in reducing post-development expenses associated with maintaining the

model checker. It requires minor adjustments in cases where the core model checker
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undergoes significant changes that affect backward compatibility. Additionally, it allows for

the utilization of reliable model checkers with a long history of enhancements and strong

community support.

2.9 Ad Hoc Networks and IoT

An ad hoc network is characterized by its self-organizing nature and lack of a predetermined

topology. Within this network, nodes fulfill the roles of both hosts and routers, with the

freedom for any node to join or leave from the network at any given moment. The

communication between nodes occurs directly and wirelessly, provided they are within

the radio range of each other. Remarkably, this network operates in a fully decentralized

manner, devoid of any fixed infrastructure, such as access points or base stations, that

would typically be required for its functioning. Six fundamental features delineate an ad

hoc network: distributed functionality, multi-hop routing, autonomous end-points, dynamic

topology, shared physical medium, and lightweight end-points. Figure2.3 illustrates the

structure of wireless ad hoc networks.

Figure 2.3: Wireless ad hoc network structure

In the contemporary era, individuals find themselves constantly surrounded by a

diverse array of objects, spanning a wide range of sizes. This phenomenon has prompted
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the development of electronic systems and devices capable of establishing interconnections

through digital communication, with the internet serving as the principal conduit for

data transmission. Within this networked framework, the human individual assumes

the role of a data traffic consumer, while communication, management, and information

exchange primarily occur between the interconnected objects and devices. The capacity of

physical or virtual entities to be uniquely identified, engage in communication with other

entities, and interact with their environment has facilitated the establishment of networks

encompassing interconnected devices, end users, and various other entities within the global

internet infrastructure. The term "Internet of Things" (IoT) denotes the infrastructure

comprising interconnected objects, devices, and other entities, which possess the ability to

communicate, exchange information, and execute operations over the internet, leveraging

the interplay between communication technologies and networks [29].Figure 2.4 displays

various examples of IoT devices.

Figure 2.4: Examples of IoT devices

Sensors assume a pivotal role in facilitating the connection between various entities

and their corresponding data, allowing for remote access by end users. These sensors

undertake the task of collecting pertinent information, which is subsequently converted into

a digital format and transmitted to other devices within Internet of Things (IoT) systems,
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employing diverse wired or wireless technologies [99]. Given the extensive deployment and

rapid proliferation of sensors worldwide, they serve as the primary interface that bridges

the gap between entities, communication channels, and end users. Figure 2.5 shows a

variety of sensors used to execute the required functionalities. Nevertheless, one of the

paramount challenges encountered in IoT systems pertains to the selection of an appropriate

medium for data transmission, as well as the routing of data across disparate heterogeneous

networks [95]. Ad-hoc wireless networks and wireless technologies emerge as the most

efficient and cost-effective means for transmitting data within IoT systems, thereby offering

the added advantage of mobility, which effectively caters to human requirements while

significantly diminishing installation expenses in comparison to wired technologies.

Figure 2.5: IoT sensor types

The Internet of Things (IoT) system encompasses digitally identified and

interconnected entities, enabling wireless communication among them and facilitating

the formation of ad hoc networks. These entities, commonly referred to as "things,"

possess both sensing and actuating capabilities, empowering them to interact with their

surroundings. However, for IoT systems to operate effectively, they must address various

critical factors, including device and thing heterogeneity, energy optimization, data
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management, interoperability, and security considerations [28, 77]. The ability of IoT

systems to accommodate these factors renders them applicable across diverse domains

within smart cities [56], including healthcare, buildings, energy, transportation, and

industrial sectors. Key technologies employed in the implementation of IoT systems within

these domains comprise wireless sensor networks and ad hoc networks [20, 112].

Figure 2.6: IoT-ad hoc network global structure

Figure 2.6 illustrates the global structure of an IoT-ad hoc network, where sensors

collect data from a wide range of IoT devices and transmit it across the ad hoc network

through various applications, ultimately reaching end-users’ smart devices.

2.10 Three-Valued Lattice Logic (3v-Logic)

The application of classical two-valued logic has been prevalent in reasoning processes

relying on determinate information. However, with the proliferation of interconnected

components within IoT and the complexity nature of their communications, there arises a

growing demand for reasoning mechanisms capable of handling uncertain or inconsistent

information. In response to this necessity, the development of a logic system that

can accommodate multiple degrees of truth, tailored to the requirements of specific
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applications, becomes imperative. Such a logic framework utilizes truth values arranged

in a lattice structure, thereby belonging to the category of many-valued logic known as

lattice-valued logic [109].

Figure 2.7: (a)The truth table of Kleene’s logic;(b) 3v-lattice

In particular, 3-valued logic is a type of logic that utilizes the 3-valued lattice

implication. It is an extension of the 2-valued logic and based on the Kleene’s logic truth

values of true (T), maybe to present uncertain or missed information (M), and false (F).

It was first initiated by the logicians Jan èukasiewicz and Clarence Irving Lewis. The

3-valued lattice [85,109] is represented by a set of objects with a 3v-valued ordering relation

(T, M, F) represented in Figure 2.6(b). It is an algebraic structure (L3, ⊓,⊔) where every

two elements have a meet denoted by (a ⊓ b) and a join denoted by (a ⊔ b). The symbols

⊓ and ⊔ operate as the AND and OR in the Kleene’s logic.The truth values of this logic is

shown in Figure 2.7(a).

2.11 Quasi-Boolean Algebras and IoT System Reasoning

Quasi-Boolean algebras, also referred to as De Morgan algebras, differ from the latter by

not mandating the presence of least and greatest elements. The emergence of these algebras

arises from their aptitude in delineating real-world problems, with operators mirroring their

classical counterparts. They derive truth values from a finite distributive lattice, adhering
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to the truth ordering, and uphold the negation operator in line with De Morgan laws and

involution (¬¬x = x) [109]. Fig2.8 illustrates various scenarios:

1. In Fig2.8(a), a classical logic is depicted within the lattice, where ¬T = F and ¬F =

T .

2. Fig2.8(b) illustrates a lattice presenting a 3-valued logic, where T signifies true, F

denotes false, and M denotes maybe. This logic facilitates reasoning about uncertain

and inconsistent information in IoT systems. For instance, complete and consistent

sensor readings are designated the value T , while inconsistent or incomplete readings

receive the value M, as they may still hold truth. Only definitively incorrect

information is assigned the value F .

3. Fig2.8(c) portrays Belnap’s 4-valued logic [21], wherein N represents neither true

nor false, and B denotes both true and false. This logic aids in reasoning about

inconsistent yet preexisting information in IoT systems, arising from conflicting

sensor readings.

4. The lattice depicted in Fig2.8(d) represents the product algebra 2×2, encompassing

truth values T T,FF,T F , and FT . This logic facilitates the resolution of

disagreements between two knowledge sources. For instance, disparate designers

modeling a single IoT system may disagree on certain system behaviors.

5. Fig2.8(e) encompasses both disagreement and uncertainty, serving to describe IoT

system behaviors that encompass multiple truth levels, such as behaviors that must,

must not, should, and should not be implemented in the system [64].

The 3-valued logic, known as Kleene’s logic, extends the traditional two-valued logic

and represents a subset of multi-valued logic. The designation "M" (for maybe) also implies
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Figure 2.8: Types of lattices

"undefined" or "neither". This logic proves effective in addressing uncertainty arising from

various sources:

• Partial IoT models where some behaviors remain unknown.

• Abstracted IoT systems where certain behaviors are omitted to simplify the state

space.

• Open IoT systems where certain behaviors are determined by other components or

features.

• Uncertain IoT models where behaviors may conflict or provide conflicting

information at specific phases of the IoT system life cycle.

2.12 Summary

In this chapter, we have provided the foundational background required to navigate through

the thesis. In the upcoming chapter, we will introduce a novel, systematic method for

comprehensively capturing the interplay between trust and social commitments within

Multi-Agent Systems (MASs).
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Chapter 3

Model Checking Combined Trust

and Commitments in Multi-Agent

Systems

In this chapter, we introduce a comprehensive and systematic approach for the formally

reason about trust, communicative social commitments, and how they interrelate within

Multi-Agent Systems (MASs). Specifically, we formulate a new and coherent temporal

logic named TCT LC to facilitate this process. Section 3.1 peresents an overview of the

proposed approach. In Section 3.2, we present the formalism of extended interpreted

systems and introduce the new TCTLC logic. In Section 3.3, we introduce a set of

reasoning rules in TCTLC to clarify the relation between trust and commitment. Section

3.4 introduces the BDD-based symbolic model checking algorithms of our logic along with

the complexity of model checking TCTLC. Finally, we implement the proposed algorithms

using a new model checker tool called MCMAS-TC dedicated to TCTLC, verify the NetBill

protocol case study, and report our experimental results and comparison with benchmarks
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in Section 3.5.

3.1 An Overview of the Proposed Approach

In this chapter, our objective is to explore the connection between trust and social

obligations from a semantic point of view. Therefore, we show how the relation between

trust and commitments can be represented in a logical-based formalism by expanding the

Computation Tree Logic (CTL), the classic branching time logic [38, 51], with modalities

about combined trust and commitment to specify protocol properties for multi-agent

interactions. To do so, we illustrate our work in four phases outlined in Fig. 3.1. These

phases are as follows:

In the first phase: we introduce Trust Computation Tree Logic with Commitments

(TCTLC), a new logic that allows us to reason about trust and social commitment in a

combined and consist manner. Moreover, we introduce a new semantics of trust based on

the underlying commitment’s fulfillment. To demonstrate the relationship between trust and

commitment, we provide a desiderata of reasoning rules accompanied by formal proofs.

In the second phase: we introduce our formal verification technique based on

extending an existing model checker, MCMAS (Model Checker for Multi-Agent Systems)

with new algorithms. We develop new Binary Decision Diagram (BDD)-based symbolic

algorithms dedicated to the proposed logic.

In the third phase: we compute the complexity of the proposed model checking

algorithm for TCTLC in terms of both time and space. The objective is to demonstrate

that the model checking algorithm is efficient and still has the same time complexity for

explicit models and the same space complexity for concurrent programs as the standard

CTL logic.

In the forth phase: to analyze the proposed algorithm’s effectiveness, we implement
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Figure 3.1: The building blocks of our approach

it as libraries attached to the MCMAS model checker after extension of its input language,

named Interpreted Systems Programming Language (ISPL), with shared and non-shared

variables. Finally, the results of the experiments obtained for the verification of the NetBill

protocol as a case study are revealed and compared with relevant benchmarks.

3.2 The TCTLC Logic

TCTLC is a combination of branching time CTLC (Trust Computation Tree Logic with

Commitments) [24, 63] with modalities for representing and reasoning about trust.

Definition 1 (TCTLC Model) A formal model M = (S, I,Rt ,{∼i→ j: (i, j) ∈ A2},V ) of

TCTLC is a tupled structure defined as follows:

• S is a set of global states of the system;

• I ⊆ S is a set of initial states;
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• Rt ⊆ S×S is a total temporal relation defined by (s,s′) ∈ Rt iff there is a joint action

a = (a1, ...,an) ∈ ACT such that τ(s,a1, ...,an) = s′;

• For each pair of autonomous agents (i, j) ∈ A2,∼i→ j⊆ S×S is a social accessibility

relation defined by s∼i→ j s′ iff (1) li(s) = li(s
′); (2) (s,s′) ∈ Rt ; (3) Vari∩Var j ̸= /0,

and ∀x ∈ Vari∩Var j, we have lx
i (s) = lx

j(s
′), and ∀y ∈ Vari−Var j, we have l

y
j(s) =

l
y
j(s
′); and

• V : S→ 2AP is a valuation function over the set AP of atomic variables.

We suppose that every accessible state s′ from s is the next state of s using Rt . The

intuition behind the definition of the accessibility relation s ∼i→ j s′ among two states s

and s′ is the existence of a communication channel between agents i and j in the system via

shared variables that facilitate the exchange of information between the two agents such that

i in s sends a content through the channel and j receives in s′ the channel’s content. Upon

completion of the information exchange process between agents i and j, the shared variables

associated with the agents will have identical values of x for i in li(s) and for j in l j(s
′)

(i.e. lx
i (s) = lx

j(s
′)), reflecting the updated information received through the communication

channel. As the agent i initiates the communication and is not learning any new information,

s and s′ are indistinguishable for agent i (li(s) = li(s
′)) and as the agent j receives the

communication, states s and s′ are indistinguishable regarding to the non-shared variables

that have not been communicated by i (∀y ∈Vari−Var j, l
y
j(s) = l

y
j(s
′)).

Thus, the accessibility relation requires that the immediate successor state does not

reveal any information to the sending agent i. it is in fact enough to only enforce the

requirement of non-revelation of information to the sender in the immediate successor state

(i.e., (li(s) = li(s
′))). This is because if a successor of s′ (e.g., s′′) is accessible from this state

(i.e., accessible from s′ : s′ ∼i→ j s′′), then we will have li(s
′) = li(s

′′). Consequently, li(s) =

li(s
′′). This means the requirement is automatically satisfied in the subsequent accessible
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Figure 3.2: Illustration of ∼i→ j, the binary accessibility relation for commitments

states. Also, for the shared and non-shared variables, the requirement of non-revelation

needs to be enforced only on the immediate successor since these variables are defined

independently from the states as they only depend on the agents. Consequently, if the

information is not revealed to the immediate successor, then, it cannot be reveled to any

other non-immediate successor.

This idea is presented in Fig. 3.2, where agent i and agent j are communicating and

shared and un-shared variables of these agents through the channel are included in: Agent

i : Vari = {x1,x2}; Agent j : Var j = {x1,x3}. The variable x1 is the shared variable between

i and j which present communication channel between both agents. The variables x2 and x3

are un-shared variables among them. The value of x1 for j in s is changed to the value of x1

for i in s′, which illustrates establishment of communication channel and the transmission

of a message.

Definition 2 (TCTLC’s Syntax). The following grammar provides the TCTLC’s

syntactic constructs:

ϕ ::= ρ | ¬ϕ | ϕ ∨ϕ | EXϕ | EGϕ | E(ϕ ∪ϕ) |Ci→ jϕ | Fu(Ci→ jϕ) | Ti→ jϕ

where:
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• P ∈Φp is an atomic variable;

• E is the path existential operator;

• The Boolean connectives ¬ and ∨ are defined in the usual way;

• X ,U, and G are CTL path modal connectives standing for ªnextº, ªuntilº, and

ªgloballyº;

• The modal connectives Ci→ jϕ and Fu stand for ªcommitmentº and ªfulfillment of

commitmentº; and

• Ti→ jϕ stands for ªtrustº.

where ρ,∨,E,X ,G,∪,C and Fu are defined in Definition 2.1. The operator Ti→ jϕ is to

indicate that ªagent i trusts agent j that ϕ holds.

A path, denoted by π , starts from a particular state, e.g., s0 ∈ S, and is formed by

an infinite sequence of states and transitions (si,si+1) ∈ Rt for i = 0,1, . . . . A finite path

of length k is a subset of an infinite path with k states. A state s′ is considered reachable

from s0 if there exists a finite path π in the transition system that can reach that state, i.e.,

π = s0 → s1 → ·· · → sk such that k ≥ 0 and sk = s′ [18]. To simplify the notation, the

previous finite path will be denoted by π = ⟨s0, . . . ,sk⟩. The set of all paths in the system is

denoted by ∏. The following is a definition of the set of states which are in the past of s:

Pas(s) = {s′ ∈ S | (s′,s) ∈ Rt or∃π ∈∏ such that π = ⟨s′, . . . ,s⟩}∪{s}.

Definition 3.1. Definition 3 (Semantics of TCTLC) Given the TCTLC model M and the

system’s global state s, (M,s) |= ϕ is the recursive satisfaction of a TCTLC formula ϕ and

is defined as follows:

• (M,s) |= p iff p ∈V (s);

• (M,s) |= ¬ϕ iff (M,s) ⊭ ϕ;
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• (M,s) |= ϕ ∨ψ iff (M,s) |= ϕ or (M,s) |= ψ;

• (M,s) |= EXϕ iff there exists a path π starting at s such that (M,π(1)) |= ϕ;

• (M,s) |= E(ϕ ∪ψ) iff there exists a path π starting at s such that for some k ≥

0,(M,π(k)) |= ψ and (M,π( j)) |= ϕ for all 0≤ j < k;

• (M,s) |= EGϕ iff there exists a path π starting at s such that (M,π(k)) |= ϕ for all

k ≥ 0;

• (M,s) |=Ci→ jϕ iff for all global states s′ ∈ S such that s∼i→ j
s′, we have (M,s′) |= ϕ;

• (M,s) |= Fu(Ci→ jϕ) iff ∃s′ ∈ S such that s′∼i→ j
s and (M,s′) |=Ci→ jϕ;

• (M,s) |= Ti→ jϕ iff (M,s) |= C j→iϕ and ∃s′ such that s′ ∈ Pas(s), we have (M,s′) |=

Fu(C j→iϕ);

The formal semantics of TCTLC state formulae in the model M combines both

the branching time semantics [38, 51] and the semantics of the trust, commitment and

fulfillment modal operators. The state formula Ci→ jϕ holds in he model M at s iff the

commitment subject ϕ is satisfied in all accessible states s′ through the binary relation

∼i→ j. The model M at s satisfies the state formula Fu(Ci→ jϕ) iff there exists a state s′

where the commitment holds and s is accessible from s′ using the binary relation ∼i→ j.

The state formula Ti→ j holds in the model M at the state s iff s satisfies the

commitment C j→iϕ and there exists a state s′ satisfying the fulfillment of the commitment

where s′ is in the past of s. The semantics of trust indicates that trust is achieved when we

reach a reachable state from the fulfillment state, in which the commitment is active.
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3.3 Reasoning Rules

We discuss in this section several relevant reasoning postulates reflecting the properties

of the proposed logic. These postulates are highly important in a logical framework.

They are used as rules to express the properties of the logic, and to illustrate how trust,

commitment, and their fulfilment interact with one another. These postulates allow us to

better understand the expressiveness and soundness of the logic [91, 92]. Expressiveness

refers to the ability of the logic to represent different concepts and reasoning patterns,

while soundness refers to the correctness and validity of the reasoning that the logic allows.

P1: No active trust without commitment.

¬Ci→ jϕ →¬Tj→iϕ

Meaning: When there is no commitment about ϕ , the trust to bring about ϕ is discharged.

Proof: The proof is straightforward from the semantics of Ti→ jϕ which indicates that the

current state satisfies C j→iϕ .

P2: Fulfillment of the active trust.

Tj→iϕ → EF(Fu(Ci→ jϕ))

Meaning: Trust about a content yields fulfillment of the commitment to bring about the

same content.

Proof: According to the semantics of Tj→iϕ , we obtain (M,s) |=Ci→ jϕ . Moreover, in the

semantics of Ci→ jϕ , for all global states s′ ∈ S such that s∼i→ j
s′, we have (M,s′) |= ϕ and

then the commitment is fulfilled when its content holds in the reachable accessible states.

Consequently, (M,s) |= EF(Fu(Ci→ jϕ)), so the postulate holds.

P3: No fulfillment without commitment.

¬A(¬Ci→ jϕ ∪Fu(Ci→ jϕ))

Meaning: Fulfillment of a commitment requires prior existence of this commitment.
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Proof: Using the semantics of Fu(Ci→Jϕ), we obtain (M,s′) |= Ci→ jϕ where s′ is

accessible from the current state s. The postulate follows from the fact that s′ is in the past

of s.

P4: No trust without fulfillment.

¬A(¬(Fu(Ci→ jϕ))∪Tj→iϕ)

Meaning: Trust about a content yields prior fulfillment of the commitment about the same

content.

Proof: The proof is a direct consequence of the fulfillment past condition in the semantics

of trust.

P5: Commitment and fulfillment conditions to trust.

Fu(Ci→ jϕ)→ ϕ ∧AF(Ci→ jϕ → Tj→iϕ)

Meaning: If there is fulfilment, then the content holds and any future commitment yields

trust.

Proof: For the first part of the conjunction, ϕ holds in the current fulfillment state

because it is accessible from the commitment state. For the second part, assume that

(M,s) |= Fu(Ci→ jϕ) and (M,s) |= AF(Ci→ jϕ), then trust is satisfied in exactly the same

states where the commitment holds as the two conditions of trust semantics hold, so the

proof is completed.

P6: Commitment inference condition.

Ci→ jϕ1,ϕ1 ⊢ ϕ2 infer Ci→ jϕ2

Meaning: The commitment about ϕ2 yields if the agent i commits to bring about the

content from which ϕ2 derives.

Proof: The proof drives from the satisfaction of ϕ2 in all the accessible states. These states
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satisfy ϕ1 since ϕ1 ⊢ ϕ2, so the postulate holds.

P7: Fulfillment inference condition.

Fu(Ci→ jϕ1),ϕ1 ⊢ ϕ2 infer Fu(Ci→ jϕ2)

Meaning: The fulfilment of the commitment about ϕ2 yields if the agent i fulfills to bring

about the content from which ϕ2 derives.

Proof: The proof drives from the fact that the state s′ from which the current s is accessible

and where Ci→ jϕ1 holds satisfies Ci→ jϕ2 (from P6).

P8: Trust inference condition.

Ti→ jϕ1,ϕ1 ⊢ ϕ2 infer Ti→ jϕ2

Meaning: Trust about a derived content is true if the trust regarding the original content is

true as well.

Proof: The proof is a consequence of P6 and P7.

P9: No commitment and trust without a holding content.

AG¬ϕ →¬Ci→ jϕ ∧¬Tj→iϕ

Meaning: If the content doesn’t globally hold, then the commitment and trust about the

content never hold.

Proof: The proof is derived directly from the semantics of the commitment, the trust and

the fact that all accessible states are reachable.

P10: From whole to parts.

Ci→ j(ϕ1∧ϕ2)→Ci→ jϕ1

Fu(Ci→ j(ϕ1∧ϕ2)→ Fu(Ci→ jϕ1)

Meaning: Once a commitment (fulfillment, trust) to a conjunction holds, the commitment
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(fulfillment, trust) to each part of the conjunction also holds.

Proof: The commitment part follows from the fact that in the formal semantics of

commitment, all the accessible states which satisfy the conjunction ϕ1 ∧ ϕ2 also satisfy

ϕ1. Then, Ci→ jϕ1 follows. From this part and the semantics of fulfillment, the second part

follows, from which the trust part derives. Ti→ j(ϕ1∧ϕ2)→ Ti→ jϕ1

It is worth mentioning that two fulfillment actions of two distinct commitments cannot be

shorten into one fulfillment action because the two underlying commitments could take

place in two different states. Consequently, two distinct trusts cannot be shorten into one

combined trust. This combination would hold if the two underlying commitments hold in

the same state as shown by the next postulate:

P11: From parts to whole.

Ci→ jϕ1∧Ci→ jϕ2→ EF( Fu(Ci→ jϕ1)∧Fu(Ci→ jϕ2)→Fu(Ci→ j(ϕ1∧ϕ2)))

Ci→ jϕ1∧Ci→ jϕ2→ EF(Tj→iϕ1∧Tj→iϕ2→ Tj→i(ϕ1∧ϕ2))

Proof: The first part follows from the formal definition of Fu(Ci→ jϕ) and the fact that

Ci→ jϕ1∧Ci→ jϕ2→ Ci→ j(ϕ1∧ϕ1) holds. The second part follows from the first part and

the semantics of Tj→iϕ .

P12: No commitment, fulfillment and trust to the false content.

¬Ci→ j⊥

¬Fu(Ci→ j⊥)

¬Ti→ j⊥

Meaning: A commitment (trust) to false cannot hold and similarly, a commitment to false

cannot be fulfilled.

Proof: Since there is no accessible state that satisfies ⊥, the first point follows, from which

the second and third point derive, so the postulate.
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P13: Commitment consistency.

Ci→ jϕ →¬Ci→ j¬ϕ

Tj→iϕ →¬Ci→ j¬ϕ

Meaning: When the commitment (trust) about ϕ is satisfied, then committing about the

negation of ϕ cannot take place.

Proof: The first part of the rule is direct from the semantics of Ci→ jϕ as there is no

accessible state satisfying ¬ϕ . The second part follows since trust yields commitment.

P14: Trust consistency.

Ci→ jϕ →¬Tj→i¬ϕ

Ti→ jϕ →¬Ti→ j¬ϕ

Meaning: When the commitment (trust) holds, then there is no possibility to trust its

negation.

Proof: The first part is direct from P13. The second part is from P1 and P13 as follows:

Ti→ jϕ →C j→iϕ →¬C j→i¬ϕ →¬Ti→ j¬ϕ .

3.4 Symbolic Model-Checking TCTLC

In automata-based model checking, the state explosion often occurs when the number of

system’s states increases exponentially. Performing model checking in a symbolic way is

one of the solutions that mitigate this problem. This technique takes as input ϕ , a TCTLC

formula and computes [[ϕ]], the set of states where ϕ holds. [[ϕ]] is represented using a

special data structure named Ordered Binary Decision Diagram (OBDD) [30] that provides

suitable manipulation techniques. This data structure is also used to represent the set of

initial states I. The set [[ϕ]] is then compared against the set I. Consequently, we conclude
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that a TCTLC model M satisfies the TCTLC formula ϕ iff I is part of [[ϕ]], i.e., I ⊆ [[ϕ]].

In a formal way, this fact can be represented as (M, I) |= ϕ iff (M,s) |= ϕ ∀ s ∈ I. In this

work, to model check the TCTLC logic, we expand the symbolic verification algorithm of

CTL proposed by [38] by adding procedures that compute the set of states that satisfy the

new logic formulae.

Algorithm 3.1 :SMC(ϕ,M) : the set [[ϕ]] satisfying the TCT LC formula ϕ

1: ϕ is an atomic formula: return V (ϕ);
2: ϕ is ¬ϕ1: return S−SMC(ϕ1,M);
3: ϕ is ϕ1∨ϕ2: return SMC(ϕ1,M)∪SMC(ϕ2,M);
4: ϕ is EXϕ1: return SMCEX (ϕ1,M);
5: ϕ is E(ϕ1∪ϕ2): return SMCEU (ϕ1,ϕ2,M);
6: ϕ is EGϕ1: return SMCEG(ϕ1,M);
7: ϕ is Ci→ jϕ1: return SMCc(i, j,ϕ1,M);
8: ϕ is Fu(Ci→ jϕ1): return SMC f u(i, j,ϕ1,M);
9: ϕ is Ti→ jϕ1: return SMCt(i, j,ϕ1,M);

First, we present our main algorithm (Algorithm 3.1). To build the set [[ϕ]], the

algorithm takes the TCTLC model M and the TCTLC formula ϕ as inputs and iterates

recursively through the structure of the formula ϕ using sets operations.

The lines 1 through 6 call the CTL standard algorithms. Lines 7 and 8 invoke

the commitment and its fulfilment procedures and Line 9 calls our proposed procedures

which are defined in Algorithms 3.5 and 3.6 respectively. Algorithm 3.2 illustrates the

computations that construct the set Pre∼(s
′) as the pre-images of the s′ by means of the

binary relation (∼i→ j). Formally: Pre∼(s
′) = {s ∈ S | s∼i→ j s′}.

In Fig 3.3, we demonstrate the proposed algorithms through an example. The values

of x and y which are the shared and un-shared variables are given at each state. Algorithm

3.2 computation works as follows:

Pre∼(s0) = {}, Pre∼(s1) = {s0}, Pre∼(s2) = {s1,s4}, Pre∼(s3) = {s1}, Pre∼(s4) =

{s2,s3}, Pre∼(s5) = {s3}, Pre∼(s6) = {}.
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Algorithm 3.2 : SMC∼(i, j,s′,M): the set Pre∼(s
′)

1: X1 ← {s ∈ S | li(s) = li(s
′) and (s,s′) ∈ Rt and Vari ∩Var j ̸= /0 and lz

i (s) = lz
j(s
′) ∀z ∈ Vari ∩Var j} and

lu
j (s) = lu

j (s
′) ∀u ∈Vari−Var j;

2: return X1;

Figure 3.3: An illustrative example of the algorithms

3.4.1 Symbolic Algorithm for the Social Commitment Modality

Algorithm 3.3 addresses the semantics of Ci→ jϕ to return the set [[Ci→ jϕ]] of states where

the commitment holds. Initially, the algorithm calculates the set X1 consisting of states

satisfying the negation of the content ¬ϕ , then it builds the set X2 consisting of states that

have accessibility to a state s′ where ¬ϕ holds (i.e., in X1) through the binary relation∼i→ j.

Finally, the algorithm returns X2’s complement. Fig. 3.3 shows an illustrative example

where the calculation is as follows: X1 = {s0,s5,s6} and X2 = {s3}. Then, the algorithm

returns S ± X2 = {s0,s1,s2,s4,s5,s6}. The state s3 is not labeled by the commitment as it

has accessible state s5 satisfying ¬ϕ .

Algorithm 3.3 : SMCc(i, j,ϕ,M): the set [[Ci→ jϕ]]

1: X1← SMCc(¬ϕ,M);
2: X2←{s ∈ S | ∃s′ ∈ X1 s.t. s ∈ SMC∼(i, j,s′,M)};
3: return S ± X2;
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3.4.2 Symbolic Algorithm for the Fulfillment Modality

As the other procedures, the function SMC f u(i, j,ϕ,M) takes as input the formula ϕ and the

underlying model M and begins with constructing X1, which is equal to the set [[Ci→ jϕ]] of

the states where the commitment Ci→ jϕ holds. Then it builds the set X2 of states that satisfy

the content ϕ and ¬Ci→ jϕ . Afterwards, the procedure computes the states in X2 that have

accessibility from a state in X1 through ∼i→ j. In Fig. 3.3, X1 = {s0,s1,s2,s4,s5,s6},X2 =

{s3} and X3 = {s3}. Algorithm 3.4 returns X3.

Algorithm 3.4 : SMC f u(i, j,ϕ,M): the set [[Fu(Ci→ jϕ)]]

1: X1← SMCc(i, j,ϕ,M);
2: X2← SMC(ϕ,M)∩ (S ± X1);
3: X3←{s ∈ X2 | ∃s

′ ∈ X1∩SMC∼(i, j,s,M)};
4: return X3;

3.4.3 Symbolic Algorithm for the Trust Modality

Algorithm 3.5 implements the semantics of Ti→ jϕ . It starts by calculating the set X1 of

states satisfying the commitment C j→iϕ . Then it computes the set X2 of states satisfying

the formula Fu(C j→iϕ). Afterward, the procedure builds the set X3 of states which are in

the past of the states satisfying C j→iϕ . Finally, the algorithm returns those states (i.e., in

X4) that hold C j→iϕ (i.e., in X1) and are reachable from past states satisfying Fu(C j→iϕ)

(i.e., in X2∩X3).

Indeed, Algorithm 3.5 calls the procedure Past(X) introduced in [50] (Line 4) that

constructs the set of past states of X . The Procedure Past(X) is presented in Algorithm

3.6. In this Algorithm, line 1 defines that each state is the past of itself. Then, it iterates

using while... do to reach the fix-point in the past by calling the procedure pre∃(X) that is

presented in [59]. A set X ⊆ S is an input of the procedure pre∃(X) which builds the set of

states Y ⊆ S such that a transition to a state in X is possible. Formally:

Y = pre∃(X)←{s ∈ S | ∃s′ s.t. s′ ∈ X and (s,s′) ∈ Rt}
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In Fig 3.3 the computation of Algorithms 3.5 and 3.6 are as follows: X1 =

{s0,s1,s2,s4,s5,s6},X2 = {s3} and X3 = {s0,s1,s2.s3,s4} and finally X4 = {s5} is returned.

Algorithm 3.5 : SMCt(i, j,ϕ,M): the set [[Ti→ jϕ]]

1: X1← SMCc( j, i,ϕ,M);
2: X2← SMC f u( j, i,ϕ,M);
3: X3← Past(X1);
4: X4←{s ∈ X1 | ∃s

′ ∈ X2∩X3 s.t. (s′,s) ∈ Rt}
5: return X4;

Algorithm 3.6 : Past(X): the set of X past states

1: V ← pre∃(X)∪X

2: W ← /0
3: while W ̸=V do
4: W ′←W

5: W ←V

6: V ←V ∪ pre∃(V −W ′)
7: end while
8: return V

3.4.4 Time and Space Computational Complexity

In this section, we analyse the time and space computational complexity of the TCTLC

model checking problem. Let |M| and |ϕ| be the size of the TCTLC model M and formula

ϕ respectively.

Theorem 3.1. The model checking algorithm of TCTLC can be solved in time O(|M|×|ϕ|).

Proof. It is known from [49] that model checking commitment and fulfillment can be

done in time O(|M|× |ϕ|). For the trust modality, the algorithm calls the model checking

algorithms of commitment and fulfilment, and then the procedure pre∃(X) that looks in

the past of the commitment state to see if there is a fulfillment state. This can be done by

injecting a fresh and unique atomic proposition χ in the state that satisfies the commitment
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and return that state if there is a state that satisfies ¬(¬Fu(Ci→ jϕ))∪χ , which can be done

in time O(|M|× |ϕ|), so the result.

Theorem 3.2. The problem of model checking TCTLC is P-complete.

Proof. Membership in P (upper bound) is direct from Theorem 3.1. Since TCTLC extends

the commitment logic, the P-hardness (lower bound) follows from the P-completeness of

the model checking problem of this logic proved in [49].

In practice, the model M is implemented as a synchronized product of n modules

or agents called concurrent programs. In this setting, it is suitable to analyze the space

complexity of the TCTLC model checking problem for these programs.

Proposition 3.1. Model checking TCTLC is PSPACE-hard with respect to the size of

concurrent programs and the length of the formula.

Proof. The lower bound in PSPACE (hardness) is direct from the PSPACE-completeness

of the Computation Tree Logic of conditional commitments CTLcc [63] since TCTLC

subsumes CTLcc.

Theorem 3.3. The space complexity of model checking TCTLC is PSPACE-complete with

respect to the size of concurrent programs and the length of the formula.

Proof. Model checking the trust modality in TCTLC can be solved by the algorithm

explained in the proof of Theorem 3.1, which calls the model checking problem of the

fulfillment modality proved to be PSPACE-complete [49]. The reduction of this modality

can be computed in polynomial space with respect to the model (as the same model is used)

and the formula as only an atomic proposition of fixed size is being added. Thus, the result

follows from Proposition 3.1.
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3.5 Implementation

In this section, we aim to develop an automated verification tool for trust and commitment

interactions that enriches the literature of model checking intelligent and autonomous

MASs. Also, we intend to model check different properties of MASs based on trust

and commitment relationships involving multiple interacting agents. Hence, we have

incorporated and extended version of MCMAS, the powerful and extendable model checker

adapted to MASs [74], with our proposed algorithms presented in Section 3.4 as additional

libraries of the tool. The selection of MCMAS as the model checking toolkit is based on its

specific design for the verification of MASs using various agent-based logics. MCMAS is a

toolkit that uses OBDDs [30] for the symbolic representation of state spaces, providing an

effective solution to the issue of combinatorial explosion encountered in the verification

of numerous MAS models. MCMAS is an expandable open-source model checker

that has been widely employed in numerous research projects. Its versatility, efficacy,

and user-friendly interface render it a valuable instrument for verifying MASs across

diverse application domains, such as robotics, cyber-physical systems, and multi-agent

decision-making. MASs in MCMAS are modeled using Interpreted Systems Programming

Language (ISPL), which exhibits a semantics similar to interpreted systems, a widely used

framework in temporal-epistemic logics introduced by [53]. This feature enables easier

specification and reasoning about MAS models, and promotes the seamless integration of

MCMAS with other tools and frameworks.

In this section, wextended the MCMAS tool by adding our symbolic algorithms of

trust, commitments and their fulfillment which are implemented in C++. Our extended

tool generates an extended version of the input language ISPL to compute shared variables,

which is required for the computation of the accessibility relations. The newly implemented

tool is called Model Checker for Multi-Agent Systems with Trust and Commitments
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(MCMAS-TC)1.

3.5.1 NetBill Protocol Properties

The NetBill payment protocol, which is designed for the good trades using software

with encryption over the Internet [94], is applied to illustrate our implementation. The

NetBill payment is a step-wised protocol: (1) customer and merchant authenticating each

other using a public-key certificate, (2) requesting and sending a quote by customer and

merchant, respectively, (3) sending the digital information if the merchant’s quote accepted

by the customer, (4) providing an electronic payment order by customer including the good

description, (5) verification of the electronic payment order (or EPO) by merchant, (6)

sending it to the Netbill server, (7) checking the bank account of the customer reliability

by the Netbill server, and finally, (8) authorizing payment to the merchant account and

providing a receipt included the key for decryption the goods. After the reception of the

key and receipt, the customer must decrypt the information related to the purchased goods.

We verify the NetBill protocol against the properties related to the interaction

between trust, commitment and its fulfilment. Concretely, over this protocol, the following

properties are verified:

Reachability property. Expresses that a particular computation sequence from the

initial state will be reached. ϕ1 states that a path exists in which the merchant will not trust

the customer to pay until the customer has fulfilled the underlying commitment.

ϕ1 = (¬Fu(CCus→MerPayment)∪ (Fu(CCus→MerPayment)∧TMer→CusPayment))

Safety property. States that a bad situation will never be reached. For instance, ϕ2

1The tool is accessible at: https://www.dropbox.com/sh/9ctdnt3cdqny0wp/

AACDxqtubbPbeJHdu_Vzazfxa?dl=0
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expresses that the situation where the customer fulfills the payment commitment, but the

merchant never trusts that customer with regard to the payment is not reachable.

ϕ2 = AG¬(FuCus→Mer Payment ∧¬TMer→Cus Payment)

Liveness property. States that a good situation will eventually happen. The formula

ϕ3 shows that if the customer fulfills the payment, then in all future computations, the

merchant will trust the customer whenever this customer commits to pay.

ϕ3 = AG(Fu(CCus→MerPayment)→ AF(CCus→MerPayment→ TMer→CusPayment))

Table 3.1: The NetBill protocol verification results using MCMAS-TC

Exp.# Agents# States# Memory

(MB)

Time

(Sec.)

1 2 17 10.67 <0.01

2 4 111 11.28 <0.01

3 6 818 12.46 <0.01

4 8 5836 14.49 0.58

5 10 40528 16.60 1.50

6 12 278030 19.53 2.40

7 14 1.90766e+06 22.43 2.66

8 16 1.37581e+07 31.90 4.33

9 18 2.21354e+08 40.28 11.62

10 20 5.61637e+09 132.94 101.66

11 22 1.3327e+11 133.24 115.50

3.5.2 Verification Results

Our study aimed to assess the efficacy and scalability of the developed algorithms in terms

of both model checking processing time and memory usage by BDD. To achieve this, we

began by creating a model of the protocol and formulae to be evaluated using the extended

ISPL language. Specifically, we encoded the NetBill protocol scenario in terms of the
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local states and roles, shared and non-shared variables, and atomic propositions utilized

by the interacting agents for communication. Subsequently, we included the initial states,

formulae, and atomic propositions in the Evaluation, IntState, and Formulae sections of

the model. Finally, we used our MCMAS-TC tool to check the correctness of the encoded

protocol against the specified formulae.

Our experiments are performed on Dual-Core CPU T4500 at 2.30 GHz running an

operating system with 64 bits. We report 11 experiments2 for various numbers of agents

in Table 3.1. We consider the system size in terms of the number of agents, the model

size in terms of the number of states, the BDD memory in use, along with the execution

time. In fact, the experiments revealed that all the verified formulae hold in the model. As

reported in the table, we observe that with regard to the number of agents, the memory

usage increases in a polynomial way but the state space increases rapidly in an exponential

way.

2The experiments are available at: https://www.dropbox.com/sh/atrqezkzeypuas3/

AABPNgZqLB3bIMq3ij_FF3Qua?dl=0
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Table 3.2: Comparison between proposed and existing techniques

Agents# Memory

(MB)

Time

(Sec.)

Agents# Memory

(MB)

Time

(Sec.)

Agents# Memory

(MB)

Time

(Sec.)

[3] [47] Proposed Technique

2 4.398 <0.001 2 4.241 <0.020 2 10.67 <0.01

3 4.492 <0.001 3 5.507 0.184 4 11.28 <0.01

4 4.698 0.1 4 12.957 2.736 6 12.64 <0.01

5 4.691 1.3 5 15.432 63.687 8 14.49 0.58

6 4.750 12.1 6 83.839 630.914 10 16.60 1.50

7 4.880 168.6 [48] 12 19.53 2.40

8 4.969 1753.5 2 0.190 14 22.43 2.66

9 5.151 27557.4 3 0.746 16 31.90 4.33

[2] 4 6.635 18 40.28 11.62

2 5.112 5 32.680 20 132.94 101.66

3 5.212 6 286.932 22 133.24 115.50

4 6.708 7 1684.409

5 13.652 8 5123.356

6 41.888

One of the motivations of our investigation is to compare our results with relevant

benchmarks. Table 3.2 provides an overview of the NetBill verification results in [2, 3, 47,

48] and our technique. It also shows our results for better comparison. As shown in the

table, our approach outperforms the benchmarks in terms of scalability and execution time.

From the scalability point of view, there is more overhead in terms of memory usage, and the

state explosion problem happens earlier in the benchmarks compared to our approach. In

[3], although we observe that the memory usage is less than our technique up to 9 agents, the

experiments in this approach go to halt faster when the number of agents increases. Using

this approach, up to 9 agents can be checked to verify the same scenario. We achieve higher

performance in our approach that is more scalable with better results when the system

becomes larger. Moreover, the usage of time in our technique is much better than [3].

Figure 3.4 depicts the comparison of the execution time. We considered 12 agents only
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as the other techniques support up to 9 agents only. The figure shows that the verification

process in our technique is much faster than the benchmarks.

Figure 3.4: Comparison of the models’ performance as function of the system size, in terms
of the number of agents, and execution time

Furthermore, we conducted a comparison between our proposed technique and the

indirect model checking method introduced by [43]. It is crucial to clarify that our trust

logic (TCT LC) and the trust logic defined by [43] (TCT LC) have distinct semantics. In our

proposed trust logic, we leverage the concept of commitments made in the past, requiring

an examination of agents’ past behaviors and tracking previous commitments and their

fulfillment. This, however, comes with computational demands. On the other hand, the

semantics proposed in [43] only considers forward accessibility relations.

To ensure a fair and meaningful comparison, we implemented the semantics of [43]

(TCT LC) into our tool and compared the results, as shown in Table 3.3. The obtained
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results, using the same machine, are very close. However, it is essential to highlight a

key consideration. When specifying system properties, the indirect technique employs

specific reduction rules to transform the current problem into a standard model checking

problem, where both the model and formula undergo transformation. Consequently, the

witness examples (if the property is satisfied) and the counterexamples (generated in case

a property is not satisfied) are relevant to the transformed model, not the original model.

Hence, they cannot directly contribute to understanding satisfaction or identifying issues in

the original model.

Table 3.3: Comparison between proposed and existing transformation toolkit

Agents# Memory (MB) Time (Sec.) Agents# Memory (MB) Time (Sec.)

[43] Proposed Technique

2 9.04 0.04 2 10.65 < 0.1

4 9.26 0.10 4 10.89 < 0.1

6 9.73 0.30 6 11.25 < 0.1

8 9.57 0.45 8 11.65 < 0.1

10 10.12 0.49 10 11.69 < 0.1

12 10.71 1.08 12 12.25 0.66

14 11.50 1.35 14 12.71 0.95

16 12.28 1.73 16 13.93 1.02

18 12.75 2.36 18 13.67 1.52

20 13.14 2.82 20 15.76 2.9

... ... ... ... ... ...

30 15.47 5.34 30 17.10 5.51

3.6 Summary

We introduced TCTLC logic that encapsulates the combination of two crucial concepts in

MASs: trust and agents’ commitments. Our exploration addressed two primary aspects: the

formulation of reasoning postulates and the intricacies of model checking. The semantics
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for trust were delineated based on accessibility relations, utilizing extended versions of

interpreted systems to articulate the interaction between trust and commitment among the

interacting entities. Furthermore, our proposed postulates were substantiated with rigorous

proofs. We developed new symbolic algorithms and established that our model checking

algorithm mirrors the complexity of model checking CTL in the context of both explicit

models and concurrent programs. The proposed algorithms were incorporated into our

MCMAS-TC tool, which was then employed to verify the NetBill protocol. The outcomes

of these experiments were meticulously documented and reported.
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Chapter 4

Verifying Trust over IoT-Ad Hoc

Network-based Applications

under Uncertainty

In this chapter1, we propose a novel approach for modeling and verifying IoT-ad hoc

systems using a concrete application. Section 4.1 presents an overview of the proposed

approach. Section 4.2 provides the previous studies related to the topic. We also point

out the shortcomings of the existing research that our work aims to address. Section 4.3

discusses the hypothesis underlying the proposed solution and potential limitations. Section

4.4 introduces a way of coping with uncertainty through the 3v-TCTLC logic. We will

discuss how 3v-TCTL can be used to model uncertain systems and how it can be used to

reason about the behavior of such systems. Section 4.5 presents our proposed 3-valued

model checking technique for uncertain systems. It discusses the details of our proposed

algorithm, including how it works and how it can be used to efficiently analyze uncertain

1The results of this chapter are published in [15]
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systems. Finally, In section 4.6, we will summarize the results of our work and discuss how

our proposed technique can be used to further improve the analysis of uncertain systems.

4.1 An Overview of the Proposed Approach

Figure 4.1: The proposed approach outline

Figure 4.1 illustrates overall contributions of this chapter. We introduce several

significant contributions in the context of IoT and ad hoc networks as follows:
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• Trust-Based Solutions in Uncertain Settings: This research emphasizes the

importance of trust-based solutions for mitigating the presence of misbehaving

entities within IoT-ad hoc network-based applications which are susceptible to

vulnerabilities due to uncertainty and incomplete information. Trust is seen as a

key factor in making well-informed decisions about communication partners, and

successful partnerships are built on social commitments within satisfied contracts.

• Introduction of 3v-TCTLC Logic: We introduce a novel logic called 3v-TCTLC,

which extends the existing 3v-CTL framework to reason about trust over

commitments in uncertain environments. This logic is crucial for modeling and

verifying IoT-ad hoc systems. It accommodates the difficulty of determining,

with absolute certainty, whether a property about entity behavior is true or false,

by incorporating three-valued logic (T,M,F), where M represents undefined or

uncertain information.

• Formal and Efficient Verification Technique: A formal verification technique through

model checking is proposed as a pivotal method for identifying vulnerabilities in

IoT-ad hoc network systems. Model checking involves concrete system modeling,

formal properties expressed using a temporal logic, and a verification process to

assess system fulfillment of specifications. To ensure efficient model checking using

3v-TCTLC, we present a new algorithm that reduces the three-valued model checking

problem to the classical two-valued model. This algorithm simplifies the process of

verifying trust and commitments in uncertain environments.

• Enhanced MCMAS-Interactor Tool: We enhance the functionality of the

ªMCMAS-interactor" tool, automating the 3v-TCTLC model checking process. This

tool generates the two-valued TCTLC model automatically and applies the new

algorithm for model checking, presenting the output.
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• Evaluation of Logic and Algorithm: The paper conducts an evaluation of both

the 3v-TCTLC logic and the model checking algorithm, demonstrating their

effectiveness and efficiency in addressing trust and commitment issues in IoT-ad hoc

network systems.

The proposed method shares common goals and challenges with the existing literature in

trust management for IoT and ad-hoc networks. However, it distinguishes itself through

its unique integration of model checking, the introduction of a novel multi-valued logic

(3v-TCTLC), and its emphasis on simultaneous trust and commitment verification in

uncertain environments. These differences contribute to the advancement of intelligent

systems in uncertain network settings.

4.2 Related Work

Various trust-based protocols have been developed in the context of ad hoc networking.

The authors of [102] use a finite state machine model to represent ad hoc on-demand

distance vector (AODV) actions that are observed locally in order to develop a statistical

description of each peer’s behavior. It examines different node mobility patterns which

provide further insights. The work of Liu et al. extended AODV routing protocol named

B-AODV [70] that incorporates trust mechanisms to enhance end-to-end delivery security.

The work in [98] introduced a trust management approach that utilizes a human-based

model to establish trust relation among nodes in an ad hoc network. The proposed trust

management scheme determines trust by using trust ratings at the local level and has a

low message overhead for a large-scale network. [114] presents a formal analysis of a

routing algorithm that incorporates group trust and routing algebra and utilizes trust as

its basis. The key safety and security concerns related to the Internet of Things (IoT)

connected to mobile ad hoc networks is introduced in [83]. A demonstration of ALARM’s
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ability to achieve privacy, security, anonymity, authentication, and integrity was proposed

in [45]. Several other trust-based techniques have been introduced in IoT-ad hoc networks

[33, 34, 105, 108]. While the approaches mentioned above have typically overlooked the

utilization of model checking for the verification of system operation and compliance with

designated requirements, it is noteworthy that our work stands out through its integration

of model checking to guarantee that the system functions as intended and adheres to its

predefined specifications.

Despite the separate explorations of model checking trust and commitment in various

investigations [6, 25, 26, 41, 44, 90], our work distinguishes itself by effectively addressing

the challenges of uncertainty in IoT-ad hoc systems while also integrating model checking

for trust and commitment. Multi-valued model checking is an approach that has proved to

be an efficient way of reasoning about systems with uncertain behaviors. Several studies

addressing this topic can be found in the literature. For instance, Chechik et al. [32]

introduced the multi-valued version of the Computational Tree Logic (CTL) named χCTL,

which is used for reasoning about uncertainty and inconsistency. This approach has been

successfully applied to various domains such as robotic systems, control systems, and

distributed systems. In [6], the authors applied the technique to a Smart Home application,

which is an Internet of Things (IoT) type of application. The mv-ATL∗, a multi-valued

version of Alternating-time temporal logic, was introduced by the authors in [60] for the

purpose of verifying systems with multiple truth values. It is based on a 6-valued lattice,

which assigns different truth values to the system’s components.

Recently, the multi-valued model checking technique has been effectively used for

verifying multi-agent systems with trust and commitment protocols that are designed under

uncertain settings. In [7, 8, 10, 11], the authors proposed new logics called 3v-TCTL

and 4v-TCTL for reasoning about uncertainty and inconsistency in intelligent systems.

These logics are extensions of Temporal Computation Tree Logic (TCTL) which is a
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formal language for specifying properties of distributed systems. The new logics are

designed to capture multi-valued probability functions which are useful in evaluating the

performance of trust and commitment protocols in multi-agent systems. The proposed

logics are powerful tools that can help to facilitate the design of intelligent systems with

trust and commitment protocols. Inspired by this work, we propose a multi-valued logic that

combines trust and commitment to verify IoT-ad hoc systems where trust and commitment

are considered the main communication protocols among the system’s agents interacting

within uncertain environments. However, unlike [7, 8, 10, 11] that focus on the trust and

commitment separately, our paper mainly focuses on modeling and verifying trust and

commitments simultaneously by considering a different logic.

In summary, the related proposals in trust management for IoT and ad-hoc networks

encompass various trust mechanisms, applications, and contributions. These efforts

collectively contribute to addressing the security and trust challenges in these domains, and

our research distinguishes itself by integrating model checking to ensure system reliability

and by introducing a novel multi-valued logic for trust and commitment verification,

contributing to the development of practical intelligent systems in uncertain environments.

4.2.1 Comparative Analysis

We conducted a thorough comparative assessment, leveraging findings from previous

research studies, to evaluate the performance and notable contributions of the proposed tool

in the context of multi-valued model checking. Our comparisons were grounded in various

critical criteria, including the contributions of each tool to the field, their relevance to IoT

and ad hoc networks, and their applicability to classical and multi-valued model checking.

In Table 4.1, the first group provides an overview of trust-based techniques introduced in

IoT and ad hoc networks. However, these approaches do not incorporate model checking

to verify the system’s intended operation and compliance with requirements. Moving to
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the second group of the table, we highlighted studies proposing classical model checking

tools for trust and commitments. Notably, these tools lack applicability to multi-valued

logic. In the third group of the table, we presented tools specifically designed for applying

multi-valued model checking to verify systems with multiple truth values, addressing the

concepts of trust and commitment within their logics. The concluding part of the table

introduces our tool, named MV-model checker. The evaluation criteria demonstrate that

our tool bridges the gap identified in the preceding groups. Notably, our work is applicable

to both classical and multi-valued model checking techniques. Furthermore, it effectively

handles the verification of systems using mv-TCTLC for combined trust and commitment

in IoT-ad hoc systems.

4.3 Hypothesis and Limitations

This section provides a clear outline of the driving hypothesis behind our research and the

limitations encountered during the development and application of our proposed method.

4.3.1 Hypothesis

In this research, we hypothesize that a practical verification approach, specifically designed

for IoT-ad hoc applications in the realms of smart health monitoring and smart home

systems, could effectively incorporate trust and commitments mainly under conditions of

uncertainty. By introducing the 3v-TCTLC logic, an extension of the multi-valued CTL, we

aim to provide a robust framework for reasoning about uncertainty in IoT-ad hoc systems,

using flexible patterns captured by trust over commitments.

4.3.2 Critical Analysis

The proposed work has the following limitations:
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Table 4.1: Summary of related work

Reference Key Contributions IoT Ad hoc

Network

Trust Comm. Applicable

for MC

Applicable

for MV-MC
[102] Behavioral modeling * *

[70] Enhanced security * *
[98] Low message overhead * *
[114] Trust-based routing * *
[83] Security concerns * * *
[45] Privacy, authentication * *
[62] IoT security based on

trust
* *

[97] QoE estimation and
synthesis

*

[13] Profile injection attack
detection

*

[110] Malware analysis in
IoT and Android

* *

[44] Model checking trust * *
[26] Model checking trust * *
[41] Model checking trust * *
[25] Model checking comm. * *
[90] Model checking comm. * *

[32] CTL extension to
MV-CTL

* *

[60] MV logic for MASs * *
[7] MV-model checking

trust
* * * *

[11] MV-model checking
trust

* * * *

[8] MV-model checking
trust

* * * *

[6] MV-model checking
comm.

* * * *

[10] MV-model checking
comm.

* * * *

Our
approach

MV-model checking
combined trust and
comm.

* * * * * *

1. Scope Limitations: The developed method primarily focuses on uncertainty within

the states (i.e., in properties) of IoT-ad hoc systems. It does not address uncertainty

in both the states and the transitions. Future research is needed to extend the method

to cover this broader scope.

2. Lattice Expansion: The semantics of the 3v-TCTLC logic is designed for a

three-valued lattice. While this is suitable for many scenarios, it may not fully

capture the complexity of IoT-ad hoc systems. Expanding the semantics to encompass

arbitrary lattices with more than three values is an area for future development.
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3. Nodes Mobility Modeling: Our tool focuses on design-time modeling and verification

rather than runtime. At the design-time, nodes mobility can be captured in our

approach using discrete time steps. In this case, the underlying principles of trust

and commitment under uncertainty can naturally capture scenarios with mobile

nodes. However, capturing mobility in a continuous-time setting is an interesting and

challenging extension that will be investigated as future work. For this particular case,

a continuous time logic should be considered where a formalization of continuous

mobility and its model checking procedure should be introduced.

Acknowledging these limitations, the paper outlines areas for future research and

development to expand and enhance the method’s capabilities, emphasizing the need for

further investigation in these directions.

4.4 Modeling Uncertainty in IoT-Ad Hoc Systems with

3v-TCTLC

The accuracy of models for IoT-ad hoc systems can be compromised when there

is insufficient or missing information. Various factors contribute to the absence of

information, such as system abstraction, unexpected system behaviors influenced by

the environment, partitioning of system space, or incomplete knowledge about system

properties [27, 65, 73]. Recently, there has been a growing interest in employing 3v-model

checking, which utilizes 3v-logic with truth values of T , M, and F . This logic offers greater

adaptability and expressiveness compared to traditional 2-valued logic. This approach has

demonstrated its efficacy in addressing problems that necessitate reasoning in uncertain

scenarios specific to IoT-ad hoc based systems.
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4.4.1 3-Valued TCTLC

In this section, we present three-valued TCTLC (3v-TCTLC) logic to reason about

uncertainty in IoT-ad hoc systems. We clarify the impact of uncertain or missing

information on the satisfaction of TCTLC formulas in IoT-adhoc systems.

Definition 4.1. (3v-TCTLC model) The model is obtained from the classical model of our

TCTLC by extending the latter using the three-valued lattice and replacing the valuation

function V by the multi-valuation function V : S→ (AP→ L3), a total three-valued labeling

function which maps every atomic proposition a ∈ AP in s ∈ S to an element from L3.

Definition 4.2. (3v-TCTLC Syntax) The syntax of 3v-TCTLC logic is equivalent to

TCTLC logic, but the formulae are evaluated based on the lattice L3.

Definition 4.3. (3v-TCTLC Semantics) The semantics of this logic is an extension to

(χCTL) [32] considering that we deal with L3. Below, we add our semantics of the

3v-TCTLC. Given a 3v-TCTLC IoT-ad hoc model and a formula, the satisfaction degree of

the formula is defined as follows:

• ∥ x ∥ (s) = (V(s))(x) where x ∈ AP and V is defined as in Definition 4.1.

• ∥ ϕ∨ψ ∥ (s) =∥ ϕ ∥ (s)⊔ ∥ψ ∥ (s) denotes the truth degree according to which ϕ∨ψ

holds in state s.

• ∥ ϕ∧ψ ∥ (s) =∥ ϕ ∥ (s)⊓ ∥ψ ∥ (s) denotes the truth degree according to which ϕ∧ψ

holds in state s.

• ∥ ¬ϕ ∥ (s) = ∥ ϕ ∥(s) denotes the truth degree according to which ϕ doesn’t hold in

state s.

• ∥EXϕ ∥ (s) = preR
∃(∥ ϕ ∥)(s) =

⊔

t∈S

(

∥ ϕ ∥(t)⊓R(s,t)
)

where preR
∃(∥ ϕ ∥)(s)

represents the degree of truth regarding the existence of a path in the system where ϕ

holds in the next state.
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• ∥AXϕ ∥ (s) = preR
∀(∥ϕ ∥)(s) =

d

t∈S

(

∥ϕ ∥(t)⊔¬R(s,t)
)

where preR
∀(∥ ϕ ∥)(s) defines

the backward image of state s which specifies the value of ϕ in the next state of all

possible paths.

• ∥EGϕ ∥= νZ. ∥ ϕ ∥ ∩L ∥EXZ ∥ where νZ denotes the greatest fixed point of the

global operator G. The semantics articulates the degree of truth regarding the

existence of a path in the system where ϕ globally holds.

• ∥E[ϕ ∪ψ]∥= µZ. ∥ ψ ∥ ∪L(∥ ϕ ∥ ∩L ∥EXZ ∥) where µZ indicates the smallest fix

point of the formula ϕ ∪ψ . The semantics indicates in which truth degree there is a

path where ϕ holds until ψ holds using the smallest fix point of ϕ ∪ψ .

• ∥Ci→ j(ϕ) ∥M (s) = T iff ∀s
′
∈ S s.t. s∼i→ j s

′
we have ∥ ϕ ∥M (s

′
) = T .

This semantics states that the satisfaction degree of the formula Ci→ j(ϕ) in state s of

the system M is T if and only if the truth degree of ϕ in all the accessible states s
′
is

T .

• ∥Ci→ j(ϕ) ∥M (s) = M iff ∀s
′
∈ S s.t. s∼i→ j s

′
we have ∥ ϕ ∥M (s

′
) ̸= F and ∃s

′
∈

S s.t. s∼i→ j s
′

and ∥ ϕ ∥M (s
′
) = M.

This semantics states that the satisfaction degree of the commitment formula is M if

and only if the degree of truth of ϕ in every s
′

is not equal to F and there is at least

one s
′
where ϕ holds with M. In other words, ϕ in all the accessible states must be T

or M because T ⊓M = M and must not be F where F ⊓M⊓T = F .

• ∥ Fu(Ci→ j(ϕ)) ∥M (s) = T iff ∃s
′
∈ S s.t. s

′
∼i→ j s and ∥Ci→ j(ϕ) ∥ (s

′
) = Tand ∥

Ci→ j(ϕ) ∥ (s
′
) ̸= M.

This semantics states that the satisfaction degree of the formula Fu(Ci→ j(ϕ)) in state

s of the system M is T if and only if the truth degree of the formula Ci→ j(ϕ) in state

s
′
, which has accessibility to s, is T and is not equal to Mas T ⊓M = M.
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• ∥ Fu(Ci→ j(ϕ)) ∥M (s) = M iff ∃s
′
∈ S s.t. s

′
∼i→ j s and ∥Ci→ j(ϕ) ∥ (s

′
) = M.

This semantics states that the satisfaction degree of the formula Fu(Ci→ j(ϕ)) in state

s of the system M is M if and only if the truth degree of the formula Ci→ j(ϕ) in state

s
′
, which has accessibility to s, is M.

• ∥ (Ti→ j(ϕ)) ∥M (s) = T iff ∥ C j→i(ϕ) ∥M (s) = T and ∃s
′
∈ Pas(s) we have

∥ Fu(C j→i(ϕ)) ∥M (s
′
) = T .

This semantics states that the satisfaction degree of the formula Ti→ j(ϕ) in state s of

the system M is T if the truth degree of the formula Ci→ j(ϕ) in s is T and the truth

degree of formula Fu(C j→i(ϕ)) in a state s
′
, which has reachability to s, is also T .

• ∥ (Ti→ j(ϕ)) ∥M (s) = M iff ∥ Ci→ j(ϕ) ∥M (s) = M and ∃s
′
∈ Pas(S) we have ∥

Fu(Ci→ j(ϕ)) ∥M (s
′
) = M∨T .

This semantics states that the satisfaction degree of the formula Ti→ j(ϕ) in state s of

the system M is M if and only if the truth degree of the formula Ci→ j(ϕ) in s is M

and the truth degree of the formula Fu(C j→i(ϕ)) in a state s
′
, which has reachability

to s, is M or T because M⊓T = M and M⊓M = M.

• ∥ (Ti→ j(ϕ)) ∥M (s) = M iff ∥ Ci→ j(ϕ) ∥M (s) = T and ∃s
′
∈ Pas(S) we have

∥ Fu(Ci→ j(ϕ)) ∥M (s
′
) = M.

This semantics states that the satisfaction degree of the formula Ti→ j(ϕ) in state s of

the system M is M if and only if the truth degree of the formula Ci→ j(ϕ) in s is T

and the truth degree of the formula Fu(C j→i(ϕ)) in a state s
′
, which has reachability

to s, is M.

- ∥ x ∥ (s) denotes the truth degree according to which x holds in s.

- ∩L refers to the multi-valued intersection defined within the algebra L.

- ∪L refers to the multi-valued union defined within the algebra L.
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Figure 4.2: A scenario of smart transportation system

Example: Consider the 3v-IoT ad hoc system, which presents a scenario of a "smart

transportation system based on IoT devices and an ad hoc network" (Figure 4.2). This

system is being implemented in a city with the aim of improving traffic flow and mitigating

congestion. It incorporates sensors and cameras installed at critical intersections to collect

real-time information on traffic volume and movement. Upon processing this data, the

system promptly sends alerts to users through a mobile app. An AI algorithm analyzes the

data to optimize traffic signal timings and regulate vehicle flow. Additionally, the system is

committed to providing drivers with up-to-date traffic updates and alternative routes via the

mobile app, thus establishing trust between the system and its users. Ultimately, the system

strives to reduce traffic congestion and enhance overall traffic efficiency within the city.

Three-Valued Sets and Relations

Following the logic of χCTL, our 3v-TCTLC logic depends on the concepts of the

multi-valued sets (mv-sets) and the multi-valued relations (mv-relations) where these sets

and relations are computed based on the values of the propositions variables taken from the

3v-lattice. Below we provide a simple calculation example of how we get the mv-sets and

mv-relations.

3v-relations 3v-sets: The 3v-sets of the variables SeTrInf and ReadInf, for example, is
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Figure 4.3: (a) 3v-sets of variable SeTrInf; (b) 3v-sets of variable ReadInf; (d) 3v-sets of
(∥SeTrInf ∥ ⊓ ∥ ReadInf∥)

denoted by ∥SeTrInf ∥ and ∥ ReadInf ∥ respectively, and the multi-valued sets of the join

of these variables formally written as (∥ SeTrInf ∥ ⊓ ∥ ReadInf∥). The 3v-sets from the

two variables are shown in Figure 4.3 (a) and (b). In (a), we mapped state s3 to the T of the

lattice L3 because the variable "SeTrInf" has the T value in this state, and s0 and s2 mapped

to the value F because the same variable doesn’t satisfy in these states. State s1 is mapped

to the value M as "SeTrInf" has the value M in this state. Similarly, we get the 3v-set of the

variable "ReadInf" in (b). The join of "SeTrInf" and "ReadInf" is shown in (d) where the

states are mapped to the L3 truth values based on the join operator explained in Figure 2.7.

Figure 4.4: 3v-relation of 3v-IoT-ad hoc model

A 3v-relation V on two sets a and b is a 3v-set on a× b. Figure 4.4 shows the
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3v-relations of our model that represent the values of the transition between states. In the

figure, the relation (s0,s1), (s1,s2) and (s2,s3) are mapped to T because these relations have

the same truth values in the system. The other relations are mapped to the value F, as these

relations do not exist in the system. At the same time, an empty set is mapped to the value

M as no state relations have this value in the system.

In this model, In state S0 system collects the information from sensors and camera. It

is uncertain in S1 if the system send the traffic information to the user or not (SeTrInf=M)

and in S3, the system commits to send traffic information after information updating in

S2. We suppose that we need to verify the truth degree of the trust formula ªthe user

trusts to the system commitment regarding to send the traffic information after traffic

information updates" in state S3 between smart system and user which is represented by

∥ (Tuser→sys(SeTrIn f )) ∥ (s3). The algorithm starts by checking first if the current state

(S3) satisfies ∥ (Csys→user(SeTrIn f )) ∥ formula which means if the system commits to send

the traffic information updates. Then checks the truth degree of prior fulfilment of the

commitment formula ∥ (Fusys→user(SeTrIn f )) ∥, which defines that the system has sent the

traffic information before update. The degree of truth of this formula is established based

on the truth degrees of fulfilment of atomic proposition (SeTrInf) in the state (S1 = T ) and

commitment to this proposition in the state (S3 = M) that we obtain T ⊓M = M, which

means it is unknown whether the user trusts the system’s commitment to send updated

traffic information.

4.5 Three-Valued Model Checking IoT-Ad Hoc Systems

with mv-TCTLC

In general, there are two main algorithms used for performing three-valued model checking.

The first algorithm, known as the direct algorithm [32, 69, 87], handles the 3v-model
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checking problem directly and employs a more expressive syntax and semantics. The

second algorithm is indirect or reduction-based approach. Reduction algorithms transform

the 3-valued model checking problems into classical ones by considering various scenarios

and offer two key advantages: the ability to utilize existing model checking tools and the

efficiency in dealing with the state explosion problem.

The purpose of this article is to develop an indirect 3-valued verification technique to

reason about uncertainty in IoT-ad hoc systems. This technique will enable the verification

of various 3v-properties based on trust and commitment relationships between agents.

To achieve this, we need to reduce the three-valued model to the classical two-valued

model. To do so, we introduce the reduction algorithm by extending the reduction

technique introduced and implemented as software tool named "MCMAS-interactor" in

[12]. We extended this tool which automatically interacts with MCMAS-TC, by adding new

functionalities to make the tool capable of handling our 3v-TCTLC logic and automatically

dealing with our MCMAS-TC tool. In fact, MCMAS is an existing model checker

specifically designed for verifying various agent-based logics and is an open-source model

checker that is widely used in various research projects due to its efficacy, versatility, and

user-friendly interface. The agent-based IoT-ad hoc systems in MCMAS are modeled using

ISPL, a programming language with a semantics similar to interpreted systems [53]. This

simplifies the specification and reasoning about IoT-ad hoc models and allows MCMAS

to integrate with other tools and frameworks. The idea behind this new developed tool 2

is to generate classical TCTLC models from the 3v-TCTLC to apply the model checker

MCMAS-TC which we developed for verifying classical TCTLC models in [16].

In this technique, the number of the classical models equals the number of the

join-irreducible elements in lattice L3, which are T and M. One classical model considers

the atomic propositions with truth values T as true and the others (F and M) as false. The

2The tool and the case studies are accessible online at: https://www.dropbox.com/scl/fi/

whmnaa5datn2kbpeflnzg/NargesTool.zip?rlkey=a4dv7k35qv13yjix525i2qu4e&dl=0
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second one considers the atomic propositions with truth values M and upper (M and T)

as true and the others as false. The next step is to verify the same formula over the two

classical models by calling MCMAS-TC. Finally, we make the approximation for the final

results as follows: if the result of the model with M and T is true, then we consider the

join-irreducible M. If not, we consider the answer an empty set. The same applies to the

model that considers only T as true. Formally, the final results are obtained as follows:

/0⊔M = M, /0⊔T = T , /0⊔ /0 = F .

Algorithm 4.1 Transform 3v-model Mm = (S,Rt ,{∼i→ j: (i, j) ∈ A2}, I,V) into Mt =
(S,R,{∼i→ j: (i, j) ∈ A2}, I,V ) and M f = (S,R,{∼i→ j: (i, j) ∈ A2}, I,V )

1: Input the 3v-model Mm and comm. trust formula ϕ

2: Output the classical models Mt and M f

3: St = SM and S f = SM
4: It = IM and I f = IM
5: Initialize Rt = /0 and R f = /0
6: Initialize (Vt(St))(x) = (Vm(Sm))(x) and (Vm(Sm))(x) = M⇒ (Vt(St))(x) = T

7: Initialize (Vf (S f ))(x) = (Vm(Sm))(x) and (Vm(Sm))(x) = M⇒ (Vf (S f ))(x) = F

8: Get the sets t and f

9: Call procedure TRANSandLINK(t,f,Mm )

10: Call MCMAS-TC on Mt and ϕ

11: Call MCMAS-TC on M f and ϕ

Algorithm 4.1 shows the steps of our 3v-TCTLC model transformation to the two

classical TCTLC models. Line 1 inputs the 3v-TCTLC model Mm and the formula. Line

2 outputs the two classical models Mt , which treats M as true and M f , which treats M as

false. Line 3 gives the two classical models the same number of states in Mm. Line 4, gives

the two classical models the same initial states in Mm. Line 5 initializes the relations of the

states in each classical model by empty sets. Line 6 gives each state in Mt the same label of

atomic propositions in Mm and then changes the value M to T. The same applies in line 7,

changing the value M to F. Line 8 gets the sets of the obtained states for each model. Line

9 calls procedure 4.1 to establish the transitions and accessibility relations between states.
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Procedure 4.1 TRANSFORM 3V-TCTLC MODEL

1: procedure TRANSANDLINK(t, f ,Mm)
2: for each (sm,s

′

m) ∈ S2
m do

3: if (sm,s
′

m) ∈ Rm then

4: Rt := Rt ∪{(sm,s
′

m)}

5: if sm ∼i→ j s
′

m then Rt =Rt ∪ sm ∼i→ j s
′

m

6: end if

7: end if

8: end for

9: for each (sm,s
′

m) ∈ S2
m do

10: if (sm,s
′

m) ∈ Rm then

11: R f := R f ∪{(sm,s
′

m)}

12: if sm ∼i→ j s
′

m then R f =R f ∪ sm ∼i→ j s
′

m

13: end if

14: end if

15: end for

16: Return (Mt ,M f )
17: end procedure

Line 1 in the procedure 4.1 gets the sets of states for each classical model with the

complete 3v-model. Lines from 2 to 8 relate the states for the model Mt with the same

transitions and accessibility relations found in Mm. The same applies for M f through the

lines from 9 to 15. Then the procedure returns the complete classical models to be verified

by MCMAS-TC in lines 10 and 11.

We perform the introduced verification technique in smart health monitoring system

and smart home system to evaluate the effectiveness of our proposed approach. Over these

systems, we verify the properties related to the trust on commitments concept. These

properties are categorized into the following three distinct properties: safety property is

related to the absence of any bad situations, reachability property is related to a specific

sequence of computations that will lead to the initial state, and liveness property is related to

a good situation that will eventually happen. Our verifications are conducted on Dual-Core

CPU T4500 at 2.30 GHz processor and 64-bit operating system.
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The selection of application fields of smart health monitoring and smart home for

our approach was driven by several considerations:

1- Relevance to IoT-Ad Hoc Systems: In modern IoT deployments, ad hoc

communication plays a vital role, especially in environments like smart homes and

healthcare facilities. These scenarios often involve interconnected devices that need to

self-organize and communicate efficiently, making them a suitable testbed for evaluating

our approach.

2- Real-World Practicality: We aim to ensure that our approach is applicable to

real-world situations. Smart health monitoring and smart home systems are representative

of practical IoT use cases, and their evaluation allows us to assess the effectiveness and

applicability of our method in situations that closely resemble the environments where

IoT-ad hoc systems are deployed.

In summary, smart health monitoring and smart home systems are relevant, practical,

and representative of the challenges faced in IoT-ad hoc systems. We believe that

evaluating our approach in these application fields enhances the practicality and real-world

applicability of our research, and it allows us to demonstrate the adaptability of our method

to a wide range of IoT environments.

These scenarios are related to ad hoc systems, depending on the specific requirements

and use cases. Ad hoc networks are characterized by their decentralized nature, where

devices can communicate directly with each other without relying on a centralized

infrastructure like traditional networks. Here is how ad hoc networks can be applied in

these case studies:

75



Smart Health Monitoring:

• Mobile Health Devices: Ad hoc networks can be utilized when mobile health

monitoring devices (e.g., wearable sensors, medical IoT devices) need to

communicate with each other or with a central monitoring station. For example,

in a hospital setting, patient-worn sensors can form an ad hoc network to transmit

vital signs to a central monitoring system.

• Emergency Response: In emergency situations or during patient transfers, ad

hoc networks can establish quickly to ensure continuous monitoring and data

transmission. This flexibility is crucial for providing immediate care and maintaining

connectivity.

Smart Home Systems:

• Home Automation: Ad hoc networks can be employed for home automation, where

various smart devices (e.g., smart thermostats, lights, security cameras) communicate

with each other. These devices can form ad hoc connections to coordinate actions,

such as adjusting lighting based on occupancy or triggering security alerts.

• Ad hoc Networking: ad hoc networks are particularly useful in smart homes. Devices

can act as both endpoints and routers, creating a self-healing network. If one device

moves or loses connectivity, others can reroute data, ensuring robust communication.

4.5.1 Case Study 1: Three-Valued Model Checking a Smart Health

Monitoring System with 3v-TCTLC under Uncertainty

We present a formal model depicting a scenario involving a Smart Health Monitoring

System that incorporates uncertainty. The system involves a patient equipped with
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intelligent wearable devices containing sensors for monitoring blood pressure and glucose

levels. Five agents are involved in this system: Patient, Hospital, Glucose Sensor,

Blood Pressure Sensor, and Database. Interactions among these agents are predicated on

fulfillment, commitment, and trust. The system initiates in state S0, wherein the glucose

and blood pressure sensors record high levels of glucose and pressure in the patient’s body.

In state S1, it remains uncertain whether the glucose sensor promptly fulfills the action of

alerting the patient through a smartphone application. Similarly, in S2, the uncertainty lies in

whether the blood pressure sensor promptly fulfills the action of alerting the patient via the

smartphone application. Concurrently, the hospital receives no readings from the sensors in

this state. Upon the sensors updating their readings in S3, the hospital remains unaware

Figure 4.5: Smart health monitoring system

of these updated readings. In state S4, when the measured levels change, the sensors

commit to alerting the user, while the user places trust in the sensors to send alerts. The

application fulfills the action of requesting the sensors to provide a comprehensive report in

S5. Subsequently, the sensors fulfill the action of committing to display their reports in S6,
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followed by transmitting the updated information to the database in S7. In S8, if the reports

are incomplete or missing certain information, the application commits to requesting the

reports again from the sensors, and the sensors, in turn, trust the application for the same

action. The sensors fulfill the action of displaying the reports, and the application trusts the

sensors for the same action in S9. The application re-sends the reports to the database for

processing and classification of the received information. Subsequently, the hospital staff

commit to contacting the patient for further treatments, and the patient places trust in the

hospital for the same action in state S10.

System Specifications

• Safety properties

± It is not the case that the sensor fulfills reporting high blood pressure levels,

and the system doesn’t trust the sensor’s blood pressure readings.

ϕ1 = AG ¬(Fu(BSen,Sys,Hblood)∧¬T (Sys,BSen,Hblood);

± A bad situation to be avoided is that the system fulfils to request the report and

the sensor never trusts the system with regard to requesting report.

ϕ2 = AG ¬(Fu(Sys,BSen,ReqRep)∧¬T (BSen,Sys,ReqRep));

± It is not the case that the hospital staff fulfils to connect the patient for further

information and the patient does not trust to connect.

ϕ3 = AG ¬(Fu(Hospital,Pat,Connect)∧¬T (Pat,Hospital,Connect));

• Reachability properties

± The patient will not trust the glucose level sensor to send an alert until the

sensor has fulfilled the commitment to send the alert.
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ϕ4 = E (¬Fu(GluSen,Pat,GAlarm)U(Fu(GluSen,Pat,GAlarm)∧

T (Pat,GluSen,GAlarm)));

± The system will not trust the blood pressure sensor to send an alert until the

sensor has fulfilled the commitment to send the alert.

ϕ5 = E (¬Fu(BSen,Sys,BAlarm)U(Fu(BSen,Sys,BAlarm)∧

T (Sys,BSen,BAlarm)));

± The blood pressure sensor will not trust the system to request the report until

the sensor has fulfilled the underlying commitment.

ϕ6 = E (¬Fu(Sys,BSen,ReqRep)U(Fu(Sys,BSen,ReqRep)∧

T (BSen,Sys,ReqRep)));

• Liveness properties

± The hospital fulfills receiving information, and there exists a future computation

that the hospital commits to receive the information and the patient trusts the

hospital to receive this information.

ϕ7 =EF(Fu(Hospital1,Pat1,Hreceive)∧EF(SC(Hospital1,Pat1,Hreceive)∧

T (Pat1,Hospital1,Hreceive)));

± The glucose sensor fulfills the action of alerting, and there exists a future

computation that the glucose sensor commits to alert, and the patient trusts.

ϕ8 = EF(Fu(GluSen,Pat,GAlarm) ∧ EF(SC(GluSen,Pat,GAlarm) ∧

T (Pat,GluSen,GAlarm)));

± The blood pressure sensor fulfills the commitment to displaying the report and
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there exist a future computation that the blood pressure sensor commits to

report display, and the system trusts.

ϕ9 = EF(Fu(BSen,Sys,DispReport) ∧ EF(SC(BSen,Sys,DispReport) ∧

T (Sys,BSen,DispReport)));

± The blood pressure sensor fulfills the commitment to send the alert, and there

exists a future computation that the sensor commits to sending the alert, and the

system trusts.

ϕ10 = EF (Fu(BSen,Sys,BAlarm) ∧ EF(SC(BSen,Sys,BAlarm) ∧

T (Sys,BSen,BAlarm)));

Moreover, we checked ϕ11 to verify if the hospital commits to the patient receiving the

information, the patient will trust the hospital regarding the receiving information.

ϕ11 = AG (SC(Hospital,Pat,Hreceive)∧

T (Pat,Hospital,Hreceive));

System Verification

We verify our system by extending the Java tool named MCMAS-interactor developed

in [12]. As shown in Figure 4.6, we added the buttons "Upload 3v-TCTLC", "Generate

Negative TCTLC" and "Generate Positive TCTLC" for performing the implementation of

our approach. Using the tool, we upload the 3v-TCTLC model (Figure 4.6). Then, the tool

generates two classical TCTLC from the 3v-model. Next, we call MCMAS-TC over each

model by pressing the "launch MCMAS" button (Figure 4.7) and checks if the model with

True value (M.T) yields F then the result is "False"; if not, it checks the model with value

False (M.F), if yields T the result returns "True"; otherwise, the result will be "Maybe".
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Figure 4.6: Uploading the 3v-TCTLC model

After verifying our smart health monitoring system and considering two classical

models ((M.T) and (M.F)), we obtained that in the behaviour of our system exists missing

information on the properties ϕ4, ϕ5, ϕ8 and ϕ10. The missing information in Figure 4.5

has caused uncertainty as to whether these properties are being satisfied by the system.

However, the properties ϕ1, ϕ2, ϕ3, ϕ6 and ϕ9 verified as True and the properties ϕ7 and

ϕ11 are not satisfied in the system. As indicated by the results presented in Table 4.2, a

refinement of our system is necessary regarding the properties having values M and F.

In order to check the effectiveness and scalability of our proposed technique, we

performed eight experiments, starting with 5 agents and increasing up to 40 agents. Table

4.3 displays the number of agents (#Age.), the number of reachable states (#St.), and the

average of the memory (Ave.(MB)) in use and the execution time (Ave.time(S)) of two

classical models (M.T) and (M.F) in seconds. The results in the table indicate that the
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Figure 4.7: The verification process shows the uncertain results

Table 4.2: The verification results of the smart hospital model

Pro. M.T M.F Result

ϕ1 T T T

ϕ2 T T T

ϕ3 T T T

ϕ4 T F M

ϕ5 T F M

ϕ6 T T T

ϕ7 F F F

ϕ8 T F M

ϕ9 T T T

ϕ10 T F M

ϕ11 F F F

state space grows exponentially as the number of agents increases, while the average of

the memory usage and the execution time for each model increase in a polynomial manner.

These findings confirm the high scalability of our approach.

4.5.2 Case Study 2: Three-Valued Model Checking a Smart Home

System with 3v-TCTLC under Uncertainty

For further experimentation, we model and verify our second system, a Smart Home System

with fulfillment, trust, and commitment under uncertain settings. The system comprises six

82



Table 4.3: Scalability results of running the tool 8 times, starting with 5 and ending with 40
agents.

#Age. #St. Ave.(MB) Ave.time(S)

5 28 11 <0.001

10 340 12 <0.01

15 4828 16 0.5

20 72100 24 1.5

25 1.10763e+06 26 3.5

30 1.73087e+08 30.3 4.5

35 2.73218e+08 30.9 7

40 4.33801e+09 34 11

agents: Fire Sensor, Smog Sensor, Motion Sensor, Temperature Sensor, Fire Department,

and Smart Application used by the user for device control and connection with the fire

department. The functionalities of this system are as follows: In state S0, when the smog

sensor detects smog in the room, it fulfills the action of sending an alert to the user via

a smartphone application in S5. In state S1, if the smog level increases, the smog sensor

commits to re-alerting the user and the fire sensor, and both trust the former to fulfill this

commitment in S2. Starting from S3, in the event of a fire risk, the system sends a fire alert

to the user in S5. However, if there is no fire risk, the fire sensor notifies the user in S5 and

refrains from connecting with the fire department in S4.

Furthermore, when the motion sensor detects motion near the door in state S6, it

fulfills the action of sending an alert to the application in S7. The user then decides

whether the application will automatically open the door in S13. Additionally, when the

doorbell rings, the motion sensor commits to notifying the application, and the application

trusts the motion sensor to fulfill this commitment in S9. In state S10, there is uncertainty

regarding whether the temperature sensor fulfills the action of sending temperature readings

to the thermostat. Likewise, in S12, there is uncertainty regarding the commitment of the

temperature sensor to send the temperature readings and the trust of the thermostat in the
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Figure 4.8: Smart home system

sensor’s fulfillment of this action.

System Specifications

• Safety properties

± It is not the case that the motion sensor commits to sending an alert when

detecting movement, and application doesn’t trust the sensor to send the alert.

ϕ1 = AG ¬(SC((MoSen1,App1,MosendAlert)

∧¬T (App1,MoSen1,MosendAlert));

± It is not the case that the motion sensor fulfils to sending an alert to the

application, and the latter never trusts the motion sensor concerning sending

the alert.

ϕ2 = AG ¬(Fu(MoSen,App,MosendAlert)

∧¬T (App,MoSen1,MosendAlert));

• Reachability properties
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± The temperature sensor commits to sending the current temperature degree

to the thermostat, and the latter trusts the former to provide this temperature

reading.

ϕ3 = EF (SC(TempSen,T herm,Temp)∧T (T herm,TempSen,Temp));

± The application will not trust to the smog sensor to send alert until the smog

sensor has fulfilled the commitment to send the alert.

ϕ4 = E (¬Fu(SmSen,App,SmSenAlert)U

(Fu(SmSen,App,SmSenAlert)∧T (App,SmSen,SmSenAlert)));

± The thermostat will not trust the temperature sensor to send the temperature

readings until the sensor has fulfilled the commitment to send the temperature

readings.

ϕ5 = E (¬Fu((TempSen,T herm,Temp)U

(Fu(TempSen,T herm,Temp)∧T (T herm,TempSen,Temp)));

• liveness properties

± The fire sensor fulfills its commitment to the application by connecting the fire

department upon detecting a fire, and the application trusts the sensor to initiate

this connection.

ϕ6 = AG (Fu(FireSen,App,FirSenConnFd) ∧

EF(SC(FireSen,App,FirSenConnFd)∧T (App,FireSen,FirSenConnFd)));

± The smog sensor fulfills the commitment to send the alert to the fire sensor, and

there exists a future computation that the smog sensor commits to sending the

alert, and the fire sensor trusts.
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ϕ7 = EF (Fu(SmSen,FireSen,SmSenAlert)

∧EF(SC(SmSen,FireSen,SmSenAlert)∧T (FireSen,SmSen,SmSenAlert)));

± The temperature sensor fulfills the commitment to send the temperature readings

and there exist a future computation that the temperature sensor commits to

sending the temperature, and the thermostat trusts.

ϕ8 = EF (Fu(TempSen,T herm,Temp)∧EF(SC(TempSen,T herm,Temp)∧

T (T herm,TempSen,Temp)));

We verified in ϕ9 if the fire sensor commits to sending a fire alert to the fire department

whenever a smog is detected, and the latter trusts the first to send the alert .

ϕ9 = AG (SC(FireSen,App,FSenConnFd)∧T (App,FireSen,FSenConnFd));

Figure 4.9: Uploading the 3v-TCTLC model
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Figure 4.10: The verification process shows the uncertain results

System Verification

Using the MCMAS-interactor tool with our extensions, we verified our second case study.

Figure 4.9 shows the uploading of the 3v-smart home system. by pressing the buttons

"Generate Pos TCTLC" and "Generate Neg TCTLC", we get the classical models. Then

by pressing the "launch mcmas" button we get the verification results of the two systems as

shown in Figure 4.10.

Table 4.4: The verification results of the Smart Hospital model

Pro. M.T M.F Result

ϕ1 T T T

ϕ2 T T T

ϕ3 T F M

ϕ4 T T T

ϕ5 T F M

ϕ6 F F F

ϕ7 T T T

ϕ8 T F M

ϕ9 F F F

We evaluated our smart home system and compared the two classical models with

True value (M.T) and False value (M.F). This has led to uncertainty regarding whether
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properties ϕ3, ϕ5, and ϕ8 are being met by the system as of the missing information

represented in Figure 4.10. On the other hand, properties ϕ1, ϕ2, ϕ4 and ϕ7 were confirmed

to be True, while ϕ6 and ϕ9 where not satisfied by the system. Our analysis of the results in

Table 4.4 revealed that improvement of the system is required for properties ϕ3, ϕ5, ϕ6, ϕ8

and ϕ9 which have values M and F.

We checked the effectiveness and scalability of our proposed technique, we conducted

Table 4.5: Scalability results of running the tool 8 times, starting with 6 and ending with 42
agents.

#Age. #St Ave.(MB) Ave.time(S)

6 19 10 <0.001

12 167 11 <0.01

18 1615 14 0.5

24 16415 21 1

30 169279 23.3 1.5

36 1.74605e+06 23.6 3

42 1.79356e+07 29 5

eight experiments with a range of agents from 6 to 48. The results in Table 4.5 show

that the state space #St increases exponentially as the number of agents (#Age) increases,

and the average memory usage (Ave.(MB)) and execution time (Ave.time(S)) increase in a

polynomial manner. These outcomes ensure the high scalability of our approach.

4.5.3 Comparative Analysis

Additionally, we considered baseline methods to enhance the comparative study and ensure

a robust evaluation of our approach against existing techniques. Because practical tools

for system verification with multiple truth values are rather limited, we benchmarked our

current findings against an existing classical verification tool that support the notion of

combined trust and commitment [22] and against tools which include the notion of trust
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Table 4.6: Comparison between proposed and existing techniques

#St. Memory (MB) Time (Sec.) #St. Memory (MB) Time (Sec.)

[44] Proposed Technique (case study 1)

17 9 0.09 28 11 <0.001

289 15 0.424 340 12 <0.01

4913 28 0.991 4828 16 0.5

85521 42 4.137 72100 24 1.5

1.41986E+06 45 11.971 1.10763e+06 26 3.5

2.41376E+07 39 12.127 1.73087e+08 30.3 4.5

[47] 2.73218e+08 30.9 7

12 4.241 0.020 4.33801e+09 34 11

446 5.507 0.184 [22]

4224 12.057 2.736 17 10.67 <0.01

33454 15.432 63.687 111 11.28 <0.01

238787 83.839 630.914 818 12.46 <0.01

[50] 5836 14.49 0.58

10 8.6 <0.01 40528 16.60 1.50

43 8.971 <0.01 278030 19.53 2.40

239 9.958 <0.01 1.90766e+06 22.43 2.66

1597 12.056 <0.01 1.37581e+07 31.90 4.33

11545 16.856 1 2.21354e+08 40.28 11.62

88055 36.134 2 5.61637e+09 132.94 101.66

708461 45.592 8 1.3327e+11 133.24 115.50

6.01734e+06 56.28 29

5.25729e+07 94.36 426

4.59517e+08 153.008 1128

or commitment in their logics [44, 47]. Table 4.6 provides a comprehensive comparison

of the verification results in [22, 44, 47] and our technique. This allows for a detailed

examination of performance metrics, facilitating a more informed assessment. Our results

are prominently featured in the table, ensuring a comprehensive evaluation. As observed

in the table, our approach excels in scalability and execution time when contrasted with

the benchmarks. Specifically, our technique demonstrates superior scalability, handling a

larger number of states before encountering the state explosion problem, which is evident

in the benchmarks. While there is a slight increase in memory usage and execution time

in our approach, the trade-off results in enhanced scalability and efficiency compared to

the existing techniques. This reinforces the effectiveness of our proposed approach in
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addressing the challenges associated with state explosion and verifying systems with a

significant number of states. Figures 4.11 and 4.12 illustrate that our approach utilizes

significantly less memory and time as the number of states increases, especially when the

number of states is at its maximum. The verification process in our technique outpaces the

benchmarks, demonstrating faster performance even with a higher number of states.
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Figure 4.11: Comparison result for memory usage and number of states

0 1 2 3 4 5

·109

0

200

400

600

800

1,000

1,200

Number of States

T
im

e
(S

ec
.) [22]

[44]
[47]
[50]

Proposed Technique

Figure 4.12: Comparison results for time and number of states
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4.5.4 In-depth Verification and Scalability Analysis

This section provides a deeper and more detailed understanding of our method’s

verification and scalability outcomes, along with its strengths and areas that require further

enhancement.

Verification:

Our approach, which incorporates the 3v-TCTLC logic, has played a crucial role in

the practical verification of IoT-ad hoc applications, particularly in smart health monitoring

and smart home systems. The extension of the MACMAS-interactor tool has streamlined

the verification process by automatically invoking the MACMAS-TC tool.

Scalability:

We have conducted a thorough evaluation of the reliability and scalability of our

systems. When implemented, our framework demonstrated its robustness in addressing

safety, liveness, and reachability properties. This highlights the adaptability of our method

across various scalable real-world IoT-ad hoc scenarios.

Advantages:

• The 3v-TCTLC logic provides a robust framework for addressing and reasoning

about uncertainty in real-world scenarios captured by trust over commitments.

• Our extended tool enhances the verification process, ensuring a more streamlined and

efficient approach.

Disadvantages:

• We have identified areas for improvement in properties that were not fully satisfied

by the system, signifying potential areas for refinement in our approach.
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• Model Checking Constraints: Due to the complexity of developing a direct

multi-valued model checking approach and the absence of relevant existing tools,

our methodology is constrained within the reduction approaches category. Reduction

facilitates the reuse of established model checkers like NuSMV and MCMAS.

4.6 Summary

In this chapter, we presented a practical verification approach to verify IoT-ad hoc

applications in the context of smart health monitoring and smart home system. The

approach incorporates trust and commitments under uncertainty. For reasoning about

uncertainty in IoT-ad hoc systems with trust on commitment, we introduced a new 3-valued

logic called 3v-TCTLC, which extends the multi-valued CTL, with new modalities for

trust, commitment and fulfilment taken from TCTLC logic. To verify our three-valued

logic, we extended "MCMAS-interactor" tool to automatically invoke the MCMAS-TC

tool to verify two-valued logic after reducing the problem of three-valued model checking

to classical model checking by adding new functionalities to make the tool enabled to

handle our 3v-TCTLC logic. We evaluated the reliability and scalability of our systems by

implementing our framework and considering safety, liveness, and reachability properties.

Our approach using 3v-TCTLC logic was crucial in effectively verifying IoT-ad

hoc applications, especially in smart health and home systems. The enhanced

MACMAS-interactor tool has made the verification process more efficient. Additionally,

our approach demonstrated reliability and scalability supporting very large systems

reaching 40 agents with 4.34e + 09 states in the smart health monitoring system and

42 agents with 1.8e + 07 states in the smart home system. This was achieved with

fast verification times, taking only a few seconds (11 sec. and 5 sec. respectively).

These results underscore the applicability and adaptability of our methods in real-world
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IoT-ad hoc scenarios. Our contribution not only enhances the reliability and security

of IoT-ad hoc systems but also provides practitioners with practical methods and tools

featuring user-friendly interfaces for application in various concrete, real-world scenarios.

It represents a significant step forward in ensuring combined trust and commitment within

uncertain network environments.
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Chapter 5

Formal Verification of Weak and

Strong Trust over Commitments

in Multi-Agent Systems

In the context of model checking, ªweak trustº and ªstrong trustº are terms often used

to describe the level of confidence or assurance we have in the correctness of a system

or software model. In Section 5.1, We propose T wsCT LC, a new logic able to express

properties about weak and strong trust. Our proposed logic is an extended logic built on top

of the CTLC logic. This approach employs weak and strong trust modalities to facilitate

trust reasoning. Moreover, we introduce the semantics over the extended version of original

interpreted systems formalism. Section 5.2 addresses postulates with proofs to reason

about our logic. Additionally, we put forth a model checking algorithm for T wsCT LC that

extends the CTLC symbolic algorithm, implementing it as a new open-source tool named

MCMAS−T ws in Section 5.3. Finally, to illustrate the practical application of our proposed

framework, we conduct an evaluation using a real-life case study in the e-commerce domain
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Figure 5.1: Our approach phases

in Section 5.4. Figure 5.1 illustrates our work in several phases.

5.1 TwsCTLC logic

TwsCTLC is a combination of branching time CTLC logic with modalities for representing

and reasoning about weak and strong trust.

Definition 5.1. (Model of TwsCTLC). We employ the extended version of original

interpreted systems formalism defined in Chapter 3, Section 3.2 for TwsCTLC model.

Definition 5.2. (Syntax of T wsCT LC). The syntax of T wsCT LC) is defined as follows:

ϕ ::= ρ | ¬ϕ | ϕ ∨ϕ | EXϕ | EGϕ | E(ϕ ∪ϕ) |Ci→ jϕ | Fu(Ci→ jϕ) | T

T ::= T w
i→ jϕ | T

s
i→ jϕ

Where:

- P ∈Φp is an atomic proposition;

- E is the existential quantifier on paths;

- The Boolean connectives ¬ and ∨ are defined in the usual way;

- X ,U, and G are CTL path modal connectives standing for ªnextº, ªuntilº, and ªgloballyº;

- The modal connectives Ci→ jϕ and Fu stand for "commitment" and "fulfillment of

commitment"; and

- T stands for "trust", respectively.
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where ρ,∨,E,X ,G,∪,C and Fu are defined in Definition 2.1. A weak (strong) trust

T w
i→ jϕ(T

s
i→ jϕ) is read as " agent i weakly (strongly) trusts the agent j that ϕ .

A path π is an infinite sequence of reachable global states (s0,s1, ...) in S such that

∀i ≥ 0,(si,si+1) ∈ Rt . A state s′ is reachable from a state s iff ∃π such that s = π(0) and

s′ = π(k),k ≥ 0. This reachability is defined by s→ s′ [18].

Definition 5.3. (Semantics of TwsCTLC) Given the model M, the satisfaction of a TwsCTLC

formula ϕ in a global state s, denoted by (M,s) |= ϕ is recursively defined as follows:

• (M,s) |= p iff p ∈V (s);

• (M,s) |= ¬ϕ iff (M,s) ⊭ ϕ;

• (M,s) |= ϕ ∨ψ iff (M,s) |= ϕ or (M,s) |= ψ;

• (M,s) |= EXϕ iff there exists a path π starting at s such that (M,π(1)) |= ϕ

• (M,s) |= E(ϕ ∪ ϕ) iff there exists a path π starting at s such that for some k ≥

0,(M,π(k)) |= ψ and (M,π( j)) |= ϕ for all 0≤ j < k;

• (M,s) |= EGϕ iff there exists a path π starting at s such that (M,π(k)) |= ϕ for all

k ≥ 0;

• (M,s) |=Ci→ jϕ iff for all global states s′ ∈ S such that s∼i→ j
s′, we have (M,s′) |= ϕ;

• (M,s) |= Fu(Ci→ jϕ) iff ∃s′ ∈ S such that s′∼i→ j
s and (M,s′) |=Ci→ jϕ;

• (M,s) |= T w
i→ jϕ iff (M,s) |=C j→iϕ and ∃PI→s such that ∃s′ ∈ PI→s, we have (M,s′) |=

Fu(C j→iϕ);

• (M,s) |= T s
i→ jϕ iff (M,s) |=C j→iϕ and ∀PI→s such that ∃s′ ∈ PI→s, we have (M,s′) |=

Fu(C j→iϕ);
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The semantics of TwsCTLC state formula is defined as semantics of CTLC in

Definition 2.2, in addition to the modal weak and strong trust operators. The state formula

T w
i→ jϕ is satisfied in the model M at s iff s satisfies the commitment C j→iϕ and at least

in one path from initial sate to state s, there exist a state s′ satisfying the fulfillment of the

commitment, and from which s is reachable from initial state.The idea behind this semantics

is to say that a weak trust is achieved when we reach a reachable state from the fulfillment

state along a path from initial state, in which the commitment is active. The semantics of

the strong trust T s
i→ jϕ is similar, but the focus is on checking the all paths from initial state

to state s if there exists a state s′ satisfying the fulfillment of the commitment.

5.2 Reasoning Postulates

To illustrate the relation between commitments, weak and strong trust in MASs using

semantics and model checking, we defined several reasoning postulates in the TwsCTLC

logic. NetBill payment protocol, which is designed for the encrypted software goods trades

over the Internet [94], can be used as an instance for the reasoning postulate. This protocol

is defined in Chapter 3, Section 3.5.1.

The proposed postulates:

We note that when the rule holds for strong trust, it also holds for the weak cases.

P1: Commitment to the trusted content is necessary.

T s
i→ jϕ →C j→iϕ

Meaning: When the strong trust holds, a commitment with the same content comes into

being.

Proof: the proof is straightforward from the semantics of T s
i→ jϕ which indicates that the

current state satisfies C j→iϕ .
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Example: By applying this postulate, T s
Cus→Mer DeliverGoods→CMer→Cus DeliverGoods,

once the customer strongly trusts the merchant to deliver the goods, the merchant is

committed to bringing it about.

P2: Fulfillment of the trusted content.

T s
j→iϕ → EF(Fu(Ci→ jϕ))

Meaning: Strong trust to a content yields fulfillment of the commitment to that content.

Proof: From the semantics of T s
j→iϕ , we obtain (M,s) |= Ci→ jϕ . Moreover, from the

semantics of Ci→ jϕ , for all global states s′ ∈ S such that s∼i→ j
s′, we have (M,s′) |= ϕ and

the commitment is fulfilled when its content holds in the accessible state. Consequently,

(M,s′) |= Fu(Ci→ jϕ), so the postulate.

Example: Assuming that the merchant strongly trusts to the customer to send the the

payment, then customer will fulfill his commitment of sending the payment. Formally:

T s
Mer→Cus SendPayment→ EF(Fu(CCus→Mer SendPayment)).

P3: The content’s fulfillment is derived from the trusted content.

T s
i→ jϕ1,ϕ1 ⊢ ϕ2 infer EF [Fu(C j→iϕ2)]

Meaning: Commitment about ϕ2 is fulfilled if strongly trust to bring about the content

from which ϕ2 is derived.

Proof: The proof directly follows from the consequence of P2 and ϕ1 ⊢ ϕ2.

Example:Suppose that the customer strongly trusts the merchant for delivering goods,

then eventually warranty paperwork will be delivered as well, because delivering

good automatically triggers the process of delivering the warranty. Formally

expressed as follow: T s
Cus→Mer DeliverGoods, DeliverGoods ⊢ DeliverWarranty

infer Fu(CMer→Cus DeliverWarranty)
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P4: Trust to the content that is fulfilled and recommitted previously.

Fu(Ci→ jϕ)→ EF [(Ci→ jϕ)→ T w
j→iϕ]

Meaning: Weak trust to the commitment about ϕ holds once the commitment about ϕ is

fulfilled and then recommitted in previous.

Proof: Assume that (M,s) |= Fu(Ci→ jϕ) and (M,s) |= EF(Ci→ jϕ) then we obtain

(M,s′) |= Ci→ jϕ . lets s′ be the state s1 which means s′ is in the future of s. consequently,

∃PI→s′ such that ∃s′′ = s and s′′ |= Fu(Ci→ jϕ). Thus, from the semantics, trust will be

achieved and we are done.

This postulate is valid only for weak trust. This is because the semantics of T w
j→iϕ requires

the existence of a path that satisfies Fu(Ci→ jϕ), which is not the case for strong trust.

Example: Suppose that the merchant delivers the goods, then in a possible

future of the delivery, the costumer will weakly trust the merchant regarding

the delivery of the ordered goods if there exists a commitment to the delivery,

which means: Fu(CMer→Cus DeliverGoods) → EF [(CMer→Cus DeliverGoods) →

T w
Cus→Mer DeliverGoods]

P5: No active commitment and trust to the content which is being held.

ϕ →¬Ci→ jϕ ∧¬T s
j→iϕ

Meaning: When ϕ holds, the commitment and the trust to bring about ϕ is discharged.

Proof: The rule comes directly from the semantics of Ci→ jϕ and T s
i→ jϕ .

P6: No active trust to the content once fulfilled.

Fu(Ci→ jϕ)→¬T s
i→ jϕ

Meaning: When a commitment is fulfilled, strong trust is no longer active.

Proof: From the semantics of Fu(Ci→ jϕ), there exists a state s′ ∈ S such that s′∼i→ j
s and

(M,s) |= ϕ . According to the consequence of P5, we are done
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P7: No commitment and trust to the content that does not hold globally.

AG¬ϕ →¬Ci→ jϕ ∧¬T s
j→iϕ

Meaning: If the content of the commitment and strong trust does not hold, then the

commitment and strong trust never hold.

Proof: The proof is derived directly from the semantics of commitment, strong trust and

the fact that all accessible states are reachable (i.e.,(s,s′) ∈ Rt).

Example: According to the NetBill protocol, if goods are never delivered, then the

merchant cannot commit to delivery, and customer cannot strongly trust to bring that

goods. AG¬ DeliverGoods→¬CMer→Cus DeliverGoods∧¬T s
j→i DeliverGoods

P8: Content holds once its commitment is fulfilled.

Fu(Ci→ jϕ)→ ϕ

Meaning: When a commitment is fulfilled, its content holds.

Proof: the proof is straightforward from semantics of fulfillment.

P9: No longer active commitment once fulfilled.

Fu(Ci→ jϕ)→¬Ci→ jϕ

Meaning: The commitment to ϕ is discharged once fulfilled.

Proof: the proof directs from semantics of fulfillment.

P10: The combination of commitment contents once are committed separately.

C j→iϕ1∧C j→iϕ2→C j→i(ϕ1∧ϕ2)

Meaning: The conjunction of two commitments yields a combined commitment.

Proof: The proof comes from the semantics of commitment.

100



P11: The combination of trust contents once are trusted separately.

T s
j→iϕ1∧T s

j→iϕ2→ T s
j→i(ϕ1∧ϕ2)

Meaning:The conjunction of two strong trusts yields a combined trust.

Proof: The rule is derived from the semantics of strong trust.

P12: Commitment to combination of trust contents once are trusted separately.

T s
j→iϕ1∧T s

j→iϕ2→C j→i(ϕ1∧ϕ2)

Meaning: The conjunction of two trusts yields a combined commitment.

Proof: The rule is direct from the semantics of strong trust.

P13: No commitment to the false content.

¬Ci→ j⊥

Meaning: A commitment to false cannot be held.

Proof: The proof is straightforward from the semantics of commitment.

P14: No trust to the false content.

¬T s
j→i⊥

Meaning: A trust to false cannot be held.

Proof: The proof comes from semantics of strong trust.

P15: No fulfillment for the false content.

¬Fu(Ci→ j⊥)

Meaning:A commitment to false cannot be fulfilled.

Proof: The rule follows from semantics of fulfillment since there is no accessible state s

that satisfies ⊥.
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P16: No commitment to the negation of a content that is committed.

Ci→ jϕ →¬Ci→ j¬ϕ

Meaning: When a commitment to ϕ holds, the commitment to negation of ϕ cannot be

held.

Proof: The rule is directly follows from the fact that in semantics of Ci→ jϕ , all accessible

sates satisfy ϕ , and a state satisfy ϕ cannot satisfy ¬ϕ .

P17: No trust to the negation of content that is trusted.

T s
i→ jϕ →¬T s

i→ j¬ϕ

Meaning: When the strong trust holds, then there is no possibility of trusting the negation

of the same content.

Proof: The rule is derived from the semantics of strong trust.

P18: No commitment to the negation of content that is trusted.

T s
j→iϕ →¬Ci→ j¬ϕ

Meaning: When the strong trust to a content holds, there is no possibility to commit to the

negation of the same content.

Proof: The proof comes from the consequence of P1.

P19: Commitment to one part of the conjunction once all parts are committed.

Ci→ j(ϕ1∧ϕ2)→C j→iϕ1

Meaning: If commitment to a conjunction holds, then the commitment to each part of the

conjunction also holds.

Proof: The rule follows from the fact that in semantics of commitment all accessible sates

that satisfy ϕ1∧ϕ2 also satisfy ϕ1 .
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P20: Trust to one part of the conjunction once all parts are trusted.

T s
i→ j(ϕ1∧ϕ2)→ T s

j→iϕ1

Meaning:If trust to a conjunction holds, then the trust to each part of the conjunction also

holds.

Proof: The rule straightforwards from the semantics of the strong trust.

P21: Commitment to one part of the conjunction once all parts are trusted.

T s
i→ j(ϕ1∧ϕ2)→C j→iϕ1

Meaning:If trust to a conjunction holds, then the commitment to each part of the

conjunction also holds.

Proof: The proof is direct from the semantics of T s
i→ jϕ .

5.3 Model Checking TwsCTLC

Model checking involves automatically determining whether a formula is fulfilled within

a specified model. This section introduces a streamlined algorithm designed to tackle the

TwsCTLC model checking issue efficiently. We start by introducing the primary algorithm

(Algorithm 5.1), which expands upon the conventional symbolic model checking algorithm

for CTL. Within this algorithm, we directly invoke established procedures for the CTL

modalities to compute the set of states that satisfy the respective modalities.

Algorithm 5.1 operates as follows: Initially, it takes the model M and the TwsCTLC

formula ϕ as inputs, and it returns the set [[ϕ]] comprising states that satisfy ϕ in M.

The algorithm navigates through the structure of ϕ recursively, utilizing a set of Boolean

operations applied to sets to construct the set [[ϕ]]. Lines 1 to 6 invoke standard procedures

used in CTL to determine the set of states satisfying regular CTL formulas. Lines 7 and 8

invoke the commitment and its fulfilment procedures and lines 9 and 10 call our procedures
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designed to compute the set of states satisfying weak and strong trust formulas.

Algorithm 5.1 :SMC(ϕ,M) : the set [[ϕ]] satisfying the T wsCT LC formula ϕ

1: ϕ is an atomic formula: return V (ϕ);
2: ϕ is ¬ϕ1: return S−SMC(ϕ1,M);
3: ϕ is ϕ1∨ϕ2: return SMC(ϕ1,M)∪SMC(ϕ2,M);
4: ϕ is EXϕ1: return SMCEX (ϕ1,M);
5: ϕ is E(ϕ1∪ϕ2): return SMCEU (ϕ1,ϕ2,M);
6: ϕ is EGϕ1: return SMCEG(ϕ1,M);
7: ϕ is Ci→ jϕ1: return SMCc(i, j,ϕ1,M);
8: ϕ is Fu(Ci→ jϕ1): return SMC f u(i, j,ϕ1,M);
9: ϕ is T w

i→ jϕ1: return SMCtw(i, j,ϕ1,M);
10: ϕ is T s

i→ jϕ1: return SMCts(i, j,ϕ1,M);

5.3.1 BDD-based Algorithms for the Weak and Strong Trust

In this section, we present the model checking algorithms for both the T w and T s operators.

These algorithms, given a T wsCT LC formula ϕ and a T wsCT LC model M within a

interpreted system, calculate the set of states in M where ϕ is held. Algorithm 5.2 describes

the procedure SMCtw(i, j,ϕ,M). This procedure returns the set of states in which the weak

trust formula holds. It begins by determining the set X1, comprising states that satisfy the

commitment C j→iϕ . Subsequently, it calculates the set X2, which contains states satisfying

the formula Fu(C j→iϕ) using the algorithm 3.3 and algorithm 3.4 in Chapter 3. The

procedure then assembles the set X3, consisting of states preceding those satisfying C j→iϕ

by calling procedure Past(X) defined in 3.6 . Finally, the algorithm identifies and returns

the states in X4, which in at least one path from initial state, both adhere to C j→iϕ (i.e., in

X1) and are reachable from past states satisfying Fu(C j→iϕ) (i.e., in X2∩X3). In Algorithm

5.3, to compute the formula T s, we follow the same steps as in Algorithm 5.2, except

lines 4 which checks whether all paths from initial state to state s satisfying Fu(C j→iϕ).

Indeed, this is based on our proposed semantics of strong trust where the set of global states

satisfying the formula T s in a given model M is computed by verifying all paths to check if

there exists a state satisfying the fulfillment of the commitment.

104



Algorithm 5.2 : SMCtw(i, j,ϕ,M): the set [[T w
i→ jϕ]]

1: X1← SMCc( j, i,ϕ,M);
2: X2← SMC f u( j, i,ϕ,M);
3: X3← Past(X1);
4: X4←{s ∈ X1 | ∃PI→s,∃s

′ ∈ X2∩X3 s.t. (s′,s) ∈ Rt}
5: return X4;

Algorithm 5.3 : SMCts(i, j,ϕ,M): the set [[T s
i→ jϕ]]

1: X1← SMCc( j, i,ϕ,M);
2: X2← SMC f u( j, i,ϕ,M);
3: X3← Past(X1);
4: X4←{s ∈ X1 | ∀PI→s,∃s

′ ∈ X2∩X3 s.t. (s′,s) ∈ Rt}
5: return X4;

5.4 Implementation and Experiments

Our algorithms are integrated with the MCMAS model checker, which yield MCMAS−

T ws, the model checker for MASs with weak and strong trust. Additionally, we aim to

conduct model checking on various properties of MASs, focusing on weak and strong trust

relationships that involve multiple interacting agents.

In the following section, we consider the NetBill protocol as a demonstrative

application example introduced in Chapter 3, Section 3.5.1. This serves to illustrate how

our model checking technique can effectively be employed on a e-commerce platform to

verify trust transactions against specific quantified temporal trust conditions.

5.4.1 Assessment of Performance

We use our formal model M associated to the interpreted systems introduced earlier in

Chapter 3, Section 3.2 to formally model the NetBill protocol. In this scenario, the weak and

strong trust relationships between the participating parties express the system requirements

that regulate the interacting agents. Such requirements are specified using our logic of trust

T wsCT LC. Consequently, the trust relationships are instantiated, aiding prospective agents

in determining the extent to which they should trust other agents.

105



The following protocol properties are expressed within the T wsCT LC logic to verify

the accuracy of the process model.

• ϕ1 = T s
Mer→Cus SendPayment→ EF(Fu(CCus→Mer SendPayment))

• ϕ2 = Fu(CMer→Cus DeliverGoods) → EF [(CMer→Cus DeliverGoods) →

T s
Cus→Mer DeliverGoods]

• ϕ3 = AG¬ DeliverGoods→¬CMer→Cus DeliverGoods∧¬T s
j→i DeliverGoods

These formulae express reachability and liveness properties for both weak and strong trust.

For example, the formula ϕ1 encodes the fact that there exists a state reachable from the

initial state, such that the merchant strongly trusts to the customer to send the the payment,

then customer will fulfill his commitment of sending the payment. The formula ϕ2 states

that the merchant delivers the goods, then in a possible future of the delivery, the costumer

will weakly trust the merchant regarding the delivery of the ordered goods if there exists

a commitment to delivery. Moreover, in terms of liveness property, ϕ3 states that in all

computation paths, it is always the case that if goods are never delivered, then the merchant

cannot commit to delivery, and customer cannot strongly trust to bring that goods.

5.4.2 Experimental Results

To evaluate the scalability of our technique and implementation, we measured the

processing time for model checking and the BDD memory usage required for successful

verification on a machine equipped with a Dual-Core CPU T4500 at 2.30 GHz running

an operating system with 64 bits. Our experiments involved varying the number of agents

from 2 to 22 to explore different scalability levels, aiming to observe significant results

in handling complex problems. The experiments demonstrated satisfaction of all tested

formulae. Table 5.1 documents the verification outcomes alongside the count of agents
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and reachable states in the constructed model. It is evident that the number of reachable

states corresponds to the exponential growth of the state space with the increasing number

of agents of agents, the memory usage increases polynomially. In fact, we cannot offer a

comprehensive comparison of these results with other implementations since, as far as we

know, there is no model checker tool available for verifying properties of weak and strong

trust, which is the focus of our work.

Table 5.1: The NetBill protocol verification results

Exp.# Agents# States# Memory

(MB)

Time

(Sec.)

1 2 83 12.3 0.09

2 4 218 13.78 0.92

3 6 6723 15.42 1.17

4 8 327021 19.25 2.87

5 10 1.22982e+07 30.62 4.52

6 12 1.25958e+08 42.54 7.09

7 14 3.70736e+08 75.23 9.2

8 16 2.87521e+09 110.22 45.21

9 18 4.31257e+10 159.29 82.65

10 20 5.51692e+11 179.92 120.01

11 22 4.22543e+12 185.53 152.92

5.5 Summary

To capture the interaction between social commitments, weak and strong trust from the

semantics point of view, we introduced TwsCTLC, a new logic for trust (weak and strong),

communicative commitments and their interactions. We presented a new semantics of

TwsCTLC based on social accessibility relation. We used original interpreted systems

and its extended versions to describe interaction among interacting parties. Moreover, we

proposed some postulates with proofs to reason about our logic. Moreover, we presented a

model checking algorithm for TwsCTLC that extends the CTLC symbolic algorithm and its
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implementation that results in a new open source tool called MCMAS−T ws. We evaluated

our approach by means of a real-life case study in the e-commerce domain in order to

explain our proposed framework in a practical setting.
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Chapter 6

Conclusion

6.1 Summary and Discussion

The goal of these theses is to build greater trust and commitment in multi-agent

systems, while also improving the dependability and efficiency of IoT within intelligent

environments. By doing so, we provide practical tools and methodologies that are

specifically tailored for situations characterized by uncertainty.The framework consists

of three primary components. First, in Chapter 3, we introduced TCTLC, a new logic

that captures the combination of two key concepts in MASs, namely trust and agents’

commitments. We addressed two main issues: reasoning postulates and model checking.

We presented the semantics for trust, based on accessibility relation. We used the original

interpreted systems and its extended versions to describe the interaction between trust and

commitment among interacting parties. Moreover, we supported our proposed postulates

by proofs. We presented new symbolic algorithms and demonstrated that (1) the time

complexity of model checking TCTLC in explicit models is P-complete with respect to

the size of the model and the length of the formula; (2) the complexity of the same problem

for concurrent programs is PSPACE-complete, considering the size of the program’s
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components. As a result, our model checking algorithm has the same complexity as model

checking CTL concerning both explicit models and concurrent programs. We implemented

the proposed algorithms as part of our MCMAS-TC tool, verified the NetBill protocol, and

reported the results of the experiments. We compared our results with relevant benchmarks.

It also shows our results for better comparison.

The second component of our framework in Chapter 4 focused on a practical

verification approach to verify IoT-ad hoc applications in the context of smart health

monitoring and smart home system. The approach incorporates trust and commitments

under uncertainty. For reasoning about uncertainty in IoT-ad hoc systems with trust on

commitment, we introduced a new 3-valued logic called 3v-TCTLC, which extends the

multi-valued CTL, with new modalities for trust, commitment and fulfilment taken from

TCTLC logic. To verify our three-valued logic, we extended "MACMAS-interactor" tool

to automatically invokes MACMAS-TC tool to verify two-valued logic after reducing the

the problem of three-valued model checking to classical model checking by adding new

functionalities to make the tool enable to handle our 3v-TCTLC logic. We evaluated the

reliability and scalability of our systems by implementing our framework and considering

safety, liveness, and reachability properties.

In the third part of the framework in Chapter 5, we presented a new logic, T wsCT LC,

specifically crafted to encapsulate properties pertaining to both weak and strong trust. We

defined the semantics over an expanded interpretation of the original system’s formalism.

We offered postulates along with their respective proofs to validate our logic. Additionally,

we introduced a model checking algorithm for T wsCT LC, expanding upon the CTLC

symbolic algorithm, and implemented it to create a new open-source tool named MCMAS−

T ws. We assessed our approach through a NetBill protocol to illustrate our proposed

framework in a practical context.

110



6.2 Directions for Future Work

The research contributions of this thesis filled out some of the important gaps in the current

literature. However, considering the rapid advance of technology, there are still challenging

problems to be explored. A summary of future research directions are provided as follow:

• This work opens the door for an extension by investigating group trust and

commitments along with their interactions.The logical framework presented in this

research models trust using social commitments among two agents. The proposed

logic does not support group trust and commitments (one-to-group, group-to-one,

and group-to-group). Thus, in our future work, we aim to enrich the area of trust and

communicative social commitments from new perspectives. In particular, we aim to

introduce a new consistent, formal and computationally grounded semantics to reason

about group trust over communicating social commitments.

• The logical framework presented in this thesis models unconditional trust and

social commitment. TCTLC logic does not support conditional trust. Expressing

conditional trust requires an extension of TCTLC. Thus, in our future work we aim

to distinguish the two languages by extending TCTLC. As our main objective in this

proposal is the verification of temporal trust and commitment, we will define how this

logical relationship will be used to model checking procedure of conditional trust and

commitment.

• Since our research solely focused on uncertainty within the states (i.e., in properties),

we intend to extend our investigation to verify IoT-ad hoc systems with trust over

commitment in the presence of uncertainty in both the states and the transitions.

• We intend to expand our semantics to encompass arbitrary lattices that can contain

more than three values. This expansion will enable us to reason about both
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uncertainty and inconsistency in IoT-ad hoc systems.

• We also plan to Expand our method from discrete-time to continuous-time modeling,

addressing trust and commitment under uncertainty. This entails exploring

continuous time logic and formalizing mobility, enhancing our framework’s

understanding of mobile node behavior.
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