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Abstract

Deep Learning Ultrasound Image Analysis: From Classification to

Segmentation with Limited Data

Bahareh Behboodi, Ph.D.

Concordia University, 2024

Ultrasound (US) is one of the most widely used imaging modalities in diagnostic and sur-

gical settings due to its a↵ordability, safety, and non-invasive nature. However, US images

are prone to speckle noise, leading to low resolution and making clinical interpretation chal-

lenging. Recently, researchers have applied state-of-the-art deep learning (DL) algorithms

from the field of computer vision to the clinical domain. These algorithms require extensive

annotated data to achieve meaningful results. In clinical US imaging, however, there are

limited available datasets because annotating US images is time-consuming and requires ex-

pert radiologists. Additionally, many hospitals restrict data sharing due to patient privacy

policies, further limiting the development of DL algorithms for clinical US images. To ad-

dress these limitations, this thesis focuses on developing innovative DL algorithms capable of

performing with small datasets. Specifically, in Chapter 2, we use simulated US images as an

alternative dataset to pre-train a breast tumor segmentation model. We further explore how

network design complexity a↵ects segmentation performance with limited data. In Chapter

3, we leverage 2D planes from 3D uterus US scans to develop a segmentation model using

data from only 10 cervical cancer patients. In Chapter 4, we create a compact segmentation

network with just 0.82 million parameters, applying knowledge distillation to transfer knowl-

edge from a well-trained teacher model with 96 million parameters. This approach is ideal

for portable US devices, where computational and memory-e�cient models are required at

the bedside. In Chapter 5, we introduce a novel approach to breast lesion classification by

incorporating background as an additional class, improving the detection of invasive ductal

carcinomas. In Chapter 6, we develop a framework for detecting quadriceps muscle thickness

in US images, an important biomarker for frailty assessment. This framework also provides

activation maps, highlighting the model’s focus on either the muscle body or bone surface.

The availability of well-annotated datasets for DL model development has been a significant

challenge in this thesis. To address this gap, in our final chapter, Chapter 7, we present a

publicly available, expert-annotated dataset of intra-operative US images for brain tumor

resection—the first of its kind, verified by two expert surgeons. Finally, in Chapter 8, we

summarize our findings with concluding remarks and potential future works.
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Chapter 1

Introduction

This chapter begins with a brief overview of ultrasound (US) imaging, highlighting its appli-

cations in the medical field. It then explores the applications of US image analysis using deep

learning (DL) algorithms, outlines the associated challenges, and discusses the motivations

and objectives that drive this research. Following that, a roadmap of the thesis is provided,

o↵ering a summary of each chapter and how they contribute to the overall study. The chap-

ter concludes by listing the publications that have resulted from the work conducted during

the current Ph.D. dissertation.

1.1 Ultrasound imaging

US imaging is a non-invasive diagnosis methodology since it utilizes low-energy US waves in

order to capture tissue characterizations. A US examination involves stirring sound waves,

typically within the frequency range of 500 kHz to over 50 MHz, from piezoelectric sources

toward body tissues. Due to the varying echogenicity of tissues, some of these waves are

attenuated and reflected back to the source. These reflected waves, known as channel data

or backscattered signals, are captured for further processing. During the image formation

process, beamforming of the channel data generates radio-frequency (RF) data. However,

RF data is not directly suitable for visualization due to its very high-frequency content.

Consequently, the envelope of the RF data is extracted. The envelope data has a wide

dynamic range, it is then compressed using a logarithmic algorithm to produce a US B-

mode image that can be displayed on US devices. This compression step results in the

loss of all phase information. RF data contains substantially more information than both

envelope data and B-mode images; however, its high-frequency content makes it di�cult to

1



visualize. As a result, B-mode images are more commonly used in medical applications.

The brightness of organs in a B-mode image is determined by the intensity of the re-

flected signals. Tissues with higher echogenicity (hyperechoic) appear as brighter areas,

while those with lower echogenicity (hypoechoic) are displayed in shades of gray. Anechoic

tissues, which do not reflect sound waves, appear completely dark [82]. In diagnostic US

imaging, expert radiologists rely on the brightness in B-mode images to identify abnormal

lesions. However, the limited resolution of B-mode images can make this visual detection

process time-consuming for radiologists. Despite this limitation, US remains one of the best

modalities for real-time examinations due to its portability and cost-e↵ectiveness, where

timely diagnosis and treatment planning are critical for patient care. However, while US

o↵ers many advantages, B-mode images are often contaminated with speckle noise and suf-

fer from a low signal-to-noise ratio (SNR). These factors introduce challenges to US image

processing.

US image processing involves the usage of computational techniques to enhance, analyze,

and interpret US images for diagnosis and monitoring purposes. Scientists have increasingly

turned to automatic image processing tools to address challenges introduced by speckle noise

and low signal-to-noise ratio of US images. Speckle noise reduction and image enhancement

techniques are the common methods to increase visibility while maintaining the integrity of

fine details, which is crucial for diagnosing. These methods usually serve as pre-processing

steps that can obscure important details and hinder accurate diagnosis [151]. Various tradi-

tional despeckling methods, including spatial domain techniques, anisotropic di↵usion filter-

ing, and transform domain methods have demonstrated significant improvements in image

clarity while preserving essential features [171, 259]. Other methods to extract more infor-

mation from US to enhance its interpretability include elastography [85] and quantitative

ultrasound [110].

Image segmentation, edge detection, classification, registration, etc., are techniques that

can aid clinicians in interpreting US images. Such techniques are critical steps in accurately

analyzing US images that can aid in the early detection of anomalies and timely interventions.

In US image segmentation, the aim is to identify the whole body of the target tissue [168],

while in US edge detection, the aim is to identify only the boundaries of an organ [223,

254]. Both techniques can assist in monitoring the development of the organ, such as fetal

growth, tumor progression, and other changes. In US image classification, the aim is only

to distinguish abnormal tissue from normal. Image registration techniques are essential

in image-guided therapies, where accurate alignment of images from di↵erent modalities is
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required [261]. Among the most commonly used approaches in the abovementioned image

processing techniques, machine learning (ML) and DL algorithms are the most commonly

used algorithms, which o↵er significant potential to enhance the accuracy and e�ciency of

US image interpretation.

1.2 DL in medical US imaging

While some researchers are employing state-of-the-art ML and DL algorithms to enhance the

quality and resolution of US images, others are focusing on overcoming the challenges in US

image processing and interpretation to accelerate its use in clinical diagnosis. The primary

aim of the current Ph.D. dissertation is to explore the latter category of studies. Typically, US

applications are found in computer vision-related tasks, such as segmentation, classification,

regression, object detection, localization, and more. In traditional ML-based methods for US

image analysis, techniques such as clustering, threshold-based models, feature engineering,

and other classical approaches were commonly used [246]. While these methods led to

improvements, they were rarely deployed in real clinical trials due to insu�cient accuracy.

However, with the advancements in DL algorithms, US image processing techniques are now

being applied in real clinical settings and are increasingly used in real-life scenarios.

DL algorithms are powerful tools for automatic analysis. They use non-linear mapping

functions to represent complex relationships between input and output spaces. Some of

the most prominent DL architectures in US include artificial neural networks (ANN) and

convolutional neural networks (CNN). Recently, architectures from the natural language

processing (NLP) field have also been adopted in US.

ANNs, particularly those with fully connected layers, are designed to model complex

relationships within data. Fully connected layers, where each neuron is connected to every

neuron in the previous layer, enable the network to learn complex patterns and interac-

tions. These layers facilitate the transformation of input data through a series of weighted

connections and activation functions, allowing the network to capture and represent high-

level features. ANNs with fully connected layers are versatile and e↵ective for tasks such as

classification and regression.

CNNs, in particular, are widely used in image analysis and often consist of multiple

convolutional layers, along with pooling, normalization, and fully connected layers. The

convolutional layers mimic traditional feature extraction methods in image and signal pro-

cessing, where features are extracted by applying filters. These layers automatically learn
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to capture important patterns in the data, making CNNs especially e↵ective for tasks like

segmentation and classification. CNN layers often resemble the manual feature engineering

step in traditional ML-based methods. Consider a DL algorithm where the output of each

layer (;) (i.e., feature map) is the input of the next layer (; + 1). Given an input, the feature

map is formulated as:
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is the =C⌘ feature map of (; + 1)C⌘ layer, ,;
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represents the 2D convolution

kernel from the <C⌘ feature map of ;C⌘ layer which is trained through feed-forward and back-

propagation steps. 1;+1
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is the bias in (; + 1)C⌘ layer. 5 (.) is the nonlinear activation function

applied to the sum of convolution operations (i.e., ⇤).
NLP models, on the other hand, are designed to analyze and understand human language

through DL techniques. They use embedding layers to convert words into dense vectors

that capture semantic meanings. Recurrent layers, such as LSTMs and GRUs [44], handle

sequential dependencies in text, while attention mechanisms, including those in transformers,

enable the model to focus on relevant parts of the input. Transformers, like BERT [52] and

GPT [183], process entire sequences simultaneously to capture long-range context e↵ectively.

These models excel in tasks such as text classification, sentiment analysis, and machine

translation, making them crucial for applications across various fields, including healthcare

and customer service.

A DL-based algorithm may consist of various combinations of the abovementioned mod-

els. In DL-based segmentation techniques, the CNN layers follow the fully convolutional

networks (FCN) scheme [140] to create an output with the same size as the ground-truth

masks. Fully convolutional networks comprise three main components: encoder (or feature

extractor), bottle-neck, and decoder. The most common networks for semantic segmentation

are UNet [188], V-Net [153], etc. For classification tasks, there are two main sections: feature

extractor and classifier. The classifier is assigned to fully connected layers (i.e., ANNs) where

all the neurons in this layer are connected with neurons in the previous layer. The number of

neurons in the last layer of fully connected layers is equal to the number of classes. The most

common clasisfications networks to name are VGG [140], ResNet [89], MobileNet [192], E�-

cientNet [220], etc. In addition to traditional CNN architectures, Vision Transformers (ViTs)

[58] have emerged as a powerful alternative for image analysis. ViTs utilize self-attention

mechanisms to capture relationships between di↵erent parts of the image, making them par-

ticularly e↵ective for tasks that require understanding contextual information across various
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regions. In the context of US imaging, ViTs can be beneficial for understanding complex

spatial relationships.

1.3 Thesis statement

Research in US image processing can be broadly divided into two main categories. The

first focuses on image reconstruction [75, 78, 79] and image enhancement [200, 201], which

improve the visualization of fine details in US images. The second category involves studies

on US image interpretation, which support more accurate diagnosis and e↵ective treatment

planning. Within this scope, our work specifically concentrates on segmentation, classifica-

tion, and regression algorithms, which can aid clinicians to better use US images and improve

clinical decision-making.

The segmentation of US images presents more challenges compared to other techniques,

but it o↵ers a wider range of applications. For instance, it is particularly valuable in guided

surgeries. Additionally, it enables tracking and monitoring changes in organ geometry during

treatments, such as tumor growth or reduction, as well as changes in tissue size. This is why

our primary focus has been on segmentation applications. However, we also engage in the

classification and regression of US images. From a development perspective, classification

is quite similar to segmentation. In classification, we assign labels to entire images, while

in segmentation, labels are applied at the pixel level. Classification is especially useful for

detecting abnormalities during patient assessments and for diagnostic purposes. Regression

analysis, similar to classification, assigns a value to each image. However, while classification

produces integer labels, regression provides continuous values, allowing for a more nuanced

interpretation of the data. Despite the remarkable performance of DL-based techniques in

segmentation, classification, and regression applications, validating them on US images may

be problematic for two main reasons. First, for any new dataset, especially for applica-

tions that require real-time segmentation, the performance of the state-of-the-art DL-based

techniques adopted from computer vision studies must be rigorously evaluated. Second, the

scarcity of publicly accessible sources with high-quality ground truth information makes the

validation process challenging. To this end, the current thesis is motivated by the develop-

ment of novel DL-based methods to accomplish the following overall objectives:

1. Novel segmentation and classification techniques that are e↵ective with limited data

2. Introduction of publicly available US dataset with manual annotations to help the

development of future DL methods.
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It is important to note that our work spans multiple problems and methodologies related

to DL in US. Therefore, we provided a general literature review in this introduction, while

more focused literature reviews are provided at the beginning of each chapter. A general

view of each proposed method is provided in Sec. 1.4.

1.4 Roadmap of the thesis

The remainder of the thesis is organized as follows. Chapter 2 introduces a novel approach

that leverages simulated US images as a potential training dataset for tumor segmentation

tasks, particularly in situations where annotated data is scarce. This chapter further explores

the e↵ectiveness of pre-training on simulated data and investigates how various factors in

network design, such as architecture choices and hyperparameters, influence segmentation

performance. By examining the interplay between pre-training data and network structure,

this chapter aims to provide insights into optimizing DL models for US image segmentation

when facing limited annotated datasets. Chapter 3 focuses on the development of DL meth-

ods for the automatic segmentation of the uterus in 3D US images. Given the limitation of

available 3D scans, this chapter proposes an innovative approach by creating 2D models that

e↵ectively utilize the available data. Chapter 4 delves into optimizing knowledge distillation

(KD) and teacher-student training techniques to achieve e�cient breast US image segmenta-

tion. In this chapter, smaller neural networks (i.e. student) are trained using KD, enabling

them to perform similar to the well-trained network (i.e. teacher) even with a limited number

of training images. The chapter provides insights into the methodology and highlights the

performance improvements achieved through this process, making it suitable for resource-

constrained environments. It is worth noting that the proposed student network achieves

comparable results to that of teacher network with only 0.82 trainable parameters. Chapter

5 introduces a novel approach to breast cancer classification in US images by leveraging

DL with a multi-task learning framework. This method enhances classification accuracy by

handling a greater number of classes. Chapter 6 presents DeepSarc-US, a DL framework de-

signed for assessing sarcopenia from US images. This chapter integrates advanced techniques

in segmentation and classification to address the challenge of muscle thickness measurement,

framing it as a regression problem. Finally, Chapter 7 presents a comprehensive dataset of

manual annotations for intra-operative brain tumor US images. By providing open access

to these annotations, the chapter aims to facilitate further research and development in the

field of brain tumor imaging. In clinical US imaging, the availability of datasets is limited,
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as annotating US images is time-intensive and requires skilled radiologists. Moreover, data

sharing is often restricted by hospitals due to patient privacy regulations, posing additional

challenges for advancing deep learning algorithms in this field. Consequently, this thesis

focuses on developing methodologies across various US applications.
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Chapter 2

E↵ects of Pre-training Data and

Network Design on Segmentation of

Ultrasound Images

This chapter is based on our published papers in [14, 15, 16].

2.1 Background

In medical applications, image segmentation has been used in diagnosis, image-guided inter-

ventions, pre-surgical planning, etc [260]. As discussed in Chapter 1, US, as a non-invasive

diagnosis methodology, utilizes low-energy US waves in order to capture tissue characteriza-

tions. However, due to data acquisition limitations and speckle noise, an experienced radiolo-

gist is always required for interpreting US images with high complexity and ambiguity [167].

Traditional machine learning and recent deep learning methodologies have been adopted

for US segmentation analysis. Despite the remarkable success of CNNs, their achievements

rely on a large number of training images. However, in medical tasks, preparing such large

datasets is expensive in terms of cost and time. To cope with this limitation in medical

tasks, one group of studies is taking advantage of pre-trained networks and augmentation

methodologies [229, 263]. Another group of studies is proposing new CNN architectures such

as fully convolutional network (FCN) [140], U-Net [188], SegNet [9] and V-Net [154]. There

are also several proposed networks built upon U-Net such as Deep Residual U-Net [263],

Attention U-Net [169], Deeply-supervised CNN [264] and Inception U-Net [182], to name a

few.
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In 2018, Kumar et al. [120] proposed a Multi U-Net algorithm for real-time and automatic

segmentation of breast masses, in which they achieved a Dice score of 0.82. The proposed al-

gorithm originated from the U-Net structure proposed by Ronneberger et al. [188]. A similar

adaptation of U-Net was introduced in Carton et al. [33] for the automatic segmentation of

the resection cavity. Yap et al. [250] exploited three di↵erent well-known CNN-based struc-

tures for breast lesion detection and compared the results with conventional segmentation

methods. A 3-D CNN-based structure with additional post-processing steps was explained in

Chiang et al. for breast tumor detection [42]. Anas et al. [5] employed a novel approach based

on recurrent neural network (RNN) for ultrasound segmentation during prostate biopsy in-

corporating MRI. They have investigated the time series of ultrasound images. Another

methodology in prostate segmentation has been proposed by Wang et al. [233]. They inves-

tigated prostate segmentation in transrectal ultrasound using a CNN-based approach named

deep attentional features (DAF). SUMNet was exploited by Nandamuri et al. [164] in order

to segment thyroid and intravascular segmentation in 3D ultrasound volumes. The structure

was built upon FCN [140]. Isensee et al. [108] proposed nnU-Net, a guideline in architec-

tural design and hyperparameter tuning that performs well on a wide range of datasets.

Peng et al. [175] showed that the receptive field plays an important role in segmentation

tasks. They proposed a Global Convolutional Network wherein a large kernel size is adopted

in the architecture design.

2.2 Problem Statement

Despite the ever-growing body of literature proposing new CNN-based algorithms for medical

segmentation tasks, few are successful in re-applying to di↵erent medical datasets. A growing

number of researchers are focusing on the applications of recently developed deep learning

methodologies on ultrasound segmentation. However, the current results are not su�ciently

accurate, robust, and generalizable enough for clinical trials. In addition, training deep learn-

ing architectures requires large amounts of data, which, in the case of ultrasound images, is

expensive in terms of data acquisition and interpretation. Moreover, although deep learning

algorithms usually perform well, their performance depends on the input image type, either

natural or medical images. Therefore, the proper structure should be investigated more

specifically. To this end, in the current chapter, two main avenues are exploited:

• Avenue 1: Importance of Data for Pre-Training.

The focus is to find the most suitable data for pre-training a well-known segmentation
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architecture in order to enhance segmentation results.

• Avenue 2: Importance of Network Design.

The goal is to propose a strategy showing that the receptive field is a key parameter

in designing a segmentation architecture.

2.3 Methodology

In this section, the proposed two avenues are elaborated in more detail.

2.3.1 Avenue 1: Importance of Data for Pre-Training

In deep learning approaches, the improvement in results directly depends on the number of

training data. Therefore, such techniques perform better if they have a larger amount of

training data. In medical images, especially in US images, annotating enough number of

training data is expensive. To this end, in two phases, we explore the most suitable data

for pre-training a segmentation network for US images especially if limited annotated US

images are available.

Proposed Strategy: Phase 1

In Phase 1 of the proposed strategy, the use of simulated data for pre-training the segmen-

tation network is explored [14]. Then, the pre-trained network is tested on tissue-mimicking

phantom data. As previously discussed, annotation of US images is an expensive task in

terms of cost and time. On the other hand, the performance of deep learning algorithms

directly depends on the number of training sets. Therefore, in the current phase, simulated

US images are proposed as the suitable training set as the annotations already exist. In

addition, the number of simulated US images is not limited. The contributions of Phase 1

are summarized as follows:

• Can a network be trained on simulation data and tested on real data?

• Which data provides the best segmentation results, RF data, envelope data, or B-mode

images?

Simulated US images are generated using the publicly available US simulation software,

Field II [111, 112] which is based on MATLAB release 2018. The software is based on the

physics of ultrasound waves which spread spherically. The received response of a spherical
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wave emitted by a point is called spatial impulse response. The spatial impulse response

varies as a function of position and formulates the ultrasound field as a function of time. The

ultrasound field is emitted as soon as the virtual transducer is excited by the delta function.

The parameters for the virtual transducer and phantom are summarized as outlined in Table

2.1. We randomly distribute scatterers (i.e., points with di↵erent acoustic impedances to the

surrounding tissue and scatter the waves) in the virtual phantom to ensure each mm3 has,

on average, 4 scatterers. The simulated images randomly consist of hyperechoic lesions (i.e.,

tissues with higher echogenicity) and anechoic lesions (i.e., tissues with lower echogenicity).

In hyperechoic lesions, the scatterer intensities are k times larger than the background, where

k is a random integer value between 1 and 10. The virtual lesions are placed between -20 and

+20 mm in the lateral direction and between 30 and 90 mm in the axial direction. Lesion

shapes are circles or ellipses with random sizes. The radii of circles are between 1-3 mm, and

the semi-major and semi-minor axes of ellipses are between 5-9 and 1-5 mm, respectively.

Table 2.1: Virtual US transducer parameters.

Property Name Property Value

Number of RF lines 50
Start depth of virtual phantom 30 << from the transducer surface
Depth of virtual phantom 90 << from the transducer surface
Lateral distance of virtual phantom 40 << (from -20 to 20 <<)
Speed of sound 1540 m/s
Center frequency 3.5 MHz
Sampling frequency 100 MHz

In total, 700 images are simulated. We then split the data into training, validation,

and testing data sets considering 60%, 15%, and 25% splitting factors of the total images,

yielding 420, 105, and 175 images, respectively. RF, envelope, and B-mode images with

the initial size of 14069×50 are then resized to 512 × 512, and mirrored to size 572 × 572.

The intensity range is normalized to the range between 0-1 before feeding to the U-Net. As

mentioned earlier, simulated data may consist of one hyperechoic and one anechoic lesion.

Therefore, including the background, three classes should be categorized. The ground truth

of a simulated image is in the size of 388×388×3.

RF data of the tissue-mimicking phantom is acquired from a CIRS Multi-Purpose Multi-

Tissue ultrasound phantom with an Alpinion E-Cube system (Bothell, WA) using the L3-12H

transducer at the center frequency of 10 MHz and a sampling rate of 40 MHz. Table 2.2

indicates the setup of the US transducer. Figure 2.1 represents the tissue-mimicking phantom
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that has been used. The phantom data includes di↵erent types of lesions in di↵erent depths

with circular shapes. In this work, a total of 6 phantom images with a depth of 40 mm are

acquired from di↵erent locations of the phantom.

Table 2.2: Parameters of the Alpinion US machine.

Property Name Property Value

Number of RF lines 384
Start depth of simulation data 4 << from the transducer surface
Depth of simulation data 40 << from the transducer surface
Lateral distance of simulation data 40 << (from -20 to 20 <<)
Speed of sound 1540 m/s
Center frequency 10 MHz
Sampling frequency 40 MHz

Figure 2.1: CIRS Multi-Purpose Multi-Tissue US phantom.

The U-Net architecture [188] is used for training which consists of two paths, a contracting

path and an expansive path. The contracting path (left path in Fig. 2.2) consists of several

repetitions of two convolution (conv) and one max-pooling (max pool) layers with the kernel

size of 3 ⇥ 3 and 2 ⇥ 2, respectively. The expansive path (right path in Fig. 2.2) comprises

the repetition of the concatenation of the features extracted from corresponding layers in the

contracting path (copy and crop), two convolutions, and one upsampling (up-conv) layers.

In this path, the kernel for the convolution layer is the same as the contracting path and 2⇥2
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for the upsampling layer. The final layer has 1⇥ 1 convolution kernels. Activation functions

in convolution layers are set to ReLU (see Eq. 2.1) except the last layer, which is set to

Softmax (see Eq. 2.2). We pose the segmentation problem as a pixel-wise classification that

leads to a three-class classification for our dataset. The last layers of our architecture are

three 1⇥ 1 convolution layers where the loss function is set to categorical cross-entropy. The

learning rate, optimizer, and weights initializer are set to 14�5, Adam [116], and He-normal

[88], respectively. For the remaining parameters, we follow the initial parameters proposed

in [188]. U-Net is trained for 100 epochs on simulated RF, envelope, and B-mode images

of solely the simulation data, yielding three di↵erent trained weights. Subsequently, the

trained weights are used to test on simulated (di↵erent from the training simulation set)

and phantom data, yielding predicted segmentation masks. In order to fit the data in the

memory, the batch size is set to 8. The codes for implementing U-Net are scripted on Python

(version 3.6) using Keras with Tensorflow backend. A Titan Xp NVIDIA GPU with 12 GB

of memory on Ubuntu 16.04 LTS is used for training and testing.

5 (I) =
8>><
>>:
0, if z  0

z if z � 0
(2.1)

5 (I8) =
exp(I8)Õ
9
exp(I 9 )

(2.2)

Figure 2.2: The U-Net architecture (used from [188]).

To evaluate the performance of the network, here we use two di↵erent metrics to compare

the predicted mask with the ground truth mask, DSC (see Eq. 2.3) and �2-score (see Eq.

2.4). For the simulation data, the images are simulated based on the predefined information

of the location of the lesions, which is considered as the ground truth. However, for the
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phantom data, the ground truth is manually obtained using the ImageJ software [194].

⇡(⇠ =
2|% \ ' |
|% | + |' | , (% : ?A4382C8>=, ' : 6A>D=3CADC⌘) (2.3)

�2 =
5)%

5)% + 4�# + �% , ()% : )AD4%>B8C8E4, �% : �0;B4%>B8C8E4, �# : �0;B4#460C8E4)
(2.4)

Proposed Strategy: Phase 2

In Phase 1, we discussed the application of simulated US images for pre-training the U-Net

architecture. However, we only evaluated the pre-trained network only on a tissue-mimicking

phantom. As a complementary study for Phase 1, we further study the application of pre-

training U-Net on simulated US images for testing on in vivo real US images especially

when limited annotations are available. To this end, three di↵erent steps are proposed as

our workflow summarized in Fig. 2.3. In the first path, U-Net is trained using only 15% of

the in vivo data. In the second path, U-Net is first pre-trained on the simulated data and

then fine-tuned using the same 15% of the in vivo data. The third path is similar to the

second path with the di↵erence that natural images are used for pre-training. More details

are provided in the following paragraphs.

The in vivo data includes 163 breast B-mode US images with lesions where the mean

image size is 760 × 570. The breast lesions of interest are generally hypoechoic (i.e. tissues

with lower echogenicity), that is, darker than surrounding tissue. Only 15% of the total

number of in vivo images is used as training and validation sets and the remaining 85% is

set as the testing set. The total number of training images selected is 4 times larger than

the total number of validation images yielding 19, 5, and 139 images for training, validation,

and testing sets, respectively. The same simulation data discussed in Phase 1 is used. The

natural images are publicly available at [237]. The dataset consists of 10000 images of salient

objects with their annotations. In our work, the dataset was split into training, validation,

and testing sets with splitting factors of 60%, 15%, and 25% of the total number of images,

yielding 6000, 2500, and 1500 images, respectively. As the architecture, the same U-Net

that was previously explained in Phase 1 is used. The details of the training scheme are

summarized in Table 2.3.

In the first path, the U-Net structure with the above-mentioned parameters was trained

on in vivo images from scratch using 19 and 5 images as training and validation sets, re-
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Figure 2.3: Proposed workflow for Phase 2 when limited annotated in vivo data is available.

spectively, and was tested on 139 images. We call this trained network as Pt invivo. Due

to the small number of training data, we used 5-fold cross-validation to prevent variation in

performance. Prior to each optimization iteration, we performed ”on-the-fly” augmentation

by applying random height-shift, width-shift, and zooming.

In the second path, U-Net was first pre-trained using 420 and 105 simulation images

as its training and validation sets, respectively. Similar to the first avenue, the U-Net was

initialized using parameters mentioned in Table 2.3. For simplicity, we refer to the trained U-

Net with simulated data as Pt sim. Afterward, the contraction path of Pt sim was fine-tuned

on in vivo training and validation sets based on parameters in Table 2.3 except that weights

were initialized using the Pt sim weights. We call the fined-tuned network as Ft sim invivo

which was tested on in vivo test set. 5-fold cross-validation and ”on-the-fly” augmentation
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Table 2.3: U-Net parameters.

Parameter Value

Activation function (except last layer) ReLU [162]
Activation function (last layer) Softmax
Loss function Dice score
Optimizer Adam [116]
Learning rate 10�5

No. of epochs 150
Batch size 8
Weight initializer He-normal [88]
Kernel-regularizer L2-norm

was used for fine-tuning our Ft sim invivo network.

In the third path, similar to the second path described above, U-Net was first pre-trained

and then fine-tuned on in vivo. However, for pre-training the network we used 6000 and 2500

natural images as training and validation sets, respectively. For simplicity, the pre-trained

U-Net with natural images is referred to as Pt nat and the fine-tuned network using Pt nat

is referred to as Ft nat invivo. 5-fold cross-validation and ”on-the-fly” augmentation were

used in the fine-tuning step.

In all three paths explained in Phase 2, we use DSC score for evaluation. In the evaluation

step, the predicted masks which are the output of the last layer (i.e. Softmax layer) are first

binarized using the 0A6<0G function and then compared with the ground truth masks. It

is worth mentioning that in Phase 1 three types of simulation data are used, RF, envelope,

and B-mode images. However, as only the B-mode images of in vivo data are available, we

trained U-Net solely on the B-mode of simulation data.

2.3.2 Avenue 2: Importance of Network Design

As explained in 2.2, most of the deep learning algorithms fail in re-applying to di↵erent

medical datasets. Isensee et al. [108] proposed a guideline for designing and tuning hyperpa-

rameters of a segmentation architectural based on U-Net. Although their proposed strategy

performs well in various datasets, some of their architectural choices are relatively unjustified,

and their system tends to propose ensembles of networks. Therefore, their proposed scheme

leads to very computationally expensive model designs. The receptive field is proposed by

Peng et al. [175] as an important parameter in designing segmentation architectures. They

proposed Global Convolutional Network wherein a large kernel size is adopted in the archi-

tecture design. U-Net by itself is a powerful architecture for medical image segmentation but
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its proper design is a key element. Inspired by Isensee et al. and Peng et al., in Avenue 2,

we aim to explore the key factors in designing U-Net such that the su�cient receptive field

is covered.

Theoretical receptive field (TRF) [141] and e↵ective receptive field (ERF) [145] are the

main factors that we consider in our proposed Strategy. Sub-sampling and dilated convolu-

tions are the two essential parameters that directly a↵ect the size of the receptive field [145].

Therefore, our key contribution in this section is summarized in answering the following two

questions:

• How do dilated convolutions and pooling layers a↵ect the ERF?

• How can we control the ERF with a low computational complexity?

We demonstrate how ERF and TRF can a↵ect performance using di↵erent segmentation

tasks with di↵erent sizes of the target masks in US images. We focus our experimental

setup on two main phases. In Phase 1 and Phase 2 we explore our first and second ques-

tions, respectively. A total of 16 U-Net-based networks are proposed. In each network, a

Conv block consists of two repetitive sets of 3 ⇥ 3 convolutions, batch normalization, and

LeakyReLU (see 2.5) [242] activation function. An MPool block comprises a max-pooling

layer with the default kernel of 2 unless otherwise indicated. An Up Conv block includes an

up-sampling with the same kernel size of its corresponding pooling layer in the contraction

path, followed by a Conv block. Figure 2.4 shows the details of our proposed networks. The

number of trainable parameters in all proposed networks is adjusted in the same range to

prevent the impact of the number of parameters in training. The mean, standard deviation,

minimum, and maximum number of parameters are 550070.8, 25368.6, 520138, and 594890,

respectively.

5 (I) =
8>><
>>:
U z, if z  0

z if z � 0
, (0 < U < 1) (2.5)

Proposed Strategy: Phase 1

In Phase 1, we aim to investigate the e↵ects of dilated convolutions and pooling layers.

To this end, we design a total of 12 U-Net-based networks. We denote 6 networks as Dila-

tion nets and 6 networks as Pooling nets for our analysis on dilated convolutions and pooling

layers, respectively.
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Figure 2.4: Details of proposed architectures. Dilation nets : (a)-(f), Pooling nets : (g)-(l),
and DP nets : (m)-(p).

Dilation nets: The depth of the network (and hence the number of pooling layers) is fixed

such that all the networks have only three repetitive sets of Conv block followed by an MPool
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block in their contraction path. Consequently, the expansion path consists of three repetitive

sets of the Up Conv block followed by Conv block (see Fig. 2.4(a-f)). We investigate the ERF

and TRF of the networks when the dilation rate is changed through contraction, bottleneck,

and expansion paths. We name these networks as D nets ### # ### (see Fig. 2.4). For

example, D nets 111 3 111 means that this network has three MPool block (111 3 111)

in its contraction path, three up-sampling (111 3 111 ) in its expansion path, and all the

dilation rates are set to 1 except the bottle-neck which is set to 3 (111 3 111).

Pooling nets: The dilation rates of all Conv blocks are set to 1, with the depth set as

the main di↵erence. For example in Fig. 2.4, P nets 2MPool represents a network with two

repetitive sets of Conv block followed by a MPool block in their contraction path. As a

result, the expansion path contains two repetitive sets of Up Conv with Conv blocks (see

Fig. 2.4 (g-l)). In the P nets 2MPool(84) network, (84) means that the pooling kernel size

of the first and second pooling layers is set to 8 and 4, respectively.

Proposed Strategy: Phase 2

To further comprehend the impact of the e↵ective receptive field on the network’s perfor-

mance, we combine the impact of dilated convolutions and pooling layers in Phase 2. A

total of four U-Net-based networks are designed in this phase. In Fig. 2.4, the network

DP nets 11 3 11 2MPool(48) has 2 pooling layers with the kernel sizes of 4 and 8, and the

dilation rate in its bottleneck is set to 3. Two di↵erent datasets are used in both Phase 1 and

Phase 2. The publicly available database of 163 images of breast US B-mode images [250].

In addition, 407 US images of lumbar multifidus muscle were collected at the PERFORM

center with ethics approval. An expert then manually annotated the images to create seg-

mentation masks. For simplicity, in the rest of this section, we refer to the first and second

datasets as breast and muscle datasets, respectively.

All the proposed networks of Phase 1 and Phase 2 are trained using the following con-

figuration. He-normal [88] weight initialization approach with L2-norm regularizer is used.

The activation functions are set to LeakyReLU [242] (except the last layer) (see Eq. 2.1)

and Softmax (only for the last layer) (see Eq. 2.2). The Adam [116] optimizer is optimizing

the Dice loss function while the learning rate is adjusted using the cyclical learning rate

approach [208] for adjusting the learning rate. The Dice loss function is used as defined in

Eq. 2.6.

⇡(⇠ ;>BB = 1 � ⇡(⇠ (see Eq. 2.3) (2.6)
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where G and P are ground truth and predicted masks, respectively, with the n of 0.001 to

prevent division by zero. Training is over 1000 epochs for su�cient convergence. A batch size

of 4 is used for all networks except those that have 2 max-pooling layers in which the batch

size is set to 2 due to lack of memory. All datasets are split into training, validation, and

test sets with the splitting factor of 64%, 16%, and 20%, respectively. Images are mirrored

to have a unique size of 800 ⇥ 800. For the evaluation, similar to Avenue 1, we evaluate the

predicted masks with their ground truths using the DSC score. First, the output of the last

layer, the Softmax layer, is thresholded with a factor of 0.5 in order to have binary predicted

masks. We further investigate the di↵erence between ERF and TRF among the models.

2.4 Results

2.4.1 Avenue 1: Importance of Data for Pre-Training

Phase 1

To provide a comprehensive comparison, the results of predicted masks derived from training

U-Net based on simulated RF, envelope, and B-mode images and testing on both simulated

and phantom data are illustrated in this section. Furthermore, we outline the ⇡(⇠ and

�2-scores for both simulated and phantom data.

Fig. 2.5 represents an example of simulated RF data, B-mode image, the ground truth

mask, and the predicted masks. In this particular example, the simulated data consists of 6

lesions including 5 hyperechoics and one anechoic. It is important to highlight that four of

the lesions are located on the borders and therefore are only partly contained in the image.

The predicted masks provide clearer boundaries of all aforementioned lesions compared to

the ground truth mask. Mean and standard deviation of ⇡(⇠ and �2-scores for predicted

masks from the network trained on RF, envelope, and B-mode image are summarized in

Table 2.4. The mean of evaluation scores for the predicted masks from the network trained

Table 2.4: ⇡(⇠ and �2 scores for the simulated data.

Predicted Mask DSC F2

RF data 0.83 ± 0.18 0.82 ± 0.2
Envelope data 0.85 ± 0.16 0.87 ± 0.19
B-mode image 0.85 ± 0.16 0.85 ± 0.2

on RF, envelope, and B-mode image are 83%, 85%, and 85% for ⇡(⇠, and 82%, 87% 85% for
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Figure 2.5: Field-II simulation images. An example of (a) RF data, (b) B-mode image,
and (c) the ground truth mask. Predicted masks of the U-Net pre-trained on (d) RF, (e)
envelope, and (f) B-mode images.

�2-score, respectively. The high values in both ⇡(⇠ and �2 scores indicate that U-Net has

a promising structure in the segmentation of ultrasound images and is capable in learning

the intrinsic features of simulated data. Furthermore, it shows that the network can learn

mappings from the domain of RF, envelope, or B-mode image to pixel-level segmentation

mask.

An example of the RF data and B-mode image of our tissue-mimicking phantom is

shown in Fig. 2.6. Figures 2.6 (d), (e), and (f) show the results of training our network

on RF, envelope, and B-mode images of simulated data and testing on the phantom data,

respectively. In this particular example, the phantom data consists of three lesions. In all

predicted masks, the anechoic lesion (dark cyst), which is more clearly visible, is segmented

successfully. The mask derived from RF data clearly outperforms the envelope mask, which

itself outperforms the B-mode mask. Table 2.5 presents the quantitative evaluation for

phantom data. The mean of evaluation scores for the predicted masks from the network
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trained on RF, envelope, and B-mode image are 31%, 31%, and 26% for ⇡(⇠, and 27%,

27% 20% for �2-score, respectively. It is important to highlight that the network has not

seen any real images and is fully trained on simulation data. Two conclusions can be made

from this observation. First, the Field-II simulation model creates US images quite similar

to real US images which can be used for training deep learning techniques. Second, the

network is not su↵ering from over-fitting and further has learned an e�cient representation

of US images.

Figure 2.6: An example of real tissue-mimicking phantom (a) RF data, (b) B-mode image,
(c) the ground truth mask (the envelope data is not shown due to space limitations). The
predicted masks with (d) RF, (e) envelope, and (f) B-mode images.

Table 2.5: ⇡(⇠ and �2 scores for the real phantom data.

Predicted Mask DSC F2

RF data 0.31 ± 0.25 0.27 ± 0.23
Envelope data 0.31 ± 0.23 0.27 ± 0.2
B-mode image 0.26 ± 0.1 0.2 ± 0.1
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Phase 2

In this section, the results of all three paths are compared in-depth. Table 2.6 presents the

⇡(⇠ scores of the predicted masks derived from Pt invivo, Pt sim, Ft sim invivo, Pt nat,

and Ft nat invivo networks for both training and testing in vivo sets. The ⇡(⇠ score for

the test set increases when we fine-tune the pre-trained network no matter what type of

images were used during pre-training. Therefore, pre-training the network performs better

than training from scratch with limited training data. It is worth mentioning that we used

6000 number of natural images and 420 number of simulated images during pre-training.

However, when we decreased the number of natural images in the third path from 6000 to

420 in order to be equal to the number of simulated images, the ⇡(⇠ score was reduced

from 0.56 to 0.38 as shown in Table 2.6 (Pt nat420, and Ft nat420 invivo are referred as

repetition of third path using 420 natural images). As a result, pre-training the network

using simulated data is preferable as the auxiliary data than using natural images when the

same number of images from both datasets is available. Figure 2.7 demonstrates examples

of the predicted masks with their ⇡(⇠ scores.

We had 6000 natural images in which 29 hours were needed to pre-train the Pt nat

network on a device equipped with a Titan Xp NVIDIA GPU with 12 GB of memory

on Ubuntu 16.04 LTS. However, for pre-training on simulation only 2 hours are required.

Training/fine-tuning on in vivo needs 5 minutes. As more annotations become available,

although the U-Net is better trained, more time is needed for the pre-training step.

Table 2.6: Mean and standard deviation of ⇡(⇠ scores for predicted masks of in vivo train
and test sets over 5-fold cross-validation.

Network Name Train in vivo Test in vivo

Path 1 Pt invivo 0.73 ± 0.03 0.37 ± 0.04

Path 2
Pt sim 0.29 ± 0.22 0.27 ± 0.19
Ft sim invivo 0.79 ± 0.05 0.45 ± 0.03

Path 3
Pt nat 0.13 ± 0.27 0.14 ± 0.26
Ft nat invivo 0.85 ± 0.04 0.57 ± 0.02

Ft nat420 invivo 0.78 ± 0.15 0.40 ± 0.03

We highlight that pre-training the network performs better compared to training from

scratch for in vivo data especially when limited annotations are available. Although pre-

training on natural images leads to more accurate predictions for in vivo images, it requires

more hours of training.
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Figure 2.7: Examples of segmentation results and their ⇡(⇠ scores derived from �E4=D4 1,
�E4=D4 2, �E4=D4 3, and �C =0C420 8=E8E>.

2.4.2 Avenue 2: Importance of Network Design

Phase 1

InDilation nets for breast lesion dataset, two modelsD nets 333 3 333 andD nets 111 7 111

perform very similarly and increase the DSC by 62% compared to the D nets 111 1 111.

For the muscle dataset, model D nets 111 7 111 outperforms other networks. These findings

indicate the importance of having dilation in the bottleneck of the U-Net.

In Pooling nets Comparing the results of two networks P nets 5MPools and P nets

2MPools(84) in both breast and muscle datasets, presents the high impact of pooling layers’

kernel size in performance.

Phase 2

By combining the impact of the dilated convolutions with pooling kernel size, shallower net-

works (i.e. DP nets 111 3 111 3MPools(244) and DP nets 1111 3 1 111 4MPools (2224))

are comparable to the deepest network (i.e. DP nets 11111 3 11111 5MPools.

E↵ective and Theoretical Receptive Fields

ERF and TRF of six networks are shown in Fig. 2.8 for both breast and muscle US datasets.

In Fig. 2.8, the white square shows the TRF, and ERF is a fraction of TRF. It is clearly
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shown that by changing the dilation rate and the pooling kernel size, the size of ERF and

TRF change. In D nets 111 7 111 and DP nets 11111 3 11111 5MPools the TRF and

ERF are divided into small rectangles indicating that pixels in between do not a↵ect the

receptive fields. DP nets 11 3 11 2MPools(48), as a shallow network, in both breast and

muscle datasets provides the Dice score of 0.45 ± 0.28 and 0.75 ± 0.15, respectively, which

are comparable to P nets 5MPools as a deep network.

Figure 2.9 provides the predicted segmentation. By comparing the predicted segmen-

tations of D nets 111 1 111 network with D nets 11 3 11 2MPools(48) we see that the

deeper network does not always lead to better results and dilated convolution and pooling

kernel size are the factors that need to be taken into consideration for practical design of

the network. Our results show that by adjusting the size of pooling layers and employing

dilated convolution, we can control the size of the ERF, the key parameter in designing a

network that is computationally e↵ective.

Table 2.7: TRF size, the mean and standard deviation of Dice scores (DSC) for breast and
muscle datasets.

Model TRF size DSC Breast DSC Muscle

Phase 1

D
il
a
ti
o
n
n
e
ts

D nets 111 1 111 101 ⇥ 101 0.35 ± 0.28 0.60 ± 0.14
D nets 333 3 333 271 ⇥ 271 0.57 ± 0.29 0.76 ± 0.13
D nets 333 1 111 143 ⇥ 143 0.42 ± 0.29 0.64 ± 0.13
D nets 111 1 333 165 ⇥ 165 0.44 ± 0.29 0.70 ± 0.13
D nets 111 3 111 165 ⇥ 165 0.46 ± 0.29 0.69 ± 0.14
D nets 111 7 111 473 ⇥ 473 0.56 ± 0.28 0.82 ± 0.12

P
o
o
li
n
g
n
e
ts

P nets 2MPools 49 ⇥ 49 0.18 ± 0.13 0.67 ± 0.003
P nets 3MPools 101 ⇥ 101 0.25 ± 0.24 0.75 ± 0.011
P nets 4MPools 205 ⇥ 205 0.33 ± 0.3 0.79 ± 0.007
P nets 5MPools 445 ⇥ 445 0.44 ± 0.32 0.82 ± 0.010
P nets 2MPools(44) 101 ⇥ 101 0.24 ± 0.26 0.78 ± 0.006
P nets 2MPools(84) 149 ⇥ 149 0.50 ± 0.29 0.82 ± 0.003

Phase 2

DP nets 11 3 11 2MPools(48) 259 ⇥ 259 0.45 ± 0.28 0.75 ± 0.15
DP nets 111 3 111 3MPools(244) 524 ⇥ 524 0.56 ± 0.3 0.77 ± 0.15
DP nets 1111 3 1111 4MPools(2224) 540 ⇥ 540 0.55 ± 0.3 0.77 ± 0.13
DP nets 11111 3 11111 5MPools 701 ⇥ 701 0.61 ± 0.29 0.77 ± 0.15
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Figure 2.8: ERF and TRF of some of our proposed networks.

Figure 2.9: Predicted segmentation masks from some of our proposed networks.
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2.5 Discussion

Among all state-of-the-art deep learning segmentation algorithms, few of them are successful

for US images due to low resolution, speckle noise, and lack of enough annotations of US

images. To this end, in this chapter, we investigated the two important factors that need to

be taken into consideration when designing a segmentation network for US images.

The first factor is the choice of data for pre-training. In the case of US images, as

mentioned earlier, access to enough number of annotations is not always available. Having

this in mind, pre-training the segmentation network is a must for US images. In Avenue 1, we

have proposed the use of simulation US images for pre-training and showed that the network

can perfectly work for real phantom data without seeing any phantom data during pre-

training. We have further demonstrated that for limited available in vivo US images (only

19 images with their annotations), pre-training on simulation phantom data is preferable

to natural images when the same number of both of them for pre-training is available.

Typically, it is expected that the standard deviation increases when the test DS) is low,

indicating greater variability in the results. However, in this case, the standard deviation

does not align with that expectation as illustrated in Table 2.6 which can be investigated in

future works.

The second factor is the size of the receptive field which needs to be adjusted when de-

signing the network. In Avenue 2, we investigated the importance of the dilated convolution

and size of pooling layers in U-Net architecture. We showed that by adjusting these factors,

we can control the size of the ERF in order to design a network computationally e↵ective.

Based on our experimental results, the receptive field is the key factor in designing U-Net-

based architectures. If a network is shallow, the dilation rate and pooling kernel size should

be adjusted in order to cover the su�cient receptive field. With this being said, networks

should no longer be based on depth and convolutions without dilation.

28



Chapter 3

Automatic 3D Ultrasound

Segmentation of Uterus Using Deep

Learning

This chapter is based on our published paper [19].

3.1 Background

Cervical cancer as one of the most frequent cancer types in women, a↵ects more than half a

million females each year and results in 300,000 deaths worldwide [46]. It is, however, largely

preventable, and the treatment is dependent on the severity of the condition and availability

of local resources at the time of diagnosis [46]. Recent studies have shown that incorporating

the results of advanced imaging technology and surgical staging leads to more enhanced

prognosis and treatment planning [99]. Imaging modalities such as magnetic resonance

imaging (MRI), computed tomography (CT), positron emission tomography (PET), and

ultrasound (US) imaging have been utilized for treatment plans. However, MRI, CT, and

PET imaging facilities, are costly, not uniformly available, require a long scanning time, and

are not real-time. Thus, US imaging has emerged as the most suited modality for cervical

cancer screening due to its cost-e↵ectiveness, radiation-free, non-invasiveness, ease of use at

the bedside, and real-time nature.

Radiotherapy is a type of treatment that delivers an e↵ective dose of radiation to the

target tissues, however, its e↵ect and e�ciency in the treatment of cervical cancer are con-

troversial [247]. Therefore, online segmentation of the uterus can aid e↵ective image-based
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guidance for precise delivery of dose to the target tissue (the uterocervix) during cervix can-

cer radiotherapy. Furthermore, segmenting the uterus can aid in determining the extent of

a tumor and the presence of metastatic disease. However, finding the position of the uterine

boundary in US images is a challenging task due to large daily positional and shape changes

in the uterus (shown in Fig. 3.1), large variation in bladder filling, and the limitations of

3D US images such as low resolution in the elevational direction. One group of studies on

uterus segmentation mainly focused on developing semi-automatic algorithms that require

manual initialization to be done by an expert clinician. Mason et al. [148] developed a

semi-automatic algorithm such that a central sagittal plane is manually contoured. Then,

the selected plane and contour are used as a starting point for fitting elliptical contours in

semi-axial planes [148]. Another group focused on the use of conventional image processing

techniques for automatic detection and segmentation of uterine fibroid [53, 174].

Figure 3.1: An illustration of uterine location variation (sagittal view) in one patient across
two scans taken on di↵erent days.

Recent advances in image processing approaches, such as artificial intelligence (AI) and

deep learning (DL) algorithms, have paved the way for solving a variety of problems. AI and

deep learning approaches in medicine have a lot of potential, particularly in US diagnostic

imaging, where large datasets must be managed. In US image analysis, many researchers

have shown promising results in detection of breast lesions [4, 14, 18, 221], muscle [142],

thyroid nodule [172], prostate[204], liver [236], and brain [211]. However, due to limited

studies on the automatic segmentation of uterus US images, the main focus of the current

study is to investigate more on the automatic segmentation of 3D uterus US images and

to eliminate the need for manual initialization in the previous semi-automatic algorithms

using the recent deep learning-based techniques. Deep learning techniques’ success is heavily

dependent on the amount of available data with annotations, and creating annotations for
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US pictures is a time and money-intensive operation. To be more explicit, 3D networks

have a higher number of parameters, which causes memory issues and a greater demand for

annotated 3D data. Therefore, due to the limited available 3D uterus data, we explore 2D

networks that use 2D planes of 3D volumes. Results in this chapter were published in [14].

3.2 Materials and Methods

3.2.1 Dataset

The dataset used in this chapter consists of 3D US images of 11 patients. On average, each

patient went through 4 rounds of 3D US scanning, leading to a total of 38 3D US scans, with

each 3D scan comprising >100 2D images. Two patients were chosen as the test set and

the remainder as the train set, resulting in a total of 35 and 3 scans for the train and test

sets, respectively. Table 3.1 presents the details of the number of scans for each patient. An

example of US images with their overlaid annotations across all planes (i.e. axial, coronal,

sagittal) is presented in Fig. 3.2. We scaled all the scans to an identical shape 576⇥576⇥576
as the 3D volumes varied in size.

Table 3.1: Number of 3D US scans per patient. Patients 1 and 10 were selected as the test
set, and the rest were grouped as the train set.

Patient ID No. 3D scans Train/Test

1 2 Test
2 5 Train
3 3 Train
4 4 Train
5 5 Train
6 4 Train
7 5 Train
8 3 Train
9 5 Train
10 1 Test
11 1 Train

3.2.2 Protocol

Most of the recently developed deep learning algorithms su↵er from generalization, and the

performance of such algorithms for a new dataset needs to be investigated. Furthermore,
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Figure 3.2: An example of a 3D US image with the uterus annotation across (a) axial, (b)
coronal, and (c) sagittal planes.

training 3D networks with only 38 3D volumes is not possible. Therefore, we developed 2D

networks for segmentation and stacked the outputs into a 3D volume as the final prediction.

Each 3D volume is partitioned into 2D slices known as the coronal, sagittal, and axial planes.

We proceeded with our analysis through two main scenarios. In the first scenario, we trained

3 di↵erent 2D networks on each 2D plane (i.e., sagittal, coronal, axial) individually. In the

second scenario, our proposed 2D network was trained using 2D images across all the planes

of each 3D volume.

3.2.3 Experiments

The proposed network was based on well-known segmentation architecture, U-Net [187],

where its feature extractor is set to MobileNet-v2 [97]. Segmentation masks generated using

the proposed algorithm were compared to expert manual contours. We had three and one

network to train in the first and second scenarios, respectively. For simplicity, we refer

to net X, net Y, net Z, and net all as networks trained on 2D images of axial, coronal,

sagittal, and all planes. All the aforementioned networks were trained for 200 epochs, using
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Adam [116] optimizer with learning rate 14 � 4 and weight decay 0.025. 2D images were

reshaped to the size of 576⇥576 where a center crop augmentation with the cropping window

size of 512⇥512 was applied as the augmentation. Additionally, images were flipped vertically

and/or horizontally on a random basis. 5-fold cross-validation was conducted to prevent

variation in network performance. The loss function was set to the combination of binary

cross-entropy (BCE) and dice similarity (DSC) functions (Eq. 3.1).

;>BB = ⌫⇠⇢ + 0.5 ⇤ ⇡(⇠ (3.1)

where ⇡(⇠ = 2|⌧\% |+4?
|⌧ |+|% |+4? , ⌧ and % are ground truth and predicted segmentation masks,

respectively, and 4? = 1. And, ⌫⇠⇢ = H;>6(%(H)) + (1 � H);>6(1 � %(H), where H and %

denote predictions and probability function, respectively.

3.3 Results

Figure 3.3 shows the train-validation loss across 2 networks. We only include the train-

validation loss of net X due to the similarity of train validation loss in other networks (i.e.,

net Y and net Z ) of our 1st scenario. We observed that when we combine all the planes

of 3D volume (axial, coronal, and sagittal), Fig. 3.3 (b). Figure 3.4 (c), and (d) show an

example of a sagittal slice of one patient, where the uterus is fully visible, predicted from

net X and net all based on our first and second scenarios, respectively.

Figure 3.3: Train validation loss for the 1st fold of 5-fold cross validation. ((a)-(c): 1st
scenario, (d): 2nd scenario).

We observed that for the middle slices where the uterus is fully visible, the DSC is high

for both test patients. However, for the slices close to the edges of the uterus, the DSC is
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Figure 3.4: An example of ground truth versus predicted segmentation masks from net X
(DSC=0.88) and net all (DSC=0.8) for a middle slice.

low, which means the network performs well, mainly on middle slices. The distribution of

the DSC across slices in the axial plane for one scan in all 5 folds is illustrated in Fig. 3.5.

The distribution of DSC in each fold is shown in (a)-(e), and the average of DSC is shown in

(f). The red line in this figure shows the DSC of 0.7. Therefore, our proposed algorithms can

overcome the need for manual selection of the middle slices for the semi-automatic presented

in Mason et al. [148]. Some slices, however, are in the middle and have a low DSC (marked

with red circles in Fig. 3.5). In the future, we will look at these cases more.

The quantitative results are reported in Table 3.2 and 3.3. The average DSC for most

scans is low due to the di�culty in segmenting slices on the edges that we addressed earlier.

However, we observed that the DSC of the middle slices is higher than we expected, and

both scenarios behave pretty similarly.

3.4 Discussion

As mentioned earlier, uterus segmentation in US images is very challenging due to its location

and inconspicuous boundaries. In the previous semi-automatic algorithm presented by Mason

et al. [148], the start point of the algorithm is finding the slice where the uterus is completely
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Figure 3.5: Distribution of the DSC across folds for patient ID 1.

visible. Therefore, our proposed schematic overcomes the initial manual selection of the

previous semi-automatic algorithm and provides a comparable DSC with the semi-automatic

algorithm. As we utilized MobileNet-v2, which is well-known in terms of being light in

memory usage, the proposed network configuration is also su�ciently light, making it suitable

for use in the clinic and requires results in a few seconds. In this chapter, we discovered that

the proposed networks function inadequately on slices close to the uterus’s boundaries.
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Table 3.2: Quantitative results - Average DSC - Scenario 1.

Patient

ID

Scan

No.
net X net Y net Z

All slices

1 1 0.48 ± 0.24 0.61 ± 0.19 0.37 ± 0.15
2 0.55 ± 0.21 0.45 ± 0.2 0.44 ± 0.17

10 1 0.58 ± 0.21 0.69 ± 0.24 0.58 ± 0.24

4 mid-slices

1 1 0.68 ± 0.1 0.72 ± 0.05 0.56 ± 0.08
2 0.64 ± 0.05 0.29 ± 0.04 0.46 ± 0.08

10 1 0.67 ± 0.11 0.85 ± 0.03 0.67 ± 0.11

Table 3.3: Quantitative results - Average DSC - Scenario 2.

Patient

ID

Scan

No.
Axial Coronal Sagittal

All slices

1 1 0.55 ± 0.27 0.61 ± 0.21 0.37 ± 0.16
2 0.53 ± 0.20 0.42 ± 0.21 0.44 ± 0.21

10 1 0.56 ± 0.22 0.64 ± 0.32 0.60 ± 0.25

4 mid-slices

1 1 0.77 ± 0.05 0.59 ± 0.11 0.62 ± 0.08
2 0.64 ± 0.06 0.32 ± 0.06 0.45 ± 0.06

10 1 0.63 ± 0.11 0.84 ± 0.02 0.71 ± 0.03
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Chapter 4

Knowledge Distillation for E�cient

Breast Ultrasound Image

Segmentation: Insights and

Performance Enhancement

This chapter is based on our published paper [20].

4.1 Background

Ultrasound (US) imaging is one of the most widely used medical imaging modalities, with

benefits that include cost-e↵ectiveness, non-invasiveness, portability, and real-timeliness.

However, because of its low quality, the interpretation of US images necessitates profes-

sional competence, which must evolve with the variety of imaging techniques available. The

delineation of an organ or region of interest (ROI) in a US image where the pixels inside

the intended ROI share certain characteristics is known as US image segmentation. Image

segmentation, often known as an important step in many computer-aided detection (CAD)

pipelines, aids further quantitative analysis of clinical parameters related to volume and

shape [134]. US image segmentation has been utilized in a variety of applications, includ-

ing the creation of image atlases, determining the size or shape of the target ROI, target

therapies, and performing image-guided procedures. These segmentation masks are man-

ually delineated by an expert clinician and are considered the gold standard in medical
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applications. Despite the importance of manual delineation, it is a time-consuming and

labor-intensive task that is frequently subject to inter- and intra-observer variability due

to di↵erences in clinicians’ experience, attention, and visual fatigue, as well as insu�cient

training of clinicians [222, 262]. Therefore, computerized semi- and fully-automatic seg-

mentation techniques based on convolutional neural networks (CNN) have attracted great

interest in expediting the delineation procedure while improving the reproducibility of the

delineations [70, 93, 202, 239].

CNN-based algorithms have made revolutionary developments in CAD systems. How-

ever, despite the current growth of CNN-based algorithms for segmentation purposes, these

techniques are rather complex, and their ability to generate satisfactory results on specific

medical imaging problems is often limited [134]. Complexity in network design and configura-

tion does not necessarily lead to better performance [109]. Furthermore, networks with large

amounts of parameters that are both memory and computationally-demanding are often a

hindrance to modern CNN-based segmentation approaches. To be more specific, although

an increase in size is usually correlated with an improvement in representation power, it

comes at a price: longer training time and more memory usage. With the present expansion

of point-of-care US (POCUS) imaging equipment, it is critical to build networks that are

computational and memory e�cient. Compared to other imaging modalities, POCUS has

the primary advantage of allowing investigations at the bedside, which is especially appeal-

ing for acutely ill patients who cannot normally be transported for such testing [157, 266].

One common use case of CAD-based systems equipped with CNN-based techniques is in

POCUS imaging for breast cancer detection [10, 55, 65]. To achieve computational and

memory e�ciency, researchers have developed novel strategies for compressing large models

so that the same or similar generalization performance can be achieved by training smaller

networks [165].

In model compression techniques such as parameter pruning, quantization, and knowl-

edge distillation (KD) to name a few, the goal is to minimize the associated computational

and memory costs. In these techniques, the large model is encoded to a more e�cient for-

mat with minimal performance impact [41, 231]. Parameter pruning involves training a large

model and then removing unnecessary weights and parameters to get a considerably smaller

yet e↵ective model. This method also aids in the addition of regularisation to the model,

resulting in improved generalization [84, 87, 123]. Pruning usually eliminates “unimpor-

tant” weights from a deployed model. This means that pruning is rarely useful for model

e�ciency in training and inference time; however, it can help with model storage. Similarly,
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quantization-based compression techniques help in model storage by reducing the number of

bits required to save the weights [72, 227, 235]. Pruning and quantization-based techniques

provide a suitable compression rate without sacrificing accuracy. They are, nevertheless,

better suited to applications that demand consistent model performance. As a result, KD-

based techniques, also known as student-teacher networks, are better suited to applications

involving small-size datasets or requiring large e�ciency improvements [41]. In these ap-

proaches, the model is directly accelerated without special hardware or implementations. To

be more specific, the student network (i.e., small network) is trained under the supervision

of the teacher network (i.e., large network) [231]. The main idea of the KD-based approach

is to transfer information from a complex teacher network into a small student network by

simulating the distribution of the teacher network’s representation. Previous experimental

results have demonstrated that the student network can match or even beat the teacher’s

performance while being computationally e�cient [8, 94, 186, 231].

While previous methods tend to capture rich information from various levels of teacher

representation, they lack emphasis on identifying the most e↵ective representation level.

Moreover, many existing techniques propose complex strategies that pose implementation

challenges. To this end, we address a gap in current KD techniques by focusing on the

selection of optimal teacher representations from di↵erent levels, which has been overlooked

in existing approaches. To be more specific, we study the impact of transferring knowledge

from the teacher’s output layer as well as from the intermediate layers of the teacher. More-

over, many existing techniques introduce complexities in selecting the appropriate teacher

level for knowledge transfer [74]. In contrast, we conduct an extensive analysis of KD path-

ways, loss functions, and the impact of augmentation, providing valuable insights into the

mechanisms underlying knowledge transfer from teacher to student networks. The proposed

method simplifies the KD process by pinpointing the most beneficial teacher representation

level, thus o↵ering a more straightforward and practical solution for model compression and

performance enhancement. The main contributions are summarized below:

• Highlighting the potential of leveraging teacher networks to facilitate significant per-

formance gains in student models, indicating e↵ective knowledge transfer.

• Developing a student network that achieves comparable performance to the teacher

network while having significantly (100 times) fewer trainable parameters.

• Exploring the fundamental role of augmentation techniques and loss functions in facil-

itating knowledge transfer across di↵erent distillation pathways.
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The rest of the chapter is structured as folows: Sec. 4.2 provides an in-depth literature

review, while Sec. 4.3 outlines our proposed methodology. Our achievements and results are

presented in Sec. 4.5, and concluding remarks are presented in Sec. 4.6.

4.2 Related Work

In this section, we present an extensive review encompassing previous methodologies for

network compression based on KD, alongside an analysis of US segmentation techniques,

specifically those employing KD methodologies. Please note that the structure of this sec-

tion is designed to review KD studies utilizing both natural and medical image datasets.

Additionally, since we are using a publicly available dataset introduced by Yap et al. [250]

(i.e. Dataset A), we include a review of recent studies that have employed this dataset,

regardless of whether they used KD as their main methodology. Our aim is to compare our

results with those of other studies that used the same dataset.

4.2.1 Studies on KD

KD-based techniques have been used in both classification and segmentation tasks [92, 94,

136, 224, 230, 244, 256]. The main idea of these approaches is to distill knowledge from the

output probabilities with rich information of the teacher network to the student network. Xu

et al. [244] focused on matching the distribution of logits while Zagoruyko and Komodakis

[256] transferred knowledge from intermediate features. Tung and Mori [224] proposed the

distillation of similarity-preserved knowledge such that the student network can preserve the

pairwise similarities of paired inputs that provide similar activation maps from the teacher

network. He et al. [92] developed a KD method for semantic segmentation that minimizes

the inconsistency between student and teacher knowledge. Another KD-based strategy on

semantic segmentation proposed by Liu et al. [136] performed structure distillation in pair-

wise and holistic distillation schemes.

4.2.2 Studies on KD in Medical Images

Recently, researchers have adopted KD-based techniques for various applications in medical

imaging [39, 59, 67, 95, 128, 146, 179], and specifically in US imaging [32, 125, 173, 228].

Owen et al. [173] explored the e�cacy of a student-teacher framework in training lightweight

deep learning models, using unlabeled data to achieve fast, automated detection of abnor-
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mality in optical coherence tomography B-scans. Vaze et al. [228] introduced a methodology

for modifying and compressing the original U-Net model [188] while incorporating KD to

ensure that the performance of the compressed model closely matches that of the original

U-Net on 5635 US images. Cao et al. [32] proposed a noise filter network (NF-Net) that

mitigates the negative impact of noisy labels through the incorporation of two softmax layers

for classification and a teacher-student module for distilling the knowledge of clean labels in

the classification of breast tumors. Fan et al. [61] introduces optimization trajectory distil-

lation, a novel approach using a dual-stream distillation algorithm for unsupervised domain

adaptation.

Table 4.1 reviews the key features of the aforementioned studies. Since the generalizability

of the works discussed in Sec. 4.2.1 remains untested in the medical image domain, these

studies are excluded from Table 4.1. In Table 4.1 most papers either utilize the output

layer or the intermediate layers for distillation, and none investigate both simultaneously.

Transferring knowledge solely from the logits can lead to a performance gap between teacher

and student models. Each paper employs unique distillation losses, yet none explores the

impact of these losses on the distillation process. By taking the L1-norm of all layers,

knowledge transfer is ensured throughout the entire network, promoting more comprehensive

learning.

Table 4.1: Key points of previous works using KD in medical images.

Article Dataset Task Knowledge Distillation Method

Owen et al. [173] Optical Coherence Tomography Classification From model logits using Binary Cross-Entropy

Vaze et al. [228] Nerve US Segmentation From all the layers using L1-norm

Cao et al. [32] Breast US Classification From model logits using squared error

Fan et al. [61] Multiple1 Multi-task2 From gradients of one domain to another

1 Multiple datasets used. For more details, please refer to Fan et al. [61], 2 Multiple tasks, including
segmentation, classification, etc.

4.2.3 Studies on Dataset A

In this work, as we utilize a publicly available 2D US dataset introduced by Yap et al.

[250], we conduct a review of publications that have employed the same dataset to ensure

a fair comparison of our segmentation results with existing works. It is worth noting that

we employ the Dataset A as explained in Yap et al. [250], and we maintain consistency in

our terminology throughout this manuscript by referring to this dataset accordingly (please

refer to Sec. 4.3.1 for more details on the dataset). Using Dataset A, Yap et al. [251]
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proposed an end-to-end approach for US lesion detection and recognition by utilizing a pre-

trained segmentation network designed based on fully convolutional networks (FCN) [140]

and achieved Dice similarity coe�cient (DSC) score of 55%. Abraham and Khan [1] proposed

generalized focal loss based on the Tversky index for the attention UNet and achieved a DSC

of 80%. They achieved a DSC of 66% for the UNet model with focal Tversky loss. Zhuang

et al. [265] proposed a Residual-Dilated-Attention-Gate-UNet (RDAU-Net) model obtaining

a DSC of 85% and reported a DSC of 82% for UNet model. Costa et al. [47] proposed

FCN-based segmentation models and reported a DSC of 82%. Liang et al. [131] developed

a multi-stage elastic augmentation technique and achieved a DSC of 84% using a Mask-

RCNN-based segmentation network [90].

Amiri et al. [4] developed two-stage segmentation UNet to first detect the tumor region

and then segment the detected region. They reported a DSC of 86%. Lee et al. [124]

proposed an attention module and obtained a DSC of 76%. Shareef et al. [199] proposed

Small Tumor-Aware Network (STAN) that involved CNN layers with various kernel sizes in

order to extract multi-scale information from US images. They achieved a DSC of 78%. In

their next study [198], they improved their work by proposing an Enhanced STAN network

and achieved a DSC of 82%. Singh et al. [207] proposed a contextual information-aware

network based on conditional generative adversarial networks (cGAN) [155] that integrates

atrous-convolution [38], channel attention [64] along with channel weighting [100]. They

obtained a DSC of 86%. Hussain et al. [104] proposed a combination of deep learning-

(i.e. UNet network) and a traditional learning-based algorithm (i.e. level-set framework)

as their proposed methodology. They reported only the DSC of 98% and 72% for benign

and malignant tumors. Qu et al. [180] introduced an attention-supervised full-resolution

residual network (ASFRRN) inspired from full-resolution residual networks (FRRN) [177]

and achieved DSC of 84%. Ning et al. [166] achieved a DSC of 85% from their proposed

coarse-to-fine fusion network alongside a weighted-balanced loss function. In one of our

previous works [15], we explored the di↵erent pre-training strategies for training a UNet

when only 20 images were used for training and obtained a maximum DSC of 57%.

Gao et al. [66] investigated class imbalance in segmentation by proposing their multi-

scale fused network with additive channel–spatial attention and achieved a DSC of 85%. Su

et al. [216] proposed a multi-scale UNet that involves layers with di↵erent receptive fields

and led to a DSC of 82%. Xu et al. [245] introduced a multi-scale self-attention network by

integrating local features and global contextual information that led to a DSC of 83%. Huang

et al. [102] proposed di↵erent approaches for transfer learning. In one of their experiments,
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Table 4.2: Summary of previous works and their reported DSC scores (%) on Dataset A.

Article Method DSC (%)

Yap et al. [251] Pre-trained model 55
Abraham and Khan [1] Tversky focal loss 80
Zhuang et al. [265] RDAU-Net 85
Costa et al. [47] FCN-based model 82
Liang et al. [131] Multi-stage AUG1 84
Amiri et al. [4] Two-stage UNet 86
Lee et al. [124] Attention module 76
Shareef et al. [199] STAN model 78
Shareef et al. [198] ESTAN model 82
Singh et al. [207] cGAN-based model 86

Hussain et al. [104] DL+LS2 framework
98 (B)3

72 (M)4

Qu et al. [180] ASFRRN model 84
Ning et al. [166] Coarse-to-fine fusion 85
Behboodi et al. [15] Pre-trained model 57
Gao et al. [66] MS5 fused model 85
Su et al. [216] MS5 UNet 82
Xu et al. [245] MS5 self-attention model 83
Huang et al. [102] Transfer learning 83
Yeung et al. [253] Unified focal loss 82
Xu et al. [243] Adaptive RF6 model 88
Lou et al. [143] IRPB+CFB modules 90
Yang et al. [248] CTG-Net 79
Lee et al. [125] TTFT KD-based 89

1Augmentation, 2Deep learning+level-set, 3Benign,
4Malignant, 5Multi-scale, 6Receptive field

first, they pre-trained various networks on Achilles tendon US images, and then fine-tuned

on breast US images (i.e. Dataset A) and reported the best DSC of 83%. A unified-focal loss

was introduced by Yeung et al. [253] achieving a DSC of 82%. Xu et al. [243] reported a DSC

of 88% for their proposed adaptive receptive field network. Lou et al. [143] achieved a DSC

of 90% by introducing inverted residual pyramid block (IRPB) and context-aware fusion

block (CFB) modules to UNet architecture. Yang et al. [248] introduced CTG-Net that

integrates lesion segmentation and tumor classification tasks in breast US image analysis,

achieving improved performance compared to existing multi-task learning approaches. Table

4.2 summarizes previous works that utilized Dataset A.
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4.3 Proposed Method

This section describes the proposed KD-based method that highlights the potential of lever-

aging teacher networks to facilitate significant performance gains in student models. We

develop a student network that achieves comparable performance to the teacher network

while having a remarkable 100 times fewer trainable parameters. Additionally, we explore

the fundamental role of augmentation techniques and loss functions in facilitating knowledge

transfer across di↵erent distillation pathways, providing new insights into the optimization

of model distillation processes.

4.3.1 Dataset

As mentioned earlier, we used a publicly available 2D US dataset introduced by Yap et al.

[250] referred to as Dataset A. It consists of 163 breast US images with their manual delin-

eations, each presenting either cancerous masses or benign lesions with a mean image size of

760 ⇥ 570 pixels. In our experiments, we created three random splits of 130 images for the

train-validation set and 33 images for testing.

4.3.2 Teacher and Student Models

In our segmentation framework, we employed a U-Net-based architecture [188] for both

student and teacher networks. After conducting extensive experimentation with various

backbone architectures including ResNet34, ResNet101, ResNext50, and ResNext101, we

ultimately selected ResNeXt101 [241] as the backbone for our teacher model. Among the

options tested, ResNeXt101, with 96 million parameters, outperformed others, demonstrat-

ing superior performance in terms of accuracy and robustness. For our student model,

we modified MobileNetV3-small-100 [98] in a way that only had 0.82 million parameters.

MobileNetV3-small-100 stood out as the sole model with a significantly reduced parameter

count while still possessing pre-trained weights on the ImageNet dataset. This characteristic

was pivotal for our choice, as it allowed us to strike a balance between model complexity

and computational e�ciency, making it the most suitable candidate to serve as the student

model in our knowledge distillation process. By leveraging distinct encoders tailored to com-

putational requirements, our approach aims to optimize distilling knowledge from teacher

to student, achieving a favorable balance between model complexity and performance in our

proposed segmentation framework. For both teacher and student models, we initialized the

backbone with pre-trained weights obtained from ImageNet [51].
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4.3.3 Knowledge Distillation (KD) Paths

In our proposed knowledge distillation (KD) paths, we explore two distinct strategies by

distilling knowledge either from the final predictions or from the hidden representations,

i.e., the output of the teacher model’s encoder. This approach allows us to examine the

most relevant source of knowledge transfer. By incorporating these alternative pathways,

we ensure that the student model can e↵ectively learn from either the teacher’s output or

the intricate feature representations captured by its encoder. Illustrated in Fig. 4.1, our

approach delineates three primary pathways for distilling knowledge from the teacher to the

student model: KD-Logits (L), KD-Hidden (H), and KD-HiddenRegressor (HR)

KD-Logits (L)

In this particular distillation pathway, our objective is to transfer knowledge in the form

of final predicted logits from the teacher to the student model. Logits represent the raw

predictions produced by the teacher model before applying any activation function, o↵ering

a view of the model’s confidence scores across di↵erent classes or categories. By distilling

these logits, the student model gains access to valuable information regarding the teacher’s

level of uncertainty, enabling a more nuanced optimization process than can be achieved

with only a binary training signal. The design of KD-Logits (L) is shown in Fig. 4.1-(a).

KD-Hidden (H)

In this designated pathway, as illustrated in Fig. 4.1-(b), we aim to distill knowledge from the

output of the teacher’s encoder, specifically focusing on the hidden features. These hidden

features encapsulate rich representations of the input data captured at various levels of ab-

straction within the teacher’s architecture. However, a challenge arises due to discrepancies

in the dimensions of the hidden features between the teacher and student models. To address

this, we employ a strategy to adjust the size of the hidden features to ensure compatibility

between the two models. Specifically, since the number of channels in the teacher’s hidden

features may di↵er from that of the student’s, we harmonize their dimensions by taking the

average over the channels (denoted as  in Fig. 4.1-(b)) from both sets of hidden features.

This normalization process facilitates a seamless transfer of knowledge, aligning the repre-

sentations from both models and enabling e↵ective learning by the student. Moreover, by

leveraging this method, we ensure that the student model can benefit from the comprehen-

sive insights encoded within the teacher’s hidden features. The hidden feature size of the
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Figure 4.1: The proposed KD paths. (a) Transfer of knowledge from the output layer (logits)
of the teacher network. (b) Transfer of knowledge from the hidden representations of the
teacher network. The hidden representations of the teacher and student networks di↵er only
in the number of channels. Hence, to align the shapes, an average over the channels (K) is
computed. (c) Similar to (b), knowledge is transferred from hidden representations, but to
match the shape, a CNN-based regressor (R) is employed.

teacher and student are denoted as ⌫ ⇥⇠C ⇥ � ⇥, and ⌫ ⇥⇠C ⇥ � ⇥, , respectively, where

⌫ is the batch size, ⇠⇤ is the number of channels in teacher (⇠C) and student (⇠B) models, �

is the height, and , is the width.

KD-HiddenRegressor (HR)

As demonstrated in Fig. 4.1-(c), in this pathway, akin to the previous approach, our ob-

jective remains to transfer knowledge from the hidden features of the teacher model to the

student. However, in this instance, to mitigate the challenge of mismatching the hidden

feature maps, we introduce a novel regressor model (denoted as ' in Fig. 4.1-(c)) compris-
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ing two convolutional layers followed by a Rectified Linear Unit (ReLU) activation function.

This regressor model is strategically designed to adjust the number of channels in the stu-

dent’s feature map to match that of the teacher. By incorporating this regressor model

into the distillation process, we e↵ectively bridge the gap between the di↵ering feature map

sizes. The convolutional layers within the regressor model learn to map the student’s fea-

ture representations onto a higher-dimensional space, aligning them with the richer feature

representations of the teacher model. The subsequent ReLU activation function introduces

non-linearity, facilitating the extraction of complex patterns and enhancing the fidelity of

the knowledge transfer process.

4.3.4 Loss Functions

The training loss (!), defined in Eq. 4.1, is the combination of two key components: the

distillation loss (!38BC8;;) and the supervised loss (!BD?). The distillation loss aims to optimize

the transfer of knowledge from the teacher to the student model, leveraging the insights

encoded within the teacher’s representations to refine the student’s internal representation.

On the other hand, the supervised loss allows the student model to learn directly from the

ground-truth labels, aligning its predictions with the true distribution of the training data.

By combining these two losses, the training process balances the richer signal coming from

the internal representation of the much larger teacher network against the supervision signal

from the actual task.

! = 0.5 ⇥ !38BC8;; + 0.5 ⇥ !BD?, (4.1)

Please note that in the following loss functions #, 8, H8, ?̂8, Ĥ8, %(8), and &(8) respectively
refer to total number of samples, one sample, ground-truth label, predicted values, predicted

label, teacher’s representation, and student’s representation. The predicted label is the

rounded predicted value.

Knowledge Distillation (KD) Loss (!38BC8;;)

To evaluate the e↵ectiveness of loss functions in distillation, we have employed two commonly

used metrics: the Mean Squared Error (MSE) and the Kullback-Leibler Divergence (KLD).

The MSE loss measures the average squared di↵erence between the predicted and target

values. It is defined as:

"(⇢ =
1

#

#’
8=1

(%(8) �&(8))2. (4.2)
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The KLD loss quantifies the divergence between two probability distributions, in our

case, teacher and student representation distributions, defined as:

 !⇡ =
#’
8=1

%(8) log
✓
%(8)
&(8)

◆
. (4.3)

Supervised Loss (!BD?)

For the supervised loss, we have used cross-entropy (CE). CE measures the dissimilarity

between the predicted pixel-wise probability distribution and the ground truth labels. The

formula for cross-entropy is given by:

⇠⇢ = � 1

#

#’
8=1

H8 log( ?̂8). (4.4)

4.3.5 Augmentation

In our experimental setup, we separated our approach into two distinct strategies regarding

data augmentation. In one set of experiments, we employed weak augmentation solely for

the teacher model while implementing strong augmentation exclusively for the student. In

another series of experiments, we applied strong augmentation to both teacher and student

models. This di↵erence in augmentation strategies was purposefully designed to explore and

assess the impact of di↵erential augmentation levels on the performance and robustness of

the resulting models. By varying the augmentation schemes, we aimed to gain insights into

how each model responds to di↵erent levels of data perturbation and how this influences

their learning dynamics and generalization abilities.

By isolating weak augmentation for the teacher and strong augmentation for the stu-

dent, we sought to emphasize the role of the teacher as a stable source of distilled knowl-

edge, while allowing the student to leverage augmented data for enhanced generalization.

Conversely, employing strong augmentation for both models aimed to evaluate the e↵ec-

tiveness of augmenting data at both stages of the distillation process, potentially leading to

further improvements in model performance through increased exposure to diverse training

instances.
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Table 4.3: Summary of experimental factors in the tested knowledge distillation approaches

KD Representation Model Notations KD Loss Teacher Augmentation

KD (Logits)

L MSE Mean Squared Error Strong

L MSE WAug Mean Squared Error Weak

L KLD Kullback-Leibler Divergence Strong

L KLD WAug Kullback-Leibler Divergence Weak

KD (Hidden)

H MSE Mean Squared Error Strong

H MSE WAug Mean Squared Error Weak

H KLD Kullback-Leibler Divergence Strong

H KLD WAug Kullback-Leibler Divergence Weak

KD (Hidden-Regressor)

HReg MSE Mean Squared Error Strong

HReg MSE WAug Mean Squared Error Weak

HReg KLD Kullback-Leibler Divergence Strong

HReg KLD WAug Kullback-Leibler Divergence Weak

Weak Augmentation

Our weak augmentation strategy employed a conservative approach tailored to the teacher

model’s training. Only random cropping is applied before normalization to the ImageNet

mean and standard deviation. Since we utilized pre-trained networks as our base architec-

ture, adhering to these standard normalization procedures helped maintain consistency with

the pre-existing feature representations.

Strong Augmentation

Our strong augmentation strategy employed a more aggressive set of techniques. Random

cropping, shift, scale, rotation, Gaussian noise injection, and pixel dropout, were all applied

before normalization to the ImageNet space.

4.3.6 Experimental Overview

As we have highlighted, our research delves into several crucial factors within the realm of

knowledge distillation, including di↵erent distillation paths, loss functions, and augmentation

strategies. We have summarized these experiments in Table 4.3, employing distinct notations

for each experiment to enhance clarity and comprehension.
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4.4 Experiments

In our experiments, we utilized an Nvidia Titan XP GPU running on Ubuntu 20.04.6 LTS as

our computational platform. We employed PyTorch as our primary framework for model im-

plementation. For building our models, we relied on Segmentation Models [105], a PyTorch-

based library. Additionally, we utilized Albumentations [28], another PyTorch-based library,

for implementing augmentation techniques.

In all our experiments, we standardized the image size to 224 ⇥ 224. Given the limited

size of our training dataset, we used 3-fold cross-validation to showcase the generalizability of

the models. Initially, we trained both the teacher and student models separately to establish

our baseline performance. Throughout this manuscript, “Teacher” (with a capital T) refers

to the predictions of the selected teacher model, while “Student” (with a capital S) refers to

the predictions of the student model trained from the dataset alone. All KD-based supervised

student models are referred to by their “Model Notation” as defined in Table 4.3.

For optimization, we employed the Adam optimizer with a learning rate of 10�4. The

batch size was set to 64, and training was conducted for 500 epochs. To prevent overfitting,

we implemented early stopping, and terminated training if the validation loss failed to im-

prove for 50 consecutive epochs. Model checkpoints were saved based on the best validation

loss achieved during training. For performance evaluation, we utilized the DSC that quan-

tifies the overlap between the predicted and ground truth segmentation masks and captures

both the precision and recall aspects of model performance. DSC is calculated as follows:

⇡(⇠ =
2 ⇥Õ

#

8=1 (H8 ⇥ Ĥ8)Õ
#

8=1 (H + Ĥ)
, (4.5)

where #, 8, H8, and Ĥ8, represent the total number of samples, one sample, ground-truth

label, and predicted label, respectively.

4.5 Results

In this section, we delve into the obtained outcomes and analyze the implications of each

suggested KD pathway. Additionally, we assess the e↵ect of MSE and KLD loss functions

on knowledge transfer from teacher to student. Furthermore, we examine the impact of

augmentation on the teacher model. Finally, we compare the best-performing KD paths

with SOTA methods that utilized the same dataset. It is worth noting that none of these

SOTA methods have publicly disclosed their training and testing splits, nor have they shared
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their codes. As a result, we can only report the results as presented in their respective papers.

The Dice similarity scores, averaged over a 3-fold cross-validation, are summarized in

Table 4. The proposed L KLD WAug model achieved the highest DSC of 80.00 ± 18.86.

Please note that the statistical analysis in Table 4 illustrates the significance of the di↵erences

between the DSC of the proposed models compared to Teacher and Student. For instance,

the DSC for the L KLD WAug model does not significantly di↵er from the Teacher model,

with a p-value of 0.2075. This validates that the L KLD WAug model performs similarly to

the Teacher model. Conversely, it is significantly outperforming the Student model, with a

p-value of 0.0012.

4.5.1 Ablation Study

In this section, we conduct an ablation study and analyze the results from various perspec-

tives. As presented in Table 4.4, the proposed KD paths consistently exhibit performance

closely aligned with that of the teacher model. This is evidenced by their p-values rela-

tive to the teacher’s predictions, which generally do not demonstrate significant di↵erences.

However, these KD paths typically reveal significantly better performance when compared

to the student model, as indicated by their respective p-values. A visualization example of

our ablation study is presented in Fig. 4.2.

E↵ect of KD Paths

By investigating the performance evaluation of the KD paths, it becomes evident that each

pathway showcases noteworthy achievements in enhancing student performance. In the KD

(Logits) path, where knowledge is transferred between the logits of the teacher and student,

the highest DSC of 80.00 was attained by the L KLD WAug model. Moving to KD (Hidden),

which involves exchanging knowledge between hidden features, the top DSC of 79.00 was

achieved by the H KLD model. Similarly, in KD (Hidden-Regressor), where knowledge

passes from hidden features through a regressor model, the highest DSC of 79.00 was reached

by the HReg KLD model. These findings collectively suggest that all proposed KD paths

exhibit comparable performance, enhancing student performance by approximately 9%. Such

consistent enhancements underscore the robustness and versatility of the proposed KD paths,

demonstrating their e↵ectiveness in knowledge exchange between teacher and student.
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E↵ect of KD Loss Function

Further analysis of the results presented in Table 4.4 shows that both the MSE and KLD loss

functions are e↵ective for knowledge transfer. Notably, across various KD pathways, includ-

ing KD (Logits), KD (Hidden), and KD (Hidden-Regressor), the DSC reveals a consistent

pattern wherein both loss functions demonstrate similar e↵ectiveness. In the KD (Logits)

pathway, for instance, the DSC achieved by L MSE and L KLD, namely 77.75 and 78.00,

respectively, highlight the marginal outperformance of L KLD. Similarly, in other KD path-

ways such as KD (Hidden) and KD (Hidden-Regressor), the comparative analysis reveals a

similar pattern between MSE and KLD. This slight outperformance of KLD in average DSC

scores suggests that KLD can be a preferable choice, indicating that the selection between

MSE and KLD loss functions could notably influence the e↵ectiveness of knowledge transfer

in knowledge distillation.

E↵ect of Augmentation

Exploring the impact of weak augmentation on the teacher model reveals more insights into

the knowledge distillation process. The utilization of weak augmentation for the teacher did

not yield a significant impact on performance. Models with and without weak augmentation

for the teacher demonstrated comparable performance. Despite the negligible e↵ect of weak

augmentation on the teacher model, all models incorporating teacher guidance showcased im-

provements compared to students without such supervision. This observation demonstrates

the fundamental role of the teacher network in guiding and enhancing the learning process

of the student network. While weak augmentation may not directly influence the perfor-

mance of the teacher model, its presence facilitates the extraction and transfer of valuable

knowledge, thereby contributing to the overall improvement in student performance.

4.5.2 Results with Respect to SOTA Methods

In this section, we compare our best model with SOTAmodels, as outlined in Table 4.5, which

have utilized the same dataset employed in our study. It is important to emphasize that

none of these SOTA models have provided access to either their codebase or their training

and testing splits. Consequently, our comparison is based solely on the results reported in

their respective papers. Please note that Table 4.5 exclusively showcases our best model

alongside the top 3 SOTA models that have reported the number of trainable parameters in

their corresponding paper.
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Table 4.4: Experimental Dice similarity scores (DSC): average over 3-fold cross-validation.

Model Notations DSC (%)
p-value w.r.t1

(mean±std) Teacher Student

Teacher 81.50±18.40 - 0.0048⇤⇤

Student 73.16±23.78 0.0048⇤⇤ -

L MSE 77.75±22.55 0.1414 0.0227⇤

L MSE WAug 77.52±17.61 0.1565 0.0948
L KLD 78.00±22.05 0.0950 0.0037⇤⇤

L KLD WAug 80.00±18.86 0.2075 0.0012⇤⇤

H MSE 77.50±21.49 0.0645 0.0215⇤

H MSE WAug 77.85±20.06 0.0341⇤ 0.0125⇤

H KLD 79.00±20.45 0.1320 0.0067⇤⇤

H KLD WAug 78.50±19.83 0.1417 0.0316⇤

HReg MSE 78.06±19.25 0.0325⇤ 0.0201⇤

HReg MSE WAug 77.63±19.97 0.0402⇤ 0.0269⇤

HReg KLD 79.00±20.37 0.2132 0.0021⇤⇤

HReg KLD WAug 79.31±19.33 0.1247 0.0068⇤⇤

1w.r.t.: with respect to. ⇤ and ⇤⇤ denote a statisti-
cally significant di↵erence with p-value < 0.05 and
p-value < 0.01, respectively.

Our proposed best model demonstrates comparable performance to SOTA models, de-

spite having significantly fewer trainable parameters. This observation highlights the e�-

ciency of our model architecture in achieving competitive results while keeping the number

of parameters minimal. By leveraging innovative design in distilling knowledge, our model

strikes a balance between computational complexity and performance, making it well-suited

for resource-constrained environments or applications where model size is a critical consid-

eration.

Table 4.5: Results w.r.t SOTA methods.

Article DSC (%) No. of Params (M1
)

Liang et al. [131] 84 20.5
Gao et al. [66] 85 2.34
Lou et al. [143] 90 26.63
Lee et al. [125] 89 7.7

Ours (L KLD WAug) 80 0.82

1Millions.
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Figure 4.2: Visual comparison of our ablation study. The original test image, the prediction
of the teacher model, and the prediction of the unsupervised student model are shown in (a),
(b), and (c), respectively. The predicted segmentations of the proposed KD-based models are
shown in (d)-(o). Green contours represent the ground truth mask, while the red contours
illustrate the corresponding predictions.

4.6 Discussion and Conclusion

In this study, we investigated various aspects of knowledge distillation techniques and their

implications for enhancing student performance. Through an extensive analysis of KD path-

ways, loss functions, and the impact of augmentation, we gained valuable insights into the

mechanisms underlying knowledge transfer from teacher to student networks. Our findings

revealed that the proposed KD paths consistently demonstrated performance closely aligned

with that of the teacher model, indicating e↵ective knowledge transfer. Additionally, the

comparative analysis between MSE and KLD loss functions showed comparable e�cacy in

facilitating knowledge transfer across di↵erent KD pathways. Furthermore, exploring the im-

pact of di↵erent augmentations on the teacher model showed the fundamental role of teacher

guidance in improving student performance, despite the negligible e↵ect of augmentation on

the teacher model itself.
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Finally, our comparison with SOTA models showcased the e�ciency of our proposed

model architecture. Despite having significantly fewer trainable parameters, our best model

demonstrated comparable performance to SOTA models, highlighting the e↵ectiveness of our

approach in achieving competitive results while minimizing model complexity. Therefore,

by leveraging the rich knowledge encapsulated within the teacher network, students can

e↵ectively learn from the expertise encoded in the teacher’s parameters, leading to significant

performance gains. Such endeavors hold promise for advancing the state-of-the-art in model

compression and facilitating the deployment of e�cient deep learning solutions across various

domains and applications.

Even though our study provides valuable insights, it would be advantageous to explore

various student models with di↵ering numbers of trainable parameters to assess the trend

of their performance relative to parameter count. This investigation would o↵er a deeper

understanding of the scalability and e�ciency of the proposed KD-based framework. Fur-

thermore, expanding our research to encompass additional publicly available US datasets

with diverse applications would improve the generalizability and robustness of the proposed

framework.
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Chapter 5

Deep Classification of Breast Cancer

in Ultrasound Images: More Classes,

Better Results with Multi-task

Learning

This chapter is based on our published paper [17]. It is noteworthy that our

paper was selected as one of the finalists for the SPIE Medical Imaging 2021

Robert F. Wagner Award.

5.1 Background

Image classification refers to producing an output classification label given an input image.

In the domain area of medical image analysis, one of the imperative problems is identifying

whether a disease is present or not. Breast cancer is one of the most common leading causes

of death among women worldwide. For screening breast cancers, mammography is usually

used as the primary imaging modality. However, mammography fails to distinguish dense

and cancerous tissues. Additionally, it utilizes harmful radiation which makes it impractical

for patients with certain conditions such as pregnancy. Due to its high rate of false pos-

itives, unnecessary biopsies might be required [37]. Therefore, US has become one of the

most important alternatives for breast cancer detection as well as screening [40]. However,

US imaging is operator-dependent and requires well-trained and experienced radiologists
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[37]. Therefore, automatic image analysis approaches play the most important role in US

classification.

5.2 Related Works

In previous methods of breast US classification, US images were either used in full size

or divided into subregions, and then texture-related features were manually extracted and

input into a classifier (i.e. support vector machine (SVM), random forest (RF), etc) [34,

54, 71, 225, 249]. Yang et al. [249] proposed a texture-based analysis to extract gray-scale

invariant features from US images by adopting a multi-resolution ranklet transform. By using

support vector machines (SVM) as the classifier, they compared the extracted features with

wavelet feature extraction methods and showed the higher performance of their proposed

methodology in extracting features. Similarly, Gómez et al. [71] extracted texture features

using the combination of co-occurrence statistics with several gray-level quantizations. Ding

et al. [54] proposed two steps of SVM learning based on multi-instance learning wherein the

first SVM trained on the local features extracted from the whole image, and the second one

trained on features extracted from region of interests and sub-regions. Uniyal et al. [225]

employed RF time series features in addition to B-mode texture features for the classification

task of benign and malignant breast lesions. Chang et al. [34] first, identified the suspicious

regions by applying watershed segmentation, then, extracted statistic and geometric features

of the tumor.

The main focus of previous works was the extraction of hand-engineered features, more

precisely, texture-related features from a US image. Recent state-of-the-art deep learning

methods have paved the way for automatically extracting the most meaningful features

by adopting convolution layers. The promising results of deep learning methods in the

domain of US images for classification tasks have raised researchers’ attention to this field

[13, 29, 43, 83, 103, 178, 205]. Han et al. [83], employed a pre-trained GoogleNet with some

modifications for classifying benign and malignant lesions of histogram equalized of 7408 US

images. Becker et al. [13] employed a generic deep learning software for classifying benign

versus malignant lesions and compared the results with human readers. The work by Chiao

et al. [43] was performing a detection step prior to classification and segmentation of breast

lesions using Mask R-CNN architecture. Huang et al. [103] performed a two-stage CNN in

categorizing breast lesions based on Breast Imaging Reporting and Data System (BI-RADS).

Moon et al. [156] proposed a computer-aided system (CAD) from an ensemble of several CNN
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architectures for breast lesion identification. They showed that by combining the ROI of US

B-mode image, segmented tumor, and binary mask as the input of the CNN network, the

classification results improved significantly. Byra et al. [29] introduced a matching layer

where gray-scale images were converted to RGB format as a color conversion step before

feeding to a pre-trained network. In the work of Shin et al. [205], a framework based on

weakly and semi-supervised scenarios was proposed to tackle the overfitting problem wherein

limited data with strong annotations was available. The work by Qi et al. [178] presented

two networks trained in a cascade manner where the input of each network in addition to

US image, accepted the class activation map of the other.

5.3 Problem Statement

In most of the studies related to the classification of US breast lesions, the main focus is

the binary classification of benign versus malignant lesions [29, 178, 205]. Consequently, the

adopted deep learning network learns only one task. In the domain of multi-task learning

(MTL) studies, it has been shown that networks perform better when they are assigned with

multiple tasks compared to only one task [190]. Due to the appearance of invasive ductal

carcinomas, the task of distinguishing them from fibroadenomas is the most challenging task

compared to the binary classification of benign versus malignant. Therefore, we propose a

deep learning-based scheme that performs better when it is assigned to a multi-class classi-

fication task. To be more specific, we propose a multi-class classification of fibroadenoma,

cyst, and invasive ductal carcinomas in US images with limited data. We further propose a

novel technique in taking the background of the US image into account as an additional class

leading to a 4-class classification task for breast US images. We also show that the proposed

scheme of multi-class classification including background as the additional class, holds for

di↵erent deep learning networks. To cope with uncertainty in the network’s estimations, we

adopt test-time augmentation for classification evaluation[206]. Our contributions can be

summarized as below:

• Multi-class classification of breast US with limited available images

• A novel technique in adding background as an additional class

• Our proposed scheme holds for di↵erent networks

• Test-time augmentation for evaluation
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5.4 Methodology

5.4.1 Dataset

We use a publicly available US dataset [250]. It was collected in 2012 from the UDIAT

Diagnostic Centre of the Parc Taul Corporation, Sabadell (Spain) with a 17L5 HD linear

array transducer (8.5 MHz). The dataset consists of a total of 163 images with a mean

image size of 760 ⇥ 570 pixels including one or more lesions. Out of 163 lesions, 53 images

have cancerous masses, which include the subcategories of 40 invasive ductal carcinomas, 4

are ductal carcinomas in situ, 2 invasive lobular carcinomas, and 7 unspecified malignant

lesions. The remaining 110 lesions are benign (65 cysts, 39 fibroadenomas, and 6 other types

of benign). In the chapter, only 40 invasive ductal carcinomas (IDC), 65 cysts (Cyst), and

39 fibroadenomas (FA) are used as the other classes contain very few samples. Figure 5.1

presents an example of US images used from the dataset.

Figure 5.1: An example of breast US images from the dataset (a) FA, (b) IDC, and (c) Cyst.

5.4.2 Preprocessing

As mentioned earlier, we propose a novel technique for adding background as an additional

class. To this end, before feeding the images to the deep learning network, they are cropped

in order to help the network learn the characteristics of each lesion type more precisely.
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Please note that we did not apply any denoising techniques during our preprocessing steps;

we utilized the images in their original form. Based on available segmentation masks of

images, a marginal cropping window surrounding the lesion (blue window in Fig. 5.1) is

used which is 40% larger than the window surrounding the lesion borders (red window in

Fig. 5.1). All the cropped images are then resized to the size of 400 ⇥ 400, and their

intensities are normalized to the range of 0 to 1. In order to keep the balance between the

number of lesion types in training and test sets, 80% of each lesion type is randomly selected

for the training set and the rest is used in the test set. As for background class, a window is

used to randomly crop the background (BG) of US image excluding any part of the lesion. In

US imaging, the more the US waves travel deeper, the more they are attenuated. Therefore,

in order to have a similar range of attenuation in the BG class, the BG images are cropped

from the same depth of the lesion’s location. In Fig. 5.1 the yellow square represents the

area where BG images are cropped from. All the randomly selected BG images from the

yellow area of Fig. 5.1 have the same size as the marginal cropping window (i.e. the blue

window). In order to have a balanced number of BG classes, we randomly selected the BG

images derived from all US images. As a result, in our training and validation sets the total

number of FA, CYCT, IDC, and BG respectively are 31, 52, 32, and 38. Consequently, in

our test set the number of each class is 8, 13, 8, and 10, respectively.

Figure 5.2: Cropping schematic used in this study. The red window is based on the lesion
border in the mask. The blue window is 40% larger than the red window. The yellow
rectangles show the desired area for selecting BG images.
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5.4.3 Experiments

Due to the small number of training data and large inter-class variations in the database,

training the network from scratch is impossible. Therefore, we use two pre-trained networks,

ResNet-34 and MobileNet-v2, separately as backbone feature extractors with some modifi-

cations for our dataset. A schematic of our network is shown in Fig. 5.3. In order to show

the impact of MTL on the performance of our network, we present our results based on two

avenues: 2-class Avenue and 4-class Avenue. Our 2-class Avenue is a 2-class classification

problem (IDC versus all other classes), versus 4-class Avenue is a 4-class classification (FA

versus Cyst versus IDC versus BG). In both avenues, a random on-the-fly data augmen-

tation of horizontal flip, width and height shifts, and zooming, is applied to the batches

during training. The number of batches is set to 25 and training lasts for 100 epochs while

saving the best model based on the validation accuracy. Adam optimizer is used [162] and

its learning rate is tuned using cyclical learning rate [140]. It worth noting that to mitigate

the e↵ect of imbalanced data during training, we use a weighted cross-entropy loss function

in both avenues wherein the weights are initialized based on the distribution of images in

each class. For improving the predictions, we employ test-time augmentation [206] where

the same augmentation strategy in the training set, is applied to the test set. Therefore, we

enlarge the number of images in the test set by augmenting each image 4 times leading to

195 (i.e. 39⇥5) images.

Figure 5.3: A schematic of our proposed network.

5.5 Results

The predicted labels are evaluated using the receiver operating characteristic curve (ROC)

and the area under the curve (AUC) for both ResNet-34 and MobileNet-v2 in two proposed

avenues. For ResNet-34, in 2-class Avenue we achieve AUC of 0.66 for IDC. The AUC of

IDC is improved by 31% in our 4-class Avenue for the same network. Furthermore, the AUC

scores for FA, Cyst, IDC, and BG in 4-class Avenue are 0.87, 1.0, 0.87, and 1.0, respectively,

for ResNet-34. Similarly, for MobileNet-v2, the AUC of IDC is improved from 0.82 in 2-class
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Avenue to 0.90 in 4-class Avenue. The AUC scores of FA, Cyst, and BG for MobileNet-v2

are 0.87, 1.0, and 1.0, respectively.

Table 5.1 summarizes the classification reports for IDC in two proposed avenues. Please

note that, as we used one-hot encoding for our analysis, the results shown in Table 5.1 focus

solely on IDC predictions. This means that, in both the 2-class Avenue and 4-class Avenue

approaches, the reported accuracies pertain specifically to IDC versus all other classes. For

ResNet-34, the accuracy is improved by 18% in 4-class Avenue showing that increasing

the number of classes helps the network for better predictions. Precision and �1-score are

improved from 0.38 to 0.67 and 0.48 to 0.57, respectively. However, recall is decreased from

0.62 to 0.5 when using more classes (i.e. 4-class Avenue). Similarly, for MobileNet-v2, the

accuracy is enhanced from 0.84 in 2-class Avenue to 0.90 in 4-class Avenue. We observe

improvements in recall and �1-score for MobileNet-v2, however, precision dropped from 1.0

in 2-class Avenue to 0.80 in 4-class Avenue.

Table 5.1: Classification report for IDC.

Avenue Accuracy Precision Recall �1-score

ResNet-34
2-class 0.71 0.38 0.62 0.48
4-class 0.84 0.67 0.50 0.57

MobileNet-v2
2-class 0.84 1.0 0.25 0.4
4-class 0.90 0.8 0.50 0.62

5.6 Discussion

Breast cancer as the most common cause of death worldwide, can have a reduction in its

mortality if it is diagnosed early and reliably. Automated breast cancer detection can improve

the screening paradigm and assist radiologists in better examinations. Most of the previous

studies on automatic US image classifications focused on the binary classification of benign

versus malignant lesions. The main challenge in breast lesion classification is the detection

of FA versus IDC due to their similar appearance. In Chapter 5, we showed the importance

of MTL in better detection of IDC in breast US images. We investigated that increasing

the number of classes led to better performance of the deep learning networks. We further

proposed a novel strategy in adding the background of US images as an additional class. We
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Figure 5.4: ROC curves and AUC results. The first and second rows show the ROC curves
for ResNet-34 and MobileNet-v2, respectively. The first column ((a) and (c)) presents the
results for 2-class Avenue whereas the second column ((b) and (d)) presents for 4-class
Avenue.

showed that our proposed scheme holds for di↵erent deep learning networks by adopting 2

pre-trained networks, ResNet-34 and MobileNet-v2. By adding more classes, we illustrated

that the AUC score was improved by a factor of 31% and 9% for ResNet-34 and MobileNet-

vs, respectively. Also, to control the network’s uncertainty in its predictions, we adopted

test-time augmentation.
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Chapter 6

DeepSarc-US: A Deep Learning

Framework for Assessing Sarcopenia

from Ultrasound Images

This chapter is based on our published paper [22].

6.1 Background

Frailty syndrome is a growing public health concern, especially among older adults with

multiple medical conditions, in whom it is associated with high rates of disability, morbidity,

mortality, and healthcare resource use [158]. Frailty is highly prevalent in cardiac patients,

a↵ecting 25–50% of those above age 70 and being associated with adverse outcomes in

the settings of coronary disease, valvular disease, heart failure, and arrhythmia, to name a

few [2]. A large body of evidence has shown the negative impact of frailty following invasive

procedures like cardiac surgery [2, 96]. As such, cardiologists and cardiac surgeons have

embraced the concept of frailty to better characterize their older patients, predict risk, and

guide treatment decisions. This is crucial to ensuring benefits for patients and avoiding costly

yet futile procedures. In addition, it is helpful to prepare patients before and after cardiac

surgery through cardiac rehabilitation, exercise programs, nutritional supplementation, and

comprehensive geriatric interventions. Consequently, proactive detection of frailty in cardiac

patients may allow for the deployment of cost-e↵ective, easy-to-implement preventive health

measures that have been shown to improve clinical and patient-reported outcomes [50, 81].
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There are multiple ways to operationalize frailty and measure it in the clinical setting [3, 63,

126]. One of the biggest challenges is the lack of clinician-friendly tools to measure frailty in

acutely ill patients who are otherwise unable to perform the usual physical performance tests

and questionnaires, especially those seen in the emergency department and cardiac intensive

care unit. A proposed solution has been to measure muscle mass and quality as an objective

biomarker of frailty, which does not require any patient e↵ort to acquire and can be used in

all patients, regardless of acuity [26].

The age-related loss of muscle mass and quality is known as sarcopenia, and it is one of the

cornerstones of frailty syndrome [48, 267]. Sarcopenia has been defined as a systemic condi-

tion that reflects the functional and physical aspects of aging; thus, its assessment in a clinical

environment can provide useful information about the patient’s underlying frailty [57]. When

evaluating sarcopenia, various physical tests and questionnaires are available, including as-

sessments of hand grip strength, muscle mass, clinical frailty scale (CFS), frailty index (FI),

and others [45, 118]. Measurement of muscle mass can be achieved using a variety of imaging

modalities, including computed tomography (CT), magnetic resonance imaging (MRI), dual

X-ray absorptiometry, or ultrasound (US) [27, 49, 113]. Additionally, measurement of intra-

muscular fat and inflammation (indicative of muscle quality) can be achieved using many

of these modalities. US, compared to other modalities, has the major advantage of being

portable and feasible at the patient’s bedside, which is particularly attractive for acutely

ill patients that cannot otherwise be electively transported for such tests. In addition, US

is a non-invasive, portable, cost-e↵ective, and safe imaging modality that is widely used in

medicine [234]. The evidence for using US to measure the quality and quantity of a variety

of muscle groups is compelling [49, 214, 215]. Unfortunately, US has noteworthy drawbacks

such as a low inherent signal-to-noise ratio, low contrast to di↵erentiate muscle from adja-

cent soft tissues, operator-dependent acquisition of images, and the need for significant time

and training to quantitatively measure muscle thickness and intramuscular fat. Progress

is needed to overcome these drawbacks before US can become a mainstream tool for the

assessment of sarcopenia by clinicians.

Recent developments in image processing techniques such as deep learning (DL), partic-

ularly convolutional neural networks (CNNs) and transformers, have been instrumental in

automating and standardizing the analysis of medical images and deriving informative fea-

tures not otherwise apparent to the human eye. Blanc-Durand et al. developed a DL method

that allowed for the automated and reliable quantification of skeletal muscle mass for sar-

copenia assessment from CT images, which may be integrated into a clinical workflow [27].
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Bian et al. used DL methods to optimize and improve cardiac US images in hospitalized

patients with chronic heart failure (CHF). Their findings further revealed a correlation be-

tween CHF and sarcopenia [25]. Pintelas et al. used an autoencoder DL method to condense

valuable information from multi-frame US muscle images, followed by a classification strat-

egy for the diagnosis of sarcopenia [176]. In a similar study, Sobral et al. compared several

DL methods to diagnose sarcopenia and di↵erentiate it from normal muscle tissue [209]. Yet

another study used DL methods to segment muscle tissue from US images [147].

ConvNext is an advanced CNN model showcasing notable performance in various com-

puter vision applications [139]. It leverages a sophisticated architecture, incorporating deep

convolutional layers that enable it to capture intricate patterns and features within im-

ages. The model benefits from its ability to automatically learn hierarchical representations,

making it well-suited for complex image recognition tasks. ConvNext has demonstrated

competitive accuracy and e�ciency, making it a valuable asset in the realm of DL-based

image analysis, specifically in US image analysis [56, 86, 115].

Current vision-transformer (ViT) models, inspired by natural language processing (NLP)

studies, have shown promising performances compared to CNNs [58]. ViT-based models do

not have the inductive locality bias of CNNs, which makes CNNs less e↵ective at modeling

long-range dependencies. Instead, ViT-based models take advantage of their data-driven

self-attention mechanism, which helps them to better understand the contextual informa-

tion derived from not only the region of interest but also its surrounding [58, 91, 127].

Despite all the aforementioned benefits compared to CNNs, these models are data-hungry,

and their performance can be limited by the size of the training dataset. To tackle this

limitation of ViT-based models, He et al. proposed the masked auto-encoder (MAE), a self-

supervised learning approach that includes image inpainting [91]. The MAE paradigm is a

self-supervised technique for ViT-based models that enables the network to learn useful infor-

mation by predicting masked targets. MAE has shown potential for faster training and better

generalization of the ViT-based models. In ViT models, feature maps are created based on

a single low-resolution image by adopting a fixed-scale windowing step. Liu et al. [137, 138]

proposed Swin Transformer V2 (SwinT) that builds hierarchical feature maps by adopting a

non-overlapped shifted windowing step into the encoder of vanilla ViT, and it is capable of

training with images of up to 1536 ⇥ 1536 pixels (vanilla ViT refers to ViT model proposed

by [58]). SwinT has shown capabilities for learning functional dependencies between features.

ViT-based models have demonstrated superior performance over simple CNN-based mod-

els in various computer vision tasks as well as US image analysis [69, 129, 135, 159, 181, 203,
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218, 238, 257]. However, ConvNext, employing a convolutional architecture, has surpassed

ViT-based models in certain contexts of natural image analysis [139]. Notably, neither ViT

nor ConvNext have been specifically applied to the measurement of muscle quality as of

the current knowledge update. Furthermore, despite the promising performance of Con-

vNext and ViT-based models compared to simple CNN-based models, the training step is

challenging, particularly when there are a lack of su�cient data. In the clinical scope, due

to security and privacy policies, the publicly available US data are very limited. Labeled

data are especially scarce, since manually annotating medical data is expensive. Therefore,

utilizing complex models in clinical settings is quite challenging. To this end, a strategy is

proposed for training the complex models on a small set of US images. We aimed to explore

the performance of three recent CNN-based and three ViT-based DL models to estimate

quadriceps muscle thickness (QMT) based on a limited number of US images using two

main strategies that provide a fair comparison of ViT- and CNN-based models. To better

comprehend the decisions made by the models, examples of the visualization maps produced

by the ViT- and CNN-based models are further examined. These visualization maps can

also o↵er supplementary information that can be used as a guide for practitioners at the

time of data acquisition. The contributions of this work are summarized as follows:

• Three CNN- and three ViT-based models are proposed to estimate QMT using ultra-

sound images acquired in a clinical setting.

• A strategy is proposed for optimizing the training of DL models to estimate QMT

more accurately, especially when limited data are available.

• The activation maps are explored to provide clinicians with real-time feedback. This

feedback can potentially be used to help clinicians collect better US images to help DL

models estimate QMT more accurately.

• To the best of our knowledge, it is shown for the first time that DL can be used to

automatically estimate QMT from US images taken from phased array probes.

This chapter is organized as follows. In Section 6.2, first, the data collection and experi-

mental setup are outlined. Then the results of the proposed QMT estimation strategies and

the derived visualization maps are presented in Section 6.3. Finally, the outcomes of our

experiments are concluded in Section 6.4.
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6.2 Methods

6.2.1 Dataset

The dataset is based on a prospective cohort of 486 adult patients undergoing a clinically

indicated cardiac US examination at the Jewish General Hospital (JGH), Montreal, Canada,

between 1 October 2018, and 30 June 2019. These patients provided verbal informed consent

to participate in this study. At the end of the cardiac US examination, with the patient re-

maining in a supine position, the sonographer acquired a static image of the left quadriceps

muscles (rectus femoris and vastus intermedius) at the level of the anterior thigh, midway

(approximated visually) between the anterior superior iliac spine and patella. A GE E95

machine (GE HealthCare, Chicago, IL, USA) with a sector 4Vc-D phased-array probe was

used for data acquisition, where the acquisition setting was set to standard adult transtho-

racic settings with the center frequency of 1.4 MHz. The phased-array probe used to image

the heart was also used to image the quadriceps muscles, even though the latter are usually

imaged using linear probes that are better suited for superficial structures. This was done

for convenience of clinical implementation, as cardiac US systems do not typically include

linear probes.

The quadriceps US images were extracted in DICOM format and manually annotated by

a trained observer (J. O.) to define the region of interest corresponding to the skeletal muscle

tissue between the superior margin of the femur and the inferior margin of the subcutaneous

fat, which is defined as QMT. Specifically, for each image, the upper border of the femur

was delineated by marking nine equally spaced points (with the fifth point centered on the

femur bone), and the upper border of the muscle was delineated by marking five equally

spaced points (with the third point centered on the quadriceps muscle, aligning roughly

with the central point of the femur). QMT was then determined by measuring the vertical

distance between the central points of the femur and quadriceps. To validate the QMTs

measured by J.O., referred to as the ground-truth QMTs in this study, and to prevent

training the models with potentially inaccurate QMTs, the muscle thickness in each US image

was additionally measured by two independent medical researchers using the same subset of

images. Table 6.1 presents the inter-rater variabilities for redundant QMT measures. Inter-

rater reliabilities were evaluated using the intraclass correlation coe�cient (ICC) with a 95%

confidence interval (CI) [119, 132]. All ICC values exceeded 0.80, indicating very good to

excellent reliability.

The size of the images was 708 ⇥ 1080 pixels, which was resized to 224 ⇥ 224. It is worth
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Table 6.1: Inter-rater Variability of QMT measurements.

QMT measurement (values are in 2<.)
ICC(2,1) 95% CI ICC(2,3) 95% CI

Rater 1 Rater 2 Rater 3 Rater 4

3.29 ± 1.07 2.94 ± 0.86 2.99 ± 0.87 3.24 ± 1.12 0.83 [0.77-0.87] 0.95 [0.93-0.96]

noting that the ground truth QMT was computed before resizing the images to 224 ⇥ 224.

Given the variability in image acquisitions across subjects, pixel spacing was duly considered

in this calculation. Five-fold cross-validation was used in all the experiments. Therefore,

67% of the images (330 images) were used for training, 17% (83 images) were used for

validation, and the remaining 15% (73 images) were used as the test set. Figure 6.1 presents

three examples of US images with annotations, and Figure 6.1a–d presents the distribution

of QMT in centimeters (cm). Please note that pixel spacing varies across patients, so one

pixel does not correspond to the same length in centimeters for di↵erent patients. Therefore,

in Figure 6.1a,b, the QMT is 1.57 cm and 2.17 cm, respectively, even though the number of

QMT pixels in (a) is higher than in (b).

6.2.2 Experimental Setup

The overarching goal was to automate the evaluation of US-based QMT as a clinically useful

and accessible indicator of sarcopenia. Figure 6.2 summarizes the proposed framework.

Regression and Classification for QMT Measurements

Both regression and classification approaches were employed to achieve this goal, and within

each approach, a total of six DL models were compared using either their ImageNet weights

[191] or our experimentally derived weights. The first approach consisted of training a

regression model to predict the QMT value (in cm) as a continuous output. The second

approach consisted of training a classification model to predict the QMT class (10 classes

binned in 0.5 cm increments starting at 1.0 cm) as an ordinal output and also to generate

activation maps for visualization. Using this experimental setup, the following hypotheses

were tested:

1. Models with transformer and CNN architecture would achieve good results in predict-

ing QMT.

2. Regression models with pre-trained weights experimentally derived from classification
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Figure 6.1: Examples of the dataset with QMT of (a) 1.57 cm, (b) 2.17 cm, (c) 6.75 cm
(Note: The pixel spacing varies between images (a)–(c), so one pixel does not correspond
to the same length in cm across these images). The colored dots represent the annotations
of the quadriceps muscle and femur bone surfaces (better seen in colored prints). (d) The
distribution of QMT across all 486 subjects.

training runs would outperform the same models with pre-trained weights from Ima-

geNet.

3. Classification models with pre-trained weights experimentally derived from regression

training runs would outperform the same models with pre-trained weights from Ima-

geNet.

4. Activation maps that correctly highlight the anatomical structures of interest would

be more likely to correspond to accurate predictions of QMT.

The six DL models investigated for regression and classification tasks were ResNet101
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Figure 6.2: Summary of the proposed QMT measurement framework: IW-Regression, CW-
Regression, and Seg-Regression. IW-Regression model initialized with ImageNet weights,
CW-Regression model initialized with IW-Classifictaion weights, and Seg-Regression model
initialized with ImageNet weights.

[89], DensNet121 [101], ConvNext [139], ViT [58], MAE [91], and SwinT [138]. For transformer-

based models (i.e., ViT, MAE, and SwinT), the base (i.e., ViT-B, MAE-B, and SwinT-B)

and large (i.e., ViT-L, MAE-L, and SwinT-L) architecture designs of the models were used

in our experiments. For ConvNext, the base architecture design was utilized.

The initialization weights investigated for the regression models were experimentally de-

rived from classification training runs (CW-Regression) vs. a priori derived from ImageNet

weights (IW regression). The rationale is that pre-training a model on an easier task (i.e.,
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classification) can help it learn basic features, and then training it on a more sophisticated

task (i.e., regression) can fine-tune it to learn complex features [106, 217, 232].

The initialization weights investigated for classification models were experimentally de-

rived from regression training runs (RW classification) vs. a priori derived from ImageNet

weights (IW classification). Since the ImageNet weights were designed for 1000 classes, the

last layer was modified accordingly for 10 classes (1–1.5 cm, 1.5–2 cm, 2–2.5 cm, 2.5–3 cm,

3–3.5 cm, 3.5–4 cm, 4–4.5 cm, 4.5–5 cm, 5–5.5 cm, above 5.5 cm).

For all training, the Adam [116] optimizer with a learning rate of 0.0001 was used. Five-

fold cross-validation was used, and the results were presented as the average of each fold

for the patients comprising the test set. Furthermore, multiple augmentations, including

horizontal flipping, cropping, Gaussian noise addition, and blurring, were randomly applied

to the training set.

Training Regression Models for QMT Estimation: The regression models in the

proposed strategies were trained for hundreds of epochs until the loss did not change for 50

consecutive epochs, using the mean squared error (MSE) loss function defined as:

"(⇢;>BB =
1

#

#’
8=1

(H8 � Ĥ8)2, (6.1)

where H and Ĥ represent the ground truth and predicted QMT, respectively, in a batch of #

(32) US images. As previously noted in Section 6.2.1, the ground truth values of QMT were

derived from manual annotations of skeletal muscle.

Training Classification Models for QMT Estimation and Activation Map Visu-

alization: The classification models were trained using the focal loss function [133]. Focal

loss, as defined in Equation (6.2), tackles the class imbalance problem by reducing the loss

contribution from common samples (which are usually correctly classified) and increasing

the importance of rare cases (which are often misclassified).

�>20;;>BB = �U(1 � ?C)W;>6(?C), (6.2)

where ?C represents the estimated probability for the corresponding class. U and W are

defined as the weight and modulating factors, respectively. The recommendations in [133]

were followed for the initialization of these factors. Therefore, U and W were set to 0.25 and 2,

respectively. Predefined class intervals set by our clinician were used. The intervals, defined
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as [1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 7.5], led to a total of 10 classes (0 to 9). For example,

the class for a QMT of 1.3 cm was set to 0. For visualizing activation maps, Grad-CAM [197]

is utilized for CNN-based models. For transformer-based models, only the activation maps

of the ViT and MAE models were investigated by adopting the transformer interpretability

method [35].

Segmentation for QMT Measurement

An alternative method to attain the objective of automating the assessment of QMT mea-

surements in US images involved generating segmentation masks using annotations of quadri-

ceps muscle and femur surfaces. Subsequently, the length between these surfaces was mea-

sured. Figure 6.3 illustrates examples of US images, where the first column on the left

displays annotation points on the US images, and the second column on the left showcases

generated segmentation masks derived from these annotation points for three patients (Fig-

ure 6.3a–c). The generated segmentations can be employed to calculate muscle thickness in

US images. The muscle thickness can be calculated by identifying the lowest pixel of the

muscle surface and the uppermost pixel of the femur surface, as indicated by the dashed

lines in Figure 6.3. It is noteworthy that while segmentations can be used to measure muscle

thickness, their application may not extend to the assessment of other biomarkers of muscle

quality that are commonly utilized in sarcopenia detection.

For the training phase, binary masks were initially generated based on annotations of the

surface areas of the muscle and femur. Following a standard approach for training the pro-

posed regression and classification models, 5-fold cross-validation technique was employed.

The model architecture utilized for segmentation was a modified U-Net [188] with ResNet50

as its backbone. The chosen configuration included Dice loss as the loss function and a

learning rate of 0.001. Dice loss can be defined as follows:

Dice Loss = 1 � 2 ⇥ Intersection

Union + n , (3)

where n was set to 0.00001.

Subsequently, majority voting was applied to consolidate the binary masks for the 73

subjects in the test set. To be more specific, each test image had five masks generated by

the five models trained on the five train-validation sets (i.e., 5-fold cross-validation). The fi-

nal mask for each test image was determined via majority voting among these five generated

masks. After this, muscle thickness was computed in a post-processing step involving the
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Figure 6.3: Examples of segmentation masks generated from manual annotations (ground
truth) for three patients (a–c) (better seen in colored prints). The predicted masks show-
case the segmentation outcomes achieved by the Seg-Regression model (predicted mask).
The Dice scores of predicted masks for patients (a), (b), and (c) were 0.63, 0.89, and 0.76,
respectively. In this process, the QMT was derived through a post-processing step that in-
volved determining the distance between the horizontal edges of the muscle surface and the
femur surface, utilizing Canny edge detection (horizontal edges).

measurement of the distance between the surfaces of the muscle and the femur. In the post-

processing phase, the horizontal edges of the binary mask were identified using the Canny

edge detection method. This facilitated the determination of surface curves for both the

muscle and femur. The QMT was subsequently determined by identifying the bottom-most

pixel on the muscle surface and the highest pixel on the femur surface. An example of a

QMT measurement from predicted segmentation masks is shown in Figure 6.3. For sim-

plicity, the QMT measured based on predicted segmentation masks has been denoted as

Seg-Regression throughout the remainder of this manuscript.

The overall overview of the proposed framework is summarized in Figure 6.2. The IW-

Regression model is initialized with ImageNet weights, the CW-Regression model is initial-

ized with IW-Classifictaion weights, and Seg-Regression model is initialized with ImageNet

weights.
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6.3 Results

As previously mentioned, the results presented below are based on an average of 5-fold cross-

validation for the 73 subjects in the test set. Here, we present a summary of the terminologies

utilized throughout this manuscript for reference.

• IW-Regression: This denotes the regression model utilizing ImageNet pre-trained

weights (I referring to ImageNet weights). For instance, IW-Regression ResNet101

signifies the fine-tuned ResNet101 with ImageNet weights specifically tailored for the

regression task of QMT.

• IW-Classification: This represents the classification model leveraging ImageNet pre-

trained weights. Similarly, IW-Classification ResNet101 signifies the ResNet101 with

ImageNet weights fine-tuned for the classification of QMT.

• CW-Regression: This designates the regression model fine-tuned using IW-Classification

model weights. For example, CW-Regression ResNet101 is the ResNet101 initially

initialized with ImageNet then fine-tuned for the classification of QMT (as denoted

by IW-Classification), and subsequently fine-tuned once more for the regression task

of QMT.

• RW-Classification: This signifies the classification model fine-tuned using IW-Regression

model weights. For example, RW-Classification ResNet101 is the ResNet101 initially

initialized with ImageNet and fine-tuned for the regression of QMT (as denoted by

IW-Regression) and then further fine-tuned for the classification task of QMT.

• Seg-Regression: This denotes the measurement of QMT through a post-processing step

applied to the predicted segmentation masks.

6.3.1 Regression of QMT

The median absolute error over the test set is summarized in Table 6.2. In Table 6.2, the

asterisk (p-value < 0.05) and double asterisks (p-value < 0.01) show a significant di↵erence

between the error distributions of the IW-Regression model and its CW-Regression counter-

part. For the significance test, the Wilcoxon signed-rank test (histograms of errors did not

show Gaussian distributions) was used. It is also shown that the average median absolute

error across all CW-Regression models is significantly less than that of the IW-Regression

models.
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Table 6.2: Median absolute error of QMT estimations.

Median absolute error (values are in 2<)

Model IW-Regression CW-Regression Delta

ResNet101 0.40 0.30 +0.10 "
DensNet121 0.50 0.38 +0.12 "⇤

ConvNext-B 0.27 0.23 +0.04 "
ViT-B 0.31 0.27 +0.03 "⇤

ViT-L 0.32 0.29 +0.03 "
MAE-B 0.34 0.31 +0.03 "
MAE-L 0.28 0.28 0.00

SwinT-B 0.27 0.24 +0.03 "⇤

SwinT-L 0.30 0.25 +0.05 "⇤

All 0.28 0.25 +0.03 " ⇤⇤

⇤ and ⇤⇤ denote a statistically significant di↵erence with p-value < 0.05 and p-value < 0.01,
respectively, between IW-Regression , models with ImageNet weights, and CW-Regression,
models with corresponding classification weights. ": CW-Regression outperformed IW-Regression,
#: IW-Regression outperformed CW-Regression.

As shown in Table 6.2, most of the CW-Regression models showed improvements com-

pared to their IW-Regression counterparts, as demonstrated in the Delta column. Therefore,

it can be concluded that the prior step of classification training for a regression task can help

to boost the QMT estimations in US images. Additionally, the results demonstrate that

SwinT-L, the transformer-based model, with median absolute errors of 0.30 and 0.25 for its

IW-Regression and CW-Regression models, respectively, significantly benefit more from our

proposed training strategy than the other transformers-based models. Among the CNN-

based models, ConvNext showcased superior performance by achieving a median absolute

error of 0.23 in CW-Regression. Furthermore, it demonstrated a notable enhancement of

0.04 cm in QMT estimation when comparing CW-Regression with IW-Regression.

Given the limited number of US images available, pretraining a model for a classification

task first, which is perhaps seen to be an easier challenge, can enable the model to be better

prepared for the regression task in both transformer- and CNN-based models. However, the

substantial impact of the proposed strategy is dependent on the model architecture, where

significant improvements in DensNet121, ViT-B, SwinT-B, and SwinT-L were observed.

There were no significant improvements in ResNet101, ConvNext-B, ViT-L, and MAE-B.

The complete statistical analysis is presented in Figure 6.4.
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Figure 6.4: Statistical analysis for the (a) IW-Regression and (b) CW-Regression models.
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6.3.2 Classification of QMT

This section summarizes the results of the classification tasks. As previously explained,

the RW-Classification models were initialized with the weights of our regression training

runs; however, the IW-Classification models were initiated with publicly available weights

and were pretrained on the ImageNet dataset. The classification accuracy results are shown

in Table 6.3. Among the IW-Classification models, SwinT-L showed the best accuracy

of 43.84%, and among the RW-Classification models, ViT-L showed the best accuracy of

43.84%. It was observed that the IW-Classification models showed better performances

compared to the RW-Classification models. SwinT-B and SwinT-L were the only models

that showed improvements in their RW-Classification compared to IW-Classification models.

Additionally, the transformer-based models outperformed CNN-based models in both the

IW-Classification and RW-Classification models, demonstrating their superior performance

in the classification task .

Table 6.3: Accuracy of QMT classification in classification models.

Accuracy (%)

Model
IW- RW-

Delta
Classification Classification

ResNet101 36.99 30.14 �6.85 #⇤

DensNet121 39.73 38.36 �1.37 #
ConvNext-B 31.51 32.88 +1.37
ViT-B 42.47 38.36 �4.11 #⇤⇤

ViT-L 41.10 43.84 +2.74 "
MAE-B 38.36 36.99 �1.37 #
MAE-L 41.10 41.10 0.00

SwinT-B 41.10 36.99 �4.11 #⇤

SwinT-L 43.84 42.47 �1.37 #

All 43.84 41.10 �2.74 #
⇤ and ⇤⇤ denote a statistically significant di↵erence with p-value < 0.05 and p-value < 0.01,
respectively, between IW-Classification, models with ImageNet weights, and RW-Classification,
models with corresponding regression weights. ": RW-Classification outperformed
IW-Classification, #: IW-Classification outperformed RW-Classification.

The activation maps from Classification models for ResNet101, DensNet121, ViT-B,

and MAE-B are shown in Figure 6.5 and 6.6. Based on the achieved activation maps, it was

discovered that in both the IW-Classification and RW-Classification models, the activation

78



maps in the ViT-B and MAE-B models mainly focused on detecting the edge of the femur

bone or the skeletal muscle tissue itself in most of the correctly classified US images, as shown

in Figure 6.5c,d. There were no distinguishing patterns in the activation maps between the

IW-Classification and RW-Classification models. Furthermore, no discernible di↵erences in

the activation maps of ViT-B against ViT-L or MAE-B versus MAE-L were found; thus,

only the results for ViT-B and MAE-B are provided. The activation maps for two sample

test subjects are shown in the first row for correctly classified cases and in the second row

for misclassified cases. It is important to note that the activation maps were not relevant in

some misclassified cases of CNN-based models, especially when the classification errors were

greater than two classes, as shown in Figure 6.5e,f.

Figure 6.5: Activation maps in classification models: ResNet101 (a, e), DensNet (b, f),
ViT-B (c, g), and MAE-B (d, h). The first and second rows represent activation maps
for two di↵erent subjects. The first row was correctly classified, and the second row was
misclassified. (GT: ground truth class label, Pred: predicted class label).
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Figure 6.6: Sample activation maps of (a) ViT-B and (b) MAE-B, detecting the body of
the muscle.

6.3.3 Segmentation of QMT

This section presents the results of QMT measurements derived from segmentation masks.

An evaluation of the predicted masks was performed using the Dice score, defined as follows:

Dice score =
2 ⇥ Intersection

Union + 0.0001
. (6.3)

The aggregate Dice score across 73 subjects yielded 0.90 ± 0.06, indicating perfect pre-

dictions. Figure 6.3 showcases examples of predicted masks for three patients. The horizon-

tal edges were identified using the Canny edge detection method applied to the predicted

masks. Following this, the QMT was computed by measuring the distance between the low-

est point of the muscle surface and the uppermost part of the femur surface, as represented

by the dashed lines in Figure 6.3. The median absolute error of QMT measures based on

Seg-Regression was found to be 0.13 cm. In the context of estimating QMT, the model

consistently demonstrated an outstanding performance, showcasing its superior ability in

this particular task. Table 6.4 presents a comparison of the median absolute error derived

from Seg-Regression with that of IW-Regression and CW-Regression. Table 6.4 displays the

averages of all the models for IW-Regression and CW-Regression. As the error distributions
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did not adhere to normality, the medians of the absolute errors are reported in this table.

Subsequently, a Wilcoxon signed-rank test was conducted to assess statistical significance.

Table 6.4: Median of absolute errors in QMT estimations

Median of absolute errors (cm)

Seg-Regression IW-Regression CW-Regression

0.13 0.28⇤⇤ 0.25⇤⇤

⇤⇤ denotes a statistically significant di↵erence with p-value < 0.01 between Seg-Regression and two
other methods.

6.4 Discussion and Conclusions

In this study, a method was developed for the measurement of QMT using US images

acquired using a phased array probe in a clinical setting. QMT has been put forth as an

objective biomarker for frailty and a diagnostic criterion for sarcopenia. A number of DL

models, including ResNet101, DensNet121, ConvNext-B, ViT-B, ViT-L, MAE-B, MAE-L,

SwinT-B, and SwinT-L, were compared to predict this measurement.

First, there was no significant and consistent di↵erence when comparing all the CNN-

based models with the transformer-based models in predicting QMT. In the IW-Regression

models, as summarized in Table 6.2, ConvNext-B, a CNN-based model, achieved a median

absolute error of 0.27, while of the transformer-based models, SwinT-B also achieved the

same median absolute error of 0.27. Furthermore, upon conducting a significance test, as il-

lustrated in Figure 6.4a, the observed di↵erence between the two models was not statistically

significant. In the CW-Regression models, as depicted in the results presented in Table 6.2,

ConvNext-B once again demonstrated a superior performance among the CNN-based models,

achieving the lowest median absolute error of 0.23. Similarly, within the transformer-based

models, SwinT-B and SwinT-L closely followed, with median absolute errors of 0.24 and 0.25,

respectively, showing competitive results comparable to ConvNext-B. Therefore, it can be

concluded that both CNN- and transformer-based models exhibit a satisfactory performance

when adequately trained.

Second, performance improved for the CW-Regression models compared to the IW-

Regression models for the task of QMT prediction. In the domain of CNN-based models, all

the models experienced improvements through the utilization of the CW-Regression strat-

egy. To this end, ResNet101, DensNet121, and ConvNext-B demonstrated improvements of
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0.1 cm, 0.12 cm, and 0.04 cm, respectively. Similarly, within the transformer-based models,

the implementation of the proposed CW-Regression strategy generally resulted in enhanced

performance. Excluding MAE-L, which showed no improvements, ViT-B, ViT-L, MAE-

B, SwinT-B, and SwinT-L achieved improvements of 0.03 cm, 0.03 cm, 0.03 cm, 0.03 cm,

and 0.05 cm, respectively. These findings highlight the fact that for those models that are

harder to train using small datasets, simplifying the task (i.e., pretraining on the classifica-

tion task first) is highly beneficial for their performance. This is in line with a large body of

evidence in curriculum learning [24] that has shown that training deep models on easier tasks

first leads to better results. This is often due to the non-convex nature of the loss landscape,

where training on an easy task helps the network to not be trapped in poor local minima.

Given that transformer-based models have shown a large potential in the natural language

processing field, our proposed CW-Regression transformer models will be advantageous for

US images where there are limited images available.

Third, our experiments on the classification of QMT, i.e., the IW-Classification, and RW-

Classification models, showed that prior pretraining on a regression task is not beneficial for

the classification models, which emphasizes the fact that regression is a harder task compared

to classification. When compared to the IW-Classification models, the RW-Classification

models generally displayed decreased performance across all eight SOTA models. Further-

more, there was no significant di↵erence between the activation maps of the IW-Classification

and RW-Classification models. Although the current work concentrates on non-ordinal clas-

sification, investigating ordinal classification in further studies may provide insightful infor-

mation. Assessing inter-observer variability, improving annotation techniques, and creating

strong algorithms that can process ordinal data e↵ectively could all help improve the ac-

curacy of measuring QMT in US images. Such initiatives would lay the groundwork for

enhanced clinical applications and a more thorough understanding of muscle health.

Fourth, the activation maps derived from the classification of QMT can further pro-

vide complementary information that can be beneficial for sonographers and clinicians when

collecting and interpreting the images. It was found that either the femur bone or its sur-

roundings were the main focus in activation maps for correctly classified cases. When the

surface of the femur bone was not clearly visible in the US image, the activation maps of

CNN-based models did not display any useful visualizations, and the model usually misclas-

sified that case. As a result, since these visualizations can be obtained online during the

data collection, they can aid in ensuring that the US image is collected in such a way that

the surface of the femur bone is clearly visible in the image in order to improve the QMT
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predictions. While the activation maps provide qualitative insights, the lack of ground-

truth annotations for the entire body of muscle limits the ability to conduct quantitative

experiments on the generated activation maps. This constraint highlights the challenge of

comprehensively assessing muscle features without complete annotations and prompts con-

sideration for future investigations to incorporate more extensive annotation datasets. It is

worth noting that variations in data acquisition settings can impact the model’s activation

maps. In this context, the utilization of transfer learning techniques becomes crucial for im-

proving the model’s adaptability to diverse acquisition settings. In future work, it could also

be highly beneficial to visualize activation maps during the training phases. Saving check-

points of training weights and tracking and analyzing the progression trends of activation

maps throughout the training process can provide valuable insights for further optimization.

The present study encountered a notable limitation regarding the absence of complete

annotations for the entire muscle body in our dataset. While we successfully trained a

classification model to estimate muscle thickness based on annotations of the surface of the

femur bone and the surface of the muscle, the lack of ground truth annotations for the

entire muscle limits our ability to conduct quantitative experiments on the generated grad-

cam images. This constraint highlights the challenge of comprehensively assessing muscle

features without complete annotations and prompts consideration for future investigations

to incorporate more extensive annotation datasets.

Moreover, the adoption of segmentation masks to automate QMT measurements in

US images presents a compelling avenue for streamlining the evaluation of muscle thick-

ness. Specifically, the QMT measures derived from the segmentation-based approach (Seg-

Regression) exhibited noteworthy distinctions when compared to those obtained through IW-

Regression and CW-Regression. Despite Seg-Regression showcasing superior performance

over its counterparts, it is imperative to acknowledge certain limitations. There were in-

stances where the prediction of the segmentation masks encountered failures. As illustrated

in Figure 6.3a, for instance, the generated mask is inaccurately produced, leading to an erro-

neous measurement of QMT (error of 1.38 cm). Similarly, in Figure 6.3c, while the QMT is

accurately measured, the predicted mask itself is inaccurate. Therefore, the accuracy of the

post-processing step relies heavily on the segmentation model’s performance. Furthermore,

the application of Seg-Regression is primarily tailored for the precise measurement of mus-

cle thickness and may not be seamlessly extended to assess other essential biomarkers such

as hand grip strength, FI, CFS, etc., required for sarcopenia assessments. This constraint

underscores the need for a nuanced understanding of the method’s scope, emphasizing its
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suitability for specific QMT-related assessments while recognizing its limitations in a broader

context.

A novel aspect of this study is the demonstrated ability to generate accurate predictions

of QMT despite the use of suboptimal phased-array US source images. Such measure-

ments would otherwise require training, practice, and added time for clinicians to perform

manually—all of which are major barriers to clinical translation. Phased-array images were

used because of their convenience for clinical acquisition without the need to switch probes

in the context of a cardiac US exam. Further research is underway using linear probes in

the context of a point-of-care US exam using a handheld system. The images provided by

these probes are ideally suited to imaging superficial skeletal muscles and should, in theory,

generate even more accurate predictions of QMT.

It is important to note that predicting sarcopenia involves more than just measuring

muscle thickness. Accurate assessment requires integrating various patient measurements

to provide a comprehensive evaluation. The proposed technique is designed to automate

the entire sarcopenia assessment process by relying solely on patient data, minimizing the

need for practitioner input. This approach is particularly useful in scenarios where imme-

diate access to equipment for measuring muscle thickness is not available, such as bedside

data collection. By incorporating our method, we can facilitate the development of fully

automated, online sarcopenia assessment systems, enhancing the e�ciency and accuracy of

patient evaluations.

One limitation of this study is that only one leg was imaged. A more accurate approach

would involve imaging both legs and averaging the measurements, although this would sig-

nificantly increase the scan time. Future research could explore the costs and benefits of

imaging both legs. Another constraint of the current study is the phased-array transducer

that was used for data acquisition. Limb muscles, as mentioned earlier, are typically eval-

uated using linear probes that are better adapted for superficial structures. However, in

the current study, phased-array images were used because of their convenience for clinical

acquisition without the need to switch probes in the context of a cardiac US exam.

The contribution of this study is a necessary step preceding the clinical application of

QMT at scale. The objective was to provide detailed benchmarking and a comparative

analysis of the performance of various models, helping us to understand the strengths and

weaknesses of di↵erent architectures in the context of muscle thickness measurements. By

providing reliable and precise muscle thickness measurements, this study contributes essential

data that, when combined with other diagnostic criteria, will help categorize patients more
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specifically within the spectrum of sarcopenia. Ultimately, this will enhance the ability of

healthcare providers to diagnose and manage sarcopenia more e↵ectively. Having derived

DeepSarc-US, the stage is now set to apply this method to a large-scale clinical cohort to

validate its diagnostic performance against a gold standard determination of sarcopenia. It is

important to note that muscle size in isolation may not be su�cient to diagnose sarcopenia,

and ancillary criteria assessing muscle quality and strength may very well be needed. Further

research involving radiomic features of muscle quality is currently an active area of ongoing

investigations that has the potential to complement the proposed measures of muscle size.
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Chapter 7

Open Access Segmentations of

Intra-operative Brain Tumor

Ultrasound Images

This chapter is based on our published paper [21].

7.1 Background

Gliomas are the most common malignant primary brain tumors originating from glial cells

and are classified into grades 1-4 by the World Health Organization (WHO) [144, 170].

Grades 1-2 are low-grade, while grades 3-4 are high-grade tumors [195]. Surgical resection

is a standard treatment for gliomas, and pre-operative magnetic resonance (MR) imaging

is used for tumor characterization. However, brain tissue deforms during surgery due to

factors like edema and gravity (i.e. brain shift) [68], rendering pre-operative MR images in-

accurate. Acquiring data at di↵erent stages during surgery helps the surgeon better monitor

the progress of the tumor resection and, consequently, operate more precisely. Intra-operative

imaging, particularly intra-operative MR (iMR) and intra-operative ultrasound (iUS) aids

surgeons by providing updated guidance[11, 161, 185]. While iMR o↵ers superior image

quality, it is costly, adds a long time to the operation, and requires dedicated operating

rooms[252, 258]. In contrast, iUS is a cost-e↵ective, flexible, and versatile modality that

presents real-time scanning without altering the surgical workflow[12, 189, 213]. Due to the

easy procedure of acquiring iUS rather than iMR, several recent studies have demonstrated
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the use and interest in iUS in neurosurgery [189, 193, 213, 252].

While iUS presents several advantages in the context of brain tumor resection, ultrasound

(US) images can be di�cult to interpret. Non-standard imaging planes and unfamiliar con-

trast are major factors limiting the e�cient and widespread use of US in neurosurgery. To

mitigate such limitations and fully leverage the advantages of iUS, automated image seg-

mentation of structures such as tumors within iUS images can provide valuable assistance to

neurosurgeons during procedures. Recent automated image segmentation algorithms, such

as deep learning (DL) algorithms have made advancements in brain tumor segmentation

from both US [30, 33, 107, 163] and MR [31, 130, 152, 212] images. However, access to

high-quality datasets expertly annotated is essential for the development and validation of

DL algorithms [219]. In the context of medical imaging, MR images have seen more readily

available datasets compared to other modalities, making them the primary focus for DL

algorithm development. The BRATS challenge, among others, stands out as a prominent

dataset with valuable annotations that have significantly contributed to the evolution and re-

finement of DL algorithms [149]. Acquiring such data, especially for iUS images, is expensive

and rare.

Currently, there are only three publicly available datasets that provide iUS brain images,

the BITE dataset [150], the RESECT database [240], and ReMIND [114]. The BITE dataset

contains pre- and post-operative MR scans as well as multiple iUS images of 14 patients.

The RESECT database contains pre-operative MR scans and iUS images from 23 patients

with low-grade gliomas. The ReMIND dataset contains 369 pre-operative MR scans, 320 3D

iUS scans, 301 iMR scans, and 356 pre-operative MR segmentations of 114 patients. None

of the abovementioned datasets contain segmentation of anatomical structures in the iUS

images, thereby hindering the development and validation of iUS processing methods. For

the RESECT database, a few research groups have previously conducted segmentations of

iUS images [31, 33, 160], However, a portion of these annotations remained inaccessible to

the public, and in some instances, only a small subset of cases was segmented, with limited

validation procedures in place.

In this work, we present the most comprehensive and validated expert segmentations of

cerebral structures in iUS images from the RESECT database. The focus is on delineating

the tumor in pre-resection iUS 3D volumes and identifying the resection cavity during and

after the surgery. To enhance the surgeon’s ability to achieve more precise tumor resection,

sulci and the falx cerebri, whenever they were within the field of view, are also delineated.

These structures commonly serve as crucial anatomical references for surgeons, given their
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clear visibility in iUS images. The following sections detail the segmentation and validation

protocols for all the mentioned structures in the iUS images and brain tumor segmentation

in pre-operative MR images.

7.2 Acquisition and Validation Methods

In this section, a comprehensive overview of the dataset is presented, along with detailed

annotations for various anatomical structures, including tumors, resection cavities, falx cere-

bri, and sulci. The annotation process involved the utilization of two primary tools: ITK-

SNAP [255] and 3D Slicer [62], chosen based on individual preference and familiarity. Fur-

thermore, specific built-in features of these software platforms were leveraged as necessary,

such as smoothing and interpolation functionalities, to enhance the accuracy and complete-

ness of the annotations. Further elaboration on these tools and their respective functionalities

is provided in the subsequent paragraphs. Given that both ITK-SNAP and 3D Slicer are

widely used tools in the field, the decision to select one over the other was solely based on

our inter-group preferences. It is important to highlight that manual segmentation entails

human judgment and expertise, enabling nuanced interpretation and adjustments tailored to

the anatomical complexities of each case. Consequently, the choice of segmentation software

or algorithm does not introduce bias, as it depends on the proficiency and diligence of the

annotators.

7.2.1 RESECT Database

The RESECT database [240] comprises pre-operative contrast-enhanced T1-weighted and T2

FLAIR MR scans alongside three 3D volumes of iUS scans from 23 patients with low-grade

gliomas (grade 2) who underwent surgeries between 2011 and 2016 at St. Olavs University

Hospital, Trondheim, Norway. The iUS scans were acquired at three di↵erent stages of

the procedure: before resection, during resection, and after resection for control. These US

images were captured by an expert surgeon, and the database includes manual neuroanatomy

landmarks, facilitating MR-to-US volume registration and inter-US volume alignment. The

details of the image acquisition procedure can be summarized as follows:

• Pre-operative MR scans: T1-weighted and T2 FLAIR sequences were acquired on 3T

Magnetom Skyra MR scanners, both with 1 mm isotropic voxel size, except three

patients who underwent the MR imaging on a 1.5T Magnetom Avanto MR scanner

with 1 mm slice thickness.
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• Intra-operative US scans: 3D US images collected using a 12FLA-L linear probe of

Sonowand Invite neuronavigation system with a frequency range of 6-12 MHz inte-

grated with the NDI Polaris optical tracking system.

7.2.2 iUS Tumor Segmentation Protocol

Tumoral tissue in US images is typically identified through abnormal echogenicity or tex-

ture variations compared to healthy tissue. Echogenicity refers to the level of reflectivity

or brightness of tissue on a US image. In this context, variations in echogenicity indicate

potential areas of malignancy, allowing medical professionals to identify and examine po-

tential cancerous lesions. In the study, 19 out of 23 cases’ iUS images (cases 1 to 23) were

segmented, initially following Munkvold et al.’s method [160]. In these cases, initial US

volume segmentations were already available. Four cases (cases 24 to 27) without prior iUS

segmentations relied on MR segmentations to define the tumor region of interest in iUS

images. To be more specific, for these four cases, the MR segmentation served as a starting

point to define the region of interest (ROI) for the tumor in the iUS images. Further details

of the MR segmentation protocol can be found in the work of Munkvold et al. [160].

In the iUS segmentation protocol, 3D Slicer [62], a free and open-source medical image

analysis software, was employed to perform ground truth segmentations on the acquired

iUS images. For cases 24 to 27 that were initiated with MR segmentations due to brain

shift during resection surgery, the boundaries of the tumor in the US images and MR tumor

segmentations did not align [240]. This discrepancy necessitated the registration of MR

tumor segmentations to iUS images using available landmarks from the RESECT database.

This registration process e↵ectively mitigated the misalignment of tumor borders between

the iUS images and their corresponding MR tumor segmentations. Therefore, for cases 24 to

27, the MR segmentations were imported into the 3D Slicer scene and after the registration

step, they were utilized as the initial delineation for iUS.

In all cases, to refine the initial 3D US tumor segmentations, the Label Map Smoothing

module, an existing feature in 3D Slicer, was employed. Subsequently, the smoothed tumor

segmentations were manually fine-tuned to ensure accurate coverage of the tumor region in

the iUS image. To facilitate further correction, FLAIR MR images were registered to iUS

images since MR images were una↵ected by brain-shift e↵ects. These complementary over-

lays served as guidance for generating more precise iUS tumor segmentations. An illustrative

example of tumor segmentation is provided in Fig. 7.3 (a)-(d).
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7.2.3 iUS Resection Cavity Segmentation Protocol

Resection cavity segmentation in iUS images encompasses the volume where tissue has been

resected or retracted during image acquisition. Resection, a surgical procedure character-

ized by the complete removal of tissue or tumors, contributes to the formation of a distinct

three-dimensional space within the brain known as the resection cavity. On the other hand,

retraction, another surgical maneuver, entails cutting tissue and displacing it to the side with-

out complete removal. Hyperechoic signals surrounding cavities in iUS images result from

sound attenuation di↵erences between brain tissue and saline water, as well as the presence

of blood (see Fig. 7.1) [196]. To prevent false positives, only homogeneous, dark signals

were considered as cavities, potentially leading to slight underestimation in cases involving

blood-filled cavities. In challenging cases with small, entirely blood-filled cavities, segmen-

tation was not possible due to indistinguishable borders. For example, in three exceptional

instances (Case 11 during and after resection, and Case 15 during resection), the cavities

appeared notably small and completely inundated with blood, without any noticeable dark

signals.

It is worth noting that, due to the inherent variability in surgical procedures, determining

the precise timing of image capture was challenging since it could occur at di↵erent stages

of the resection process. The crucial factor was ensuring that US images were taken before

the surgeon completed the resection entirely, even if residual tumors remained. The segmen-

tation of resection cavities was conducted using ITK-SNAP [255]. Initially, regularly spaced

slices, approximately one in every five slices, were manually delineated. Subsequently, ITK’s

morphological interpolation, facilitated by ITK-SNAP’s Convert3D command-line tool, was

utilized to fill in the remaining slices. Convert3D is one of the companion tools of ITK-SNAP

that provides additional features. It is a command-line tool that enables the combination

of multiple image processing tasks into e�cient mini-programs, making it an integral tool

in studies involving hundreds of 3D images. In cases where necessary, additional slices

were manually segmented to optimize the interpolation outcome. The segmentation pro-

cess for most RESECT cases was originally carried out by two raters as part of a previous

study [33]. Following an assessment of intra- and inter-rater variability, these segmentations

were reviewed by a neurosurgeon and were then modified accordingly. Subsequently, for this

study, the remaining RESECT cases were segmented, and all cases underwent refinement

during the validation protocol detailed in section 7.2.7.
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hyperechoic signal

resection cavity

(a) (b)

Figure 7.1: Ultrasound image of a resection cavity (a) with and (b) without segmentation.

falx

(a)

falx

(b)

falx

(c)

Figure 7.2: T1 MR (a), (b), and US (c) images of the falx cerebri.

7.2.4 iUS Falx Cerebri Segmentation Protocol

The falx cerebri is the membrane that separates the left and right hemispheres of the brain.

This cerebral falx has a hyperechoic signal in iUS images. It presents a characteristic quasi-

planar shape that appears as a straight line in coronal and axial slices. The falx is also visible

in the MR images, especially T1-weighted (Fig. 7.2). This structure is thus a convenient

landmark that can be particularly useful to anchor registration. The falx is not always

within the iUS volume due to the limited field of view but can be visible depending on the

tumor location. The falx segmentation is, therefore, present for some volumes only. Since

the falx’ bright signal is similar to sulci it is di�cult to localize the inferior border of the

membrane. We, therefore, used the registered T1-weighted MR images to adjust the falx

segmentation in height. Regularly spaced slices were manually delineated using ITK-SNAP

and then interpolated with Convert3D.
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7.2.5 iUS Sulci Segmentation Protocol

For segmentation purposes, sulci were defined as folds filled with cerebrospinal fluid (CSF)

between brain tissue sections. CSF surrounding the brain, such as between the tissue and the

dura mater or tentorium, was not labeled, although it had a similar iUS signal. Sulci were

initially segmented with manual delineation every five slices and morphological interpolation

using Convert3D when moving through the volume in a single direction (e.g., axial slices).

Unlike volumetric structures, sulci are thin, complex, folded surfaces. To capture their

irregular shapes, each volume was annotated in three viewing directions (axial, sagittal, and

coronal), and these segmentations were first interpolated separately and later combined into

a union. While this process resulted in slight over-segmentation, it significantly improved

sulci delineation, according to annotators and neurosurgeons. In each case, the volume

preceding resection underwent segmentation aided by registered MR images to accurately

delineate sulci structures. This initial segmentation served as a reference for segmenting

the volume during and after resection. The manual segmentation process was facilitated by

ITK-SNAP, employing a Wacom One pen tablet, which demonstrated superior speed and

precision compared to a conventional computer mouse.

7.2.6 Pre-operative MR Tumor Segmentation

For completeness, we provide segmentations of the tumors in the pre-operative T2 FLAIR

images. As the cases in the database are lower-grade gliomas, there is no contrast up-

take in the T1 weighted images and the T2 FLAIR images are used to define the tumor

boundaries. The tumors were semi-automatically segmented in 3DSlicer using the Grow-

Cut algorithm [60]. The resulting segmentations were manually corrected when needed and

smoothed with a 2⇥2 mm median filter.

7.2.7 Data Validation

All segmentations presented in this work were validated by two experienced neurosurgeons

(S.D.R., O.S.). The segmentations were presented to the specialists through a case-by-case

3D Slicer scene, including the original iUS image, segmentation masks, and MR images. Fig-

ure 7.3 represents an example of such a scene. We asked specialists to grade all segmentation

masks based on five criteria for three types of structures:

• Quality of tumor: smoothness of the boundaries (SMT), identification of tumoral tis-

sues (IdT), exclusion of non-cancerous tissues (ExT)
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• Quality of resection cavity: identification of resection cavity (IdR)

• Quality of sulci and falx: identification of sulci and falx (IdS)

The grading scheme for each criterion was on a scale of 1 to 5 defined as major improvement

needed, minor improvement needed, acceptable, good quality, and excellent, respectively.

For each criterion, a score of 3 from both surgeons was needed to pass the quality control

of segmentation masks. Otherwise, the masks were revised according to the surgeons’ com-

ments. In determining the choice of a passing score of 3, it is important to clarify that this

decision was rooted in the specific criteria established for surgeons evaluating the dataset.

The selection of 3 as the pass score was deliberate, as it represented the midpoint on the

validation scale of 1 to 5. This choice was informed by the summary of evaluation forms,

aiming to identify a common rating among inter-rater assessments. Given the intricate and

complex nature of brain structures, achieving consensus on a moderate score like 3 ensured

a balanced assessment that accounted for the variability inherent in such evaluations. The

final grades for each patient are presented in Table 7.1.

Figure 7.3: An example of segmentations overlaid with intra-operative ultrasound (iUS) and
MR images (green: tumor; yellow: sulci; red: cerebral falx; blue: resection cavity). iUS
volume before resection: (a)-(d); iUS volume during resection: (e)-(h).

7.3 Data Format and Usage Notes

The proposed segmentations are distributed in the NIFTI format. Upon the acceptance

of this paper, they will be available via the OSF open-science https://osf.io/jv8bk for
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public viewing and downloading and can be freely used by research laboratories as well

as clinical institutes. However, gaining any financial benefits from the distribution of the

proposed segmentation dataset is prohibited. The database is under the CC BY-NC-SA 4.0

License.

7.4 Discussion

The border and shape of brain tumors have long been established as important diagnos-

tic markers in resection surgeries. Several image processing techniques have been adopted

to segment tumors which rely on the creation of mathematical descriptions of the tumor

border. Similarly, identifying resection cavity contours has been used to evaluate the com-

pleteness of tumor resection. Finally, segmenting surrounding cerebral structures can greatly

benefit image analysis during the surgeries. However, validation of image processing tech-

niques needs to be investigated in the case of new data. It is important to highlight that

there are few brain datasets accessible to the public, and even those available, such as the

BITE [150], RESECT [240], and ReMIND [114] datasets, do not include iUS segmenta-

tion of brain anatomies. The absence of US segmentation datasets for the brain is largely

attributed to the complexity of the task. To this end, we have provided the manual segmen-

tations of cerebral structures in iUS images of the 23-patient RESECT dataset, verified by

two expert surgeons through detailed evaluation criteria per brain anatomy. Our proposed

expert-annotated dataset comprises the segmentation masks of brain tumors, resection cav-

ities, the falx cerebri, and sulci. Tumor segmentations of the pre-operative MR images are

also provided as a reference. To the best of our knowledge, this is the first study that publicly

provides a comprehensive expert-annotation segmentation of iUS images. The challenging

procedure of delineating brain iUS images has impeded the publications of such segmen-

tations. This validated dataset serves as a crucial asset for evaluating and benchmarking

various segmentation methods, thereby driving advancements in brain imaging research.

The proposed dataset o↵ers substantial utility, focusing primarily on two pivotal appli-

cations that have the potential to revolutionize brain tumor diagnosis and treatment. As

the first application, it accelerates the development of advanced image analysis algorithms

for brain tumor detection and segmentation, whether based on deep learning or energy min-

imization. With the growing number of segmentation algorithms, there is a need for com-

prehensive evaluation, and this dataset provides a standardized metric for rigorous testing,

propelling advancements in brain cancer treatment. Therefore, the proposed dataset o↵ers an
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Table 7.1: Quality control grade chart for segmentation masks before, during, and after
resection. Grades of the two neurosurgeons are given side-by-side in each cell. For Case
11 (during and after resection) and Case 15 (during resection), the resection cavity was not
labeled (see section 7.2.3).

Validation Scores

Before Resection During Resection After Resection

Patient ID SMT IdT ExT IdS IdR IdS IdR IdS

1 4 4 4 5 4 3 3 4 3 3 4 4 3 4 4 4
2 4 4 4 3 3 5 4 4 3 4 4 4 3 5 4 5
3 4 4 3 3 4 3 3 3 3 4 3 3 4 4 4 3
4 3 4 3 5 4 5 3 4 3 4 4 4 4 5 3 4
5 3 4 4 4 4 4 3 4 3 5 3 4 4 5 4 3
6 3 4 4 5 3 5 3 4 4 5 4 4 4 5 4 4
7 3 4 3 5 4 4 3 4 3 3 4 4 4 5 4 4
8 4 3 4 4 4 5 3 4 3 5 3 4 3 5 4 4
11 4 4 4 4 3 5 4 4 - - 4 3 - - 4 3
12 3 4 4 3 4 3 4 4 3 4 3 4 4 5 4 5
13 4 4 4 4 3 4 4 3 3 5 4 5 3 5 4 3
14 4 4 3 4 4 4 4 4 4 3 4 4 4 4 3 4
15 3 4 3 3 4 3 4 4 - - 4 4 4 4 4 4
16 4 4 4 4 4 4 4 4 3 4 4 4 3 4 3 4
17 3 4 4 5 4 5 4 4 4 5 4 4 3 4 4 4
18 4 4 3 4 3 4 4 4 3 4 3 4 3 5 3 5
19 3 4 3 5 3 5 4 3 3 5 3 5 3 5 4 4
21 3 4 3 4 4 4 3 4 4 5 4 4 4 5 4 4
23 3 4 3 5 3 5 3 4 3 3 4 4 3 5 4 4
24 4 4 4 4 3 5 3 5 3 4 4 4 3 4 4 4
25 4 4 3 4 3 4 3 4 4 3 3 4 3 4 3 3
26 4 5 4 5 3 5 3 5 3 5 3 5 3 5 3 3
27 4 5 3 3 3 5 4 4 3 3 3 4 3 5 3 4

SMT: smoothness of the boundaries, IdT: identification of tumoral tissues, ExT: exclusion of
non-cancerous tissues, IdS: identification of sulci and falx. IdR: identification of resection cavity

opportunity for both technical and clinical communities to rigorously test their algorithms.

Additionally, it o↵ers a unique opportunity for algorithms to excel in multi-instance detec-

tion and segmentation, enhancing performance beyond binary segmentation tasks. Multiple

methodologies are available for binary segmentation problems; however, recent studies sug-

gest that integrating instances into deep learning algorithms not only enhances performance

through parallel multi-instance segmentation but also achieves a comprehensive improvement

overall [36]. Consequently, this dataset acts as a catalyst in refining computer-aided diagnosis

(CAD) systems, enabling multi-instance and multi-organ analyses, thereby revolutionizing
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brain tumor diagnosis and treatment.

The second application is transformative, focusing on developing and validating segmentation-

based registration algorithms to address brain shift challenges during surgery. Brain shift,

involving tissue deformation and displacement, poses precision hurdles in surgery. Integrat-

ing this dataset into registration algorithms provides them with expert-annotated tumor seg-

mentations as a foundation. These resources empower algorithms to dynamically recalibrate

pre-operative images in real-time, aligning them with evolving intraoperative conditions. The

result is an advanced neuronavigation system, o↵ering surgeons accurate, real-time patient

anatomical visualization. This leads to enhanced resection control, minimizing structural

damage risk and optimizing tumor removal. The synergy between segmentation and reg-

istration algorithms has the potential to redefine neurosurgery, equipping surgeons with a

powerful tool to navigate brain shift complexities, ultimately ensuring safer surgeries, bet-

ter patient outcomes, and improved resection control. This advancement holds promise for

revolutionizing the field of neurosurgery.

The proposed RESECT-SEG dataset stands as a pivotal resource for advancing image

processing techniques in neurosurgery. While it o↵ers valuable segmentations of cerebral

structures, it’s essential to acknowledge its limitations. One such concern is the potential

lack of representation of diverse clinical scenarios. Ensuring the dataset encapsulates a broad

spectrum of anatomical variations, tumor types, and imaging modalities is crucial for its

relevance and applicability in broader contexts. Evaluating the generalizability of proposed

techniques beyond the confines of the RESECT-SEG dataset is imperative. Nevertheless,

by adhering to rigorous evaluation protocols, conducting thorough validation processes, and

maintaining transparent reporting standards, the RESECT-SEG dataset can significantly

improve its credibility and impact in advancing neurosurgical image processing techniques.

7.5 Conclusion

In this study, the most comprehensive and validated expert delineations of cerebral structures

within iUS images from the RESECT database were proposed. The primary focus lay in

outlining tumor boundaries within pre-resection iUS 3D volumes and tracking the resection

cavity both during and post-surgery. Additionally, delineated sulci and the falx cerebri were

further provided to enhance surgical precision. This dataset presents an invaluable resource

for both the training and evaluation of DL-based segmentation algorithms and registration

methodologies, thereby presenting a rigorous challenge to their capabilities. This collective
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e↵ort is poised to catalyze advancements in brain tumor treatment and surgical interventions,

ultimately benefiting patients and furthering the realm of medical science.
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Chapter 8

Conclusions and Future Work

This thesis explored new techniques developed for the segmentation and classification of

US images that have been submitted for review or published in peer-reviewed journals and

conferences. In each chapter, we have detailed our achievements and contributions, along

with potential future work specific to each area of research. In this chapter, we aim to

provide a general overview of the entire thesis and present a broader perspective on the

potential directions for future work. This holistic view will highlight the overarching themes

and opportunities for further advancements across the various aspects of our research.

8.1 Conclusions

Clinical US imaging faces significant dataset limitations, primarily because annotating these

images is labor-intensive and relies on expert radiologists. Additionally, hospital restrictions

on data sharing due to privacy policies further hinder the progress of DL-based algorithms

in this area. In light of these challenges, this thesis has focused on creating DL-based

methodologies tailored to di↵erent US applications, especially when limited data is avail-

able. Segmentation of US images presents significant challenges, but it o↵ers a wider array

of applications. It is particularly essential in guided surgeries and enables the tracking and

monitoring of changes in organ geometry during treatments. In this thesis, by prioritizing

segmentation, we aimed to address the specific challenges associated with US applications

and to pave the way for more e↵ective clinical solutions. Additionally, we engaged in the clas-

sification and regression of US images since, from a development perspective, classification

is closely related to segmentation. In classification, we assign labels to entire images, while

in segmentation, labels are applied at the pixel level. Classification is especially valuable
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for detecting abnormalities during patient assessments and diagnostic processes. We also

focused on regression analysis, which assigns a value to each image. Unlike classification,

which provides discrete integer labels, regression yields continuous values. Together, these

methodologies enhance our understanding and application of US imaging in clinical settings.

In Ch. 2, we explored critical considerations for designing deep learning (DL) segmen-

tation networks by addressing two key factors: the choice of data for pre-training and the

size of the receptive field when designing the network architecture. First, we proposed the

use of US simulation images for pre-training, demonstrating that pre-training on simulated

data e↵ectively improves network performance on real phantom data and is preferable to

using natural images when working with limited in vivo data [14, 15]. Second, we analyzed

the impact of dilated convolution and pooling layer size in the U-Net architecture design

to adjust the proper receptive field, emphasizing that these adjustments were crucial for

designing computationally e�cient networks[16]. Our findings suggest that receptive field

size, rather than network depth alone, should guide the design of U-Net-based architectures.

In 3D ultrasound (US) uterus data in Ch. 3, where only 8 scans of patients were available,

we employed 2D models to overcome the limitation of available 3D scans[19]. We showed

that MobileNet-v2 was suitable for clinical use. However, it was noted that the network

performed inadequately on slices near the uterus’s boundaries. To further overcome seg-

mentation challenges, particularly when data availability is limited, in Ch. ??, we employed

knowledge distillation (KD) from teacher to student model using well-defined KD pathways.

This approach allowed us to e↵ectively transfer knowledge from a well-trained teacher model

to a smaller student model with only 0.82 million trainable parameters, which is crucial

when training larger models becomes di�cult due to the scarcity of data. Our segmentation

results can be validated using a more comprehensive database of US image segmentations

[80] and 2D echocardiography US [122]. In Ch. 5, we investigated the fact that increasing

the number of classes in breast classification led to better performance of the deep learning

networks. We further proposed a novel strategy in adding the background of US images as

an additional class [17]. In Ch. 6, we integrated advanced techniques in segmentation and

classification to propose a DeepSarc-US framework for evaluating sarcopenia [22]. DeepSarc

was developed to measure QMT in clinical settings. We compared various deep learning

models and results indicated that there was no significant di↵erence in performance between

CNN and transformer models using the proposed framework. We demonstrated that simpli-

fying the task and pretraining on easier tasks could enhance model performance, particularly

when data was limited. Given the scarcity of datasets for intra-operative US images of brain
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tumors, in Ch. 7, we developed detailed manual annotations for these images [21]. We be-

lieve that making our dataset publicly available to researchers will significantly advance the

field, providing valuable resources for improving algorithms and techniques in brain tumor

treatment and surgical interventions.

8.2 Future Work

In future work, expanding the scope of US image segmentation and classification is crucial,

particularly given the challenges posed by limited data availability. In Chapter 2, we demon-

strated the e↵ectiveness of simulation data in addressing these challenges. Chapter 3 further

explored the use of 2D models for 3D uterus scans to augment the amount of labeled data.

A promising direction for overcoming the limitations of small datasets involves investigating

more advanced techniques, such as generative adverserial nets (GANs) [73], di↵usion models

(DM) [210], and etc., in data augmentation and synthetic data generation. By developing

more realistic and diverse simulated US images, we can enhance the pre-training process

even further. Additionally, generative models can be employed to create synthetic US im-

ages that closely mimic real-world variations, thereby providing additional training data that

can improve the robustness of deep learning models. Two promising generative models in

computer vision are GANs and DM. Both GANs and DM have been recently applied to US

imaging with success [6, 7, 76, 77]. GANs and DMs are particularly advantageous in medical

imaging, where acquiring large amounts of labeled data remains a significant challenge.

Moreover, exploring semi-supervised and unsupervised methods could further optimize

model performance [121]. These methods allow for the utilization of unlabeled data, which

is often more accessible than labeled data, to refine the learning process. Semi-supervised

learning can enhance the model’s generalization ability by combining limited labeled data

with a larger pool of unlabeled data [226]. In contrast, unsupervised methods can uncover

patterns and features within the data without relying on labels.

Another vital avenue for future work is minimizing the challenges associated with small

datasets by focusing on training smaller networks. This approach is particularly valuable in

scenarios with limited computational resources or where extensive datasets are not feasible

for training. In Chapter 2, we demonstrated how adjusting the receptive field size through

proper network design can optimize small networks. Additionally, in Chapter 4, we explored

KD as a method for training small models. Future work could involve refining KD frameworks

by experimenting with various teacher-student architectures and exploring new KD pathways
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and student model designs to optimize knowledge transfer from large, well-trained models

to smaller, more e�cient ones.

In Chapter 6, the proposed DeepSarc framework was employed to measure muscle thick-

ness. An extension of this framework could involve incorporating additional biomarkers,

such as hand grip strength, clinical frailty scales, or frailty indices, for a more comprehen-

sive frailty assessment. This would introduce additional complexity to the training process,

making the investigation of state-of-the-art deep models a potential future direction. Fur-

thermore, in real clinical trials, especially with frail patients who face physical limitations,

data acquisition is limited. In such cases, semi-supervised algorithms could prove to be

invaluable for further exploration.

Additionally, by making our annotated dataset of iUS images of brain tumors, as proposed

in Chapter 7, publicly available, we hope to inspire further innovation in the field. This

dataset will enable the development of more e↵ective deep-learning models for medical image

analysis, ultimately contributing to improved clinical outcomes and advancing ultrasound-

based diagnostics and interventions.

Finally, from an implementation perspective, all segmentation, classification, and regres-

sion models utilize an encoder that serves as the feature extractor. For the developed and

proposed models, an intriguing avenue for future work would be to investigate the develop-

ment of NLP-based encoders such as CLIP encoders [184]. These encoders could facilitate

user interaction by integrating user requests with model performance, thereby enhancing

the overall e↵ectiveness and adaptability of the models. Additionally, integrating Segment

Anything Models (SAM) [117] can be beneficial for segmentation tasks. A promising direc-

tion with significant applications in the medical US, particularly in clinical trials, involves

combining CLIP with SAM models. For instance, when a clinician requests segmentation of

a specific tissue, this interaction could dynamically adjust the model’s application. A model

trained on multiple instances could then respond to physician requests, tailoring its output

to meet specific clinical needs and improving the relevance and accuracy of the segmentation

process.
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Costa Filho. Evaluating the performance of convolutional neural networks with direct

acyclic graph architectures in automatic segmentation of breast lesion in us images.

BMC Medical Imaging, 19(1):1–13, 2019.

[48] AJ Cruz-Jentoft and J-P Michel. Sarcopenia: a useful paradigm for physical frailty.

European Geriatric Medicine, 4(2):102–105, 2013.
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der Lysak. Current limitations of intraoperative ultrasound in brain tumor surgery.

Frontiers in Oncology, 11:851, 2021.

[214] Matt S Stock and Brennan J Thompson. Echo intensity as an indicator of skeletal

muscle quality: applications, methodology, and future directions. European journal of

applied physiology, 121:369–380, 2021.

[215] Howard J Stringer and Daisy Wilson. The role of ultrasound as a diagnostic tool for

sarcopenia. The Journal of frailty & aging, 7(4):258–261, 2018.

[216] Run Su, Deyun Zhang, Jinhuai Liu, and Chuandong Cheng. Msu-net: Multi-scale

u-net for 2d medical image segmentation. Frontiers in Genetics, 12:140, 2021.

[217] Deqing Sun, Xiaodong Yang, Ming-Yu Liu, and Jan Kautz. Models matter, so does

training: An empirical study of cnns for optical flow estimation. IEEE transactions

on pattern analysis and machine intelligence, 42(6):1408–1423, 2019.

[218] Jiawei Sun, Bobo Wu, Tong Zhao, Liugang Gao, Kai Xie, Tao Lin, Jianfeng Sui,

Xiaoqin Li, Xiaojin Wu, and Xinye Ni. Classification for thyroid nodule using vit with

125



contrastive learning in ultrasound images. Computers in Biology and Medicine, 152:

106444, 2023.

[219] Nima Tajbakhsh, Laura Jeyaseelan, Qian Li, Je↵rey N Chiang, Zhihao Wu, and Xi-

aowei Ding. Embracing imperfect datasets: A review of deep learning solutions for

medical image segmentation. Medical Image Analysis, 63:101693, 2020.

[220] Mingxing Tan and Quoc Le. E�cientnet: Rethinking model scaling for convolutional

neural networks. In International Conference on Machine Learning, pages 6105–6114.

PMLR, 2019.

[221] Ali KZ Tehrani, Mina Amiri, Ivan M Rosado-Mendez, Timothy J Hall, and Hassan

Rivaz. Ultrasound scatterer density classification using convolutional neural networks

and patch statistics. IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency

Control, 2021.

[222] Klaus D Toennies. Guide to medical image analysis. Springer, 2017.

[223] Helena R Torres, Pedro Morais, Bruno Oliveira, Cahit Birdir, Mario Rüdiger, Jaime C
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