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ABSTRACT 

 

A Performance Enhanced 1-bit Bandpass Sturdy-MASH Delta-Sigma 

Modulator for Radio-over-Fiber Fronthaul Transmission Systems 

 

 

Jianzhao Gou 

 

Currently, in fronthaul transmission systems of radio access network (RAN), the digitized 

common public radio interface (CPRI) are being widely used. However, with the development of 

5G technology, there are higher demands on signal bandwidth, transmission rate, energy 

consumption, and other aspects in the fronthaul system. Due to its limited spectrum utilization, 

high complexity, and large power consumption of the remote radio head (RRH), the digitized CPRI 

is difficult to satisfy the new requirements of 5G for fronthaul. As an efficient and concise 

modulation scheme, delta sigma modulator (DSM) can replace multi-bit analog to digital 

converters (ADCs) with the passive filters at the receiver side of the fronthaul, significantly 

reducing the complexity of RRHs while meeting the requirements for transmission rate and 

efficiency. Therefore, DSM has received widespread attention in recent years, and there have been 

significant developments in new technologies and various structures related to DSM. 

In this thesis, an in-depth analysis and comparison of several different structures of 1-bit 

DSMs are conducted, and an enhanced 1-bit sturdy multi-stage noise-shaping (SMASH) structure 

for digital fronthaul systems is proposed. The proposed SMASH DSM is based on the traditional 

SMASH structure, with some structural changes and simplifications made to enhance the 

modulator's noise shaping capability. In the thesis, a 100-MHz bandwidth 64 quadrature amplitude 

modulation (64-QAM) orthogonal frequency division multiplexing (OFDM) signal is used as a 

digital baseband signal and then modulated onto RF carriers with a center frequency of 2.5 GHz. 

Finally, the bandpass 1-bit DSM modulation is performed. The process is simulated and 

experimentally verified. 
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The detailed comparison among the traditional single-stage delta-sigma modulator 

(SDSM), the traditional MASH and SMASH, and the proposed SMASH is presented in the 

fronthaul transmission system. The OFDM signal at radio frequency (RF) is quantized to two bits 

by SDSM/MASH/SMASH ADC, and this digitized signal is transmitted over 20-km single mode 

fiber (SMF) in a 2-level amplitude non-return-to-zero (NRZ) or 4-level pulse amplitude 

modulation (PAM4) intensity modulation direct detection (IM-DD) system.  

Firstly, it is found that the proposed SMASH DSM has the widest input dynamic range 

(DR), which means it has better stability, followed by traditional SMASH and MASH, while 

SDSM performs the worst in terms of input DR.  

Then, in the case of fiber transmission systems, the proposed SMASH has better noise 

suppression performance than the traditional MASH and SMASH schemes.  In the directly 

received system, also known as the electric back-to-back (EBTB) system, the error vector 

magnitude (EVM) of the proposed SMASH, traditional MASH, and SMASH are -32.56 dB, -29.03 

dB, and -29.31 dB, respectively. The proposed one has an around 3.2 dB EVM improvement. And 

in the IM-DD fiber transmission over 20-km SMF, the EVM are -24.71 dB, -23.93 dB, and -22.36 

dB, respectively. The proposed scheme also has an around 2.4 dB EVM improvement compared 

to the traditional SMASH.  

Finally, the comparison result of the two SMASH DSMs is verified in the experiment. In 

the case of EBTB and optical back-to-back (OBTB) systems, the proposed SMASH has an over 3 

dB EVM improvement compared with the traditional SMASH. And in the case of the fiber link, 

the EVM for proposed SMASH is increased by 2.76 dB and 2.94 dB compared to the traditional 

one over the 8 km and 20 km fiber, respectively. 
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Chapter 1  Introduction 

 

1.1  Development of communication systems and C-RANs 

 Over the past few decades, the growing number of users and the expansion of application 

scenarios had led to increased demands for bandwidth, data rate, spectrum efficiency, and coverage 

in communication systems, which had significantly accelerated the development of cellular 

communications [1].  

 Before the 2000s, the first generation (1G) and the second generation (2G) of mobile 

communication technology were gradually introduced and developed in the 1980s and 1990s, 

respectively. 1G enabled voice calls with analog signals, and 2G provided voice services as well 

as the use of short messaging service (SMS), with digital signals with a set of protocols named 

Global System for Mobile Communications (GSM) [2]. Plus, with the advent of 2.5G technology, 

the ability to send and receive emails and browse the internet became possible [3].  

 During the 2000s, the introduction of 3G technology brought to advancements in several 

fields, such as mobile TV and video telephony, where the emergence of smartphones and various 

mobile applications is occurring [3]. 3G was built upon the standards developed by the 

International Telecommunication Union (ITU) and was a component of the IMT-2000 

International Mobile Telecommunications effort. The technologies about 3G enabled network 

operators to offer a wider range of advanced services to their clients while also improving network 

capacity by enhancing spectral efficiency [4]. For 1G and 2G, circuit switching (CS) was employed, 

but initially, both circuit and packet switching (PS) were utilized in 3G. The integration of 3G 

technology, along with other factors, had the ability to unify and combine existing cellular 

standards. The standards mentioned included GSM (Global System for Mobile), TDMA (Time-

Division Multiple Access), and CDMA (Code-Division Multiple Access) [5]. The multiple access 

(MA) technology transitioned from TDMA and CDMA to CDMA as the prevailing standard. 

GSM/IS-136 was evolved into Wideband CDMA (WCDMA), whereas CDMA-One transformed 

into CDMA2000. CDMA utilized pseudo-random noise (PN) codes to separate many customers 

and transmitted them simultaneously across the entire available bandwidth [3].  
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 Due to the increase and development of several mobile internet and video applications, 

customers had greater demands for system capacity and data rate during the 2010s, which drives 

the development of fourth-generation (4G) digital cellular technology. To support mobile internet 

and video applications, it is crucial to significantly improve data transmission speeds. Long-term 

evolution (LTE), often known as 4G, is a technology designed to explicitly enable packet-switched 

networking. OFDMA (Orthogonal Frequency-Division Multiple Access), which employs IFFT 

(inverse fast Fourier transform) and FFT (fast Fourier transform) procedures, was selected to 

effectively handle FDMA multiple access [3]. This approach partitions the spectrum into 

subchannels, each separated by a distance of 15 kHz, greatly improving the efficiency of spectrum 

utilization. Multiple-Input Multiple-Output (MIMO) systems have emerged as one of the most 

promising approaches for achieving high data rates and more reliable wireless communication 

systems in recent years. Multiple antennas are installed at both the transmitters and the receivers. 

The capacity of the MIMO system is positively correlated with the number of transmit and receive 

antennas. MIMO systems offer higher multiplexing gain (data throughput), diversity gain, and 

coding gain (link dependability) compared to conventional Single-Input Single-Output (SISO) 

systems [6]. 

 However, during the 2020s, the growing popularity and high demand for new applications 

like virtual reality (VR), augmented reality (AR), high-definition (HD) screening, video 

conferencing, the Internet of Things (IoT), the Internet of Vehicles, and autonomous driving have 

posed various significant challenges to 4G networks in terms of data rate, connectivity, and latency 

[1]. The 5G New Radio (NR) network was born under such demands. Compared to 4G cellular 

networks, 5G is expected to offer increased system capacity, faster data rates for users, much more 

connections, higher band utilization rate, reduced latency, more adaptable bandwidth deployment, 

and a wider range of services. Furthermore, 5G communication systems prioritize enhanced 

security, improved quality of service, and energy-efficient communication solutions. The 

aforementioned requirements are continuously propelling the advancement of 5G, and several 

nascent technologies related to 5G communications have been developed and implemented, such 

as massive MIMO, software-defined networking, Millimeter-Wave, spectrum sharing, Ultra-

Dense Network, and cloud radio access network (C-RAN), etc. [1], [3], [4], [5], [7], [8], [9]. 
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 Table 1-1 illustrates the evolution of communication networks from the 1G to the 5G [1]-

[9]. Evidently, communication networks are developing towards wider bandwidth, higher capacity, 

and faster transmission speeds, while also supporting more intelligent user services. 

Table 1- 1 Evolution of communication networks from 1G to 5G [1]-[9] 

Generations 1G 2G 3G 4G 5G 

Year Before 1980s 1990s 2000s 2010s 2020s 

Multiplexing FDMA 
FDMA, 

TDMA 
CDMA CDMA, OFDM CDMA, OFDM 

Switching Circuit Circuit 
circuit and 

packet 
packet packet 

Speed 2 Kbps 
14.4-64 

Kbps 
2 Mbps 

200 Mbps to 

1Gbps 
Up to 100 Gbps 

Maximum 

Bandwidth 
30 kHz 200 kHz 1.25 MHz 20 MHz Up to 400 MHz 

Technology 
AMPS, 

NMT 
GSM 

WCDMA, 

CDMA2000 
LTE MIMO New Radio 

Service/ 

Applications 
Voice 

Voice and 

SMS 

Voice, SMS, 

Mobile Internet 

High data rate 

Mobile Internet, 

Video streams, 

Wearable Device 

Very high data rate 

Internet, HD 

Video, Wearable 

Device, VR, AR, 

IoT 

 

 Among them, C-RAN is a core technology in 5G network architecture. The growing 

demand for processing power, along with the emergence of diverse small cell traffic patterns, both 

in terms of space and time, make the concept of the C-RAN quite appealing [8]. In the 4G and the 

previous communication networks, the cellular radio station, which is also called evolved Node B 

(eNB), has a variety of functions, including baseband modulation, digital-to-analog conversion 

(DAC), analog-to-digital conversion (ADC), up-conversion, and RF signal transmission, etc. 

However, in 5G C-RAN networks, the conventional eNB is divided into two parts. One is the 

baseband unit (BBU), which is migrated and clustered into a BBU pool, providing large-scale 

collaborative processing (LSCP), while the other part only retains the radio frequency functions 

and is closer to users, referred to as the remote radio head (RRH) [8], [10].  

 Figure 1-1 shows the architecture of C-RAN, in which the BBU pool commonly 

communicates with the RRHs via the Common Public Radio Interface (CPRI) protocol [10]. The 

network connecting the BBUs and RRHs is the fronthaul network, while the network connecting 
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the BBU pool, the eNB, and the core network is the backhaul network. Nowadays, CPRI has been 

the main protocol used in fronthaul networks; however, it is not expected to be the optimal 

resolution due to the increasing bandwidth demands of future fronthaul systems [11]. More and 

more efficient and economical technologies are introduced to satisfy the communication 

requirement of radio-over-fiber (RoF) that is applied to fronthaul systems, such as 1-bit Delta 

Sigma Modulation (DSM), which achieves high sampling rates, reduces the impact of nonlinearity, 

and reduces energy consumption by replacing traditional DACs. DSM has become an important 

research direction for future fronthaul technology. 

 

Figure 1- 1 Mobile backhaul and fronthaul network architecture [12] 

1.2  Introduction to fronthaul and radio-over-fiber systems 

 The rapid growth of mobile users, along with the need for large data capacity, quicker data 

speed, minimal delay, and dependable services, have fueled the development of 5G networks, and 

C-RAN has been applied as a highly promising architecture for meeting the above demands [11]. 

In C-RANs, as the link between BBUs and RRHs, fronthaul is one of the most necessary parts, 

which can be implemented using several technologies, including optical fiber transmission, 

ordinary wireless communication, or even millimeter wave communication [13]. Due to various 
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considerations such as operating costs and transmission efficiency, one of the current development 

trends of 5G technology in fronthaul networks is to allow RRHs to assume fewer processing units 

and hand over a large number of digital-to-analog conversion and information processing functions 

to the BBUs. It is with these factors in mind that the RoF system is widely regarded as a cost-

effective and dependable solution for future access networks. It achieves this by utilizing optical 

fiber, which has a large transmission bandwidth capacity [14]. 

 RoF is a technique that modulates the radio frequency (RF) subcarrier onto an optical 

carrier in order to distribute it over a fiber network. In C-RAN networks, due to the increasing 

demands for transmission rates, bandwidth, and capacity for fronthaul, traditional transmission 

media are struggling to meet these requirements. As a result, RoF systems are becoming an 

increasingly popular solution for fronthaul.  

 Typically, in the RoF structure, a RF signal, usually exceeding 10 GHz, is modulated onto 

a light-wave signal and then sent across the optical link. Hence, wireless signals are transmitted 

on fiber to RRH at high frequencies and then converted from the optical to electrical domain there. 

Subsequently, the signals are amplified and emitted by an antenna. Consequently, there is no need 

for frequency up/down conversion at the different RRHs, which allows for a straightforward and 

cost-effective installation at these stations. Figure 1-2 shows the architecture of the RoF system. 

 

 

Figure 1- 2 Typical RoF architecture in fronthaul system 
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 RoF systems are generally divided into two main categories: analog and digital RoF. 

Analog RoF (ARoF) modulates the optical carrier by analog radio signal, which is a cost-effective 

fronthaul network. However, due to the direct modulation by the optical transmitter, analog RoF 

is easily affected by nonlinear distortion that is introduced with power amplifiers (PAs), memory 

effects, and other transmission nonlinearities. Figure 1-2 also can be shown as the architecture of 

an analog RoF system.  

 Compared with analog RoF system, digital RoF (DRoF) has the ability to overcome the 

issue above because of its resistance to nonlinearity [15]. After the process of up-sampling, the RF 

signal is quantized by ADC and DAC and finally becomes the digitized RF signal. Since the 

generated digital signal only has limited voltage levels, usually 2 levels or 4 levels, the impact of 

nonlinear devices in transmission systems has been greatly reduced. Therefore, digital RoF has 

become one of the most popular solutions used in CPRI. The structure of digital RoF systems is 

illustrated in Figure 1-3.  

 

Figure 1- 3 Digital RoF architecture in fronthaul system 

1.3  Introduction to delta-sigma modulation system 

With the further development of 5G technology, the fronthaul system's requirements for 

bit rates are becoming increasingly demanding. Although DRoF overcomes the nonlinear issue, 

the increasing transmission speeds require ADC/DAC to have higher sampling rates to ensure data 

conversion performance in 5G networks. On the one hand, the additions of ADC/DACs at the base 

station (RRH) bring larger power consumption and compatibility issues; on the other hand, to 

decrease the quantization noise, the ADC/DACs are required more quantization bits, which also 
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increases the complexity and design costs of the base stations. As a result, the DSM system is 

introduced and adapted to deal with the above issues, and more work can be done to improve the 

modulation performance based on the DSM technique.  

A typical RoF transmission system with DSM is illustrated in Figure 1-4. Compared to the 

traditional digital RoF, a bandpass filter replaces the DAC in the base station, which greatly 

decreases the complexity and costs because the filter could be realized with an analog device. 

Moreover, the delta-sigma modulator processes the digital signal in BBU pool or the central station, 

and the ADC/DAC part could apply a 1-bit quantization level to complete the modulation (1-bit 

DSM).  As long as the sampling rate is reasonably increased in the DSM system and appropriate 

structures are adopted, it is easy to meet the requirements of 5G transmission while significantly 

reducing costs. The basic principle and the detailed structures of the DSM will be discussed in 

detail in the following chapters. 

 

Figure 1- 4 A DSM-based RoF transmission system (downlink) 

1.4  Thesis outline 

The thesis will go through the usage and performance of 1-bit DSM technique in a discrete-

time radio-over-fiber fronthaul transmission system. It shall consist of a literature review, theory, 

simulation, experiments confirmation. The rest of the thesis is organized as below: 

Chapter 2 is the literature review about the RoF systems and delta-sigma modulations. This 

part will mainly introduce the basic DSM, high order DSM, and the current development. 

Chapter 3 presents the theoretical principles of delta-sigma modulations, including the 

bandpass delta-sigma modulator, the stability of DSM, and the typical types of multi-stage delta-

sigma modulations, as well as the proposed work.  

Chapter 4 shows the simulation results and the comparisons of current multi-stage DSM 
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and the proposed multi-stage DSM in a RoF transmission system. 

Chapter 5 exhibits the experiment setup and procedures. A comparison of the results 

verifies the structures’s performance. 

Chapter 6 makes the conclusion of this thesis and provides possible improvement for future 

work to achieve better performance in the DSM-based RoF system. 
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Chapter 2 Background and literature review 
 

In chapter 2, Firstly, the RoF system is introduced, highlighting its important position and 

development needs in fronthaul based on DSM, and the key aspects and technologies are also 

involved in its specific implementation, as well as the current application status, which is the main 

content of section 2.1. In section 2.2, the main principles of DSM are discussed, along with its 

primary types and several common implementations of DSM in RoF systems. Plus, N-bit and 1-

bit delta-sigma modulators are described and compared, and the applications mainly consist of 

lowpass and bandpass, each suited for different scenarios. Finally, section 2.3 discusses methods 

to improve DSM performance, including increasing the order and applying cascading schemes, as 

well as their common structures.  

2.1  Radio over fiber system 

2.1.1  Delta-sigma modulation in RoF system for fronthaul interface 

In the 4G era, a proposal was made to improve the capacity, coverage, and flexibility of mobile 

data networks by implementing C-RAN. This involves separating the baseband processing 

functions from the base stations (BS) at cell sites and consolidating them in a centralized BBU 

pool. This simplifies each BS to a RRH and allows for radio coordination among multiple cells 

[16], [17]. Like mentioned in Chapter 1, C-RAN has two parts: one is the backhaul network that 

connects BBU pools to central/base stations, and the other is the fronthaul network from BBUs to 

RRHs, where CPRI is the most used fronthaul interface in 4G. Besides, open base station 

architecture initiative (OBSAI) specifications are also applied as the internal interface by RAN 

vendors [17]. 

The initial version of the CPRI standard was proposed in late 2003 by five producers of radio 

equipment, and the following version was released in 2013 [17].  CPRI addresses the physical 

layer and layer 2 by establishing a frame that encompasses I and Q samples generated from 

digitizing a radio signal, synchronization data, and various control and management information. 

According to that mentioned before, a digital RoF system has a better ability to overcome the 

nonlinear distortion that is introduced by fiber and other nonlinear devices. As a digitization 

interface, CPRI samples and quantizes each LTE signal using a Nyquist ADC with a sampling rate 
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of 30.72 MSa/s and 15 quantization bits and transports the streams with optical intensity 

modulation-direct detection (IM-DD) links [18], [19].  It is advisable to use enhanced CPRI 

(eCPRI) with a divided physical layer to reduce fiber traffic and strengthen the efficiency of the 

fiber link, although it increases the complexity of RRH that consists of analog devices in a low 

physical layer [20]. Figure 2-1 shows the basic operation principle of a Nyquist ADC. 

 

Figure 2- 1 Principle of Nyquist ADC. (a) Digital baseband signal in frequency domain with 

quantization noise distributed in the Nyquist zone. (b) Input analog signal. (c) Nyquist sampling. 

(d) Quantization result. [21] 

However, the utilization of the Nyquist ADC in the CPRI results in the production of 

significant quantization noise that is evenly spread throughout the Nyquist frequency spectrum. 

To reduce quantization noise, a high number of quantization bits are used in each sample, leading 

to low spectral efficiency and the requirement for a wider data bandwidth [20]. As a result, the 

CPRI technique struggles to meet the demands of future fronthaul interfaces. Therefore, in order 

to ensure efficient spectrum utilization while meeting the demand for reducing quantization noise 

in ADCs, the delta-sigma modulation-based interface has emerged and is receiving more and more 

attention. 

Compared with the CPRI-based interface, the DSM-based fronthaul interface utilizes a 

larger sampling rate rather than Nyquist frequency to decrease the quantization noise without more 

quantization bits. The higher sampling rate widens the Nyquist frequency domain and puts the 

quantization noise on a wider frequency range to reduce the in-band noise level. Besides, a kind 

of noise shaping scheme is also used to change the distribution and the shape of the quantization 

noise, which can remove the noise out of the signal band. When an appropriate filter is applied to 

eliminate the out-of-band noise at the receiver side, the original signal could be restored smoothly 
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[21].  Figure 2-2 illustrates the basic principle of a DSM interface with 1-bit or 2-bit quantization 

bits [18].  

 

Figure 2- 2 Principle of basic DSM (a) Digital baseband signal if only one or two bits used at the 

Nyquist rate. (b) Oversampling extending the Nyquist zone. (c) Noise shaping pushing noise out 

of signal band. (d) Filter removing the out-of-band quantization noise [18] 

 2.1.2  Modulation methods and realization 

In modern communication systems, the signal digital modulation is a crucial step, which 

specifically includes processes such as symbol mapping and signal up-conversion, etc. The 

common modulation methods include the amplitude shift keying (ASK), the frequency shift keying 

(FSK), the phase shift keying (PSK), and the quadrature amplitude modulation (QAM), etc. 

Among them, ASK and FSK generally modulate signals in a single carrier, so they are defined as 

non-orthogonal modulation methods. On the contrary, if signals are modulated by two orthogonal 

carriers like sin(x) and cos(x), the modulation is defined as an orthogonal modulation method, such 

as QAM and quadrature PSK (QPSK), which is also known as 4-QAM.  

Compared to non-orthogonal modulation, orthogonal modulation has a higher modulation 

efficiency and is also more conducive to demodulation. With the development of communication 

technology, the demands for coding efficiency and spectrum utilization are becoming increasingly 

high. Orthogonal modulation techniques, represented by QAM, have also become the preferred 

choice. High-order QAM technology is gaining popularity due to its ability to carry more 

information per symbol. Therefore, orthogonal modulation is a necessary modulation method in 

4G and 5G technologies [22]. Figure 2-3 shows a general orthogonal modulation [23].  
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Figure 2- 3 A general orthogonal modulation 

According to Figure 2-3, Am = Ami + jAmq, and Ami and Amq are the in-phase and 

quadrature components separately. The constellation diagram can represent a digital modulated 

signal by orthogonal modulation methods like QAM, and the error vector magnitude (EVM) is an 

effective index to measure the performance of a digital system. Generally, EVM is determined by 

identifying the optimal constellation position for every received symbol. The root mean square 

(RMS) of all error vector magnitudes between the received symbol sites and their nearest 

reference constellation locations defines the EVM of the transmission system [24].  

After mapping the bit streams and before finally up-conversion, in order to further improve 

spectrum utilization efficiency, orthogonal frequency-division multiplexing (OFDM) is also a 

widely used modulation method. Similar to the frequency division multiple access (FDMA) or 

filtered multi-tone (FMT) scheme used in 3G, OFDM is also a medical multi-channel technology 

solution. The difference lies in that OFDM utilizes overlapping subcarrier spectra to enhance 

bandwidth efficiency without applying bandlimited filters and oscillators for every subchannel, 

while in FDMA or FMT, the subchannels are completely separated [25], [26]. 

Figure 2-4 illustrates the basic structure of a multicarrier system and the OFDM 

implementation of multicarrier modulation with IFFT/FFT. Figure 2-5 shows the spectral 

characteristics of FMT and OFDM separately [26], [27].  
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(a) 

 

(b) 

Figure 2- 4 (a) the basic structure of multicarrier system. (b) OFDM implementation with 

IFFT/FFT  
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(a) 

 

(b) 

Figure 2- 5 (a) The spectrum of FMT. (b) The spectrum of OFDM signal (dB) 

2.2  Delta-sigma modulation 

 Delta sigma modulators have emerged as a popular option for the realization of 

analog/digital interfaces in electronic systems. Relative to other types of ADCs, DSMs provide the 

most efficient method for digitizing a wide array of signals across an expanding range of 

applications, including high-resolution low-bandwidth data conversions for digital audio, sensor 

interfaces, instrumentation, ultra-low-power biomedical systems, and medium-resolution 

broadband wireless communications [28].  

This section introduces the main principles of delta-sigma modulation, including 

oversampling and noise shaping and the current applications. Then, N-bit DSM and 1-bit DSM are 
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discussed, as well as the principles, the realizations, and the typical blocks of lowpass and bandpass 

DSM.  

2.2.1  Principles and applications of delta-sigma modulator 

Data converters, including ADCs and DACs, are usually classified into two types: Nyquist-

rate and oversampled converters, like DSMs. In the former group, a one-to-one relationship exists 

between the input and output samples. Each input sample is processed independently, without 

respect to previous samples [29]. For the Nyquist-rate converters, the sampling rate fs can be just 

the Nyquist’s criterion requirements: twice of the bandwidth of the input signal.    

Figure 2-6 shows the operation process of basic analog to digital conversion [28]. An 

analog signal x(t) is sampled firstly by a sampling and holding circuit at a rate fs, which is slightly 

larger than the Nyquist rate. After that, a discrete-time and continuous-amplitude signal 𝑥𝑠(𝑛) is 

created. Then, the signal is quantized by an N-bit quantizer to be mapped as a discrete-valued 

signal 𝑥𝑐(𝑛) and finally becomes a digital output signal 𝑦𝑑(𝑛) after the digitization step [28]. 

 

Figure 2- 6 The operation process of basic analog to digital conversion 

 Compared with the classic Nyquist-rate convertors, the oversampling convertors’ precision 

is not only determined by the quantization bits and the matching accuracy of the analog 

components such as resistors and capacitors [29]. The oversampling data converters utilize the 

much higher sampling rate than the Nyquist rate to get the final output signal where many 

preceding input values are included. It is evident that the DSM converters’ inputs and outputs are 

not a one-to-one relationship, thus the accuracy of the DSM converter can only be assessed by 

comparing the whole input and output waveforms.  
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 The operation process of DSM conversion is illustrated in Figure 2-7 [29]. The 

oversampled signal is input to a loop filter that consists of integrators and then is quantized by a 

quantizer. Finally, the output are reinput to the filter with a feedback loop to realize the conversion 

process. After the moving average filter shown in Figure 2-7, the total output �̂�  is a digital 

representation of the input signal u [29]. 

 

Figure 2- 7 The operation process of DSM conversion 

Recent advancements in contemporary digital communication, along with the proliferation 

of portable devices, have heightened the demand for low-voltage, low-power ADCs. Among them, 

DSMs are an effective option for low-to-medium bandwidth high-resolution [30]. Contemporary 

design trends in DSMs focus on broadening the signal frequency range while maintaining SNR or 

increasing the SNR with a higher central frequency. A lot of research has been done to realize 

better performances of DSM to satisfy the requirements of the development of communication 

systems, such as the commercial continuous-time delta-sigma ADCs, which are integrated on 

CMOS chips [31], and the bandpass DSM that can support ultra-high-order QAM signals in 

fronthaul systems [32]. 

In this thesis, since the research is about the modulation and transmission of digital signals 

in RoF systems, the focus below is on discrete-time DSM and the related transmission system.   

2.2.2  Over-sampling and noise shaping 

In the delta sigma modulation process, over-sampling is the first step before the signal goes 

into the loop filter. If a signal is sampled at a sampling frequency 𝑓𝑠 that is much higher than the 
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Nyquist rate, the ratio that compares the sampling rate to the Nyquist rate is the over-sampling 

ratio (OSR). 

OSR =
𝑓𝑠

2∙𝐵
=

𝑓𝑠

𝐵𝑊
     (2.1) 

where  𝑓𝑠 is the sampling frequency, B is the maximum frequency of the baseband input signal, 

and the BW is the whole bandwidth of the input signal.  

 The above OSR is the definition of a baseband signal. For a bandpass input, for example, 

an intermediate frequency (IF) signal or a radio frequency (RF) signal, the OSR is 

𝑂𝑆𝑅𝑏𝑝 =
𝑓𝑠

2∙𝐵𝑊
      (2.2) 

where 𝑓𝑠 is the sampling frequency and the BW is the bandwidth of the bandpass input signal. 

 Figure 2-8 illustrates the effect of oversampling. It is clear to notice that when the OSR is 

doubled, the quantization noise power is reduced to half (3 dB). Therefore, in the signal band, the 

signal-to-quantization noise ratio (SQNR) is improved by reducing the noise spectral density [33].  

 

Figure 2- 8 The effect for the OSR of 1, 2, and 4 times [33]  

Noise shaping is the second step to improve the SQNR. In this process, the quantization 

noise is altered and moved out of the signal band, which reduces the in-band quantization noise 

density. If an appropriate filter is applied at the receiver side, the out-of-band noise can be removed, 

so the quantization noise that is moved out is less harmful for the whole DSM process [33], [34].  



18 

 

Figure 2-9 shows the generic block diagram of a delta-sigma modulator [29]. The loop 

filter is responsible for noise shaping, which has two inputs: one is the digitized input signal u, and 

the other is the output v of the modulator from the feedback loop.  

 

Figure 2- 9 The generic block diagram of a delta-sigma modulator [29] 

According to the diagram above, in terms of z-transforms, the systems transfer functions 

are described as: 

Y(z) =  𝐿0(𝑧)𝑈(𝑧) − 𝐿1(𝑧)𝑉(𝑧)    (2.3) 

       V(z) =  𝑌(𝑧) + 𝐸(𝑧)      (2.4) 

where E(z) is the quantization noise. For the system, if the signal transfer function and the noise 

transfer function are defined as STF and NTF, respectively, the output V(z) can be expressed as: 

V(z) =  𝑆𝑇𝐹(𝑧)𝑈(𝑧) +  𝑁𝑇𝐹(𝑧)𝐸(𝑧)    (2.5) 

Based on the above functions, it is clear that  

STF(z) =  
𝐿0(𝑧)

1+𝐿1(𝑧)
      (2.6) 

NTF(z) =  
𝐿1(𝑧)

1+𝐿1(𝑧)
      (2.7) 

 Usually, the loop filter consists of integrators, which commonly has the form (1 − 𝑧−1)𝐿 

in the z-domain. From the NTF expression, it is easy to see that NTF will be close to 0 when the 

𝐿1(𝑧) is infinite, showing that the poles of the loop filter are the zeros of the NTF. The loop filter 

with an 𝐿𝑡ℎ order NTF of the form (1 − 𝑧−1)𝐿 should have L poles at the position z = 1 [29]. This 

indicates that there must be L integrators in the loop, which means that the number of integrators 
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decides the order of the DSM or that of the loop filter. Typically, the result of the noise shaping of 

DSM can be presented like Figure 2-10 [33].  

 

Figure 2- 10 Low frequency noise pushed to higher frequencies by noise shaping 

 2.2.3  1-bit and N-bit DSM 

 The number of bits in the quantizer determines whether the delta sigma modulator is a 1-

bit DSM or a N-bit DSM. When applying the quantizer in the DSM, they each have their own 

advantages and disadvantages.  

 Nowadays, single-bit ADC is the most popular quantization method in the DSM. One of 

the most important advantages of 1-bit quantization is that the associated 1-bit DAC in the 

feedback is intrinsically linear. This linearity arises from the characteristic that a single-bit DAC 

possesses merely two output signal levels. The displacement of the DAC output levels only results 

in DC offset or linear gain error, which have a minimal impact on the overall performance of the 

delta sigma modulator [35], [36].  Additionally, the 1-bit quantizer makes the quantizer design 

simple and decreases the strain on the outputs of circuits that drive the quantizer [36], [37].  

 Meanwhile, the drawbacks also exist in the 1-bit modulator. For example, because the ADC 

only has 2 levels, the quantization step size becomes large, leading to a large integrator output 

swing. The op amp's restricted slew rate in the integrator of the loop may result in nonlinearity 
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[38]. In order to guarantee the fast settling of the ADC, more power consumption introduced by 

op amps may be needed [36].  

 As for the N-bit delta sigma modulator, like the traditional ADC’s strategy, increasing the 

number of quantization bits is an effective way to decrease the quantization noise. Theoretically, 

it can be reduced by 6 dB for adding 1 bit to the quantizer. Because the quantization noise is 

reduced, the quantization noise dynamic range is enhanced, and the integrator swings within the 

loop filter are also decreased. Furthermore, multi-bit quantization can enhance modulator stability, 

facilitating the implementation of more aggressive high-order noise shaping to get high resolution, 

even at low oversampling ratios [37]-[41].  

 However, because the output of N-bit feedback DAC is directly pushed into the first 

integrator of the loop filter, any error produced by the DAC, commonly arising from mismatches 

among the components of the multi-bit DAC, emerges at the modulator output without noise 

shaping. What is more, another flaw of the N-bit quantization is the augmented power consumption 

and spatial requirements of the quantizer [36], [41].  

 In this thesis, the IM-DD modulation method is used in the following simulation and 

experiment. Considering the power limitation of the optical laser, the loss and distortion in the 

fiber transmission, and all the conditions discussed above, the 1-bit modulator is applied in the 

DSM design. 

 2.2.4  Lowpass and bandpass DSM 

 As discussed in section 2.1, the loop filter, primarily composed of integrators, mainly 

performs the noise shaping function in DSM. From equation (2.5), NTF and the STF determine 

the functionality and characteristics of the loop filter.  

If the NTF behaves like a high-pass filter in the frequency domain, while the STF does not 

suppress the signal in low frequencies, it means that noise in the low-frequency range is suppressed 

while high-frequency noise can pass through the loop filter. Functionally, this DSM can be used 

as a lowpass DSM. Similarly, if the NTF is set as a band-stop filter, while the STF shows pass-

through characteristics in the signal band, thus this DSM can be regarded as a bandpass DSM. 



21 

 

Following, a 2nd order DSM is as an example to illustrate the frequency response and the 

distribution of zeros and poles of the NTF in lowpass and bandpass DSM.  

Figure 2-11 shows a 2nd order DSM with a cascade of integrators with feedback (CIFB) 

structure [29]. And the loop filter consists of a cascade of two delaying integrators, with the 

quantizer output fed back into each of the integrators with different weight factors. In this way, 

when different factors are designed, the different type of NTF can be obtained.  

 

Figure 2- 11 A 2nd order DSM with CIFB structure 

According to the block diagram above, the NTF and STF are able to calculated: 

NTF(z) =  
(1−𝑧−1)2−(1−𝑐1𝑔1)𝑧−1+1

(1−𝑧−1)2+((𝑎1𝑐1−𝑔1)𝑐2)𝑧−2+𝑎2𝑐2𝑧−1(1−𝑧−1)
    (2.8) 

STF(z) =  
(1−𝑧−1)2+(𝑏1𝑐1−𝑔1)𝑐2𝑧−2+𝑏2𝑐2𝑧−1(1−𝑧−1)+𝑏3

(1−𝑧−1)2+((𝑎1𝑐1−𝑔1)𝑐2)𝑧−2+𝑎2𝑐2𝑧−1(1−𝑧−1)
   (2.9) 

 Based on the calculated NTF and STF, modifying the weight factors can realize different 

functions according to the needs. And correspondingly, the NTF also has different responses in 

the frequency domain. 

 For example, if designing the CIFB DSM as a lowpass structure, the NTF should be like 

a high-pass filter. That means when z is close to infinite, the NTF = 1, which indicates that the 

position of zeros is close to 1 on the unit circle. In the same time, because it is a 2nd order 

structure, the NTF should have 2 poles that are located inside the unit circle to ensure the 
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stability of the system. With the design methods of traditional filters and some tools, the noise 

transfer function of 2nd lowpass DSM can be obtained as 

NTF =  
𝑧2 − 1.999𝑧 + 1

𝑧2 − 1.485𝑧 + 0.5906
 

Figure 2-12 shows the frequency response and the zero-pole plot of the 2nd CIFB lowpass DSM 

 

(a)                                                                            (b) 

Figure 2- 12 (a) Magnitude response of NTF of lowpass DSM in frequency domain. (b) the zero-

pole plot 

Similarly, if designing the CIFB DSM as a bandpass structure, the NTF should be like a 

band-stop filter and the stopband of the NTF should be located at the signal central frequency. N-

path transformation is a good method to transfer a lowpass DSM to a bandpass one, where the 

transformation is realized by letting z = −𝑧𝑁. In this way, a lowpass NTF (with n zeros near z = 

1) into a bandpass NTF with n zeros near z = j and n zeros near z = j. The new NTF has an identical 

gain versus frequency profile as the original NTF, but the frequency axis is compressed by factor 

N [29]. The process of the N-path transformation is shown in Figure 2-13 [29]. 
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Figure 2- 13 A bandpass NTF from a lowpass NTF by applying a 2-path transformation  

Typically, to make sure the input signal appears at the center of the spectrum, the passband 

is usually put at the center, which means that the sampling frequency is generally fixed at four 

times the center frequency of the bandpass signal, that is, 𝑓𝑠=4𝑓𝑐, in order to ensure ω = 0.5π.  

  Based on the N-path transformation method and the requirement of a bandpass DSM, the 

noise transfer function of 2nd bandpass DSM can be obtained as 

NTF =  
(𝑧2 + 0.03627𝑧 + 1)(𝑧2 − 0.03627𝑧 + 1)

(𝑧2 + 0.2275𝑧 + 0.7685)(𝑧2 − 0.2275𝑧 + 0.7685)
 

Figure 2-14 shows the frequency response and the zero-pole plot of the 2nd CIFB bandpass 

DSM 

 

(a)                                                                               (b) 
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Figure 2- 14 (a) Magnitude response of NTF of bandpass DSM in frequency domain. (b) the zero-

pole plot  

 2.3  High order DSM 

 From the previous content, it is clear that through oversampling and noise shaping methods, 

DSM can significantly reduce quantization noise within the signal bandwidth. However, the 1st or 

2nd order basic structures fall far short of the bandwidth requirements of current communication 

systems. According to the 5G NR standard, the channel bandwidth can be up to 100 MHz for the 

FR1 designation, whose frequency range is from 450 MHz to 6 GHz; meanwhile, for the FR2 

designation, whose frequency range is between 24.25 GHz and 52.6 GHz, the maximum channel 

bandwidth is 400 MHz [42], [43]. The basic low order DSM cannot provide enough bandwidth, 

the required signal-to-noise ratio (SNR), and the corresponding stability. So, to enhance the SNR, 

the utilization of high-order DSM and novel feedback architectures such as the multi-stage DSM 

is recommended [32], [44], [45].  

 2.3.1  High order single-stage DSM 

 The simplest way to extend a low order DSM to 𝐿𝑡ℎ -order structure is applying L 

integrators before the quantizer. Figure 2-15 illustrates the topology of an Lth-order single-stage 

DSM with distributed feedback [28].  

 

Figure 2- 15 Lth-order single-loop DSM 

Next, considering the ideal condition of the loop filter, the NTF is easy to be obtained 

through the linear analysis and can be de expressed as 

NTF(z) = (1 − 𝑧−1)𝐿 
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Ideally, the in-band quantization (IBN) noise for a Lth-order NTF (1 − 𝑧−1)𝐿 is given by  

IBN ≈
∆2

12𝜋
∫ 𝜔2𝐿𝑑𝜔

𝜋
𝑂𝑆𝑅

0

=
∆2

12𝜋(2𝐿 + 1)
(

𝜋

𝑂𝑆𝑅
)2𝐿+1 

where ∆ is the distance between the adjacent levels of the quantizer. 

Nonetheless, the performance of this DSM cannot be realized in practice, as if the DSM 

utilizing pure-differentiator FIR NTFs are susceptible to instability when L > 2, resulting in 

unbounded states and inferior SNR relative to linear analysis predictions [28]. In fact, the primary 

source of instability is saturation of the quantizer rather than the quantization process, since if an 

infinite-level quantizer were applied, the modulator would be stable as the state variables would 

not get too large to handle [29].  

From Figure 2-15, the input of the quantizer can be derived as 

Q(z) = STF(z)X(z) + [NTF(z) − 1]E(z) 

the gain of the quantization noise [NTF(z)-1] should not be too large to avoid overloading the 

quantizer. Therefore, it is clear that the signal-dependent stability is expected, which is called the 

maximum stable amplitude (MSA) of a delta sigma modulator [29]. It is defined as the largest 

input for stable operation, normalized to the quantizer’s full scale output M: 

 𝑀𝑆𝐴 =
∆  

max |𝑢|

𝑀
 

For the NTF itself, the scaling coefficients can be designed to limit the out-of-band gain to 

control the input value of the quantizer. In practice, the Butterworth or Chebyshev filter can be 

used as the reference to design the coefficients of NTF, ensuring the cut-off frequency beyond the 

signal band and the almost flat gain in the passband. A widely-used approximate criterion is the 

(modified) Lee’s rule, which provides a practical optimal out-of-band gain (OBG) of the NTF [28], 

[29], [46]: 

||NTF(z)||∞ = max[𝑁𝑇𝐹(𝑧)] ≅ 1.5 

 Considering the above limit and trade-off, various high order single loop DSM have been 

put forward. Some classic high order structures with feedforward or feedback loops have become 
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the foundation for subsequent DSM designs, such as the cascade resonators with feedback (CRFB), 

the cascade integrators with feedforward (CIFF), the mentioned CIFB and so on.  Figure 2-16 and 

Figure 2-17 show a 3rd order CIFF structure and a 3rd order CRFB structure [29].  

 

Figure 2- 16 A 3rd order CIFF structure DSM 

 

Figure 2- 17 A 3rd order CRFB structure DSM 

 2.3.2  Cascade multi-stage DSM 

 As discussed before, to improve the performance of the SQNR of a delta sigma modulator, 

many methods can be applied, such as increasing OSR, the order L of the loop filter, and even the 

quantization bit of the quantizer. However, these ways have their respective limitations. For 

example, higher OSR not only necessitates increased power but is also constrained by the operation 

speed of the existing integrated circuit (IC) technology [28], [29]. Increasing the order of the loop 

filter is contingent upon stability considerations, which restrict the highest allowable input signal 

amplitude for higher-order loops. As for the N-bit quantization, like we talked in the previous 

section, it causes the mismatch and more power consumption.  

 Apart from the methods above, cascade multi-stage structure as another extension topology 

of DSM is an effective strategy to help improve the performance. There are two main multi-stage 
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structures: the multi-stage noise-shaping (MASH) and the sturdy multi-stage noise-shaping 

(SMASH). 

 Figure 2-18 illustrates the concept of MASH structure [29]. The MASH modulator is 

combined with 2 delta sigma modulators, which distribute in 2 stages. The output of the 1st stage 

is derived by 

𝑉1(𝑧) = 𝑆𝑇𝐹1(𝑧)𝑈(𝑧) + 𝑁𝑇𝐹1(𝑧)𝐸1(𝑧) 

where U(z) is the total input signal, 𝐸1(𝑧) is the quantization noise of the first stage, 𝑁𝑇𝐹1(𝑧) and 

𝑆𝑇𝐹1(𝑧) are the noise and signal transfer function of the 1st stage, respectively.  

 Then, according to Figure 2-18, 𝐸1(𝑧) is fed into the second stage loop as the input and is 

modulated by the second DSM. The output is given by  

𝑉2(𝑧) = 𝑆𝑇𝐹2(𝑧)𝐸1(𝑧) + 𝑁𝑇𝐹2(𝑧)𝐸2(𝑧) 

where 𝐸2(𝑧) is the quantization noise of the second stage, 𝑁𝑇𝐹2(𝑧) and 𝑆𝑇𝐹2(𝑧) are the noise and 

signal transfer function of the 2nd stage, respectively.  

 The H1 and H2 at the output of the two stages are the digital filters, which are designed to 

cancel the 1st stage’s quantization noise 𝐸1(𝑧) at the final output V(z). It is clear that if 

𝐻1𝑁𝑇𝐹1 − 𝐻2𝑆𝑇𝐹2 = 0 

the target will be realized. So, the H1 and H2 can be designed as 𝐻1 = 𝑆𝑇𝐹2 and  𝐻2 = 𝑁𝑇𝐹1. 

Finally, the overall output is derived as 

𝑉𝑜𝑣𝑒𝑟𝑎𝑙𝑙(𝑧) = 𝐻1(𝑧)𝑉1(𝑧) − 𝐻2(𝑧)𝑉2(𝑧) = 𝑆𝑇𝐹1 ∙ 𝑆𝑇𝐹2 ∙ U − 𝑁𝑇𝐹1 ∙ 𝑁𝑇𝐹2 ∙ 𝐸2 

The remaining error in the output V is the shaped quantization error 𝐸2, which is operated twice 

noise shaping. Besides, since the input to the 2nd stage is the quantization error 𝐸1, which is itself 

noise-like, the overall quantization noise is suppressed further. What is more, based on the equation 

above, if the 2 stages both are 2nd order DSM, the overall noise shaping is like a 4th order DSM 

while maintaining the stability of a 2nd order structure. 
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Figure 2- 18 A 2-stage MASH DSM structure  

 However, since the NTF and STF are analog transfer functions while the matching filters 

H1 and H2 are digital, the mismatch between them causes the leakage of the 1st stage’s quantization 

noise, which is a critical issue to impact the performance of MASH [29], [40], [45], [47].  

 In order to decrease the influence of the high sensitivity of the cascade multi-stage structure 

to the analog circuit imperfections, the architecture of MASH can be modified to replace the noise 

cancellation with noise suppression, which generates the sturdy MASH (SMASH) structure. 

 Figure 2-19 illustrates the concept of SMASH structure [29]. As the figure shows, there 

are two differences between the MASH and SMASH structures: the first one, the output of the 

second stage is coupled back into the first loop; and the second one, the noise cancellation logic 

(H1 and H2) disappears in the SMASH. According to the changes, the output of the modulator is 

expressed as 

𝑉 = 𝑆𝑇𝐹1 ∙ U − 𝑁𝑇𝐹1 ∙ 𝑁𝑇𝐹2 ∙ 𝐸2 +  𝑁𝑇𝐹1 ∙ (1 − 𝑆𝑇𝐹2) ∙ 𝐸1 

Considering there is always delay in 𝑆𝑇𝐹2 , the 𝑆𝑇𝐹2 = 1  cannot be realized. Thus, 

𝑆𝑇𝐹2 = 1 − 𝑁𝑇𝐹2 will be a good choice to reduce the error of |1 − 𝑆𝑇𝐹2|. Then, the overall output 

is given by 

𝑉 = 𝑆𝑇𝐹1 ∙ U − 𝑁𝑇𝐹1 ∙ 𝑁𝑇𝐹2 ∙ (𝐸1 + 𝐸2) 
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From the equation above, we can notice that the high-sensitivity noise cancellation is 

replaced by low-sensitivity noise shaping while keeping the stability of the MASH structure [29].  

 

Figure 2- 19 A 2-stage SMASH DSM structure 

2.4  Motivation and contributions 

 As a low-cost and efficient modulation method, DSM has garnered increasing attention in 

the development of 5G networks, especially in fronthaul systems. However, for the research about 

DSM in RoF systems, most focus on single-stage structures. Besides, for the research on MASH 

modulator structures, most studies focus on the ADC rather than considering its application in RoF 

transmission systems. At the same time, since traditional DSMs are often used for narrowband 

systems and baseband signal modulation as ADCs, their performance and stability have not been 

thoroughly studied and tested in broadband RF systems. There is also a lack of studies that involve 

the consideration and comparison of various nonlinear factors in RoF systems with multi-stage 

DSM structures. Therefore, considering the excellent performance and stability of the MASH 

structure as a type of DSM, it is necessary to discuss its application in RoF transmission systems. 

In this thesis, a new SMASH delta sigma modulator for fronthaul systems is proposed 

based on the MASH structure, and a comprehensive comparison is made with traditional MASH 
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and SMASH structures. The study includes simulations and experimental verification. One of the 

main contributions of this work is the design of a new SMASH DSM based on the traditional 

SMASH structure. By modifying and re-designing the structure of the two stages of the SMASH 

structure, the noise shaping capability of the proposed modulator has been enhanced while 

maintaining good stability. Furthermore, this work compared the proposed SMASH structure with 

the traditional MASH and SMASH structures under the 5G standard transmission: modulating RF 

signals with a bandwidth of 100 MHz at a sampling frequency of 10 Gbps and transmitting the 

modulated signal over 20-km SMF in the IM-DD RoF system. After the various nonlinear 

distortion effects during the transmission process, such as the Kerr effect and GVD introduced by 

fiber, the proposed new SMASH structures still demonstrated a better performance. Additionally, 

the design concepts and ideas from this process will also contribute to and provide help to our 

research team in the future. 
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Chapter 3  Theoretical analysis of multi-stage delta-sigma 

modulation 
  

This chapter analyzes different types of multi-stage DSM, and proposes a new structure of 

multi-stage DSM, and discusses the principles and differences of them. Besides, the transmitter 

design based on these DSMs is also put here.  

3.1  Transmitter structure design 

 The DSM is a process that modulates the baseband signal to RF signal, where the delta 

sigma modulators, up-convertors, and other signal processing units such as filters are included. In 

this section, the whole structure of transmitter part used is demonstrated, as well as the signal and 

basic modulation mode. 

 In this thesis, a bandpass type delta sigma modulation is used as a basic modulation 

structure, shown as Figure 3-1.  

 

Figure 3- 1 The transmitter structure of a bandpass DSM system 

 The input signal is an equivalent digital baseband signal that has been mapped and 

modulated. The digital baseband signal is a 64-QAM OFDM digital signal with a bandwidth of 

100-MHz. Firstly, the in-phase and quadrature (I/Q) modulation is implemented to up-convert the 

baseband signal to the band-limit RF signal with the high frequency sinusoid carrier. After that, 

before getting into the DSM, the signal has been modulated and up-converted to an analog RF 

signal, and the expression is given by 

u(t) = 𝐼 ∙ cos(2𝜋𝑓𝑐𝑡) + 𝑄 ∙ sin(2𝜋𝑓𝑐𝑡) = 𝐴 ∙ cos (2𝜋𝑓𝑐𝑡 + 𝜑) 
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where I and Q are the in-phase part and quadrature part of the digital baseband signal, and 𝑓𝑐 is the 

carrier frequency, which is set 2.5 GHz in this thesis, also as the central frequency of the RF signal. 

A is the amplitude, and 𝜑 is the phase of the original equivalent digital baseband signal. Figure 3-

2 shows the RF signal in the frequency domain. 

  

(a)                                                                          (b)  

Figure 3- 2 (a) The RF OFDM signal in time domain. (b) in frequency domain.  

 After the up-conversion, the analog RF signal is sent into the bandpass DSM to be 

modulated to the digital RF signal. In the following discussion, the delta sigma modulators 

involved are all bandpass structures. 

3.2  Implemented SDSM, MASH and SMASH modulation 

 In this section, 3 types of DSM are demonstrated. One is a single-stage DSM (SDSM), the 

other two are multi-stage structures, i.e. MASH and SMASH structure.   

3.2.1  SDSM structure and analysis 

In chapter 2, the high order single-stage DSM has been discussed. In this section, a classic 

4th order CRFB DSM structure is introduced and analyzed. 

Figure 3-3 shows the topology of the 4th order SDSM structure with CRFB. 
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Figure 3- 3 A 4-th order SDSM structure with CRFB  

The SDSM structure is a feedback loop including one quantizer and 4 integrators. The input 

signal and output feedback are fed into each integrator individually with weight factors a[k] and 

b[k]. From the figure, it is shown that the first and second integrators are combined with the 

feedback factor −g1 to form one resonator, and the latter 2 integrators are combined with the 

feedback factor −g2 to form the other resonator, which is one of the most typical structures of 

SDSM. Based on the structure, the NTF and STF is given as 

NTF(z) =  
[𝑧2 − (2 − 𝑔1)𝑧 + 1][𝑧2 − (2 − 𝑔2)𝑧 + 1]

(𝑎1 + 𝑎2)𝑧2 − 𝑎2𝑧 + {[𝑧2 − (2 − 𝑔1)𝑧 + 1] ∙ [𝑧2 + (𝑎3 + 𝑎4 − 2+𝑔2)𝑧 + 1 − 𝑎4]}
 

STF(z) =  
(𝑏1 + 𝑏2)𝑧2 − 𝑏2𝑧 + {[𝑧2 − (2 − 𝑔1)𝑧 + 1] ∙ [𝑧2 + (𝑏3 + 𝑏4 − 2+𝑔2)𝑧 + 1 − 𝑏4]}

(𝑎1 + 𝑎2)𝑧2 − 𝑎2𝑧 + {[𝑧2 − (2 − 𝑔1)𝑧 + 1] ∙ [𝑧2 + (𝑎3 + 𝑎4 − 2+𝑔2)𝑧 + 1 − 𝑎4]}
 

Since in the CRFB SDSM structure, the weight factors c[k] are equal 1, which is not put into the 

NTF and STF. 

 For the bandpass input RF signal with the central frequency of 2.5 GHz and the bandwidth 

of 100 MHz and the sampling frequency fs = 4×fc = 10 GHz, the oversampling rate OSR =
𝑓𝑠

2𝐵𝑊
=

50. When choosing the NTF as a band-stop filter, whose stop frequency is 2.5 GHz and the 

approximate range is a little more than 100 MHz, as well as taking the stability into consideration, 

the optimal weight factors and the NTF is shown below. 

 

 

Table 3- 1 The weight factors of SDSM structure 



34 

 

 𝑎1 𝑎2 𝑎3 𝑎4 𝑔1 𝑔2 

SDSM 

-0.0891 -0.0148 -0.4094 0.4094 2.0363 1.9637 

𝑏1 𝑏2 𝑏3 𝑏4 𝑏5 𝑐𝑘 

1 
−3.8858

× 10−16 
1.9987 

−3.2613

× 10−16 
1. 1 

 

NTF(z) =  
(𝑧2 + 0.03627𝑧 + 1)(𝑧2 −  0.03627𝑧 + 1)

(𝑧2 + 0.2275𝑧 + 0.7685)(𝑧2 −  0.02275𝑧 + 0.7685)
 

 

3.2.2  SMASH structure and analysis 

In chapter 2, the SMASH DSM has been discussed. In this section, a classic SMASH 

structure with CRFB and a SMASH structure with CRFF are introduced and compared. Both of 

them are very popular SMASH structures in the current research. 

Figure 3-4 shows the topology of the SMASH structure with CRFB structure in each stage. 
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Figure 3- 4 A SMASH with CRFB structure in each stage 

 In the SMASH structure, each stage of the SMASH is a second order SDSM. The 

quantization noise of the first stage E1 is fed into the second stage as the input. And in the 2nd stage, 

the internal quantization noise E2, smaller than E1, is fed back into the 1st stage to re-participate in 

the noise shaping of E1. Because the loop in every stage is a 2nd order SDSM, the overall structure 

is the 4th order structure, which realizes the high order noise shaping with a better stability 

performance. 

 Considering every stage is a loop filter with input path 𝐿0 and the feedback path 𝐿1. Then, 

based on the structure shown in Figure 3-4, for the second stage, the loop filter is derived as 

𝐿1 =  −
(𝑎3 + 𝑎4)𝑧 − 𝑎4

1 − (2 − 𝑔2)𝑧 + 𝑧2
 

𝐿0 =  
(𝑏3 + 𝑏4)𝑧 − 𝑏4

1 − (2 − 𝑔2)𝑧 + 𝑧2
+ 1 

and then the output of the 2nd stage is given by 

𝑌2 = 𝐿0 ∙ 𝐸1 + 𝐿1 ∙ 𝑌2 + 𝐸2 

at the same time, we already know that 

𝑌2 =  
𝐿0

1 − 𝐿1
∙ 𝐸1 +

1

1 − 𝐿1
∙ 𝐸2 

According to the equations above, it is easy to derive that the 2nd stage’s NTF is expressed as 

𝑁𝑇𝐹2 =  
1

1 − 𝐿1
=

1 − (2 − 𝑔2)𝑧 + 𝑧2

1 − 𝑎4 − (2 − 𝑔2 − 𝑎3 − 𝑎4)𝑧 + 𝑧2
 

Similarly, the NTF of the 1st stage can be given by 

𝑁𝑇𝐹1 =  
1

1 − 𝐿1
=

1 − (2 − 𝑔1)𝑧 + 𝑧2

1 − 𝑎2 − (2 − 𝑔1 − 𝑎1 − 𝑎2)𝑧 + 𝑧2
 

Finally, the overall output of the SMASH DSM is given by 

𝑉 = 𝑆𝑇𝐹1 ∙ 𝑈 + 𝑁𝑇𝐹1 ∙ (−𝑌2 + 𝐸1) = 𝑆𝑇𝐹1 ∙ 𝑈 + 𝑁𝑇𝐹1 ∙ (−𝑆𝑇𝐹2 ∙ 𝐸1 − 𝑁𝑇𝐹2 ∙ 𝐸2 + 𝐸1) 
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So, the total output is shown as 

𝑉 = 𝑆𝑇𝐹1 ∙ 𝑈 − 𝑁𝑇𝐹1 ∙ 𝑁𝑇𝐹2 ∙ (𝐸1 + 𝐸2) 

It is worth mentioning that, in the signal band, the magnitude of the error |1 − 𝑆𝑇𝐹2| can be 

reduced by choosing it with properties similar to those of the NTFs. For example, in this CRFB 

structure, we choose 𝑆𝑇𝐹2 = 1 − 𝑁𝑇𝐹2 

The overall NTF is derived:  

𝑁𝑇𝐹𝑜𝑣𝑒𝑟𝑎𝑙𝑙 =  𝑁𝑇𝐹1 ∙ 𝑁𝑇𝐹2 

𝑁𝑇𝐹𝑜𝑣𝑒𝑟𝑎𝑙𝑙 =
1 − (2 − 𝑔1)𝑧 + 𝑧2

1 − 𝑎2 − (2 − 𝑔1 − 𝑎1 − 𝑎2)𝑧 + 𝑧2
∙

1 − (2 − 𝑔2)𝑧 + 𝑧2

1 − 𝑎4 − (2 − 𝑔2 − 𝑎3 − 𝑎4)𝑧 + 𝑧2
 

 

Since in the CRFB structure of each stage, the weight factor c[k] equals 1, which is not put 

into the NTF and STF. And then, after selecting the optimal NTF in both stages according to the 

zero-optimization theory and the signal transmission requirement, the specific weight factors of 

SMSAH CRFB structure are calculated and shown below, as well as the NTF. 

Table 3- 2 The weight factors of SMASH structure with CRFB  

 𝑎1 𝑎2 𝑎3 𝑎4 𝑔1 𝑔2 Total order 

SMASH 

CRFB 

-0.6711 1.2743 -0.4745 0.9011 1.0533 1.0533 4 

𝑏1 𝑏2 𝑏3 𝑏4 𝑏5 𝑏6 OSR 

-0.6711 1.2743 1.0000 -0.4745 0.9011 1.0000 50 

 

𝑁𝑇𝐹𝑠mash_CRFB(𝑧) =
1 − 0.9467𝑧 + 𝑧2

−0.2743 − 0.0.3435𝑧 + 𝑧2
∙

1 − 0.9467𝑧 + 𝑧2

0.0989 − 0.5201𝑧 + 𝑧2
 

  

Compared with the CRFB structure, the CRFF structure has some key differences. The 

topology of a SMASH structure with CRFF is shown in Figure 3-5.  
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Figure 3- 5 A SMASH structure with CRFF in each stage 

Firstly, for the loop filter in each stage, the feedback paths between output and quantizers 

are replaced by feedforward paths. Thus, the modulator only needs one DAC from the output to 

the input of the first integrator, simplifying the design.  

Furthermore, if the weight factor of the path from the input to the quantizer directly is set 

to 1, as well as that between the input and the second integrator is set to 0, which means the input 

signal is directly fed into the output. In this way, all the integrators of the loop filter only deal with 

the shaped quantization noise components but do not process the input signal, reducing the 

harmonic distortion effectively. Therefore, the feedforward structure is one of the low-distortion 

structures [29].  

In addition, it is precisely because the integrator does not process the signal components 

that its output is independent of the input signal of the modulator. Therefore, increasing the 

amplitude of the input signal will not cause the integrator to overload, thereby enhancing the 

dynamic range of the modulator. At the same time, due to the small output amplitude of the 

integrator, the requirements for the DC gain and the settling time of the op amp are reduced. 
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Based on the CRFF structure shown in Figure 3-5, and considering the common settings 

mentioned above, the loop filter of each stage is derived as 

𝐿𝐹1 =  
(𝑎2𝑐2 − 𝑎1)𝑧−2 + 𝑎1𝑧−1

(1 − 𝑧−1)2 + 𝑐2𝑔1𝑧−2
 

𝐿𝐹2 =  
(𝑎4𝑐4 − 𝑎3)𝑧−2 + 𝑎3𝑧−1

(1 − 𝑧−1)2 + 𝑐4𝑔2𝑧−2
 

From the equation of the loop filter, the NTF of each stage is given by 

𝑁𝑇𝐹1 =  
1

1 + 𝐿𝐹1
=

(1 − 𝑧−1)2 + 𝑐2𝑔1𝑧−2

1 − (2 − 𝑎1)𝑧−1 + (1 + 𝑐2𝑔1 + 𝑎2𝑐2 − 𝑎1)𝑧−2
 

𝑁𝑇𝐹2 =  
1

1 + 𝐿𝐹2
=

(1 − 𝑧−1)2 + 𝑐4𝑔2𝑧−2

1 − (2 − 𝑎3)𝑧−1 + (1 + 𝑐4𝑔2 + 𝑎4𝑐4 − 𝑎3)𝑧−2
 

Similar with the CRFB, the total output is shown as 

𝑉 = 𝑆𝑇𝐹1 ∙ 𝑈 − 𝑁𝑇𝐹1 ∙ 𝑁𝑇𝐹2 ∙ (𝐸1 + 𝐸2) 

where the 𝑆𝑇𝐹1 = 𝑆𝑇𝐹2 = 1, and the overall NTF is derived: 

𝑁𝑇𝐹𝑜𝑣𝑒𝑟𝑎𝑙𝑙 = 𝑁𝑇𝐹1 ∙ 𝑁𝑇𝐹2 

𝑁𝑇𝐹𝑜𝑣𝑒𝑟𝑎𝑙𝑙 =
(1 − 𝑧−1)2 + 𝑐2𝑔1𝑧−2

1 − (2 − 𝑎1)𝑧−1 + (1 + 𝑐2𝑔1 + 𝑎2𝑐2 − 𝑎1)𝑧−2

∙
(1 − 𝑧−1)2 + 𝑐4𝑔2𝑧−2

1 − (2 − 𝑎3)𝑧−1 + (1 + 𝑐4𝑔2 + 𝑎4𝑐4 − 𝑎3)𝑧−2
 

After selecting the optimal NTF in both stages according to the to the zero-optimization 

theory and the signal transmission requirement, the specific weight factors of CRFF SMSAH 

structure are calculated and shown below, as well as the NTF 

Table 3- 3 The weight factors of SMASH structure with CRFF  

 𝑎1 𝑎2 𝑎3 𝑎4 𝑐1 𝑐2 𝑐3 𝑐4 Total order 

SMASH 

CRFF 

0.5659 -0.3622 0.8003 -0.5122 0.8156 1.5625 0.5767 1.5625 4 

𝑏1 𝑏2 𝑏3 𝑏4/G_in 𝑏5 𝑏6 𝑔1 𝑔2 OSR 
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-0.6711 1.2743 1.0000 -0.4745 0.9011 1.0000 1.2800 1.2800 50 

 

𝑁𝑇𝐹𝑠mash_CRFF(𝑧) =
1 − 0.9467𝑧 + 𝑧2

−0.2743 − 0.3435𝑧 + 𝑧2
∙

1 − 0.9467𝑧 + 𝑧2

0.0989 − 0.5201𝑧 + 𝑧2
 

3.2.3  MASH structure and analysis 

In this section a classic MASH structure with CRFF is introduced.  

For SMASH structures, both the feedforward structures such as CIFF and CRFF and the 

feedback structures such as CIFB and CRFB can do the modulation work at each stage. But for 

MASH structures, feedback structures are quite rare.  

As we discussed in Chapter 2, the principle of reducing quantization noise in the MASH 

structure is to eliminate quantization noise through digital filters. However, due to the impossibility 

of achieving a perfect match between the analog circuit part (the noise shaping unit such as NTF 

and STF) and the digital circuit part (such as the digital filter), it is not realistic to completely 

eliminate the quantization noise. Therefore, the noise leakage due to the mismatch is a very 

challenging issue that affects the performance of MASH structures. 

For a MASH structure modulator, a large SQNR requires more precise elimination of 

quantization noise. A high specified SQNR must be achieved through a high-gain op amp with 

fast settling time, which has the ability to reduce the unfiltered leakage to a sufficiently low level 

[29]. 

Based on the above discussion, if a DSM modulator needs to have a fast settling time, the 

amplitude of the output from its internal integrator should be small. Therefore, the low-distortion 

modulator structure, such as CRFF and other feedforward structures, are more suitable choices for 

designing MASH DSM structures. 

Figure 3-6 shows the topology of a MASH structure with CRFF in each stage. 
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Figure 3- 6 A MASH structure with CRFF  

Like the SMASH DSM, each stage of the MASH is a second order SDSM. The 

quantization noise of the first stage 𝐸1 is fed into the second stage as the input. And the 2nd stage 

also does the noise shaping work generating the internal quantization noise 𝐸2, smaller than 𝐸1. 

Then the 1st stage output, including 𝐸1 and the 2nd stage output, including 𝐸2 are sent to the digital 

filters 𝐻1 and 𝐻2, respectively, to cancel the quantization noise.  

Similar to the CRFF SMASH, according to the structure shown in Figure 3-6, the loop 

filter and NTF of each stage is derived as 

𝐿𝐹1 =  
(𝑎2𝑐2 − 𝑎1)𝑧−2 + 𝑎1𝑧−1

(1 − 𝑧−1)2 + 𝑐2𝑔1𝑧−2
                𝐿𝐹2 =  

(𝑎4𝑐4 − 𝑎3)𝑧−2 + 𝑎3𝑧−1

(1 − 𝑧−1)2 + 𝑐4𝑔2𝑧−2
 

𝑁𝑇𝐹1 =  
1

1 + 𝐿𝐹1
=

(1 − 𝑧−1)2 + 𝑐2𝑔1𝑧−2

1 − (2 − 𝑎1)𝑧−1 + (1 + 𝑐2𝑔1 + 𝑎2𝑐2 − 𝑎1)𝑧−2
 

𝑁𝑇𝐹2 =  
1

1 + 𝐿𝐹2
=

(1 − 𝑧−1)2 + 𝑐4𝑔2𝑧−2

1 − (2 − 𝑎3)𝑧−1 + (1 + 𝑐4𝑔2 + 𝑎4𝑐4 − 𝑎3)𝑧−2
 

And the overall output is given by 
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𝑉 = 𝑆𝑇𝐹1 ∙ 𝑈 ∙ 𝐻1 + (𝑁𝑇𝐹1 ∙ 𝐸1 ∙ 𝐻1 − 𝑆𝑇𝐹2 ∙ 𝐸1 ∙ 𝐻2) − 𝑁𝑇𝐹2 ∙ 𝐸2 ∙ 𝐻2 

to satisfy the logic of noise cancelation, removing 𝐸1, the function below should be satisfied as 

𝑁𝑇𝐹1 ∙ 𝐻1 = 𝑆𝑇𝐹2 ∙ 𝐻2 

thus, the digital filter, 𝐻1 and 𝐻2, is given by 

𝐻1 = 𝑆𝑇𝐹2 = 1,     𝐻2 = 𝑁𝑇𝐹1 =
(1 − 𝑧−1)2 + 𝑐2𝑔1𝑧−2

1 − (2 − 𝑎1)𝑧−1 + (1 + 𝑐2𝑔1 + 𝑎2𝑐2 − 𝑎1)𝑧−2
 

and considering the noise leakage from the quantization noise of the first stage 𝐸1, the overall 

output and NTF of the CRFF MASH is derived as 

𝑉 = 𝑆𝑇𝐹1 ∙ 𝑈 − 𝑁𝑇𝐹1 ∙ 𝑁𝑇𝐹2 ∙ 𝐸2 + 𝑛𝑜𝑖𝑠𝑒_𝑙𝑒𝑎𝑘𝑎𝑔𝑒 

𝑁𝑇𝐹𝑜𝑣𝑒𝑟𝑎𝑙𝑙 = 𝑁𝑇𝐹2 ∙ 𝐻2 = 𝑁𝑇𝐹2 ∙ 𝑁𝑇𝐹1 

After selecting the optimal NTF in both stages according to the to the zero-optimization 

theory and the signal transmission requirement, the specific weight factors of CRFF MSAH 

structure are calculated as the same with the CRFF SMASH before 

𝑁𝑇𝐹mash_CRFF(𝑧) =
1 − 0.9467𝑧 + 𝑧2

−0.2743 − 0.3435𝑧 + 𝑧2
∙

1 − 0.9467𝑧 + 𝑧2

0.0989 − 0.5201𝑧 + 𝑧2
 

However, due to the different processing logic for reducing quantization noise, SMASH 

for suppressing noise while MASH for cancelling it, the same form of NTF processes noise from 

both stages 𝐸1 + 𝐸2 in SMASH, but in MASH it only processes the noise only from the second 

stage 𝐸2 while sustaining a certain amount of noise leakage from 𝐸1. 

3.3  Proposed sturdy multi-stage delta-sigma modulator 

 In this thesis, based on the multi-stage DSM and taking a lot of influence factors into 

consideration, a bandpass delta sigma modulator for the RoF system is proposed. 

Figure 3-7 illustrates the topology of the proposed SMASH structure. Unlike the existing 

SMASH structures, the proposed new SMASH structure has some differences from the classical 
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structures in terms of the signal and noise transmission between 2 stages and the optimization 

choices of the structure. 

 

Figure 3- 7 The structure of the proposed SMASH  

First of all, similar to the SMASH and MASH structures mentioned above, due to the 

significant advantages in low-distortion, low latency, larger input dynamic range, and low design 

complexity, a 2nd order CRFF structure is still chosen to be the delta sigma modulator at the first 

stage in the proposed structure. And since a path is set from input directly to the quantizer, the 

signal transfer function of the first stage, 𝑆𝑇𝐹1 = 1.  

The type of topology, whose 𝑆𝑇𝐹1 = 1, is also called unity signal transfer function (USTF), 

which is often reported and used to design multi-stage DSMs [48]. The simplest USTF architecture 

would be the quantizer itself, and the 2nd CIFF structure we talked about in the previous section is 

the common 2nd order structure with simplest structure. 

Then, in contrast to the existing SMASH or MASH structure, the proposed structure 

doesn’t transmit the 1st stage’s quantization noise between the two stages. According to Figure 3-

7, another adder is set before the quantizer to receive the original signal from the direct path, while 
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the previous one only receives the partial quantized noise from the feedforward path of the loop 

filter. Because of the separation, the signal at the point between the 2 adders, x3 shown on Figure 

3-7, can be exported. 

In the traditional structure, the quantization noise of the 1st stage 𝐸1  is obtained by 

subtraction operation. However, there is always a delay in the quantization process, so it is 

impossible to perform the subtraction without any delay. Considering this, the proposed SMASH 

obtains 𝐸1 without subtraction, avoiding the consequent delay, which allows the entire system to 

have a faster response and lower complexity.  

The signal before quantizer is given by 

Y(z) = U(z) + 𝑋3(𝑧) 

and the output of the 1st stage is shown as 

𝑉(𝑧) = 𝑆𝑇𝐹1(𝑧) ∙ 𝑈(𝑧) + 𝑁𝑇𝐹1(𝑧) ∙ 𝐸1(𝑧) 

where 𝑆𝑇𝐹1(𝑧) = 1. Because the CRFF is a low-distortion structure, the output amplitude of 

integrators could be small, which could be considered that 𝑦[𝑛] − u[n] ≈ e[𝑛] in time domain. 

Based on this, the signal at the x3 point can be derived as 

𝑋3(𝑧) = 𝑁𝑇𝐹1
′(𝑧)𝐸1(𝑧) 

Besides, from the figure, the output also given by  

V(z) = Y(z) + 𝐸1(𝑧) = U(z) + (𝑁𝑇𝐹1
′(𝑧) + 1)𝐸1(𝑧) 

It is clearly to obtain the expression of 𝑁𝑇𝐹1
′(𝑧) and the 𝑋3(𝑧) as shown below: 

𝑁𝑇𝐹1
′(𝑧) = 𝑁𝑇𝐹1(𝑧) − 1 

𝑋3(𝑧) = (𝑁𝑇𝐹1(𝑧) − 1)𝐸1(𝑧) 

Therefore, 𝑋3(𝑧) is considered as the shaped quantization noise, which can be the input of 

the second stage fed into the loop filter. However, such an operation means that the signal 𝑋3(𝑧) 

is not the original quantization noise, but rather the shaped noise, which tends to be a litter larger 

than 𝐸1(𝑧) in the whole frequency spectrum. As a result, the modulator in the second stage must 

be capable of handling larger input signals with low distortion to avoid generating harmonics of 



44 

 

the input signal, such as the feedforward structure mentioned before. Considering all the conditions 

above, the low distortion structure, CRFF, is chosen as the modulator of the second stage to reduce 

the input swing of the integrators.  

At this point, we can summarize why the proposed structure chooses CRFF at both stages. 

The first discussion is why the cascade resonator (CR) structure is chosen instead of the cascade 

integrator (CI) structure. Because the CR structure contains an integrator without delay, with a 

transfer function of 
1

1−𝑧−1
, the advantage is that the zeros of NTF will be exactly distributed on the 

unit circle. In contrast, the CI structure with all delayed integrators will cause the zeros to be 

approximately on the unit circle (actually located outside the unit circle). It is concluded that the 

CR structure is inherently more stable than the CI structure. Then the discussion is the reason to 

choose feedforward (FF) rather than feedback (FB) structure in each stage. As mentioned in the 

previous subchapter, in the FF structure, the integrators of the loop filter only deal with the shaped 

quantization noise without input signal components, which leads to the output of the loop filter 

being independent of the input signal of the modulator. In this way, increasing the amplitude of 

the input signal will not cause the integrator to overload, thereby enhancing the dynamic range of 

the modulator. At the same time, due to the small output amplitude of the integrator, the 

requirements for the op amp are reduced. Taking the above discussion into consideration, the 

CRFF is chosen as the base structure of the proposed SMASH DSM. 

Additionally, because the 𝑋3(𝑧) is the shaped noise, becoming larger than 𝐸1(𝑧) due to the 

out-of-band gain, the signal 𝑋3(𝑧) fed into the second stage should be scaled to ensure that the 

second stage does not overload.  

Even so, due to the first stage being a low-distortion structure, the output of the last 

integrator is still controlled within a very small range, and the signal fed into the second stage does 

not contain the original signal. Therefore, the second stage, also being a low-distortion structure, 

still has an excellent input signal range for further processing of quantization noise. Thus, in the 

new proposed structure, the path for the input signal to directly enter the quantizer and the second 

integrator has been removed, allowing the input signal of the second stage to be reshaped again. 

This is equivalent to performing a 4th order noise shaping on the quantization noise of the 1st stage 

𝐸1(𝑧), which not only better suppresses out-of-band noise but also further reduces the use of 

amplifiers, greatly simplifying the complexity of the structure and reducing power consumption. 
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Based on the proposed SMASH structure shown in Figure 3-7, and considering the 

common settings mentioned above, the loop filter of each stage is derived as 

𝐿𝐹1 =  
(𝑎2𝑐2 − 𝑎1)𝑧−2 + 𝑎1𝑧−1

(1 − 𝑧−1)2 + 𝑐2𝑔1𝑧−2
 

𝐿𝐹2 =  
(𝑎4𝑐4 − 𝑎3)𝑧−2 + 𝑎3𝑧−1

(1 − 𝑧−1)2 + 𝑐4𝑔2𝑧−2
 

From the equation of the loop filter, the NTF of each stage is given by 

𝑁𝑇𝐹1 =  
1

1 + 𝐿𝐹1
=

(1 − 𝑧−1)2 + 𝑐2𝑔1𝑧−2

1 − (2 − 𝑎1)𝑧−1 + (1 + 𝑐2𝑔1 + 𝑎2𝑐2 − 𝑎1)𝑧−2
 

𝑁𝑇𝐹2 =  
1

1 + 𝐿𝐹2
=

(1 − 𝑧−1)2 + 𝑐4𝑔2𝑧−2

1 − (2 − 𝑎3)𝑧−1 + (1 + 𝑐4𝑔2 + 𝑎4𝑐4 − 𝑎3)𝑧−2
 

Contrast to the traditional SMASH structure, because the signal fed into the second stage 

is 𝑋3(𝑧) = (𝑁𝑇𝐹1(𝑧) − 1)𝐸1(𝑧), not 𝐸1(𝑧), so the total output is given by 

𝑉 = 𝑆𝑇𝐹1 ∙ 𝑈 + 𝑁𝑇𝐹1 ∙ 𝐸1 − [𝑆𝑇𝐹2 ∙ (𝑁𝑇𝐹1 − 1) ∙ 𝐸1 + 𝑁𝑇𝐹2 ∙ 𝐸2] ∙ 𝑁𝑇𝐹1 

Since 𝑆𝑇𝐹1 = 1, and 𝑆𝑇𝐹2 = 1 − 𝑁𝑇𝐹2 ≠ 1,  

𝑉𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑_𝑆𝑀𝐴𝑆𝐻 = 𝑈 + 𝑁𝑇𝐹1 ∙ [𝑆𝑇𝐹2 ∙ (𝑁𝑇𝐹1 − 1)] ∙ 𝐸1 + 𝑁𝑇𝐹1 ∙ 𝑁𝑇𝐹2 ∙ 𝐸2 

 

Here, compared to the traditional SMASH discussed before, whose total output is given as 

𝑉𝑡𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙_𝑆𝑀𝐴𝑆𝐻 = 𝑆𝑇𝐹1 ∙ 𝑈 − 𝑁𝑇𝐹1 ∙ 𝑁𝑇𝐹2 ∙ 𝐸1 − 𝑁𝑇𝐹1 ∙ 𝑁𝑇𝐹2 ∙ 𝐸2 

It is found that the proposed SMASH structure has a higher order noise-shaping to 𝐸1. 

Because in the multi-stage DSMs, the quantization noise of the first stage 𝐸1  significantly 

influences the system's performance, it is reasonable that the proposed SMASH DSM has a better 

noise shaping ability. 

Furthermore, if scaling the amplitude of the 2nd stage’s input to the same level of total input 

signal, quantization noise in the two stages can be considered as the same level because they are 
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additional noise; that is considered 𝐸1 = 𝐸2 = 𝐸. In this way, the output and the overall NTF of 

the proposed one is given by 

𝑉𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑_𝑆𝑀𝐴𝑆𝐻 = 𝑆𝑇𝐹1 ∙ 𝑈 + 𝑁𝑇𝐹1 ∙ [𝑆𝑇𝐹2 ∙ (𝑁𝑇𝐹1 − 1) + 𝑁𝑇𝐹2] ∙ 𝐸 

𝑁𝑇𝐹𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑_𝑆𝑀𝐴𝑆𝐻 = 𝑁𝑇𝐹1 ∙ [𝑆𝑇𝐹2 ∙ (𝑁𝑇𝐹1 − 1) + 𝑁𝑇𝐹2] 

If substitute the loop filters’ equation, 𝐿𝐹1 and 𝐿𝐹2, the NTF is expressed by 

𝑁𝑇𝐹𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑_𝑆𝑀𝐴𝑆𝐻 =
1 + 𝐿𝐹1 − 𝐿𝐹1 ∙ 𝐿𝐹2

(1 + 𝐿𝐹1)(1 + 𝐿𝐹1)
 

It is obvious that when the input of the 2 stages in the same level, because the loop filters 

are of 2nd order structure, the order of NTF of this structure is at least four, which leads the better 

performance. 

The calculated weight factors and the NTFs in each stage of the proposed SMASH structure 

with CRFF are shown below, which are optimized according to the zero-optimizing technique and 

the specific signal bandwidth requirements.  

 

Table 3- 4 The weight factors of proposed SMASH structure with CRFF  

 𝑎1 𝑎2 𝑎3 𝑎4 𝑐1 𝑐2 𝑐3 𝑐4 Total order 

SMASH 

CRFF 

0.5659 -0.3622 0.8003 -0.5122 0.8156 1.5625 0.5767 1.5625 4 

𝑏1 𝑏3 𝑏4/G_in G_out 𝑔𝑎𝑖𝑛𝑐𝑎𝑠𝑐𝑎𝑑𝑒 𝑔1 𝑔2 OSR 

0.8156 1. 2. 0.5 -0.5 1.28 1.28 50 

 

𝑁𝑇𝐹𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑_𝑆𝑀𝐴𝑆𝐻 =
1 − 6.8682𝑧−1 + 12.1516𝑧−2 − 6.2770𝑧−3 + 3.7929𝑧−4

1 − 2.6336𝑧−1 + 4.9880𝑧−2 − 4.2481𝑧−3 + 2.6143𝑧−4
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Chapter 4  Simulation results and discussions 
 

This chapter demonstrates the simulation results and comparison of different structures in 

electric domain and fiber transmission. The simulation work is mainly proceeded in MATLAB, 

including Simulink, and the VPI Photonics Transmission System (VPI).  

4.1  Simulation system design 

The overall simulation process and schematic diagram are shown in Figure 4-1 

 

Figure 4- 1 Simulation process setup 

 From the beginning, the digital baseband signal is generated on MATLAB. To meet the 

5G NR standard, the OFDM signal is adopted at the baseband with the bandwidth of 100 MHz and 

the subcarrier spacing of 30 kHz. Before the OFDM modulation, the bitstreams are first mapped 

to a 64-QAM signal. Then, they are modulated to subcarriers with certain bits of cyclic prefix (CP) 

to generate the baseband OFDM signal, showing in Figure 4-1 as a digital baseband signal. 

 Next, the OFDM signal is up-converted to radio frequency as shown in Figure 3-1. RF 

sinusoid signal is adopted as carrier with the central frequency 2.5 GHz, and the I/Q modulation 

is applied when two sinusoid signals are set quadrature. Having completed the up-conversion, we 

obtain the RF OFDM signal at 2.5 GHz with a 100-MHz bandwidth. Up to this point, the above 

work is implemented on MATLAB. 

 After that, it is the delta sigma modulation operation to the OFDM signal. Since the input 

is an RF signal, in the simulation, all the delta sigma modulators are bandpass structures. The DSM 

transfers the analog OFDM signal to the digitized signal at a sampling rate of 10 Gbps. Considering 
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the bandwidth of the RF OFDM signal is 100 MHz, the oversampling rate of the DSM is 50. The 

DSM process is implemented on Simulink of MATLAB. 

 For the fiber transmission system, VPI undertakes the optical part simulation. The digitized 

RF signal from DSM in MATLAB is transferred to VPI by co-simulation function. An IM-DD 

optical system is set up on VPI, including the optical modulation by lasers, demodulation by 

photodiodes, and the signal transmission on the fiber link. Completing the whole optical signal 

transmission, VPI samples and transfers the electric signal that outputs from the photodiode to 

MATLAB form. 

 In the end, the received signal is back to MATLAB and implemented down-conversion, 

signal processing, demodulation, and measurements. 

 Since the original digital baseband signal is mapped to 64-QAM, the EVM is applied to as 

a measurement index to evaluate the performance of different structures in the constellation 

diagram. 

4.2  Directly received signal comparison 

 The directly received signal comparison is for evaluating the performance of DSM 

structures. In this step, the receiver side receives signal directly from the output of DSM without 

fiber transmission, which can directly reflect the DSM structures’ performances of quantization 

noise suppression, as the received signal has been implemented down-conversion and 

demodulation without being attenuated and distorted by channels. 

4.2.1  Input dynamic range comparison for DSM structures 

In Chapter 3, one single-stage DSM, two SMASH DSMs, one MASH DSM, and the 

proposed SMASH DSM are introduced. Among them, because the two classic SMASH structures 

have similar performance, to maintain the consistency with the MASH structure between the two 

SMASH structures, the CRFF is chosen to do simulation here. 

As we discussed earlier, the stability of the DSM is a very important indicator. Large inputs 

may lead to quantizer overload, resulting in instability of the modulator. Therefore, the input 
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dynamic range (DR) and the maximum stable amplitude (MSA) reflect the stability and robustness 

of a delta sigma modulator. 

Figure 4-2 illustrates the impact of input signal level on the SNR performance of DSMs. 

The input level of 0 dB represents the input signal peak-to-peak amplitude equals the output range 

of the modulator. It can be seen that small input levels lead to low SNR, and SNR increases 

continuously with the rise in input levels until the input reaches the DSMs’ output range. When 

inputs exceed the proper levels, the instability such as overload of quantizers happens. Therefore, 

the input signal of DSMs needs to be adjusted to a suitable amplitude level to optimize the SNR 

of the digitized signal. 

Figure 4-2 (a) shows the input dynamic range of different DSMs. It can be roughly noticed 

that at the same SNR level, the proposed SMASH structure has the widest input dynamic range, 

followed by traditional SMASH and MASH, while SDSM performs the worst in terms of input 

DR.  

For the traditional SMASH and MASH structure, the SMASH is closer to the large input 

level compared with the MASH, which means the traditional SMASH structure has a better 

performance on the relevant large input. The cause of this situation may be related to the noise 

leakage of the first-stage of MASH structure, which makes the MASH structure more sensitive to 

larger input signals, affecting its stability. 

Additionally, it is obvious that for the same input level, the proposed SMASH structure 

almost has the best performance on SNR. On the contrary, the single-stage DSM performs worst 

on it.  

Figure 4-2 (b) gives the clearer and more detailed information of the delta sigma 

modulators. It can be seen that at the same SNR, 50 dB, for example, the proposed SMASH 

structure has the largest relevant input dynamic range, around 6.5 dB. Then the traditional SMASH 

and MASH have around 5 dB and 4.5 dB input DR at 50 dB SNR level, respectively. The SDSM 

performs worst, having about 3.6 dB input range.    
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(a) 

 

(b) 

Figure 4- 2 (a) The impact of input level (normalized peak-to-peak value to output range) on the 

SNR of DSMs. (b) At the same SNR level, 50 dB, the input range of DSMs shown. 
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4.2.2  Comparison of DSM modulation process and output results 

Because all four structures use 1-bit quantizer to complete the analog to digital conversion, 

the output waveform of each quantizer is an NRZ signal. Thus, since SDSM only has one quantizer, 

its output is NRZ form, which is different from the other multi-stage structures due to the multi-

stage DSMs having two quantizers at least.  

In the following, the detailed modulation process and results of these DSM structures are 

provided. The input amplitudes of them have been adjusted to the optimal level. Figure 4-3 shows 

the analog RF signal before DSM. 

 

(a)                                                                     (b) 

Figure 4- 3 (a) The analog RF signal before DSM in time domain. (b) The RF signal before DSM 

in frequency domain.   

The modulation of the SDSM structure is shown in Figure 4-4. Figure 4-4 (a) and (b) shows 

the digitized RF signal after the DSM in the time domain and the frequency domain, respectively. 

From Figure 4-4 (a), it is seen that the output of SDSM is an NRZ stream form, which is a pulse 

density modulation (PDM) signal. In terms of DSM, the pulse density of PDM reflects the changes 

in signal amplitude to some extent. For example, during a certain period, if the average amplitude 

of the input signal is relatively high, the quantizer of DSM is mostly keeping in a high quantization 
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position. This is reflected in the output of the DSM, where the PDM consistently maintains a high 

amplitude level, resulting in a relatively sparse pulse density.  

In addition, from Figure 4-4 (b), it is clear to see the noise shaping process of a delta sigma 

modulator. Referring to Figure 4-3 (b), we can find that the quantization noise in the signal band 

is moved out and amplified out of band, which is where the integrators in the loop filter are 

functioning in the modulator. 

 

(a)                                                                     (b) 

Figure 4- 4 (a) The digitized RF signal after SDSM in the time domain. (b) The digitized RF signal 

after SDSM in the frequency domain.  

The modulation of the traditional SMASH structure is illustrated in Figure 4-5. Figure 4-5 

(a) and (b) show the digitized RF signal after the DSM in the time domain and the frequency 

domain, respectively. As shown in Figure 4-5 (a), the output of SMASH is in PAM4 form, and the 

density distribution of the signal spectrum does not directly reflect the amplitude changes of the 

input signal because, in the SMASH structure, the overall output is also affected by the noise 

shaping process of the second stage. As discussed in Chapter 2, the quantization noise from the 

first stage is fed into the second stage, and after being shaped by the second loop, it not only exports 

from the system’s output but also enters the first loop again with the quantization noise from the 

second stage. Since the overall output is a combination of the outputs from two stages, when 

appropriate quantizers and cross-stage gain factors are selected, PAM4 is generated as the overall 

output with a good performance. 
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(a) (b) 

Figure 4- 5 (a) The digitized RF signal after traditional SMASH DSM in the time domain. (b) The 

digitized RF signal after traditional SMASH DSM in the frequency domain.  

The modulation of the traditional MASH structure is shown in Figure 4-6. Figure 4-6 (a) 

and (b) show the digitized RF signal after the DSM in the time domain and the frequency domain, 

respectively. It can be found that the output of MASH is not a pure digital signal because, in order 

to cancel the quantization noise of each stage, the matched digital filters are set at the output of 

quantizers, which introduce analog elements to the digital signal. Although CRFF structure is 

applied in each stage, making 𝑆𝑇𝐹1 = 𝑆𝑇𝐹2 = 1, it only leads the digital filter at the first stage 

𝐻1 = 1, while the second filter 𝐻2 = 𝑁𝑇𝐹1. As known, the 𝑁𝑇𝐹1 implements the noise shaping, 

where the output is kind of an analog signal. Therefore, although the output signal has a general 

shape of PAM4, it is not strictly a digital signal; rather, it belongs to a type of analog signal. The 

details can be seen from Figure 4-6 (a). As for Figure 4-6 (b), in the frequency domain, the output 

signal from MASH is similar to that from SMASH, quantization noise is shaped out from the signal 

band.  
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(a)                                                                      (b) 

Figure 4- 6 (a) The digitized RF signal after traditional MASH DSM in the time domain. (b) The 

digitized RF signal after traditional MASH DSM in the frequency domain.  

The modulation of the proposed SMASH structure is illustrated in Figure 4-7. Figure 4-7 

(a) and (b) show the digitized RF signal after the DSM in the time domain and the frequency 

domain, respectively. As shown in Figure 4-7 (a), because the proposed SMASH DSM structure 

is also of SMASH structure, the output of the modulator is also the PAM4, which is combined 

with outputs of the quantizers in two stages. Besides, from Figure 4-7 (b), it is roughly seen that 

the in-band noise is suppressed at a lower level compared to the traditional ones, which means the 

proposed SMASH structure has a better performance on noise shaping. The detailed comparison 

about the performance of noise suppression among these DSM structures is demonstrated in the 

following session.  
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(a)                                                                  (b) 

Figure 4- 7 (a) The digitized RF signal after proposed SMASH DSM in the time domain. (b) The 

digitized RF signal after proposed SMASH DSM in the frequency domain.  

As discussed earlier, for the DSMs, due to their noise shaping function, they effectively 

modulate the signal to the carrier frequency while modulating the noise outside the signal band. 

Therefore, the demodulation can be realized by applying a filter that matches the signal. For 

example, in the case of a bandpass DSM, the NTF is equivalent to a band-stop filter. If a bandpass 

filter with the same passband as the signal is applied at the receiver side, the out-of-band noise will 

be filtered out while also the extraction and demodulation of the signal are achieved.  

It is known that SNR is the most core index to evaluate a system. And in delta sigma 

modulation, the filter, being of the same bandwidth with the signal, is applied to complete the 

demodulation, the SNR is equaled to the directly demodulated SNR measured from the 

constellation diagram, which means the EVM completely reflects the SNR. The relationship 

between them is given by 

SNR(dB) = 20 ∙ lg (
1

𝐸𝑉𝑀2
) 

Figure 4-8 shows the constellation diagram and the EVM of the above DSM structures 

after demodulation. Based on the results, at the same situation, including the input signal, the 

carriers, OSR, the sampling frequency, etc., the proposed SMASH DSM structure has the best 

performance on noise suppression ability, with the EVM equal to -32.56 dB, followed by 
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traditional SMASH (EVM at -29.30 dB) and MASH (EVM at -29.04 dB), while the SDSM at the 

last position, whose EVM is -28.05 dB. So, that means the proposed SMASH structure has around 

3.3 dB improvement over the other two multi-stage structures and around 4.5 dB improvement 

over the single stage structure on EVM. 

 

(a) EVM = -28.05 dB                                        (b) EVM = -29.30 dB 

 

(c) EVM = -29.04 dB                                    (d) EVM = -32.56 dB 

Figure 4- 8 Constellation diagram and EVM of (a) SDSM, (b) traditional SMASH, (c) traditional 

MASH, (d) proposed SMASH  
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 Figure 4-9 shows the signal spectrum of outputs from different DSM structures. From 

Figure 4-9 (a), it is clear that the four types of DSM have different abilities to suppress the 

quantization noise in the signal band. Overall, the multi-stage structure performs better in terms of 

in-band noise suppression compared with the single-stage structure SDSM, which also means that 

they often have a better SNR within the signal bandwidth. Figure 4-9 (b) is an enlargement of the 

black rectangular area in Figure 4-9 (a), showcasing more details on noise suppression within the 

signal band. It can be seen that the proposed SMASH, represented by the red line, has the best 

noise suppression ability among these modulators, while SDSM (the blue line) is the worst. 

SMASH (the yellow line) and MASH (the green line) exhibit similar performances. The above 

result is also consistent with their performance on EVM. 

 

(a)                                                                      (b) 

Figure 4- 9 (a) The signal frequency spectrum of outputs from different DSM structures. (b) Zoon-

in of the circle area of (a).  

4.3  Simulation with fiber transmission 

 This section presents the simulation results of these DSM structures for transmission over 

fiber. The simulation is completed through the co-simulation of MATLAB and VPI. The DSM 

modulated signals are generated by Simulink, and VPI takes the optical simulation work, including 

the optical modulation, fiber transmission, and the optical demodulation, as the optical part in the 

middle of Figure 4-1 shows.  
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The detailed parameters of the fiber transmission system on VPI are shown from Table 4-

1 to Table 4-2. It is an IM-DD system, the direct modulation laser at 1550 nm with the relative 

intensity noise (RIN) of -130 dB/Hz is adopted, which is an analog laser. The optical fiber is the 

standard single mode fiber with the attenuation of 0.2 dB/km and group velocity dispersion (GVD) 

of 17 × 10−6 ps/𝑚2. At the optical receiver side, a PIN photodiode (PD) is chosen to do the optical 

demodulation, and before that, an attenuator is applied to control and change the optical power 

that gets into the PD.  

Table 4- 1 The core parameters of laser 

 Emission Frequency Relative Intensity Noise (RIN) Linewidth 

Values 1550 nm -130 dB/Hz 106 Hz 

 RIN Measurement Power Threshold Current Slope Efficiency 

Values 0.05 W 0.02 A 0.3 W/A 

 

Table 4- 2 The core parameters of fiber  

 Emission Frequency Attenuation Dispersion (GVD) 

Values 1550 nm 0.2 dB/km 17 × 10−6 ps/𝑚2 

 Dispersion slope Nonlinear Index (Kerr effect) Core Area 

Values 0.08 × 103 ps/𝑚3 2.6 × 10−20 𝑚3/𝑊 80 × 10−12 𝑚2 

 

4.3.1  Loss and nonlinearity effects of fiber 

Considering the characteristics of the output signals from the above DSM structures and 

their performance of them in directly transmission in electric field, also called electric back to back 

(EBTB) in previous section, the three multi-stage DSMs, traditional MASH, traditional SMASH 

and the proposed SMASH, are simulated and compared over the fiber transmission system. 

Especially, due to being of the same output form, the two SMASH structures are given more 

attention.  
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For a fiber transmission system, the fiber loss and the main nonlinearity, such as the Kerr 

effect and GVD, are the most important factors affecting transmission quality. Considering the 

above factors, the fiber transmission simulation of these three DSM structures are shown in Table 

4-3 and Figure 4-10, where the optical power to fiber is set at around 4 dBm.  

 

Table 4- 3 The received EVM (dB) after fiber in different lengths of 3 multi-stage DSM structures  

                        Fiber length 

DSM structures 

2 km 4 km 6 km 8 km 10 km 

Traditional MASH -28.94 -28.53 -28.16 -27.69 -27.18 

Traditional SAMSH -29.22 -28.86 -28.25 -27.47 -26.61 

Proposed SMASH -32.30 -31.67 -30.80 -29.84 -28.87 

                         Fiber length 

DSM structures 

12 km 14 km 16 km 18 km 20 km 

Traditional MASH -26.60 -26.01 -25.30 -24.58 -23.93 

Traditional SAMSH -25.72 -24.85 -24.01 -23.22 -22.36 

Proposed SMASH -27.93 -27.04 -26.20 -25.43 -24.71 

 

From Table 4-3, it is seen that after fiber transmission, the proposed SMASH structure still 

has the best performance on EVM. When the fiber length is 8 km, the EVMs of the 3 structures 

are -29.84 dB for the proposed SMASH, -27.47 dB for the traditional SMASH, and -27.69 dB for 

the traditional MASH. So, the proposed SMASH has the 2.37 dB and 2.15 dB improvements 

compared with the traditional SMASH and MASH, respectively. And on the 20-km fiber link, the 

proposed SMASH has the 2.35 dB and 0.78 dB improvements, respectively. 

 The three structures’ frequency spectra are illustrated in Figure 4-10, and the EVMs on 

different fiber lengths are shown in Figure 4-11. Based on Figure 4-10 (a) to (d), it is seen that the 

proposed SMASH structure has the best noise shaping ability compared with the 2 tradition 

structures after 8-km and 20-km fiber transmission. After normalizing the received signal, the 

noise suppression capability within the signal band can be clearly compared from Figure 4-10 (b) 
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and (d). However, according to Figure 4-10 (a) and (c), for the traditional MASH structure, after 

8-km and 20-km of fiber, the attenuation is not as much as in the two SMASH structures.  

Besides, from the relationship between EVM and fiber length in Figure 4-11, it can also be 

seen that the SMASH structure is more sensitive to changes in fiber length. It is because the signal 

modulated by MASH DSM is more like an analog signal, shown in Figure 4-6 (a), which means 

that in the same time interval, the rate of frequency change of the analog signal is not as dramatic 

as that of the digital signal, so there are fewer frequency components in the analog signal during 

that time interval. Also, since the optical power at the receiver side is only 0 dBm, it can be 

considered that the nonlinearity brought about by the Kerr effect is very small, leading GVD as 

the main factor in introducing nonlinear distortion. Compared to the MASH structure, whose 

output signal is similar to an analog signal, the two SMASH structures have more frequency 

components within a certain time slot, and as a result, they suffer more GVD penalties.  

However, as can be seen from Figure 4-11, even though the proposed SMASH is affected 

more by the nonlinear distortion introduced by GVD, it still exhibits the best performance on EVM 

after 20 km of fiber transmission. Here, the optical power to fiber is set at 4 dBm. 

  

      (a)                                                                                     (b) 
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(c)                                                                                      (d) 

Figure 4- 10 (a) The spectrum of 3 DSMs after 8-km fiber, (b) The enlarged spectrum at noise 

suppression band after 8-km fiber, (c) The spectrum of 3 DSMs after 20-km fiber, (d) The enlarged 

spectrum at noise suppression band after 20-km fiber.  

 

Figure 4- 11 EVM vs. fiber length of 3 structures 
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4.3.2  Optical power effect 

Apart from the fiber loss and the nonlinear distortion, the signal transmission over the fiber 

is also affected by the optical power. In the fiber transmission system set up on VPI, attenuators 

are added to control the optical power getting into fiber and received by the photodiode. 

Figure 4-12 illustrates the EVM performance of three DSM structures versus the optical 

power to fiber after 8-km and 20-km fiber transmission. It is clear that when the optical power to 

fiber is less than -10 dBm, for all the structures, the EVM performances have a significant 

improvement with the increase in the optical power, which is because the thermal noise effect 

decreases with the rise of power. According to the requirement about the 64-QAM signal 

transmission in the standards IEEE 802.11, the EVM should be larger than -21.93 dB to ensure the 

quality of the system [49]. From Figure 4-12, if the fiber length is equal to or over 20 km, the 

optical power to fiber is at least -10 dBm to satisfy the requirement. 

 

Figure 4- 12 EVM versus the optical power to fiber for 3 DSM structures  
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Figure 4-13 (a) shows that, after the optical power increased over -8 dBm, the 

improvements of EVM become very slow and limited, and it can be considered that at this point, 

the EVM no longer increases a lot with the enlargement of optical power. From Figure 4-13 (b), it 

can be seen that for the main nonlinear distortions in fiber, the Kerr effect and GVD, if the impact 

of the Kerr effect is not considered, the curve of EVM versus optical power to fiber is very close 

to the curve when both the Kerr effect and GVD are considered; however, if the influence of GVD 

is removed, the relationship between EVM and optical power changes a lot. From Figure 4-13 (c), 

it can be seen that as the power increases, the EVM after 8-km and 20-km fiber transmission has 

significantly improved, and the values far exceed that when taking GVD impact into consideration. 

Moreover, when the optical power is greater than 0 dBm, the curves after 8-km and 20-km 

transmission overlap. This indicates that GVD dominates among the nonlinear factors in the fiber, 

and the optical power to fiber more significantly affects fiber loss and the Kerr effect than GVD. 

Plus, to some extent, increasing the optical power to the fiber can compensate for the fiber's 

inherent loss. 

 

(a) 
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(b)                                                                                      (c) 

Figure 4- 13 (a) EVM versus the optical power to fiber for 3 DSM structures (with Kerr effect 

and GVD), (b) EVM versus the optical power to fiber without Kerr effect, and (c) EVM versus 

the optical power to fiber without GVD. 

4.4  Simulation Summary 

 In this simulation part, firstly, the structures, relevant input characters, and the directly 

received results of four types of DSM are illustrated. SDSM is the single-stage structure, while the 

other three structures, traditional MASH, traditional SMASH, and the proposed SMASH, are the 

multi-stage structures. Among them, the proposed SMASH is a new designed structure based on 

the traditional SMASH DSM, having better performance on the input dynamic range and the 

ability of in-band noise suppression. Besides, due to the poor performance on stability and worse 

noise shaping compared to the multi-stage DSM, the SDSM is not discussed in the fiber 

transmission system modulation. 

 Furthermore, by comparing the transmission performance of the three multi-stage DSMs 

over fiber, they all suffer from fiber loss and nonlinear distortion such as the Kerr effect and GVD. 

Although the traditional MASH structure gets the least nonlinear effect introduced by GVD among 

them because of its analog output, it sacrifices the merit of a digital RoF system, which brings 

more difficulties and distortions when doing the demodulation. Therefore, the main comparison 

focuses on the traditional SMASH and the proposed SMASH. Being of the similar stability and 

noise shaping logic, the proposed SMASH has a better performance on the in-band noise shaping, 
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improving 3.3 dB on the EBTB system and 2.37 dB after the 20-km fiber transmission, 

respectively. Following, the two multi-stage DSMs are discussed in the experiment parts.     
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Chapter 5  Experiment results and discussions 
 

5.1 Experiment system setup 

 Figure 5-1 and Figure 5-2 show the experiment set up. The DSM modulated signal is 

generated in MATAB and sent to the waveform generator to create the real RF signal. The PAM4 

signal (the SMASH DSM output) is sampled at 10.32192 Gbps in the AWG7122B arbitrary 

waveform generator and then modulated to fiber link by direct laser modulation, where a VCSEL 

laser (DBL-VI) from PONEX company is used, with the 7 GHz modulation bandwidth at 1550 

nm wavelength. After modulated, the optical signal is amplified by a C-band Erbium Doped Fiber 

Amplifier (EDFA) and filtered by an XTM-50 optical filter. Then the signal gets through 8 km or 

20 km single mode fiber with the attenuation of 0.21 dB/km at 1550 nm wavelength, which is 

standard single mode fiber with total loss around 1.68 dB and 4.2 dB for the 8 km and 20 km fiber, 

respectively. Then, the signal is received by a photodiode, MITEQ SCMT-100M6G-28-20-M14, 

whose bandwidth is 6 GHz. After that, a low-noise electric amplifier with the model HMC659LC5 

is applied to amplify the small signal, which is sent to the real-time oscilloscope to be detected and 

analyzed.  Besides, an attenuator is set before the PD to control the received optical power.  

 The optical power from the VCSEL laser is around 0.8 dBm with the drive current at 12 

mA. Then, the optical power is amplified by the EDFA with the bias of 81 mA and 120 mA to get 

the optical power to fiber at 1.98 dBm and 4.13 dBm, which are used for 8-km and 20-km of fiber 

transmission, respectively.  

 

Figure 5- 1 Block diagram of the experiment setup 
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Figure 5- 2 The equipment setup for the experiment  

5.2 Directly received performance for two SMASH structures 

 As mentioned in Chapter 4, considering the signal form and stability, in the experiment 

part, the two SMASH DSM structures are mainly discussed. Due to the high OSR of DSM, the RF 

signal has too many digital points for the AWG and the oscilloscope. Separating the whole signal 

into several frames in the time domain doesn’t change the characteristic of the RF signal, which 

can be recombined after being received by the oscilloscope. In this way, the DSM modulated signal 

can be transmitted and received over the fiber system with satisfying the equipment limits.  

Firstly, to evaluate the DSMs’ transmission performance over fiber, it is necessary to test 

the direct transmission without fiber. Here, the EBTB transmission is implemented, where the 

signal generated from AWG is directly received by the oscilloscope. Besides, the optical back-to-

back (OBTB) link is also tested, which means that after optical modulation by laser, the signal is 

directly transmitted to the photodiode. The result is shown in Table 5-1. And the direct waveform 

received (the traditional SMASH structure as the example) in the oscilloscope is shown in Figure 

5-3. Besides, Figure 5-4 illustrates the EVM of the two SMASH structures after the OBTB 

transmission.  
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According to Table 5-1, it is seen that the EVM of OBTB is worse than EBTB in both 

structures. The reason includes that the optical modulation and demodulation introduce extra noise, 

as well as the amplifier after the photodiode also introduces noise.  

From Figure 5-3, it is seen the noise shaping process: the in-band noise is removed out 

from the signal band and amplified in the out-of-band around the carrier central frequency.  

Table 5- 1 The measured EVM of EBTB and OBTB of two DSM structures  

 EVM of EBTB EVM of OBTB 

Traditional SMASH -29.30 dB -22.92 dB 

Proposed SMASH -32.56 dB -26.65 dB 

Improvement 3.26 dB 3.73 dB 

 

 

Figure 5- 3 The received signal spectrum of EBTB (from traditional SMASH)  
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(a) (b) 

Figure 5- 4 EVM of the (a) Traditional SMASH (- 22.92 dB) and (b) Proposed SMASH (-26.65 

dB) after OBTB transmission.  

5.3  Transmission over fiber and demodulation for two SMASH 

structures 

 In this section, the transmission performances over fiber of the two SMASH structures are 

discussed. In the experiment, since there are only two fibers with lengths of 8 km and 20 km, the 

distances of fiber transmission are set at 8 km and 20 km separately, which are enough to reflect 

the influence of fiber on the SMASH structures. When the fiber length is 8 km, the optical power 

into fiber is 1.98 dBm. And when the length is 20 km, the optical power into fiber is 4.13 dBm.  

 Table 5-2 illustrates the measured EVM of the two structures at the fiber length of 8 km 

and 20 km. It is proved that the proposed DSM has better EVM performance over fiber, both with 

8 km (2.76 dB improved) and 20 km (2.94 dB improved). Based on that, there are reasons to 

believe that within the 20-km distance of the fiber link, the proposed SMASH always performs 

better than the traditional DSM.  

Besides, the measured EVMs of the two DSMs are also shown in Figure 5-5 and Figure 5-

6. It is clear to see from Figure 5-5 (a) to (d) that the EVM comparison of the two modulators at 

the fiber distance of 8 km and 20 km, respectively. Figure 5-6 and Figure 5.6 show that the 
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performances of the two SMASH structures are both dependent on fiber length, where fiber loss 

and nonlinearity, mainly GVD, play the leading roles. 

It has to be noticed that the EVM performance in the experiment is typically worse than 

that in the simulation. The reasons may exist in several parts, such as the imperfection of the 

devices, including the AWG and the oscilloscope, and the noise introduced by the process of 

optical modulation and demodulation. For example, because the sampling rate of AWG is set at 

10.32192 Gbps, where the signal bandwidth is around 5 GHz, while the maximum work frequency 

of the direct modulation laser used (VCSEL) is around 7 GHz, less than the signal’s sampling rate. 

This may cause the nonlinear distortion for the RF signal. What is more, the amplifier used after 

the PD also introduces plenty of noise while increasing the amplitude of the signal, which 

commonly happens when the amplitude of the signal has a significant rise or fall with a very high 

frequency. Due to the amplifier’s inability to respond in time in that situation, the delay is easy to 

cause the signal’s amplitude distortion. 

Table 5- 2 The measured EVM of two DSM structures in different length of fiber transmission 

 EVM with 8-km fiber EVM with 20-km fiber 

Traditional SMASH -21.42 dB -18.94 dB 

Proposed SMASH -24.49 dB -21.88 dB 

 

 

(a)                                                                      (b) 
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                                                (c)                                                                      (d) 

Figure 5- 5(a) Measured EVM of traditional SMASH at 8 km with -21.42 dB. (b) Measured EVM 

of proposed SMASH at 8 km with -24.49 dB. (c) Measured EVM of traditional SMASH at 20 km 

with -18.94 dB. (d) Measured EVM of proposed SMASH at 20 km with -21.89 dB. 

 

Figure 5- 6 Measured EVM versus fiber length for the traditional SMASH (blue line) and the 

proposed SMASH (red line). 
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5.4  Experiment summary 

 The experiment compares the transmission performance of two multi-stage DSM structures 

over the optical fiber. Overall, although there is some discrepancy between the experimental results 

and the simulation results, the general trend is consistent with the simulation results. In the 

transmission of OBTB, the proposed SMASH structure improves EVM by about 3.7 dB compared 

to the traditional SMASH structure. Meanwhile, the experiment results show that the EVM for the 

proposed structure is increased by 2.76 dB and 2.94 dB over the 8 km and 20 km fiber, respectively. 

The performance increase is similar to the simulation results.  

 

 

 

 

 

 

 

 

 

 

 

 

 



73 

 

Chapter 6  Conclusions and future work  

  

6.1  Thesis conclusion 

Due to the widespread application of 5G, the demands for communication systems are 

becoming higher, such as more efficient transmission rates and larger channel bandwidth, etc. This 

requires modulators to have better performance, for instance, they are expected to have high SNR, 

high stability, and modulation efficiency. The digital RoF system is one of the optimal solutions 

for RF signal transmission; meanwhile, the low-cost modulation method, DSM, has also become 

a popular scheme. How to combine them together has received more and more attention, especially 

in fronthaul transmission systems. However, in the current research on DSM, there is relatively 

little focus on RF signals and bandpass systems. Most studies concentrate on the characteristics of 

DSM as an ADC itself and its role in narrowband signal modulation. With the current significant 

increase in the demand for broadband RF signal modulation, the research on bandpass DSM holds 

certain importance. Especially in fronthaul systems, designing an appropriate DSM can enhance 

the transmission efficiency and performance, as well as reduce the complexity of the structure 

design. Besides, when it comes to improving the performance of the modulator, a lot of research 

focuses on increasing the order of the DSM. However, high-order single-stage DSMs easily 

encounter stability issues, and as each integrator is connected in cascade, the output swing caused 

by noise shaping becomes increasingly larger, which makes the integrator prone to overload and 

instability, limiting the signal range in the system's input.  

This study proposes a new multi-stage DSM structure based on the current traditional 

SMASH structure, with some improvements made. A comprehensive comparison with the 

traditional DSM structure was conducted through simulations in MATLAB and VPI, and finally 

verified in the experiment. In this thesis, a 64-QAM OFDM signal with a bandwidth of 100 MHz, 

which is satisfied with the 5G RF1 standard (the maximum design bandwidth of RF1 is 100 MHz), 

is used as a digital baseband signal for modulation, and then it is upconverted to a carrier with a 

frequency of 2.5 GHz, followed by DSM modulation at an OSR of 50.  

In the simulation work, it can be seen that, with the order of the whole system remaining 

unchanged, reducing the order for each stage results in higher stability and a larger dynamic range 

for the DSM modulation system. The results show that the proposed SMASH structure has an 
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improvement in SNR compared to existing structures. For example, in the directly received signal 

reception system (EBTB), its EVM is improved by 4.5 dB compared to SDSM and by 3.3 dB 

compared to the two multi-stage structures. In the RoF system, after fiber transmission of 8 km 

and 20 km, the proposed SMASH shows improvements in EVM of 2.37 dB and 2.15 dB compared 

with traditional SMASH and MASH at 8 km, and 2.35 dB and 0.78 dB at 20 km, respectively.  

In the experiment, the proposed SMASH structure is compared with the traditional 

SMASH structure. Similar to the simulation, the experimental results show the same trend, 

indicating that the proposed structure performs better than the traditional SMASH DSM across 

different lengths of optical fibers, with 20 km of fiber also being one of the design standards for 

the fronthaul system. Therefore, from the experimental results, the newly designed SMASH 

structure has achieved performance improvements over the existing multi-stage structures. To be 

precise, it has been verified that the proposed SMASH structure improves the EVM by 3.26 dB 

and 3.73 dB in the EBTB and OBTB systems, respectively, compared with the traditional SMASH 

structure. And in the RoF systems with fiber lengths of 8 km and 20 km, the improvements are 

2.76 dB and 2.94 dB, respectively. 

6.2  Future work 

Due to limitations in design and production processes, the DSM modulator cannot be 

designed with great flexibility. Some NTF in modulators theoretically have good performance, but 

their designs are not practical, and sometimes compromises and trade-offs need to be made. 

Besides, as a DSP structure, DSM is not a linear system and can also suffer from some nonlinear 

distortions due to nonlinear components, such as integrators, power amplifiers, and so on. In the 

electrical domain, it may be worth considering methods like predistortion to compensate for the 

potential nonlinear distortions. Additionally, in the optical domain, it may be possible to adopt 

more efficient transmission methods with higher SNR performance for modulation and 

transmission along optical paths by integrating external modulators, such as mode-locked lasers 

and wavelength division multiplexing (WDM) modulation, etc. 
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