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Abstract

Essays on Structural Labour Supply and Government Policies

Arezoo Banihashem, Ph.D.

Concordia University, 2025

This thesis uses a structural modeling approach to assess labour supply and evaluate policy pro-

grams. The first chapter compares labour market outcomes for high school dropouts to graduates in

Quebec, Ontario, Alberta, and British Columbia. Results show that dropouts face worse outcomes

across all provinces, with Quebec having a significantly higher proportion of male dropouts. Simula-

tions aimed at boosting employment incentives for low-skilled individuals emphaise the importance

of long-term strategies that enhance skill acquisition and reduce financial barriers. Current welfare

eligibility criteria offer limited incentives to transition from welfare to work at modest wages.

The second chapter focuses on modeling individual heterogeneity, particularly unobserved char-

acteristics, using random coefficients. It uses Monte Carlo simulations across six scenarios with

varying shapes and variances for the distribution of unobserved characteristics. Findings reveal that

methods accounting for heterogeneity perform well when variances are small, but become sensi-

tive to distribution shapes as variances increase, indicating the need for more flexible models in

high-variance contexts.

The final chapter examines the labour supply of single mothers, with a focus on childcare utilisa-

tion and social assistance participation. Contrary to traditional views, the study finds that childcare

costs are no longer a significant barrier to employment, with access to childcare being a more crit-

ical issue. Policies targeting direct employment incentives may be more effective in increasing

labour force participation. The chapter also highlights the role of unobserved preferences in shap-

ing work decisions, suggesting that current programs may be limited by not fully addressing these

behavioural factors.
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Chapter 1

High School Dropouts in Québec:

Outcomes and Policy Simulations

1.1 Introduction

For decades, the high school dropout rate in Quebec has been among the highest in Canada

and it has been consistently higher than the one in Ontario.1 In 2018, the proportion of men aged

25 to 34 with less than high school was 11 percent in Quebec - the highest of all provinces, see

Statistics Canada (2019). By comparison, the corresponding proportion for Ontario was 6 percent.

Further, the dropout rate in Quebec was significantly lower for females (6 percent). The persistently

high incidence of dropping out of high school has attracted attention of policy makers as well as

academics and other members of the Quebec society. For example, the Action Group on Student

Retention and Success in Quebec was formed in 2008 to examine the issue and they produced a

report in 2009 that both documents the situation and provides an action plan for improving student

retention and high school graduation.

In the paper, and consistent with evidence elsewhere, high school dropouts experience lower

wages, fewer employment opportunities, poorer health outcomes and higher incidences of criminal

activities and welfare use than those with more education.2 This adds up to a significant cost to
1Throughout this paper, we will use the term high school dropout for persons that have not obtained a high school

diploma or a Diplôme D.E.S in Québec.
2We will use the terms welfare and social assistance interchangeably in this paper.
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society through loss of tax revenues and increased expenses on government transfers. The report

estimates the cost to be as high as $120,000 per person in Quebec. Results reported in Lemieux

and Milligan (2008) suggest that this cost may be higher in Quebec than in other provinces as

the employment rates for dropouts tend to be lower and welfare participation rates higher in this

province.

In this paper, we will focus on labour market outcomes for those without a high school diploma,

recognising that there may also be other aspects associated with lower educational attainment that

negatively impact individuals over their life-cycle, such as health and criminal activities. In par-

ticular, we will utilize recent data on young male high school dropouts in Quebec, collected in the

2016 Canadian Census, and provide an in-depth analysis and assessment of different policy options,

designed to improve and stimulate labour market attachments for this group.3

Using these data and when comparing outcomes across four different provinces (Quebec, On-

tario, Alberta and British Columbia), we find that the average hourly wage among high school

dropouts (expressed in 2015 dollars) was lowest in Quebec (at $20) and highest in Alberta (at $29).

In Ontario and British Columbia, the average wage was $22. However, when comparing average

wages for high school dropouts relative to high school graduates, dropouts from Quebec are doing

better than dropouts in other provinces because the average wage of high school graduates is also

lowest in Quebec.

In terms of employment rates, dropouts in Quebec and Ontario fare worse than those in Alberta

and British Columbia, and the same is true for welfare participation. When comparing these mea-

sures for high school dropouts relative to high school graduates, dropouts from Quebec have lower

relative employment rates than dropouts from Ontario, Alberta and British Columbia. In terms of

welfare, participation rates are substantially higher among dropouts than among high school gradu-

ates in all provinces (the participation rates are 2.5 times higher for dropouts in Quebec, Ontario and

Alberta and even higher in British Columbia). Overall, in all measurable outcomes (wages, employ-

ment, and welfare participation) and for all four provinces, high school dropouts are substantially

disadvantaged when compared to high school graduates.
3We limit attention to male individuals without a high school diploma primarily because the dropout rate is substan-

tially higher for males than for females. Further, the labour market activities of young males are easier to analyse since
we can ignore fertility decisions.
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It is important to analyse the weak performance of high school dropouts in the labour market

and the role for government policies. While each province aims to improve living standards of low-

skilled workers and limit the incidence of poverty, they must also ensure that the measures do not

eliminate work incentives. This is a difficult balancing act and different provinces have adopted dif-

ferent approaches. Estimating and evaluating the responsiveness of this low-skill group to a variety

of current and potential welfare policies can aid policymakers in making better-informed, evidence-

based, decisions when trying to influence the labour supply and welfare participation decisions of

this group.

This issue may be more important than ever before as technological improvements in the labour

market are expected to dramatically change the landscape for low-skilled workers in ways never

seen before. It is therefore critical to investigate and analyse alternative policy measures designed

to improve outcomes for this group. In this paper, we will develop and estimate a simple economic

model of labour supply and welfare take-up and use it to conduct a series of counterfactual policy

experiments. A similar model was used in Hansen and Liu (2015) who showed that such a model

was able to accurately estimate the treatment effect of a large increase in social assistance benefits.

The experiments we consider include both carrots and sticks. For example, we simulate the

effects of lowering the benefit reduction rate and of expanding earned income tax credits. These

exemplify policies designed to improve economic incentives to work and have been discussed and/or

implemented both in Quebec and in other jurisdictions. We also simulate the effects of changes to

the social assistance program that are designed to make reliance on welfare less appealing, such as

reducing benefit levels.

As mentioned above, we focus on the labour supply incentives, manifested through wages and

government transfers, facing this group. Because the dropout decision itself is important we also

simulate the potential impact of a mandatory high school reform where the decision to drop out

of high school is removed on employment and welfare use. The findings from this exercise illus-

trates the importance of permanent idiosyncratic heterogeneity (such as preferences for education

and scholastic aptitudes) for success in the labour market, especially when compared to (marginal)

changes in the economic environment.

The results in this paper highlight the importance of long-term preferences for work and leisure

3



as well as financial incentives. In order to reduce the number of welfare caseloads among low-

skilled youth and improve their labour market outcomes, policy makers need to adopt a long-term

strategy to improve skill acquisition in school, starting at young ages, and reduce economic barriers

to enter employment in jobs with low earnings. The current welfare eligibility criteria in Quebec

offer limited reasons to give up welfare payments in exchange for part-time work or full-time work

at modest wages. This policy environment risks cementing individuals in welfare dependence and

permanently exclude them for the labour market. This has serious consequences at both the indi-

vidual and society levels and with rapidly changing labour markets, addressing these concerns are

more important than ever.

The rest of this paper is organized as follows. The next section reviews the related literature

on the effect of government policies on labour supply and welfare participation. In section 1.3, we

describe the data in detail, and this is followed by a description of the methodology framework,

both the economic model and its estimation. Section 1.6 contains a discussion of the results and

in particular the counterfactual simulations together with a summary of the findings and policy

recommendations. The paper ends with concluding remarks in Section 1.7.

1.2 Literature

Most of the previous studies on the impact of government policies on labour supply and welfare

use, both in Canada and internationally, have focused on single mothers or two-adult households.

Only limited evidence is available for the at-risk group of young, unattached and low-skilled indi-

viduals, despite the fact that unemployment and welfare participation is, and has persistently been,

very high for this group. The analysis in this paper aims to address this vacuum in the literature.

This section briefly reviews the labour market and welfare participation outcomes of social-

assistance (SA) and income-support programs for low-income households in other studies, as well

as the relationship between these programs and human capital accumulation in Canada-specific

studies.

Social assistance benefits are intended as a last resort for needy families and financial assistance

provides them with a minimum level of wellbeing. Nonetheless, they are often criticised for creating

4



work disincentive effects and welfare dependency. Several studies looking at the effect of benefit

transfers in various programs (see for example Hoynes (1996) and Moffitt (2003) for the US; Allen

(1993), Lemieux and Milligan (2008) and Hansen and Liu (2015) for Canada and Bargain and

Doorley (2011) and Bargain and Doorley (2017)for France) show that these programs are associated

with a significant reduction in the employment level of participants.

An important parameter in the social assistance calculation is the rate at which benefits are

reduced if recipients work. This rate has been set at as high as 100 percent to avoid attracting more

people to the program.4 However, since it is an implicit tax on work, it is also criticised for reducing

work incentives and increasing welfare dependency. The empirical evidence varies. Some studies

(see Hoynes (1996), Keane and Moffitt (1998) and Huffman* and Jensen (2005)) show that the

benefit reduction rate has a very small effect on labour supply and actually increases participation

in other parallel income support programs such as the food stamps program in the US. Other studies

show that the size of the effect depends on family type heterogeneity (Moffitt (1986)) and on the

skills and education level of the treated population (Bargain and Doorley (2017)).

To encourage work, policies were designed to reward work by using some form of wage or

earnings subsidy. Some of these programs are available to a specific group of workers (often families

with children, such as the UK Working Family Tax Credit (WFTC)) while others are general and

based on demographic status (such as the US Earned Income Tax Credit (EITC), the Canadian Work

Income Tax Benefit (WITB) and the Quebec Work Premium (WP)).

In addition to economic incentives, government can consider imposing work requirements in

order to receive social assistance. Riddell and Riddell (2014) noted however that one of the concerns

with a work requirement component in welfare programs is their potentially negative effect on

educational attainment. Some studies investigate whether skills and educational enhancements can

keep people off welfare through government-training programs (Fortin et al. (1999) and Gilbert

et al. (2011)) or through further schooling (Barrett (2000)). The results suggest that most training

programs and further schooling are unsuccessful in keeping participants away from welfare and in

increasing employment, especially among men.
4This is the current rate in Quebec and in France’s Revenue minimum d’insertion (RMI). It was the rate that applied

for the American Aid to Families with Dependent Children (AFDC) program.
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Experimental evidence from the Canadian Self-Sufficiency Program (SSP) show that people

respond to economic incentives and the provision of a generous wage subsidy increased employ-

ment and reduced welfare participation among the participants.5 These positive responses persisted

throughout the respondents’ participation in the program but faded out a few years after the pay-

ments ended. SSP has generated numerous studies on related topics, including the heterogeneous

effects of the subsidy on earnings, government transfers and income distribution (see Bitler et al.

(2008)) that should be considered when evaluating the true effects of any program. The Action Em-

ploi (AE), a pilot project inspired by the SPP and implemented in Quebec in 2001, was successful in

both increasing the time off welfare and reducing the time on welfare (see Lacroix and Brouillette

(2011)).

In addition to experimental evidence, there is a large literature evaluating the American Earned

Income Tax Credit (EITC) program and the UK Working Families Tax Credit program (WFTC)

using survey or administrative income data.6 Most of these focus on single parents and families

with children, as the EITC is substantially more generous for families with children and the WFTC

is only available to this group. These studies generally found that: (i) the tax credits significantly

increase the labour force participation of single parents; (ii) the overall effect on couples tends to

be small and in some cases negative; (iii) the effect varies across gender (Brewer et al. (2006) and

Eissa and Hoynes (2004)) and initial employment status (Blundell and Hoynes (2004)). Generally,

the results on hours of work are ambiguous and tend to be small for those in the labour force

(Athreya et al. (2014); Gregg et al. (2009) and Yang (2018)).

The corresponding tax credit programs in Canada, (the federal Working Income Tax Benefit,

WITB and the Quebec Work Incentive Program, WP), have not been analysed as extensively as the

EITC and the WFTC. Annabi et al. (2013) show that labour market participation among low- and

medium-skilled single parents and single persons increases significantly in response to the WITB.

Similarly, Brouillette and Fortin (2008) and Moffette et al. (2013) show that the WP program in-

creases the labour supply among single parents and single persons. Also, Moffette et al. (2013) find
5See for example, Card and Robins (1996), Card and Robins (2005) and Card and Hyslop (2006).
6For studies of the EITC, see Hoynes (1996), Hotz (2003), Eissa and Hoynes (2006), Eissa and Hoynes (2004), Chyi

(2012), Athreya et al. (2014) and Yang (2018). For the WFTC, see Brewer et al. (2006), Blundell and Hoynes (2004),
Blundell et al. (2000), Gregg et al. (2009) and Francesconi and Van der Klaauw (2007).
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that this policy increases labour supply at both the intensive and extensive margins for singles and

couples, although single mothers respond negatively at the intensive margin.

1.3 Data

In the empirical analysis we use data from the Canadian Census for the years 2006 and 2016.

The Census is a mandatory survey with a cross section design, conducted by Statistics Canada

every five years to provide information on demographic, social and economic characteristics of the

population. The personal demographic information from the survey is linked to personal income

tax and benefits record from the previous year collected by Canada Revenue Agency (CRA).

Most of the analysis is using information from the confidential master files which can only be

accessed at one of the Statistics Canada data centers (one of which is located at McGill University).

Each data file contains millions of observations representing about 25 percent of the population

and is sufficiently large for separate analyses on sub-populations, such as young male high school

dropouts in Quebec. The research that was conducted after the outbreak of Covid-19, which closed

our access to the Research Data Center, used data from the public use files of the 2006 Census

instead.7 This includes estimation and simulation of responses to the following two policies: (i)

mandatory high school graduation and (ii) replacing the Quebec income tax and transfer system

with that of Ontario.

The 2006 public use file contains information on close to one million records, representing 2.7

percent of the Canadian population, which is still large enough to produce reliable results. However,

unlike the 2016 Census, the data on welfare benefits is incomplete in the 2006 Census. Specifically,

welfare benefits are merged with other government transfers, including not only social assistance

transfers but also different refundable credits. To obtain a welfare benefit amount for everyone, we

subtracted the estimated amount of refundable credits each individual in our sample would receive,

given his income level, from the government transfers variable. Information is provided in the notes

to each table below that clearly identifies what data source has been used.
7We were not able to use the public file of the 2016 Census since there is no information on hours of work in that file.

While we can reasonably estimate the amount of welfare transfers individuals received, it is not possible to do this for
hours of work.
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1.3.1 Selected Labour Market Outcomes

In this section, we present descriptive evidence on different labour market outcomes for relevant

groups in Canada. For instance, in Table 1.1 we present high school dropout rates for males in 2006

and in 2016. We describe how the rates differ across ages and provinces. The entries in the top panel

are for unattached males while those in the bottom panel are for all males, regardless of attachment.

While the dropout rates are generally higher among the latter group, the pattern of decreasing rates

with age, differences between Census years and across provinces remains. Since our empirical

analysis focus on unattached males, our discussion will focus on the dropout rates for this group.

The first two columns provide information for Quebec and as can be seen, the dropout rate

decreases as we increase the age of the group. For instance, among 21-22 years olds in the 2016

Census, 19.9 percent had not completed high school, while this number is 14.1 percent among males

23-24 years old. There are many possible reasons for the significant reduction, including a delayed

entry in primary school, a return to complete secondary school at a later than normal age (after

having left school) and a delay in grade progression during primary and/or secondary levels. As we

increase the age of the cohort, the dropout rate decreases until age 25-26.

Table 1.1: Male High School Dropout Rates in 2006 and 2016, by Age and Province

Age
Quebec Ontario Alberta British Columbia

2006 2016 2006 2016 2006 2016 2006 2016
Unattached Males

21-22 20.2 19.9 16.9 8.5 16.9 11.1 12.1 7.7
23-24 17.0 14.1 12.3 7.0 16.2 9.1 11.1 6.8
25-26 13.1 12.8 9.6 7.3 15.1 8.9 10.9 6.7
27-28 12.7 13.3 9.4 7.4 13.0 7.9 10.6 7.4

All Males

21-22 21.3 18.5 15.4 8.6 21.5 12.9 13.0 8.3
23-24 18.6 16.6 13.0 8.4 20.3 12.4 12.7 8.0
25-26 16.8 15.9 11.8 9.3 19.1 12.1 12.6 8.8
27-28 15.7 15.2 11.4 9.2 17.2 11.7 13.0 9.0
Note: All entries are weighted and rounded. 2006 and 2016 Canadian Census, master data.

A second finding from the first two columns of Table 1.1 is the stability in dropout rates between

2006 and 2016. With the exception for the age group 23-24, where the rate dropped from 17 percent

in 2006 to 14.1 percent in 2016, the dropout rates were similar in both years. The entries in the
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Table 1.2: Female High School Dropout Rates in 2006 and 2016, by Age and Province

Age
Quebec Ontario Alberta British Columbia

2006 2016 2006 2016 2006 2016 2006 2016
Unattached Females

21-22 10.1 12.1 10.8 5.4 13.1 7.9 9.3 4.7
23-24 6.9 8.2 6.3 4.6 8.9 5.1 6.7 4.4
25-26 6.3 6.3 6.1 4.2 9.0 5.6 5.8 4.5
27-28 5.1 5.4 4.5 3.8 7.2 5.0 6.3 4.4

All Females

21-22 13.8 12.3 11.3 6.5 18.5 10.1 10.9 5.9
23-24 12.1 11.7 9.7 6.4 16.1 10.1 9.8 6.1
25-26 11.1 10.5 9.1 6.8 15.6 9.8 9.0 6.4
27-28 11.1 9.9 8.4 7.0 14.0 9.7 10.2 6.6
Note: All entries are weighted and rounded. 2006 and 2016 Canadian Census, master data.

remaining columns of Table 1.1 (dropout rates for Ontario, Alberta and British Columbia) show,

similar to Quebec, a pattern with decreasing dropout rates as we increase the age. However, unlike

Quebec, the dropout rates at any age were significantly higher in 2006 than in 2016.

Table 1.2 shows corresponding high school dropout rates for females in 2006 and in 2016. Like

Table 1.1, we see a significant decrease in high school dropout rates for all provinces as we increase

age. The table entries also show higher dropout rates in 2016 for Quebec than the other provinces.

And finally, comparing Table 1.2 to Table 1.1, it is evident that dropout rates are significantly higher

for males than for females. This is true for all provinces, for both years and for all age groups.

In tables 1.3, 1.4 and 1.5, we illustrate differences in selected labour market outcomes for male

high school dropouts and graduates. We again compare Quebec experiences with those of the three

other major provinces in Canada as well as how average outcomes have changed over time. Table

1.3 shows male average hourly wages (in constant 2015 dollars) for the two educational groups in

2005 and in 2015. Table 1.4 shows average employment rates for the same years and Table 1.5

presents information on welfare participation for 2015.8

The hourly wage for each worker, used in Table 1.3, was obtained by dividing annual earnings

from the year before the survey year (that is, 2005 and 2015, respectively) with annual hours of
8There was no direct question on social assistance or welfare in the 2006 Census which makes a comparison between

2005 and 2015 difficult. For this reason, we limit the presentation to data from the 2016 Census.

9



Table 1.3: Average Hourly Wages in 2005 and 2015 for Males, age 25-30, by Province, in 2015
dollars

High School
Quebec Ontario Alberta British Columbia

2005 2015 2005 2015 2005 2015 2005 2015
Dropouts 18.3 20.8 20.2 22.1 24.5 31.4 18.8 22.5
difference% 13.3% 9.7% 28.1% 19.7%

Graduates 20.5 22.4 22.7 24.0 24.7 32.8 21.1 25.5
difference% 9.3% 5.5% 32.9% 20.6%

Graduates/Dropouts 11.5% 7.5% 12.7% 8.4% 0.7% 4.5% 12.4% 13.3%
Note: Sample of unattached males. All entries are weighted. 2006 and 2016 Canadian Census, master data.

Table 1.4: Average Full-time Employment Rates in 2005 and 2015 for Males, age 25-30, by
Province

High School
Quebec Ontario Alberta British Columbia

2005 2015 2005 2015 2005 2015 2005 2015
Dropouts 83.8 85.1 84.2 82.4 95.6 93.0 89.3 89.5
difference% 1.5% -2.1% -2.7% 0.2%

Graduates 93.7 93.8 95.2 95.2 98.7 97.8 93.2 97.0
difference% 0.1% 0.0% -0.9% 4.1%

Graduates/Dropouts 11.8% 10.2% 13.2% 15.5% 4.3% 5.1% 4.3% 8.4%
Note: Sample of unattached males. All entries are weighted and rounded. 2006 and 2016 Canadian Census,
master data.

Table 1.5: Average Welfare Participation Rates in 2015 for Males, age 25-30, by Province

Quebec Ontario Alberta British Columbia
Dropouts 19.0 22.1 5.7 9.4

Graduates 7.3 7.0 2.1 2.5

Graduates/Dropouts 0.38 0.32 0.36 0.27
Note: Sample of unattached males. All entries are weighted and rounded. 2016 Canadian Census,
master data.

work. The latter measure is constructed using information on the number of weeks worked in 2005

and 2015 as well as data on average weekly work hours at the time of the survey. This is a standard

approach to construct hourly wages in survey data.

For Quebec, the average hourly wage in 2015 was $20.8 for high school dropouts and $22.4 for

high school graduates. This represents a 7.5 percent wage premium to complete high school. The

average wages are higher in Ontario than in Quebec for both educational groups but more so for high
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school graduates. As a consequence, the high school wage premium is a bit higher in Ontario, 8.4

percent, than in Quebec. In Alberta, the average wages are similar for both high school dropouts and

graduates and substantially higher than the corresponding wages in Quebec and Ontario ($31.4 and

$32.8 for dropouts and graduates, respectively. Finally, wages in British Columbia are higher than

in Quebec and Ontario ($22.5 and $25.5 for dropouts and graduates, respectively) but below those

in Alberta and the high school premium is 13.3 percent. Overall, the average wage for dropouts is

lowest in Quebec among the four provinces suggesting that this group is doing worse in terms of

wages in Quebec than in the other three provinces. The average wage for high school graduates is

also lowest in Quebec and, with the exception of Alberta, the relative wage (high school graduates

vs dropouts) is lowest in Quebec. Finally, a comparison of average wages over time shows that real

wages increased 9-13 percent per year for both dropouts and high school graduates in Quebec, a bit

less for high school graduates in Ontario and significantly more in Alberta and British Columbia.

Table 1.4 presents average full-time employment rates for 2005 and 2015 for dropouts and high

school graduates. The rates are calculated using information on any full-time employment during

the year. There are two clear and common patterns in the table. First, the employment rate is always

lower for dropouts.9 Second, the employment rates, in all provinces except for Quebec, are lower in

2015 than in 2005. In 2015, just over 85 percent of dropouts worked full-time in Quebec. Among

high school graduates, 94 percent worked in Quebec that year. Overall, the data conclusively show

that a high school education serves as an employment insurance when compared to dropping out

and the difference in full-time employment rates between the two groups was similar between 2005

and 2015 in Quebec and increased in Ontario, Alberta and British Columbia .

Average welfare participation rates in 2015 are shown in Table 1.5 and not surprisingly, the

rates are significantly higher for dropouts than for high school graduates, in all provinces.10 For

Quebec, 19 percent of single, unattached males 25-30 years old received welfare. Among high

school graduates, the corresponding figure is 7.3 percent. A similar pattern is observed for Ontario

where the participation rates are 22 percent and 7 percent, respectively. For the western provinces,

participation rates are lower for both educational groups, especially in Alberta.
9Similarly, the unemployment rates are always higher for dropouts, results are available upon request.

10The participation rates show the proportion of the sample who received any social assistance or welfare payments
during 2015.
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To sum up, young male Quebeckers that do not complete their secondary education are behind

similar individuals in Ontario in terms of full-time employment and hourly wages conditional on

working. Further, they are well behind similar individuals in British Columbia and especially in

Alberta.

1.3.2 Sample Selections and Characteristics of the Sample

The sample criteria used to construct the tables discussed above are similar to the sample used

to estimate the economic models. Our main analysis will be based on a sample of dropouts drawn

from the 2016 Census Master file and selected features of this sample are presented in Table 1.6.

The first column shows entries for those who received welfare while the second column presents

information for those with no welfare.11 As expected, hours of work and earnings are strongly

correlated with welfare participation status. A vast majority (95 percent) of welfare recipients were

not working at all and among those who worked, none worked more than 1,200 hours during the

year. For the other group, those without welfare, the proportion of non-workers is much lower, 3.4

percent and more than half of these respondents worked full-time (more than 1,800 hours per year).

Overall, in this sample, the proportion who received welfare during 2015 was 15.4 percent. This

is slightly lower than the corresponding number in Table 1.5 and due to the fact that we include those

19-24 years old in Table 1.6. Further, the proportion of foreign-born respondents is slightly lower

among welfare recipients, 6.4 percent compared to 8 percent for those without welfare. The average

age is similar for both groups, around 25. The mean hourly wage among those who work is $19.1

for the non-welfare group. We are unable to report a mean wage for the welfare group because of

sample size restrictions.

As mentioned above, we also use data from the public use files of the 2006 Census and the main

features of this sample are presented in Table 1.7. Because of sample size limitations, we included

high school graduates in the 2006 sample and this may explain some of the differences compared to

Table 1.6. For example, the welfare participation rate is lower (7.3 percent compared to 15.4 percent

in Table 1.6). Further, average hours of work among those who work is higher in the 2006 data.
11Welfare participation is determined using information on receipt of social assistance benefits during 2015. Anyone

who received any benefits is recorded as a welfare recipient.
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Table 1.6: Characteristics for the Quebec Sample of Male Dropouts, age 19-30, in 2016

Receiving welfare Not receiving
welfare

Proportion with annual hours (h):
h = 0 94.8 3.4
h < 1, 200 5.2 18.2
1, 200 ≤ h < 1800 - 20.9
1, 800 ≤ h - 57.6
Welfare Participation 15.4
Proportion Immigrant 6.4 8
Average Age 25.4 25.1
Average Annual Hours of Work 38 1,654
Average Hourly Wage - 19.1

Number of Observations 1,165 6,385
Note: Characteristics for sample of unattached, males. All entries are weighted.
2016 Canadian Census, master data. There were too few wage observations for
the welfare-receiving group.

The entries in Table 1.7 show that education is clearly correlated with welfare receipt. The

proportion of high school dropouts among welfare recipients is 43.5 percent while it is 14.9 percent

among the non-welfare group. The reverse is observed for high school graduates with a certificate

while for high school graduates without a certificate, the proportions are similar in both categories.

The real average hourly wage is slightly higher for the non-welfare group in the 2006 data than for

the 2016 data. This suggests a negative real wage growth for this group between 2006 and 2016.

However, as mentioned before, the groups are not comparable as the 2006 sample includes high

school graduates.

1.4 Model Description

We derive and estimate an economic model of labour supply and welfare participation in order

to counterfactually simulate behavioral changes from alterative labour market policies. Estimation

of a structural model of this sort is needed to compare predicted responses to such policy changes.

We follow a well-established literature and model the two outcomes using a discrete choice model.

Specifically, we reduce the dimension of annual hours of work (h) into the following four categories:
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Table 1.7: Characteristics for the Quebec sample of males, age 20-34, in 2006

Receiving welfare Not receiving
welfare

Proportion with annual hours (h):
h = 0 80.4 3.5
h < 1, 200 19.6 8.1
1, 200 ≤ h < 1800 - 16.2
1, 800 ≤ h - 72.3

Age Categories
20-24 16.3 20.1
25-29 34.8 42.5
30-34 48.9 37.4

Education
HS Dropouts 43.5 14.9
HS Grads + Dropouts with a certificate 23.9 27.0
HS Grads with a Certificate 32.6 58.1

Welfare Participation 7.3
Proportion Immigrant 13.0 7.5
Average Annual Hours of Work 110 1,887
Average Hourly Wage - 21.5

Number of Observations 92 1,164
Note: Characteristics for sample of unattached males in Quebec. 2006 Canadian
Census, public files. Hourly wage is in 2015 dollars. There were too few wage
observations for the welfare receiving group.



hour = 0,

0 < hour < 1200,

1200 ≤ hour < 1800,

1800 ≤ hour.

The categories with positive hours correspond to two forms of part-time work as well as full-

time work and this discretisation or grouping is supported by the observed distribution of annual

hours in the data.

We assume that individuals choose how much to work by maximising their utility, which de-

pends not only on income and leisure (the opposite of working), but also on welfare participation.

We also assume that the utility function decreases with welfare participation and increases with
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both leisure and income. We assume that the disutility of participating in a social assistance pro-

gram primarily reflects the non-monetary costs, such as the “stigma” associated with participation.

This factor is included to explain why some eligible individuals choose not to participate. Following

van Soest (1995) and Hansen and Liu (2015), We use a trans-log specification of the direct utility

function, where for a given individual, we have

U(Cj , Lj) = bcln(Cj)+blln(Lj)+bcsq(lnCj)
2+blsq(lnLj)

2+2bclln(Cj)ln(Lj)−bSAdSA,

j = 1, ..., 4 (1)

where Cj is after tax income for hours combination j, Lj is the annual hours of leisure time at

j, dSA is equal to one if the person receives social assistance and is zero otherwise. Finally, bc, bl,

bcsq, blsq, bcL and bSA are all preference parameters to be estimated.

We assume that (bSA) or the disutility of receiving welfare is separable from the utility of dis-

posable income and leisure (following Moffitt (1983), Hoynes (1996) and Hansen and Liu (2015)).

The individual chooses leisure time (L), consumption (C) and welfare participation (dSA) by

maximising the utility function subject to the following budget constraint:

Cj = Ij +BSA(Ij) · dSA, (2)

where

Ij = whj + Yj − t(whj + Yj(taxable)−Dj),

BSA(Ij) = 7, 392− µ(Ij − 2, 400) for 0 ≤ µ(Ij − 2, 400) < 7, 392,

BSA(Ij) = 0 for 7, 392 ≤ µ(Ij − 2, 400),

and where w equals the before-tax hourly wage rate, Yj denotes annual non-labour income (not

including social assistance). Yj(taxable) represents taxable non-labour income. The function t(·)

determines income taxes and Dj is deductions. Lastly, BSA(·) is a function that calculates welfare

benefits.

In Quebec in 2015, single unattached individuals could receive a maximum $616 per month (or
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$7,392 per year) and income up to $200 per month ($2,400 per year) were exempted and had no

impact on welfare benefits. Any income above this amount was reduced by the parameter µ, which

in Quebec was (and still is) equal to 1. This effectively means a 100 percent implicit tax rate on any

income exceeding $2,400 per year for welfare eligible workers.

Including the disutility of social assistance participation means that an individual has 4+2 pos-

sible work and welfare combinations to consider. There are four work options without welfare and

two with welfare (h = 0 and 0 < h < 1200). We do not include the two options with more hours

(including full-time) since the earnings associated with them exceed the eligibility threshold for so-

cial assistance. Some welfare states may remain infeasible if the individual’s income is high enough

to disqualify them from social assistance. To solve the optimization problem, the utility function

must be evaluated for each possible combination of work hours and social assistance participation,

with the individual choosing the state that provides the highest utility.12

1.5 Estimation

To estimate the behavioural parameters of the model, we add random shocks to the utilities of

all choice options:

Uj,r = U(Cj , Lj , SAr) + ej,r. (3)

Here, j is the individual’s labour supply choice, r denotes their welfare participation state, and

Uj,r is the person’s actual utility from choosing the combination (j, r). We assume that the error

term ej,r follows a type I extreme value distribution. This error term can be viewed either as an

optimisation error (i.e., a mistake in the person’s assessment of the utility from selecting a particular

work-welfare combination (j, r)) or as an unobserved, alternative-specific utility component. Based

on the assumed distribution of the stochastic terms in the utility function, the contribution to the

likelihood function for each individual is given by
12An important advantage of the discrete approach to labour supply is that it allows us to include very detailed infor-

mation on income. In addition to the hourly wage, described above, we use detailed information on income tax rates at
both provincial and federal level, tax credits, deductions and government transfers. For each labour supply choice, we
calculate a net or disposable income which is assumed to govern individuals’ labour supply decisions. Information on
these calculations are available in Table A.1 in appendix.
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l =

2∑
r=1

4∑
j=1

pj,rdj,r, (4)

where pj,r =
exp(Uj,r)∑2

r=1

∑4
j=1 exp(Uj,r)

and dj,r is an indicator of each individual’s observed state.

Previous research has highlighted the significance of accounting for heterogeneity in preferences

(e.g., Hoynes (1996) and Hansen and Liu (2015)). In this study, we follow the work of Hansen

and Liu (2015) by incorporating heterogeneity in preferences related to leisure, consumption, and

welfare through the parameters

Previous research has highlighted the significance of accounting for heterogeneity in prefer-

ences (e.g. Hoynes (1996) and Hansen and Liu (2015)). Here, we follow Hansen and Liu (2015)

and incorporate heterogeneity in preferences related to consumption, leisure, and social assistance

through the parameters bl, bc and bSA. These parameters are modeled as functions of observable

characteristics such as age, immigrant status, language (English, French ) and bilingual ability (En-

glish and French).

To generate a predicted distribution of hours that closely resembles the observed one, we include

a term that accounts for the fixed costs associated with work. These costs may include work-

related expenses, such as transportation. When such costs are present, some individuals may not

find it optimal to work only a few hours. We follow van Soest (1995) and replace ln(C) with

ln(C)− ln(FC) for workers. FC is a parameter to be estimated and represents fixed costs of work.

Since utility increases with income, these positive costs (FC) decrease the utility of working while

not impacting the utility of not working.

The likelihood function described above needs to be adjusted to incorporate wages. In the

model, we compare all six options for each individual and assume that the chosen option is the one

that provides the highest utility. To do this, we need a wage for every individual, including those

who do not work and have no observed wage. Consequently, we estimate a wage function along

with the choice model above and use it to generate wage predictions. We use information on age,

immigrant status, language and area of residence (urban vs rural) in estimating the wage parameters,

and specify the estimating equation as
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ln(wi) = Xib+ vi, (5)

where wi represents the individual’s hourly wage (before income taxes), Xi includes individual

observed characteristics and vi is a random error term. We estimate the vector b using data on work-

ers and predict hourly wages for non-workers using this wage equation. Specifically, the likelihood

contribution from estimating the wage parameters is given by

l(w) = (
1

s
f(

v

s
))d(w), (6)

where s is the standard deviation of the wage error term, v and f(·) is the standard normal

density function. d(w) is an indicator function that takes the value of one if a wage is recorded for

a specific individual and zero if it is not. The overall likelihood function is therefore,

l = l(w)

2∑
r=1

4∑
j=1

pj,rdj,r. (7)

In the primary analysis, we limit our sample to high school dropouts. We also estimate a version

of the model where we include high school graduates and estimate the probability of graduation.

This extension allows us to simulate the effect of policies designed to improving graduation rates.

It also allows us to compare impacts of economic incentives with those obtained by changing be-

haviour.

1.6 Results

The model presented above is estimated on a sample of high school dropouts in Quebec taken

from the 2016 Census whose main features were described in Table 1.6. A table with the estimated

parameters are available in Appendix (Table A.2) and we will briefly comment on some of them

before discussing results from a range of simulations. As described in section 1.4, we allow some

preference parameters in the utility functions to depend on observable characteristics, such as age,

immigrant status, language and education. The estimates suggest that preferences for leisure is

higher among those who speak English only and decreases with age. Consumption preferences on
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the other hand are not linked to age but are lower among immigrants. For welfare, the parameters

show the extent of disutility perceived by different individuals and the estimates suggest lower

disutility or “stigma” for older respondents and higher “stigma” for those who speak English only.

The wage estimates show a wage penalty to English only and a positive wage effect from gradu-

ating from high school. The high school graduation equation results suggest that students that speak

French only are less likely to graduate while immigrants and those who speak English have higher

graduation probabilities, as do those living in an urban area.

In Table 1.8, we present the difference between predicted and actual proportions in each of

the six hours classes using results from the main model applied to the 2016 Master file. In the

first column, we show the differences for those predicted to receive welfare while the entries in

the second column show the corresponding differences for those not on welfare. In all cases, the

differences are small. The largest difference is for males working between 1,200 and 1,800 hours

and who do not receive welfare at 1.6 percentage points.13 This means that the model assigns a

larger proportion of the sampled respondents to this category than what is observed in the data.

However, a 1.6 percentage point difference is small, and the table entries indicate that the model

predictions are similar to those in the data.

Table 1.8: Difference between predicted and actual proportions in different hours in 2016

Receiving welfare Not receiving welfare
Hours Category:
h = 0 -0.88 -0.04
0 < h < 1, 200 0.88 -1.49
1, 200 ≤ h < 1, 800 - 1.56
1, 800 ≤ h - -0.04
Note: Predictions based on the model presented in Sections 4 and 5 using estimates from a sample
of unattached, male dropouts. Actual and predicted proportions were not disclosed by
the data center for confidentiality reasons.
Negative means under-predicted. 2016 Canadian Census, master data.

13It should be noted that the numbers in Table 1.8 show differences in unweighted sample proportions in each category
and we are not allowed to disclose the actual proportions. This also means that these entries are not directly comparable
to the sample proportions in each hours class in Table 1.6.
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1.6.1 Policy Simulations

We use the model and the estimated preference parameters to generate counterfactual distri-

butions of outcomes following different hypothetical policy experiments. For each simulation, we

present changes in the employment rate, annual hours of work, welfare participation and disposable

income. In order to assess the public finance impact of each reform, we complement this list with

changes in ‘net taxes’. In all cases, predictions generated after a policy reform is (counterfactu-

ally) implemented are compared to predictions obtained using the model given the actual policy

environment.

Changes to the Social Assistance Program

A common feature of many welfare programs is a very high implicit tax rate on earnings, often

the rate is 100 percent. The implicit tax rate, or equivalently the benefit reduction rate (µ above),

shows how much benefits a welfare recipient must give up as earnings increase. For example,

assume a person who has no earnings and receives $600 per month in welfare. If this person starts

working 10 hours per week at an hourly wage of $10, his earnings of $400 will reduce his welfare

payments with the same amount (abstracting from any taxes and credits). Adding fixed costs of

working (such as transportation to and from work), working may not provide any financial gains.

Moreover, leisure is generally valued by individuals and if so, this will further reduce the willingness

to work under this benefit structure. Thus, low-wage, part-time work (often the type of work that is

available for welfare recipients and other low-skilled workers that are weakly attached to the labour

market) is not attractive. However, a reduction in the benefit reduction rate may also increase the

number of welfare recipients since more workers are eligible for welfare.

In Table 1.9 we present results from counterfactually reducing the benefit reduction rate from

the current 100 percent to 50 percent. The table entries are generated by predicting outcomes (hours

of work, wages and welfare participation) for everyone in the data using our model and the estimated

parameters. The top panel shows predicted proportions of workers and welfare participants as well

as average annual hours of work and net taxes under the 2015 policy environment. When we take

the average across everyone in the sample, the model predicts an employment rate of 83.1 percent
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and a welfare participation rate of 14.4 percent. These numbers compare very favorably to those

observed in the data (82.5 and 15.4 percent, respectively; see Table 1.6). Further, average annual

hours overall equal 1,491 and as expected, there is a large difference in labour supply depending

on predicted welfare recipiency (1,736 hours for those predicted to be off welfare versus 38 for

those predicted to receive welfare). In the last column we present average net taxes per individual,

defined as income taxes minus tax credits and government transfers, to shed light on the public

finance aspect of each policy simulation. Evaluated using the 2015 policy environment, those who

did not receive welfare contributed on average $5,571 per year while those on welfare had a negative

contribution of $8,164.

Table 1.9: Simulated Impact of Changes to Social Assistance Regulations

Policy Subgroups Employment
Rate

Welfare
Participation

Anuual Hours
of Work

Average
Change in
Disposable

Income

Net Taxes

2016 Actual Overall 83.1% 14.4% 1491 - 3590
Policy No welfare 96.3% 0.0% 1736 - 5571
Environment Welfare 5.0% 100.0% 38 - -8164

Reducing the Benefit Overall 83.7% 17.3% 1469 -1750 3338
Reduction Rate No welfare 96.4% 3.3% 1707 -3928 5291
to 50% Welfare 8.1% 100.0% 61 3540 -8251

A 25% Overall 83.4% 13.6% 1499 -1407 3893
Benefit No welfare 96.3% 0.0% 1736 0 5571
Reduction Welfare 7.0% 94.6% 93 -1407 -6062
Note: Predictions based on the model presented in Sections 4 and 5 using estimates from a
sample of unattached, male dropouts. 2016 Canadian Census, master data.

In the bottom panel, we show predictions generated under the counterfactual scenario that the

benefit reduction rate is 50 percent instead of 100 percent. All other aspects of the model and

economic environment are identical to those used to predict outcomes in the top panel. Consistent

with the theoretical predictions, the lower reduction rate substantially increases employment among

welfare participants – the employment rate is 8.1 percent after the change compared to 5.0 percent

before (a 62 percent increase). The change also increases welfare participation by 3.3 percentage

points as more people become eligible. In terms of consumption or net income, those who were
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initially on welfare and responded to the decreased reduction rate saw an increase with $3,540.

This is entirely coming from retained earnings that in the current regulatory framework is clawed

back. For those who were not on welfare before the change, there is a similarly sized decrease in

disposable income among those who react to the policy. This results from a reduction in their hours

of work as they exchange some earnings for social assistance payments.

In Table 1.9, we also present predictions generated when we reduce the basic social assistance

benefit with 25 percent (that is, from $7,392 per year to $5,544). In the bottom panel, we show

outcomes under the hypothetical policy environment with significantly lower benefit levels. This

change only impacts welfare participants and their employment increases from 5 percent to 7 percent

and welfare participation drops to 94.6 percent. The average net income among those who start

working due to the benefit reduction is reduced by $1,407. However, this is lower than the change

for those who remain out of the labour force as they see a reduction in their benefits with $1,848

($7,392 - $5,544).

Changes to Federal and Provincial Tax Benefits

We also use the model to explore labour supply effects of two income tax benefit systems:

the federal Working Income Tax Benefit (WITB) program and the provincial Work Premium (WP)

program. Both programs supplement earnings after a minimum income level is achieved and in-

crease proportionally until a certain income level, at which the credits are reduced by a constant

rate. The maximum benefit for a single person in Quebec in 2015 was $1,634 from WITB and $558

from WP.14 These maximums are achieved at the following income levels: $11,903 for WITB and

$10,370 for WP. Although the Quebec version of this program is less generous than the federal one,

the combination of the two implies a significant earnings subsidy for low-wage workers and we will

use our model to simulate the impact they have on the willingness to work in our low-skill sample.

Since both programs were in effect in 2015, we simulate the effect of eliminating them (instead of

adding them) on the same labour market outcomes that we discussed above.

The results are in Table 1.10 and again, for ease of comparison, we include predicted outcomes
14The maximum eligible incomes, after which no benefits are paid out, were $20,072 for WITB and $15,949 for WP

in 2015. For additional details, see appendix.
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using the 2015 policy environment at the top of the table. In the second panel, we remove WITB for

everyone and this reduces employment slightly for those predicted not to receive welfare and has no

effect on employment for those predicted to receive welfare.A very small fraction will start receiving

welfare (0.1 percent) and a few will leave welfare (0.8 percent). Average annual hours of work

increase for both groups and disposable income among those who work more increase on average

by $748 for those who were initially on welfare and by $1,040 for those who were not on welfare

initially. The impact on net taxes is an overall saving of $4,093 per person for the government. The

increase in hours of work from the removal of the tax credit may seem counterintuitive. However,

it is precisely what the theoretical model predicts. Individuals who were working and qualified for

the WITB will see a reduction in their overall income and an increase in their hourly marginal wage

(because the tax credit is no longer reduced hours for hours). The income reduction is predicted

to increase hours of work (assuming leisure is a normal good), this is referred to as the income

effect in the labour supply literature. Similarly, the increase in the marginal wage will also increase

hours of work and this is referred to as the substitution effect in the labour supply literature. Thus,

removing the tax credit increases hours of work for those who already work both theoretically as

well as empirically in our model. Tax credits of this type are designed to encourage non-workers

to find employment but also reduce hours of work among those who already work and who are

impacted by the credits.

The results from removing the provincial Work Premium (WP) program are presented in the

third panel and the findings are consistent with those obtained when removing WITB. However,

since the WP program is less generous than the WITB, the effects in all categories are also smaller.

The last set of results show outcomes when we remove both the WITB and the WP. The direction

of the effects is the same as those discussed above when only WITB was removed but the two

programs reinforce each other, and the magnitudes of the responses are greater. Nevertheless, both

programs are relatively modest and the changes in labour supply and welfare use are consequently

also limited.

23



Table 1.10: Simulated Impact of Changes Tax Benefit Regulations

Policy Subgroups Employment
Rate

Welfare
Participation

Anuual Hours
of Work

Average
Change in
Disposable

Income

Net Taxes

2016 Actual Overall 83.1% 14.4% 1491 - 3590
Policy No welfare 96.3% 0.0% 1736 - 5571
Environment Welfare 5.0% 100.0% 38 - -8164

Elimination of Overall 83.1% 14.4% 1543 1032 4093
WITB No welfare 96.2% 0.1% 1795 1040 6141

Welfare 5.0% 99.2% 49 748 -8063

Elimination of Overall 83.1% 14.4% 1507 433 3729
Work Premium No welfare 96.3% 0.0% 1753 431 5725

Welfare 5.0% 99.6% 44 478 -8118

Elimination of Overall 83.1% 14.4% 1552 1184 4172
WITB and No welfare 96.2% 0.1% 1805 1187 6230
Work Premium Welfare 5.0% 98.8% 52 1057 -8039
Note: Predictions based on the model presented in Sections 4 and 5 using estimates from a
sample of unattached, male dropouts. 2016 Canadian Census, master data.

Mandatory High School Graduation

In addition to policies that directly impacts the financial situation of individuals, we also simu-

lated effects of the role of high school graduation. More specifically, we added high school gradu-

ates to our sample (but not those who had acquired any education beyond high school) and allowed

both preference and wage parameters to vary across educational attainment. We also estimated the

probability of graduating from high school. After having obtained these estimates, we simulated

two changes. Because we are unable to access the Master file of the 2016 Census data because of

covid-19, we used the public use file of the 2006 Census as described in section 3 above for these

simulations.

Before describing the simulation results, we will illustrate the model’s capacity to replicate the

hours distribution and the proportion of welfare users. In Table 1.11 we present predicted propor-

tions in each of the labour supply and welfare groups. For those not receiving welfare, the labour

supply proportions are very similar to those observed in the data (shown in Table 1.7). For those

predicted to receive welfare, the model somewhat over-predicts non-employment (88 percent versus
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80) but we believe the differences are not substantial enough to invalidate the use of the model to

perform simulations.

Table 1.11: Actual hours distribution of low educated males in Quebec, age 20 to 34 in 2006

Receiving welfare Not receiving welfare
Data

Hour Category (h):
h = 0 80.4 3.5
h < 1, 200 19.6 8.1
1, 200 ≤ h < 1800 - 16.2
1, 800 ≤ h - 72.3

Model
Hour Category (h):
h = 0 88.3 3.3
h < 1, 200 11.7 7.6
1, 200 ≤ h < 1800 - 15.2
1, 800 ≤ h - 73.9
Note: Actual and predicted proportions. Predictions based on the model presented in
Sections 4 and 5 using estimates from a sample of unattached, male dropouts,
high school graduates and those with a certificate. Negative means under-predicted.
2006 Canadian Census, public files.

In the first simulation, we replaced the wage parameters for the dropouts with the corresponding

parameters for high school graduates. The purpose of this simulation is to see the effect on labour

supply and welfare use among dropouts when they face the same wage function as high school

graduates. The results are shown in Table 1.12. The first row shows average predicted outcomes for

the sample when wage and utility parameters differ across the two groups. The model predicts an

employment rate of 77 percent and a welfare participation rate of 15 percent. Average annual hours

of work are 1,531 and the average net tax equals $5,011 (this number shows the average amount the

two governments collect in income taxes minus what they spend on benefits and social assistance).

In the second row, we present the corresponding numbers when we replace the wage function

for high school dropouts with that for high school graduates. This implies an increase in predicted

hourly wages for the dropouts and, as expected, this generates an increase in employment and hours

worked and a reduction in welfare participation. However, the changes are modest.

The second simulation is based on applying both wage and utility parameters for high school

graduates to the dropout group. The results are shown in the bottom panel of Table 1.12 and the
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Table 1.12: Simulated Impact of Mandatory High School Completion

Employment Rate Welfare Participation Annual Hours of
Work

Average Change in
Disposable Income

Net Taxes

2006 Actual Policy Environment
77.1% 14.9% 1,531 - 5,011

Same Wage Function For Graduates and Drop-outs
78.0% 14.5% 1,514 1,245 5,695

Same Wage Function and Preference Parameters for Graduates and Drop-outs
87.4% 4.2% 1,752 3,426 7,458

Note: Predictions based on the model presented in Sections 4 and 5 using estimates from a
sample of unattached, male dropouts, high school graduates and those with a certificate.
2006 Canadian Census, public files.

changes are substantial. The employment rate increases with 10 percentage points (or 13 percent)

from 77.1 percent to 87.4 percent and average hours worked increase with 221 hours per year or by

14 percent. Similarly, welfare participation changes substantially with a reduction from 15 percent

to just over 4 percent. Consequently, the average change in disposable income and net taxes are

significant. Average disposable or net income per year increase with $3,426 compared to the case

when outcomes were generated using separate parameters for high school dropouts and graduates.

Net taxes collected by the governments also increase significantly, from $5,011 to $7,458. That

is, with this change, money in the pockets of the high school dropouts increase and government

transfers decrease.

Comparing the effects from this last simulation with the one when only wage parameters were

modified, it is clear that educational upgrading (for high school dropouts) will only generate mea-

surable improvements in labour market outcomes if preferences for work and welfare are altered

as well as wage offers. This may however be very difficult to achieve and may require significant

investments in schools and support systems. Mandating students to complete high school by forcing

them to stay in school or by offering them a high school “equivalent” diploma may not be sufficient

to change their preferences for work.

However, these findings point to an important aspect of high school dropouts, namely that even

if policy makers could force every student who are at risk of dropping out to obtain their high
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school diploma, there are no guarantees that this would bring them success in the labour market.

One reason for this is selection where students are sorted into educational groups based on a range

of factors and to counterfactually or forcefully move students up one level does not automatically

make them share the same characteristics and preferences as those in that group. This is clearly

illustrated in the finding that when we only modify the economic return to a high school diploma

(that is increase the hourly wage), we find only modest adjustments on labour supply and welfare

use. On the other hand, when we also adjust preferences for work and welfare to align them with

those of high school graduates, significant changes present themselves.

Ontario Tax and Transfer System

As a final policy simulation, we used the model and the Quebec sample of high school dropouts

and graduates from the public use file from 2006 but replaced the income tax and transfer system

with the one that was in place for Quebec in 2015 as well as the one for Ontario in 2015. The

reason for this simulation is to explore how labour supply and welfare use of low-skilled workers in

Quebec would change if they instead faced the tax and benefit rules that applies in Ontario.

Table 1.13: Predicted proportions in different hours classes in 2015 using estimated Quebec Param-
eters from the 2006 Census and Different Tax and Transfer Systems

Receiving welfare Not receiving welfare
Quebec Tax and Transfer System

Hour Category (h):
h = 0 90.28 3.13
h < 1, 200 9.72 8.70
1, 200 ≤ h < 1800 - 15.46
1, 800 ≤ h - 72.72

Ontario Tax and Transfer System

Hour Category (h):
h = 0 70.21 3.10
h < 1, 200 29.79 7.83
1, 200 ≤ h < 1800 - 16.35
1, 800 ≤ h - 72.72
Note: Predictions are based on the model presented in Sections 4 and 5 using
estimates from a sample of unattached, low-educated males in Quebec using public
files from the 2006 Canadian Census. All the dollar values in tax and benefits
schedule are adjusted to 2015 using CPI.
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The results are shown in Table 1.13 with predicted proportions under the Quebec tax schedule in

the top panel and similar proportion under the Ontario tax schedule in the lower panel. It is important

to keep in mind that everything except for the tax schedule is held constant when generating the two

sets of results. If Ontario taxes and transfers applies, the average employment rate among welfare

recipients would increase from 9.7 percent to 29.8 percent. This is a substantial difference and may

be due to parameters governing welfare eligibility and incentives as well as parameters determining

income taxes and tax credits. The table entries for those not receiving welfare are however very

similar for both tax schedules. The non-employment rate is 3.1 percent in both cases and the full-

time rate is also the same at 72.7 percent.

The similarity in predicted labour supply for those not on welfare suggest that differences in

welfare eligibility rules between the two provinces is the main reason for the higher predicted em-

ployment rates for welfare recipients under Ontario rules, not differences in income taxes. And as

shown in Appendix, one of the main differences in welfare eligibility parameters between the two

provinces is the benefit reduction rate, which was 100 percent in Quebec and only 50 percent in On-

tario. Even if some portion of earnings is exempted, the very high implicit tax rate clearly reduces

any incentives to work, especially at jobs with low pay, those that are mostly available to this group.

1.7 Conclusion

For decades, increased trade and technological advances have reduced jobs available for low-

skilled workers in most industrialized countries. This development is likely to persist as advances in

automation and robotics continue to change labour markets.1516. These developments put pressure

on policy makers and particular attention has been given to low-skilled youths who already face

limited demand for their skills. This group of low-skilled youths is the focus in this research. We

provide a descriptive analysis of their labour market attachment and then analyse the effectiveness

of different policies aimed at increasing their involvement and success in the labour market.

Consistent with previous evidence for Canada and other countries, we show that high school
15OECD (2016) assess that half of todays work activities can be automated by 2055 and in some scenarios even by

2035. Company and Manyika (2017) reaches similar conclusions.
16The negative impact of Covid-19 on the labour market was concentrated on low-skilled jobs, which were lost at a

higher rate than other jobs, see Lemieux et al. (2020). The long-term impact of this is unknown, see Jones et al. (2020)
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dropouts have weaker connections to the labour market than individuals with higher educational

attainment. Unlike much of previous research on welfare use and employment, which has focused

on single mothers, we analyse the behaviour of single, unattached males without a high school

diploma. Unlike the U.S., these individuals are eligible for welfare in Canada and as we show, a

significant proportion of them receive social assistance benefits, and more so in Quebec and Ontario

than in Alberta and British Columbia. The welfare participation rates drop substantially when we

consider similar males with a high school diploma.

An instinctive policy response may therefore be to impose a mandatory high school degree

and prevent any students from dropping out. However, as we also show, this is not guaranteed to

improve outcomes for those who will be forced to remain in school. This finding is consistent with

recent research using Danish data, see Hansen et al. (2020). It is also in line with a large volume

of research on educational attainment using structural approaches, see for instance Cameron and

Heckman (1998) and Eckstein and Wolpin (1999). Many of these papers report that pre-market

factors, such as cognitive and non-cognitive skills of students, are important. However, improving

these skills is challenging and likely to be more successful at younger ages.

While enhancing the skill levels of high school dropouts may increase the demand for their

labour, we argue that the supply side also matters. In particular, safety nets in place to prevent

poverty may come with strong disincentive effects and reduce the willingness to work. We show that

the benefit eligibility rules for social assistance in Quebec are not designed to encourage recipients

to work. Any earnings above $200 per month reduce welfare benefits dollar for dollar. This means

that it is not economically worthwhile for a welfare recipient to take a part-time job at a low wage,

even if such a job can lead to more hours and higher wages in the future. Our simulations show that

if Quebec were to adapt Ontario’s benefit regulations, where additional earnings are reduced at 50

cents per dollar instead, the proportion of welfare recipients who work will increase by a factor of

three. This will increase their net income and only marginally reduce public finances (more money

spent on social assistance benefits, but also more income tax collected).

We also examined the effects of removing the tax credit programs currently in place that are

designed to encourage employment. This exercise shows the expected impact on labour supply

from these programs and our findings suggest limited changes in employment, welfare participation
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and hours worked. The small effects do not however imply that tax credits are ineffective policy

instruments. Instead, these reactions are expected because of the small magnitudes of tax credits in

the current system.

To sum up, the findings in this paper highlight the importance of long-term preferences for work

and leisure and financial incentives. To reduce the number of welfare caseloads among low-skilled

youth and improve their labour market outcomes, policy makers need to adopt a long-term strategy

to improve skill acquisition in school, starting at young ages, and reduce financial obstacles to enter

employment in jobs with low earnings. The current eligibility criteria offer very limited reasons to

give up welfare checks in exchange for part-time work or full-time work at modest wages. This

policy environment risks cementing individuals in welfare dependence and permanently exclude

them from the labour market. This has serious consequences at both the individual and society

levels and with rapidly changing labour markets, addressing these concerns are more important

than ever.
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Chapter 2

The Role of Unobserved Preference

Heterogeneity in Labour Supply

Outcomes: A Monte Carlo Simulation

Study

2.1 Introduction

The structural discrete labour supply model is a popular tool to predict labour supply responses

to tax and welfare reforms in a partial equilibrium framework. This model uses a direct utility

function where an agent chooses a combination of income and leisure that maximises utility. The

researcher can include a detailed tax and credit schedule that makes these models an attractive

method for ex-ante evaluation of specific tax policies.

In the discrete structural labour supply literature, it is commonly assumed that the error terms

in the utility function have extreme value distributions and that they are uncorrelated among the

alternatives. This assumption significantly simplifies the estimation process because the model can

be estimated using conditional logit. However, the main drawback is that it assumes that the relative

preferences or odds between two alternatives are not affected by introducing a third alternative (the

31



independence of irrelevant alternative property). This is a restrictive assumption in many areas

including labour supply. For example, let’s assume that an individual faces two alternatives: not

working and working 30 hours per week and that he has a preference for work. Now, if this person

is given an additional choice of working 40 hours per week, it is reasonable to assume that this

new alternative is a much closer substitute for the latter option rather than the former one. As a

result of introducing the new option, while it is still more likely that the person chooses one of the

work alternatives, the probability of choosing 30 hours would more likely be affected by the new

option than the probability of not working. That is, the relative preference between the two original

alternatives would not stay the same.

This assumption could be relaxed if we allow individuals’ unobserved preferences to play a

role in the utility function. One common method is through random coefficients where individ-

ual preferences for each utility component can deviate from the population average. In this setup,

the randomness in preferences is combined with the independent error terms in the utility func-

tion which makes the residuals across alternatives correlated through the unobserved heterogeneity

component. In other words, by doing so, the person’s taste (or distaste) for work is reflected when

evaluating the available alternatives.

Theoretically, when unobserved heterogeneity is not correctly incorporated into the model, the

model is misspecified and the estimates are biased and inconsistent. Several parametric and semi-

parametric models are suggested to account for unobserved preferences through random coefficients

and each method has theoretical and computational complexities.

The most common parametric approach developed by McFadden and Train (2000), assumes

a continuous distribution of the unobserved heterogeneity of the parameters. This distribution is

commonly assumed to be normal, and the researcher estimates the means and covariance matrix

of the distribution. This method allows for a continuous range of unobserved heterogeneity, the

estimation process is smooth, and estimates are more stable and less sensitive to the initial values

used to start the optimisation process. However, the normality assumption is restrictive and not

based on any real information. Therefore, the model could still suffer from misspecification.

On the other hand, semiparametric methods remove the normality assumption by estimating

the probability distributions. For example, in the latent class (LC) approach, researchers arbitrarily
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choose a certain number of types and estimate the type coefficients and probabilities corresponding

to each type. In this method, unobserved heterogeneity is limited to a few types and allowing for

more types could raise identification problems not to mention that in this approach results could be

more sensitive to the initial values. In more flexible variations of this method (Bajari et al. (2007);

Fox et al. (2011)), the researchers arbitrarily choose the values of discrete mass points and esti-

mate the probability density of these points. In this method, selecting appropriate mass points is a

challenge, and convergence becomes increasingly difficult with a higher number of mass points. In

addition, Fosgerau and Bierlaire (2007) proposed a method to approximate any continuous distri-

bution and Train (2016) proposed the Logit-Mixed-Logit (LML) which is the generalised method

of all and is claimed to be computationally convenient.1 In all the methods, the estimation process

becomes significantly more complex and time-consuming as the number of alternatives as well as

the number of random coefficients increase, especially when correlation among these coefficients is

also allowed.

Most applications of discrete choice models in labour supply use a random coefficient speci-

fication, such as mixed logit, to represent preference heterogeneity. Two specifications have been

commonly used. The most common approach has been adopting a parametric approach assuming

normal distribution and the other one is using latent class (LC) where the researcher uses a specific

number of types. However, little is known about the ability of these models to capture the hetero-

geneity and the accuracy of model outcomes in these methods. Given the limitations and complexity

of these methods, we aim to determine whether accounting for unobserved heterogeneity signifi-

cantly enhances the outcomes of the labour supply model. This study evaluates their effectiveness

and performance under various distributional assumptions, including differences in shape and vari-

ance of the underlying distribution. By understanding how these unobserved characteristics affect

the outcomes, we can determine their significance and identify the situations in which they become

particularly important. Answering this question could shed some light on the importance of this

issue, especially within the structural labour supply model where the focus is not necessarily on the

estimated coefficients themselves but rather on their ability to conduct ex-ante policy evaluations.

In this study, we use a Monte Carlo simulation to further investigate the role of unobserved
1Interested researcher can check Bansal et al. (2018a) and Bansal et al. (2018b) for a review of these methods.
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heterogeneity in preferences through random coefficients in the structural labour supply context.

Given the focus of our study on unknown heterogeneity, the Monte Carlo simulation is a suitable

approach since it enables us to simulate a precisely defined and controlled environment for evaluat-

ing the desired assumptions. We generate data by assuming three types of unobserved heterogeneity

distributions: normal, bimodal and discrete distributions, each with small and large variances. That

is six scenarios. In this framework, we examine the performance of the four common model specifi-

cations in each scenario. The four specifications are Standard Conditional Logit (SCL), parametric

with normal distribution (MCLN), the semi-parametric approach or latent class (LC) and a more

flexible approach (LCN) that combines the types from LC and continuous coverage from MCLN.

Given the assumptions of this study, the results show that the variance of unobserved heterogene-

ity significantly influences the model outcomes and the chosen specification. When the variance is

small, there is less sensitivity to the choice of specification, and both the MCLN and LC specifica-

tions perform well. However, in scenarios with large variance, it is important not only to account

for heterogeneity in estimation but also to consider the distribution’s shape when selecting the ap-

propriate approach. For distributions with discrete types and limited variations within each type,

the LC approach is preferred. Conversely, in distributions with substantial overlap between types

(ideally approaching a normal distribution), the MCLN approach produces better results. Given the

unknown shape of the underlying distribution, more flexible approaches like LCN may be more

suitable in such scenarios, despite the potential complexity trade-offs.

The remaining paper is organised as follows: Section 2 briefly discusses the studies that evaluate

the performance of some of these methods in labour supply field. Section 3 presents the Monte Carlo

plan in this study which includes the data generation process and the estimation method in each

specification. Section 4 compares the performance of these specifications. Section 5 concludes.

2.2 Previous Studies

A random coefficient model is a widely used method in industrial organisation, health, market-

ing and labour economics to limit the extent of the IIA property. Several parametric (McFadden and

Train (2000)) and semi-parametric methods (Bajari et al. (2007); Fosgerau and Bierlaire (2007);
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Train (2008); Fox et al. (2011); Bastin et al. (2010); Fosgerau and Mabit (2013)) are suggested by

researchers. While each method offers advantages and disadvantages, there is no clear agreement

on which one is better. More importantly, only a few of these methods were adopted in structural

labour supply studies because of the additional complexities involved in this model. For example,

Bansal et al. (2018a) in a Monte Carlo simulation study use two explanatory variables to show that

the Logit-Mixed-Logit (LML) by Train (2013) performs well in mimicking different shapes of the

underlying unobserved heterogeneity distributions. The advantage of this method is its flexibility in

generalising many of the other proposed methods and its computational convenience since the like-

lihood equation does not require the computation of choice probabilities in iterative optimisation,

but this requires assuming random coefficients for all the parameters. However, in another study,

the authors (Bansal et al. (2018b)) show that the computational time increases substantially, by a

factor of 40, when there is a combination of fixed and random parameters in the reduced regression.

Consequently, these findings suggest that implementing this method in a structural labour supply

framework would be highly time-consuming due to the complexity of these models. For instance,

studies (van Soest (1995); Löffler et al. (2018)) indicate that including fixed costs in the model

and simultaneously estimating the wage equation alongside the utility model significantly enhance

model performance. However, these additions quickly escalate the model’s complexity, making the

advantageous features of a flexible model like the LML model cumbersome and disadvantageous.

The most common method in structural labour supply to deal with unobserved heterogeneity

assumes that some of the taste parameters in the utility function are normally distributed. This

method estimates the mean and the parameters in the variance-covariance matrix (ex. van Soest

(1995); Van Soest and Das (2001); Soest et al. (2002); Choi (2018); Clavet et al. (2013)). On the

other hand, a few papers used the latent class method (Wrohlich (2011); Hansen and Liu (2015)).

However, it is not quite clear how these methods perform and whether the results are different from

a standard model with fixed parameters. As mentioned earlier, more flexible approaches are not

common in this field, due to the complexities that they introduce to the model, outweighing the

flexibility they provide, thereby making them less appealing methods in this domain.

Keane and Wasi (2013) compare several methods using empirical datasets from marketing and

health, finding that more flexible approaches for incorporating heterogeneity outperform common
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methods based on normality assumptions or latent class models. These flexible methods are better at

capturing extreme and random behaviours when present in the data. Therefore, the preferred method

ultimately depends on the context and data being analysed. To our knowledge, only a few studies

have investigated the role of unobserved heterogeneity on the outcomes of the structural labour sup-

ply model. Haan (2006) compares the performance of a discrete structural labour supply model

using labour supply elasticities with different specifications for unobserved heterogeneity. He uses

the German Socio-Economic Panel (SOEP) data and assumes that unobserved heterogeneity only

exists for the income variable. He then uses the parametric with normal unobserved heterogene-

ity distribution and a non-parametric specification with two latent classes to account for preference

heterogeneity in income. His results show that there is not any significant difference between the

elasticities from the standard conditional logit model (without unobserved heterogeneity) and the

two mixture models. In a similar study, Pacifico (2013) uses the European panel of income and

living conditions (EU-SILC) with a similar setup to Haan’s study and confirms his findings. How-

ever, his study goes a step further and shows that labour supply elasticities are, in fact, significantly

different when unobserved heterogeneity is allowed for all the preference parameters in the model

instead of only one parameter.

2.3 Monte Carlo Simulation Plan

In this study, we use the Monte Carlo simulation method to further investigate the role of un-

observed heterogeneity in model outcomes in the labour supply context. The advantage of this

method compared to the previous studies, is that the real population parameters and characteristics

are known which allows us to compare the model’s outcome to the true values. Also, we can gener-

ate scenarios under different assumptions which enables us to investigate the effect of each of those

assumptions. Neither is possible using real datasets. Moreover, in using real data even if we can

assume that the model specification is correct, the results could be simply sensitive to the sample

used.
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2.3.1 Labour Supply Model

We use the static discrete choice labour supply model that is based on a direct random util-

ity function to generate labour supply distributions with different assumptions. We assume that

individuals get utility from combinations of disposable income (C) and leisure (L), measured by

the deterministic part of the utility function, V (C,L). Also, their utility is affected by a random

component, ϵ.

For the deterministic part, each individual faces a budget set from which they choose a combi-

nation of C and L that maximises their utility. We assume that the utility function is a log transfor-

mation of the Cobb-Douglas function with an order of two.2 Similar variations of this function are

commonly used in the literature (among all, van Soest (1995); Keane and Moffitt (1998); Van Soest

and Das (2001); Soest et al. (2002); Flood et al. (2004); Haan (2006); Choi (2018); Pacifico (2013);

Clavet et al. (2013); Hansen and Liu (2015)).

U(Cj , Lj) = βclog(Cj)+βllog(Lj)+βcsq(logCj)
2+βlsq(logLj)

2+βcllog(Cj)log(Lj)+ϵj ,

j = 1, ..., J = 16 (8)

where Cj and Lj are disposable income and leisure time for individuals from alternative j.

We further assume that the annual time endowment available to each individual is T = 4, 000

hours that can be allocated between work (hj) and leisure (Lj), where Lj = T − hj . The annual

hours of work start from zero and go up to 3,000 hours in increments of 200 hours (ie, hj = 0, 200,

400,..., 3000). This approximates the continuous distribution of work hours in real data. Then, the

disposable income corresponding to each hj is calculated using a detailed taxes and credits schedule

(ie, each individual faces j = 16 alternatives or combinations of (Cj , Lj) from which to choose.)

Disposable income (Cj), or the budget constraint is calculated as

Cj = whj + y − t(whj + yTj −Dj) + TCj + d · SAj , (9)

2van Soest et al. (2002) used a flexible polynomial utility function, exploring model performance for orders 1 to 5,
and found that outcomes at order 2 closely matched higher orders. We adopt the same assumption here.
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where,

w: Before-tax hourly wage rate

hj : Annual hours of work corresponding to alternative j

y: Annual non-labour income extracted from the Census data

t: Federal and provincial income tax schedule

Dj and TCj : Federal and provincial deductibles and tax credits, respectively

SAj : Social assistance benefits and d = 1 if eligible to receive the benefits, zero otherwise.

In order to estimate disposable income based on the number of hours worked, we use the hourly

wage distribution and non-labour income, along with a detailed tax and credit schedule. The natural

logarithm of the wage distribution follows a normal distribution with a mean of $21.2 and a standard

deviation of $10.1, as observed in real data. Additionally, the tax and credits schedule is created

using CTaCS3 parameters. The average estimated disposable income for each hour category is

presented in Table B.1 in the appendix. The generated disposable income is incorporated into the

model exogenously based on the hour category.

Following van Soest (1995), we assume that there is a fixed cost of working. This can be

interpreted as transportation or any work-related cost that occurs from working. In empirical studies,

the prediction of the proportion of non-workers improves by including this term; otherwise, the

proportion would be underpredicted. The fixed cost enters the model as log(Cj) − log(fc), where

j > 1.

Moreover, we assume that the utility is also affected by a stochastic component, ϵj . This counts

for idiosyncratic preferences for certain jobs/alternatives or an error in individuals’ evaluation of

each alternative. We assume that ϵj is drawn from a type I extreme value distribution. This is a

common assumption in discrete choice models as it provides a much easier and faster estimation

process.

Furthermore, we include individual-specific preferences for disposable income and leisure by

assuming heterogeneity through βc and βl. The next section describes this in more detail.
3Milligan (2016)
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2.3.2 Data Generation

We generate datasets assuming that the preference parameters for leisure and disposable income

are distributed normally and bimodally. The bimodal distributions consist of two normal distribu-

tions with partially overlapping and discrete distributions. We divide the proportion of each distri-

bution unequally, 30 percent and 70 percent, to mimic an asymmetric distributional shape while also

incorporating bimodality. Therefore, we have three scenarios: a normal distribution, bimodal distri-

butions, and a discrete bimodal distribution. For each scenario, we consider low and high variances

for the entire distribution, resulting in six scenarios. We generate 100 datasets for each scenario

by taking random draws from the specified distributions. The sample size for each dataset is 2110.

Characteristics of the distributions of unobserved preference heterogeneity are as follows:

a. Normal distributions with small variances (scenario a)

βl
βc

 ∼ BV N(

bl = 22.0

bc = 15.5

 ,Ω =

 2.250 −1.905

−1.905 2.250

), ρ = −0.85

b. Bimodal distributions with small variances (scenario b)

with probability 0.7 : βc ∼ N(14, 0.7), βl ∼ N(17, 0.7)

with probability 0.3 : βc ∼ N(11, 0.7), βl ∼ N(20, 0.7)

ie:

µβl
= 17.90

µβc = 13.09

 , Ω =

 2.38 −2.01

−2.01 2.38

 , ρ = −0.85
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c. Discrete distributions with small variances (scenario c)

with probability 0.7 : βc ∼ N(14, 0.2), βl ∼ N(17, 0.2)

with probability 0.3 : βc ∼ N(11, 0.2), βl ∼ N(20, 0.2)

ie:

µβl
= 17.90

µβc = 13.09

 , Ω =

 1.94 −1.42

−1.42 1.93

 , ρ = −0.75

aa. Normal distributions with large variances (scenario aa)

βl
βc

 ∼ BV N(

bl = 36

bc = 29

 ,Ω =

 49 −42

−42 49.7

), ρ = −0.85

bb. Bimodal distributions with large variances (scenario bb)

with probability 0.7 : βc ∼ N(29, 3), βl ∼ N(33, 3)

with probability 0.3 : βc ∼ N(15, 3), βl ∼ N(47, 3)

ie:

µβl
= 37.22

µβc = 24.77

 , Ω =

 50.23 −42.70

−42.70 50.11

 , ρ = −0.85

cc. Discrete distributions with large variances (scenario cc)

with probability 0.7 : βc ∼ N(29, 0.85), βl ∼ N(33, 0.85)

with probability 0.3 : βc ∼ N(15, 0.85), βl ∼ N(47, 0.85)

ie:

µβl
= 37.22

µβc = 24.78

 , Ω =

 42.00 −31.16

−31.16 41.93

 , ρ = −0.74

We assume that βc and βl are negatively correlated. In other words, higher utility from dispos-

able income corresponds to lower utility from leisure.

Other utility parameters of the population are slightly adjusted to generate the desired hour
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distribution described above. Table 2.1 shows the parameters used to generate the data. Unlike

reduced-form regressions, most of the structural labour supply model parameters are not informative

by themselves. We set the parameters such that (1) the generated datasets satisfy the theoretical

assumptions of labour supply (ie, the marginal utility of disposable income and leisure are positive,

and the utility function is concave), and (2) the generated hour distributions resemble what we

anticipate observing in actual data. (3) the generated hour distributions from each scenario are

similar to facilitate easier comparison of model predictions4. Furthermore, we assume that βcl is

positive, which means leisure and disposable income are substitutes.

Table 2.1: Population Parameters for the Overall Distributions

Small Variance Large Variance

Population a.Normal b.Bimodal c.Discrete aa.Normal bb.Bimodal cc.Discrete
Parameters
βcsq 2.87 2.60 2.60 1.87 1.65 1.65
βcl 0.35 0.33 0.33 0.42 0.42 0.42
βlsq -2.15 -2.10 -2.10 -1.95 -1.95 -1.95
fc 2.25 2.40 2.40 2.30 2.00 2.00

βl 22.00 17.90 17.90 36.00 37.22 37.22
βc 15.50 13.09 13.09 29.00 24.77 24.78

std(βl) 1.50 1.54 1.39 7.00 7.09 6.48
std(βc) 1.50 1.54 1.39 7.05 7.08 6.48
cov(βc, βl) -1.91 -2.00 -1.42 -42.00 -42.70 -31.11
corr(βc, βl) -0.85 -0.85 -0.75 -0.85 -0.85 -0.74

Observations 2110

Figure 2.1 (and Tables B.8-B.10 in the appendix) shows the generated-hour distributions in the

six scenarios. The distributions generated in these scenarios share many general characteristics. The

non-employment rate is between 24 and 26 percent, and the hours of work peak around full-time

hours, which is between 1600-2200 annual worked hours. This distribution pattern resembles the

labour supply distribution of women with lower education levels resulting in varied hour distribution

with larger elasticities. This makes the analysis and comparison of model outcomes for different
4For the small variance scenarios, we also used coefficients similar to those with large variances. This slightly altered

the generated hour distribution but did not affect the results of the study.
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Figure 2.1: The Generated Hour Distribution

specifications clearer and more meaningful, which would not be possible with very small or near-

zero elasticities.

2.3.3 Estimation

Standard Conditional Logit (SCL)

Consider the following utility function where a representative decision maker chooses a choice

set (Cj , Lj) that maximises utility Uj .

Uj = Vj(Cj , Lj) + ϵj , j = 1, ..., J (10)

Vj is the deterministic part of the utility function as described in equation (8). J is the number

of alternatives which is equal to 16. ϵj is assumed to be iid and follows a type I extreme value

distribution, which leads to a logistic distribution of differences in the error terms between any two

alternatives with (0, σ2
ϵ ). The logistic probability density function of alternative j for each individual

is
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pj = Pr(hj) =
exp(Vj)∑
j exp(Vj)

. (11)

Then, the likelihood function for standard conditional logit (SCL) is

L =
∑
j

δj · pj , j = 1, ..., J (12)

where δj is equal to 1 for the observed state of j and 0 otherwise.

The parameters to estimate in this specification are θ = (βcsq, βlsq, βcl, βc, βl, fc). These pa-

rameters are estimated using the Maximum Likelihood Estimation method.

Mixed Conditional Logit - Normal Unobserved Heterogeneity Distribution (MCLN)

The standard conditional logit ignores preference heterogeneity and assumes that the error terms

across alternatives are uncorrelated while in this setup, these error terms are correlated through

unobserved preference heterogeneity. By ignoring them, as in SCL, unobserved heterogeneity re-

mains in the error term and, therefore, the utility error terms are correlated through the common

unobserved heterogeneity.

The most common parametric approach to include unobserved heterogeneity in this framework

is to assume a bivariate normal (BVN) distribution for selected preference parameters. We assume

that


β̂l = bl + el

β̂c = bc + ec,

(13)

where

β̂l
β̂c

 ∼ BV N

(bl
bc

 ,Ω

)
.

The choice probabilities are calculated by a given set of (ec, el) where this condition is integrated

out using the BVN probability density function φ(ec, el). The choice probability for set j is
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pj =

∫∫ +∞

−∞
Pr(hj |ec, el)·φ(ec, el) dec del =

∫∫ +∞

−∞

exp(Vj)∑
j exp(Vj)

·φ(ec, el) dec del, j = 1, ..., J.

(14)

The integration is approximated by taking several random draws from the BVN density function,

φ(erc, e
r
l ) where r is the rth draw from this distribution. Therefore, the simulated choice probability

is

p̂j =
1

R

R∑
r=1

Pr(hj |erc, erl ) =
1

R

R∑
r=1

exp(Vj |erc, erl )∑
j exp(Vj |erc, erl )

, r = 1, ..., R. (15)

We take 100 draws from a Halton sequence56. Finally, we substitute p̂j in (12) and that gives us

the simulated likelihood function (SL)

SL =
∑
j

δj · p̂j , j = 1, ..., J. (16)

The parameters to estimate in this specification are θ = (βcsq, βlsq, βcl, bc, bl, fc,Ω). These

parameters are estimated using the Simulated Maximum Likelihood Estimation method.

Mixed Conditional Logit - Latent Class (LC)

In this approach, unobserved heterogeneity is integrated by allowing discrete types and estimat-

ing the types and their probabilities. This method does not require imposing a parametric structure

on the probability density function of unobserved heterogeneity. In this study, we incorporate two

points for both βl and βc, and allowing for the consideration of all four combinations of these points.

This yields four distinct types (S = 4) of individuals. Therefore, the probability of each alternative

in equation (4) is calculated given types (s),

5Train (2009) explains that two issues matter in an accurate approximation of an integral: good coverage of the
domain and negative covariance both across draws for each observation and across observations. Negative covariance
across draws leads to better coverage and also reduces the variance of the simulator. Also, negative covariance across
observations reduces the variance of the SML maximand that results in a more efficient estimator. He explains that,
unlike similar methods, Halton draws satisfy all these characteristics. There are several empirical studies that show the
superiority of the results based on Halton draws. These studies show that 100 Halton draws provide more precise results
than 1000 pseudo random draws.

6We have tried 50, 100 and 200 draws and estimates are consistent.
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pj|s = Pr(hj |s) =
exp(Vj |s)∑
j exp(Vj |s)

, (17)

where S = {βl,m, βc,k} for k = 1, 2 and m = 1, 2. Then, the likelihood function in (12) is

adjusted to

L =
∑
s

πs(
∑
j

δjpj|s), j = 1, ..., J ; s = 1, ..., S. (18)

where πs is the probability of type and is estimated using a logistic function. The estimated

parameters in this approach include the fixed utility parameters, parameters for the probability types

and heterogeneity points. That is, θ = (βcsq, βlsq, βcl, fc, πs(i.e.pr1, pr2, pr3), bc1, bl1, bc2, bl2).

These parameters are estimated using the Maximum Likelihood Estimation method.

Mixed Conditional Logit - Latent Class and Normal Distribution (LCN)

This particular approach combines elements from the previous two approaches. It operates

under the assumption that there are multiple types, each of which follows a normal distribution. This

approach is quite flexible as it allows for a continuous range of values for unobserved characteristics

and can capture underlying multimodal distributions.

Equations (14) and (15) are computed for each type. Therefore, the simulated probability of

choosing alternative j given type (s) is

pj|s =
1

R

R∑
r=1

Pr(hj |erc, erl , s) =
1

R

R∑
r=1

exp(Vj |erc, erl , s)∑
j exp(Vj |erc, erl , s)

, r = 1, ..., R. (19)

Then, we use the simulated probability in (19) to define the simulated likelihood function similar

to equation (18) to include the types.

SL =
∑
s

πs(
∑
j

δj p̂j|s), j = 1, ..., J ; s = 1, ..., S. (20)

πs is probability of type.

In this approach, we assume that we have two types (S = 2). Therefore, the estimated pa-

rameters are the fixed utility parameters, parameters for type probabilities (prs) and parameters
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of normal distribution for each type (i.e. θ = (βcsq, βlsq, βcl, fc, πs(i.e.pr1), bcs, bls,Ωs)). These

parameters are estimated using the Simulated Maximum Likelihood Estimation method.

2.4 Analysis of Results

The evaluation of the performance of four specifications (SCL, MCLN, LC, and LCN) is done

using the standard performance metrics of Monte Carlo studies such as percentage bias of the esti-

mates and their mean squared errors (MSE), loglikelihood function value and Bayesian Information

Criterion (BIC) (section 2.4.1). As mentioned earlier, the greatest attraction of structural labour

supply models is their application in the ex-ante analysis of policy changes. Therefore, we also

assess how these specifications perform in predicting the hour distribution (section 2.4.2) and the

labour supply response to a policy change (section 2.4.3). The formula for these metrics is detailed

in Appendix A.

2.4.1 Model Estimates

Tables (2.2-2.7) compare the true and estimated parameters of variables with heterogeneous

coefficients (i.e. the natural logarithm of consumption and leisure in the utility function) across four

specifications (SCL, MCLN, LC, and LCN). In this table, columns ‘Mean’, ‘Bias’, and ‘MSE’ are

the average estimate from 100 datasets, the corresponding bias in percentage, and mean squared

errors. The mean log-likelihood and Bayesian Information Criteria (BIC) are also reported at the

bottom of these tables. The detailed parameter estimates are in Tables (B.2-B.7) in the appendix.

Table 2.2: Estimates (DGP: (a) Normal Distribution - Small Variance)

True
Means Bias% MSE

Parameter SCL MCLN LC SCL MCLN LC SCL MCLN LC
βl 22 17.25

(1.20)
21.87
(2.16)

22.07
(2.25)

-21.6 -0.6 0.3 23.99 4.65 5.02

βc 15.5 11.96
(0.42)

15.63
(0.92)

15.78
(1.00)

-22.8 0.8 1.8 12.70 0.86 1.06

Loglikelihood -3976 -3952 -3954
Estimated Parameters 6 9 11
BIC 7997 7973 7993
Values in parentheses are standard deviations.
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Table 2.3: Estimates (DGP: (b) Bimodal Distribution - Small Variance)

True
Means Bias% MSE

Parameter SCL MCLN LC SCL MCLN LC SCL MCLN LC
βl 17.90 13.80

(0.82)
18.02
(1.68)

18.12
(1.82)

-22.9 0.7 1.2 17.53 2.82 3.33

βc 13.09 9.78
(0.43)

13.15
(0.78)

13.32
(0.92)

-25.3 0.5 1.7 11.16 0.60 0.89

Loglikelihood -4361 -4333 -4329
Estimated Parameters 6 9 11
BIC 8768 8734 8741
Values in parentheses are standard deviations.

Table 2.4: Estimates (DGP: (c) Discrete Bimodal Distribution - Small Variance)

True
Means Bias% MSE

Parameter SCL MCLN LC SCL MCLN LC SCL MCLN LC
βl 17.90 14.80

(0.84)
18.36
(1.62)

18.21
(1.55)

-17.3 2.5 1.7 10.32 2.81 2.49

βc 13.09 10.36
(0.42)

13.22
(0.75)

13.33
(0.78)

-20.8 1.0 1.8 7.61 0.57 0.66

Loglikelihood -4299 -4276 -4272
Estimated Parameters 6 9 11
BIC 8644 8622 8628
Values in parentheses are standard deviations.

Tables (2.2-2.4) present the estimated unobserved heterogeneity parameters for distributions

with small variances. The results indicate that SCL shows the poorest performance in these three

scenarios compared to MCLN and LC. Both the percentage bias and the MSE measures from these

two specifications are significantly lower than those from SCL. For example, biases in MCLN and

LC are up to about 2 percent in the three scenarios, whereas in SCL they range between 17 and

26 percent. In these three scenarios, biases and mean squared errors from both MCLN and LC are

small, with a slight preference for MCLN.

Tables (2.5-2.7) present the estimated parameters for the three scenarios with large variances.

Similar to the previous findings, SCL has the largest biases in all three scenarios, with biases ranging

from 50 and 90 percent, which is more than double those of the second-worse specification in each

scenario. Furthermore, comparing the results from the SCL specification to Tables (2.2-2.4), it is

clear that the biases, and consequently, MSEs are much larger when the unobserved heterogeneity

distributions have larger variances, indicating that SCL does not capture the variation in preferences.
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Next, we compare the performance of MCLN and LC in scenarios (aa-cc) of Table (2.5-2.7).

We observe that MCLN performs best in scenario (aa) with normal unobserved heterogeneity. This

is expected, as the underlying distribution aligns with the specification of the model. However, the

biases and MSEs from this method increase in scenarios (bb) and (cc) with bimodal distributions,

becoming even larger as the distribution becomes more discrete (i.e., bb versus cc). On the other

hand, biases and MSEs, in the LC method is the largest in scenario (aa) with normal distribution and

smallest in scenario (cc) with discrete bimodal distribution. This could be related to the bimodality

of the underlying distributions with distinct types in this scenario, which is better captured in the

LC specification.

An additional observation involves comparing the LC approach in scenario (cc), where each

sub-normal distribution has a standard deviation of 0.85, and in scenario (bb), where each sub-

normal distribution has a standard deviation of 3. The biases from the LC approach in (cc) are

only 1.2 and 3.3 percent, whereas in scenario (bb), they are 13.3 and 12.9 percent. Additionally, in

Table B.7, we can see that each point estimate closely approximates the modes of the underlying

bimodal distributions in scenario (cc), but the biases are larger for scenario (bb). This shows that

the two mass points used for each of consumption and leisure preferences in scenario (cc) with

small variances, accurately capture the bimodality of the underlying distribution with small biases.

However, in scenario (bb) with larger variances, a single-point estimate for each sub-distribution is

not as effective. This further emphasises that the size of the variance of unobserved heterogeneity

plays a crucial role in obtaining accurate estimates.

Table 2.5: Estimates (DGP: (aa) Normal Distribution - Large Variance)

True
Means Bias% MSE

Parameter SCL MCLN LC LCN SCL MCLN LC LCN SCL MCLN LC LCN
βl 36.00 9.50

(0.55)
35.90
(4.27)

27.54
(4.81)

35.37
(4.35)

-73.6 -0.3 23.5 -1.8 702.4118.09 94.44 19.16

βc 29.00 3.44
(0.38)

29.05
(2.99)

24.67
(4.96)

29.20
(3.16)

-88.1 0.2 -14.9 0.7 653.46 8.84 43.13 9.90

Loglikelihood -4361 -4107 -4158 -4103
Estimated Parameters 6 9 11 15
BIC 8768 8282 8401 8321
Values in parentheses are standard deviations.
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Table 2.6: Estimates (DGP: (bb) Bimodal Distribution - Large Variance)

True Means Bias% MSE

Parameter SCL MCLN LC LCN SCL MCLN LC LCN SCL MCLN LC LCN
βl 37.22 14.38

(0.75)
44.41
(4.45)

32.27
(4.70)

36.67
(4.05)

-61.4 19.3 -13.3 -1.5 521.44 71.32 46.34 16.54

βc 24.77 2.53
(0.39)

31.09
(2.62)

21.58
(3.62)

24.86
(3.08)

-89.8 25.5 -12.9 0.4 496.16 46.74 23.09 9.39

Loglikelihood -4366 -4239 -4203 -4189
Estimated Parameters 6 9 11 15
BIC 8777 8548 8489 8492
Values in parentheses are standard deviations.

Table 2.7: Estimates (DGP: (cc) Discrete Bimodal Distribution - Large Variance)

True Means Bias% MSE

Parameter SCL MCLN LC LCN SCL MCLN LC LCN SCL MCLN LC LCN
βl 37.22 17.52

(0.81)
48.11
(4.84)

36.78
(2.49)

36.93
(2.91)

-52.9 29.2 -1.2 -0.8 388.83 1466.9 6.33 8.50

βc 24.78 3.25
(0.42)

35.15
(2.76)

23.97
(2.09)

25.08
(2.76)

-86.9 41.8 -3.3 1.2 463.93 782.71 4.98 7.64

Loglikelihood -4247 -4099 -3986 -3988
Estimated Parameters 6 9 11 15
BIC 8540 8267 8056 8091
Values in parentheses are standard deviations.

The current findings indicate that the choice between the LC and MCLN specifications is im-

portant when there is considerable variation in unobserved heterogeneity, and it relies on the shape

of the underlying distribution. However, the true shape of the underlying distribution is unknown.

Therefore, we next apply the LCN specification for scenarios (aa-cc). This more flexible approach

can mimic both bimodality and coverage, as it accounts for both discrete types and continuous vari-

ation in preference heterogeneity within each type. The findings, in Tables (2.5-2.7), show that the

estimates generated by LCN have minimal biases (less than 2 percent) and mean squared errors

(MSEs) across all three scenarios, which makes this a preferred method under these circumstances.

Also, biases and MSEs show significant improvements in scenario (bb) compared to the MCLN

and LC approaches. In scenario (aa) biases and MSEs are comparable to those of MCLN, while in

scenario (cc) they are similar to those of LC.

These tables also present loglikelihood and BIC values. In all six scenarios, there is a significant

improvement in loglikelihood values observed in MCLN, LC, and LCN specifications compared to

SCL. The BIC values from MCLN, LC, and LCN are lower than those from SCL, suggesting that
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the additional parameters used in these specifications contribute to a better model fit. Furthermore,

among the scenarios with small variances, the BIC value from MCLN is consistently the lowest. In

scenarios with large variances, the BIC from MCLN in the (aa) scenario with a normal distribution

is the smallest, as expected, while the BIC from LC in the (bb) and (cc) scenarios with bimodal

distributions is the smallest. In these scenarios, the BIC values from the LCN approach are also

comparable to the preferred approaches above.

In summary, methods that incorporate unobserved heterogeneity (i.e. MCLN, LC and LCN)

lead to significantly improved estimates of bias size, mean squared error (MSE), log-likelihood, and

Bayesian Information Criterion (BIC) measures of model fit compared to the standard conditional

logit (SCL). When the variance is small, the choice of specification is less sensitive to the underlying

distribution type. Both the conditional logit with a normal distribution (MCLN) and the latent class

(LC) models show similar performance, with MCLN performing slightly better. However, when

the variance of the unobserved heterogeneity is large, the choice of specification becomes more

sensitive to the shape of the distribution. If there are distinct types with less variations in each type,

then LC is preferred; otherwise, more flexible approaches should be used. The estimates from the

LCN specification indicate that it could be the preferred alternative due to the added advantage of

accommodating both types and continuous coverage.

2.4.2 Model Fit - Predicting the Hour Distribution

In this section, we examine how well these specifications predict the hour distribution by using

the chi-squared test on each dataset. Table 2.8 presents the number of datasets in each scenario that

successfully pass the chi-squared test at a 5 percent significance level in each specification. This

shows that the predicted hour distribution in these datasets closely matches the actual distribution.

The benefit of this test is that it assesses each simulated dataset individually rather than based on an

average bias7. Tables (B.8-B.10) in the appendix show the extended predicted hour distribution with
7It is worth noting that when dealing with a large number of hour categories, conducting the Chi-squared test can

be more challenging. This is because the probability of misallocation decreases when there are only a few alternatives
available. For instance, if the hour distribution is divided into numerous categories, some may have a small number of
observations. Even a few misallocated observations can rapidly increase the chi-squared value due to this disparity. Con-
versely, categories with high density might not experience a significant change in the chi-squared value, even with larger
misallocations. Therefore, it is better to use this method with caution along with other considerations when evaluating
model fit.
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mean proportions in each category, as well as the bias (in percentage points) for each specification

in all six scenarios.

Table 2.8: Chi-squared Test for Predicted Hour Distribution

Small Variance Large Variance

Specification a.Normal b.Bimodal c.Discrete aa.Normal bb.Bimodal cc.Discrete

SCL 79 27 53 50 0 0
MCLN 100 99 100 98 17 0
LC 95 89 81 43 81 80
LCN - - - 97 82 91
At 5 percent significance level with 16 categories.

Table 2.8 shows that the SCL specification demonstrates the lowest number of datasets passing

the chi-squared test compared to other specifications in each scenario. It is also sensitive to both the

variance and shape of the underlying distribution. For instance, 70 percent of the datasets pass the

test in scenario (a) with a normal distribution and small variance but only 50 percent pass when the

variance is large, and none pass when distributions are bimodal with large variances. Furthermore,

in scenarios with small variances both MCLN and LC perform well, with MCLN demonstrating

better performance as close to 100 percent of datasets pass the test.

In comparing MCLN and LC in scenarios with large variances significant differences become

apparent. In scenario (aa), characterised by a normal distribution, 98 percent of datasets pass the

chi-squared test when utilising the MCLN specification, which is expected due to the matching

distribution and model specification. In contrast, only 43 percent of datasets pass the test when

using LC in this scenario. Conversely, in scenarios (bb) and (cc) with bimodal distributions, 81 and

80 percent of datasets, respectively pass the model fit test using LC, while only 17 and zero percent

pass with the MCLN specification. In these three scenarios, 97 percent for normal distribution and

82 and 91 percent for bimodal distributions, of datasets pass the chi-squared test when using the

LCN specification.

These results align with previous findings in the study and emphasise the importance of includ-

ing unobserved heterogeneity in the estimation. Additionally, the choice of specification becomes

more critical when dealing with large variances. The LCN specification is a more reliable approach
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for the hour distribution in datasets with large variations in unobserved heterogeneity.

2.4.3 Policy Evaluation - Labour Supply Response

After analysing the above results, it is clear that the SCL approach shows poor performance

across all scenarios, especially those with large variances. Based on the current assumptions, it is

evident that the MCLN and, to some extent, LC are suitable when variances are small. Additionally,

when the variance is large, MCLN performs well when the distribution is normal, while LC is

preferred when the distribution is bimodal. LCN performs well in all these scenarios. This section

examines how these preferred specifications predict labour supply responses to policy changes.

We use the introduction of an EITC-like refundable tax credit programme (EITC8) as a policy

change. We calculate the average employment rate change in percentage points and percentage

change in intensive hours of work among workers. Table 2.9 summarises the results. The ‘True’

column shows the average responses from the generated data after implementing the policy change.

The employment rate increases in response to implementing this programme as it involves a wage

increase for non-workers. On the other hand, there is small overall reduction in hours of work in

four of the six scenarios, which suggests that the overall income effect of the transfers dominates the

substitution effect of the subsidised wages in the phase-in region of the programme. For two of the

scenarios, there is a small increase in average worked hours of workers. These results coincide with

labour supply theory and suggest that the generated datasets are reliable for this type of analysis.

Table 2.9 reports the mean predicted responses and the associated bias in percent across datasets

for each selected specification, as well as the MSEs. An overall review of the results shows that the

selected specifications presented here, produce small biases in predicting labour supply responses

and effectively estimating them.

More specifically, results in Table 2.9 show that in scenarios with small variations in the unob-

served heterogeneity, both MCLN and LC have small biases regardless of the shape of the unob-

served heterogeneity. Comparing MCLN and LC, we see that MCLN tends to have smaller biases
8Individuals should have minimum $3500 earnings to be eligible. Then, the EITC payment is 20 percent of their

earnings above $3500. The maximum annual payment is $1,300 where it decreases by 25 percent of their earnings
exceeding $15,000. This policy has a structure similar to the actual WITB introduced in 2007, but it is slightly more
generous.
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Table 2.9: Labour Supply Response to an Introduction of an EITC-like Program

Mean MSE
(Bias%)

Scenarios True Selected Selected
Specification Specification

Sm
al

lV
ar

ia
nc

e
MCLN LC MCLN LC

a. Normal

Employment 2.72 2.70
(0.8)

2.32
(14.7)

0.08 0.40

Hours∗ -0.01 0.01
(0.0)

0.13
(0.1)

0.64 0.88

MCLN LC MCLN LC

b. Bimodal

Employment 2.28 2.17
(5.0)

1.94
(14.9)

0.15 0.31

Hours∗ 0.16 0.17
(0.0)

0.27
(0.1)

0.91 0.89

MCLN LC MCLN LC

c. Discrete

Employment 2.30 2.19
(5.1)

2.10
(9.0)

0.16 0.26

Hours∗ 0.20 0.16
(0.0)

0.18
(0.0)

0.76 0.61

L
ar

ge
V

ar
ia

nc
e

MCLN LC MCLN LC

aa. Normal

Employment 1.79 1.74
(2.7)

1.67
(6.9)

0.08 0.15

Hours -1.05 −1.05
(0.3)

−1.00
(4.9)

0.04 0.04

LC LCN LC LCN

bb. Bimodal

Employment 2.90 2.74
(5.4)

2.79
(3.7)

0.34 0.27

Hours -1.53 −1.59
(4.2)

−1.36
(10.8)

0.54 0.32

LC LCN LC LCN

cc. Discrete

Employment 3.19 3.09
(3.0)

3.24
(1.7)

0.14 0.15

Hours -1.50 −1.24
(17.0)

−1.31
(12.4)

0.26 0.41

The table shows the mean values across 100 datasets. Values in parentheses are biases in percent
∗In this case, the bias is measured in percentage points due to the very small base value.

and MSEs than the LC specification, however, the differences are marginal. This further confirms

that under these assumptions the results are not sensitive to the shape of the unobserved heterogene-

ity.

Next, we observe scenarios with significant differences in unobserved heterogeneity. In scenario

(aa) with a normal distribution, both MCLN and LCN perform well, showing minimal biases and

MSEs. The biases from both methods are less than 7 percent and MSEs are between 0.04 and 0.15.

As expected, results from MCLN are marginally superior. In scenarios (bb) and (cc) with bimodal

distributions, the biases from both specifications are similar across most outcomes. However, when
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comparing the MSEs, the values from the LCN in scenario (bb) and LC in scenario (cc) are slightly

more stable than the alternative method, making these methods the preferred choice at the margin.

2.5 Conclusion

The discrete choice structural labour supply model is well-known for its ability to use for ex-ante

policy evaluations. However, the IIA assumption in this model is an overly simplifying assumption

which assumes alternatives are uncorrelated. A common method to remove this assumption is to

include unobserved preference heterogeneity through random coefficients. Several methods are

suggested to deal with this issue in discrete choice modeling. Within the structural labour supply

framework, two commonly used methods are the parametric specification with normal distribution

and the semi-parametric latent class specification.

The normality assumption in parametric specification is rather ad hoc and lacks an empirical

basis. On the other hand, the latent class assumes the existence of distinct types and estimates the

coefficient and probability associated with each type. However, determining the number of types

is done arbitrarily, and selecting too many types can lead to convergence and identification issues.

While more flexible variations of semi-parametric methods have been proposed, their increased

flexibility comes at the cost of an intense estimation process, particularly when applied to structural

labour supply models, making them less appealing methods in these models.

In the labour supply literature, the impact of including unobserved preference heterogeneity

in models remains uncertain. While ignoring unobserved heterogeneity can lead to theoretical

model misspecification, it’s unclear if accounting for unobserved heterogeneity significantly en-

hances model outcomes or if common specifications like MCLN and LC can effectively improve

results despite methodological challenges. This study addresses these questions by evaluating how

well prevalent methods perform under various unobserved heterogeneity distributional assumptions,

including different shapes and variances, in estimating model outcomes.

In this study, we set up a Monte Carlo study in a structural labour supply model to evaluate

the performance of the standard conditional logit (SCL), the parametric mixed conditional logit

(MCLN) with a normal distribution and semi-parametric approach with latent classes (LC). We
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use the common framework of the discrete choice labour supply with the random utility model

to generate six scenarios. We allow unobserved heterogeneity on consumption and leisure prefer-

ence parameters where the unobserved heterogeneity has normal distribution, bimodal distribution

and discrete distribution, each with small and large variances. To assess the performance of each

specification, we compare the model estimates and Bayesian Information Criteria (BIC).

In all six scenarios, the results indicate that SCL underperforms in comparison to other spec-

ifications, particularly when the variance of unobserved heterogeneity is large. This suggests that

using a single point to approximate a wide range of unobserved characteristics is ineffective and

highlights the importance of integrating heterogeneity into the estimation process.

Analysis of estimated coefficients, mean squared errors (MSEs), loglikelihood values, and

Bayesian Information Criterion (BIC) shows a significant improvement in model performance across

all scenarios when incorporating unobserved heterogeneity in the estimation process. Particularly,

when variance is low, MCLN performs marginally better than LC in all three scenarios in this cat-

egory. This suggests that when the variance is small results are not very sensitive to the shape of

the underlying distribution. But as variance increases, the choice of specification becomes more

critical. MCLN tends to outperform with a normal underlying unobserved heterogeneity, while LC

performs better with discrete unobserved heterogeneity.

As researchers are uncertain about the shape of the underlying distribution, we use the LCN

approach, which accommodates both discrete types and the continuous scope of unobserved charac-

teristics. The results from this approach show that LCN is effective in the three scenarios examined,

with minimal biases and mean squared errors (MSEs) compared to other preferred approaches.

In this field, structural modeling is primarily used for ex-ante policy evaluation. Therefore,

we proceeded to compare the performance of these specifications in predicting the hour distribution

using a chi-squared test and estimating labour supply response to a policy change. The results of this

analysis are consistent with previous findings. The chi-squared test indicates that the SCL exhibits

inferior performance, particularly in scenarios with large variations in unobserved heterogeneity.

However, the chi-squared test based on LCN and especially MCLN confirms a good model fit for

almost all datasets with small variations in unobserved heterogeneity, regardless of the shape of

the distribution. In scenarios with substantial variations in unobserved heterogeneity, MCLN, and
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LCN for normal underlying distribution, and LC and LCN for bimodal underlying distributions,

demonstrate significantly better results, passing the test for most datasets. We then assessed the

labour supply response to the introduction of an EITC-like program for the preferred specifications,

and the findings are consistent with those from previous analyses in this study.

In summary, the findings of this study indicate that MCLN can be a reliable approach when

dealing with small variances, regardless of the shape of the underlying distribution. This can be

easily confirmed by estimating the model with a simple MCLN specification and estimating the

variances of unobserved heterogeneity. However, when dealing with large variances, it becomes

more important to use specifications that appropriately account for unobserved heterogeneity. In

such cases, it is important to investigate the underlying shape of the unobserved heterogeneity dis-

tribution and select the appropriate specification accordingly. One way to do this is by using the LC

method to determine if there are distinct types based on the size of the estimated coefficients and

the probability of the types. These two factors should provide a reasonable insight into the shape

of the underlying distribution and help the researcher choose the most appropriate specification. If

distinct types are identified, either the LC or a more flexible approach such as LCN should be used.

If no distinct types are identified or if the estimated variances from the simple MCLN specification

are small, then the MCLN approach should be sufficient.

To our knowledge, this study is the first to employ the Monte Carlo method to address these

research questions. There are numerous avenues for extending this study to validate these findings

and explore alternative options. This could involve generating data with different distributional

assumptions or incorporating unobserved heterogeneity into other variables of the utility function.

Additionally, future studies can explore the concept of variance size and what constitutes large

or small variance. Such studies can provide insights into the importance of unknown unobserved

heterogeneity and its implications, offering guidance on future directions. This could enhance the

credibility of these models and increase their appeal among researchers and policymakers.
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Chapter 3

The Joint Decision on Employment,

Social Assistance Participation and Paid

Childcare Utilisation for Single Mothers

3.1 Introduction

Many developed countries have significantly invested in providing low-cost childcare, with

Scandinavian countries being the main role model because of having a high subsidised childcare

coverage and large labour market participation of women, largely attributed to their daycare poli-

cies. There are often two primary objectives for subsidising childcare. First, to make childcare

affordable, as high costs are often seen as a barrier to entering the labour market. Second, to create

a reliable environment that supports children’s development, particularly for those from disadvan-

taged backgrounds.

Canada and in particular Quebec, has also implemented policies that have generated significant

improvements in the labour force participation of mothers. Following the substantial subsidised

childcare experience of Quebec, other provinces such as Ontario, British Columbia, and Alberta
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adopted similar approaches and are moving to expand subsidised childcare. To further support fam-

ilies with children and fight poverty, different cash transfer programs, whether universal or means-

tested, have been used at the federal and provincial levels. However, the structure of these programs

may discourage work and have counterproductive effects.

Despite the availability of affordable childcare and various child benefit programs, low employ-

ment rates, high welfare dependency, and poverty continue to be significant issues for mothers,

particularly single mothers with younger children. In this context, could the cost of childcare still

be the primary barrier to employment? Could alternative forms of financial support better promote

work participation? What other factors, besides childcare costs, might influence individuals’ labour

market decisions? It seems that encouraging work, strengthening labour market attachments, and

avoiding long periods of market inactivity and skills erosion especially in today’s rapidly changing

economies, are the key strategies to reduce poverty and should be the focused of policymakers.

This paper focuses on a sample of low-educated single mothers in Quebec who are between 25

and 45 years old and have at least one child below the age of 13. The paper investigates their deci-

sion regarding labour supply jointly with the decision about formal childcare utilisation and social

assistance participation using a structural framework. Many single mothers in this group rely on

social assistance and it is important to consider their decisions about work and childcare utilisation

jointly with social assistance participation. This paper aims to make the following contributions:

(1) It investigates whether childcare costs pose a significant barrier to work and how individuals

respond to changes in childcare expenses. This is achieved by simulating two scenarios: free

childcare (in-kind transfer) versus an equivalent cash transfer which gives the individuals

the flexibility to allocate the funds as they see fit. The findings show that, first, the positive

effect of free childcare on labour supply is marginal, and second, when given the option,

fewer mothers choose to use the funds for formal childcare. Instead, many prefer to maintain

their informal childcare arrangements and allocate the funds to other expenses. This shows

that free childcare generates a strong demand for formal subsidised childcare and does not

necessarily increase labour supply, crowd out informal care, lead to long waits for subsidised

care, and potentially create additional challenges for those with a greater need for the service.
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(2) It analyses various financial policies to determine what motivates work participation, lead-

ing to higher income and reduced poverty. The findings show that policies promoting em-

ployment are more effective in increasing labour supply of single mothers compared to free

childcare. Specifically, reducing the dollar-for-dollar reduction rate in social assistance sig-

nificantly increases the labour market participation among welfare participants, with a small

negative effect on non-participants and no additional to the government.

(3) The study also investigates additional factors that may contribute to labour supply for single

mothers. Specifically, it assesses how mothers’ preferences for work-leisure, formal childcare

utilisation, and welfare participation influence their decision-making process. The simulation

analysis shows that both observed and unobserved characteristics influence preferences, but

particularly the latter play a large role in labour supply decisions of single mothers.

The findings of this study provide valuable insights into the challenges, incentives, and prefer-

ences of this population and clear guidance for policy development.

This study is organised as follows. Section 2 reviews the related literature on childcare provision

and maternal labour supply. Section 3 provides some institutional background on childcare and

child benefit programs in Canada, particularly in Quebec. Section 4 discusses the methodological

background. Section 5 describes the dataset and sample used. Section 6 analyses variations in

policies and discusses the results. Section 7 compares the results to similar studies in the field and

Section 8 concludes.

3.2 Literature

3.2.1 Childcare and Maternal Labour Supply

Many studies have investigated the relationship between childcare provision, childcare cost and

maternal labour supply and child well-being. Most of these studies employ quasi-experimental

methods with different identification techniques to measure the impact of a policy change on certain

outcomes. Some also use a structural framework (ex. Ribar (1995); Andrén (2003); Wrohlich

(2011); Haan and Wrohlich (2011)) to simulate a specific scenario. The findings show significant
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variations. These variations have been attributed to methodological issues (Cascio (2009); Blau

and Currie (2006)), other changes coinciding with the policy shift (Bettendorf et al. (2015); Baker

et al. (2008)) or the environment in which the policy was implemented such as the availability

of childcare services, pre-existing labour market conditions, labour demand and general economic

growth during policy implementation (Lundin et al. (2008); Nollenberger and Rodrı́guez-Planas

(2015); Haeck et al. (2015)). Additionally, it has been shown that childcare policy responses have

significant heterogeneous effects across sub-groups of the population.

Blau and Currie (2006) reviewed studies on childcare cost and employment and noticed a wide

range of labour supply elasticities, ranging from nearly zero to -1.3. They attribute most of these

variations to identification issues, the treatment of unpaid childcare and childcare cost estimations

in the model, rather than the data sources and sample characteristics. For example, they explain that

the few studies that appropriately included unpaid childcare in the choice set tend to estimate lower

elasticities.

In a comprehensive analysis of studies, Del Boca et al. (2015) examined the relationship be-

tween labour market participation and childcare costs. The study finds that childcare accessibil-

ity, rather than childcare cost, significantly influences the size of the labour supply response. In

countries, where childcare is widely accessible, the labour supply elasticities tend to be larger.

Conversely, in countries with limited availability and rationed public childcare, the elasticities are

smaller. The review of these studies also shows heterogeneous responses based on the income,

skills and education levels of the target groups. Similarly, Wrohlich (2011) use a structural model

of labour supply and childcare utilisation on German data and finds a stronger labour supply re-

sponse to the availability of childcare compared to the effect of childcare costs in Germany where

childcare is subsidised and rationed. Also, using a similar structural approach, Haan and Wrohlich

(2011) simulated the effect of a proposed childcare subsidy set to take place in Germany in 2013.

Their findings indicated only a one percentage point increase in the employment rate of married and

cohabiting women.

Many quasi-experimental studies assess the effectiveness of different childcare policies. These

studies suggest that in countries where childcare subsidies rarely existed the policies were more

effective in increasing labour market participation of mothers. Baker et al. (2008) and Lefebvre and
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Merrigan (2008) examined the effect of the introduction of the universal $5/day childcare program

in Quebec in 1997, which was available for children up to age 4. According to Baker et al, the labour

market participation of women in two-parent families increased by 7.7 percentage points (14.5 per-

cent) and the childcare enrollment rate increased by 14.6 percentage points. The difference between

childcare enrollment and labour force participation also indicates a considerable substitution away

from informal care into formal care. Similarly, Lefebvre and Merrigan (2008) and Lefebvre et al.

(2009) found a significant increase in maternal labour supply, both at the intensive and extensive

margins. The authors also find varying effects of this policy by education levels. Mothers with lower

educational backgrounds respond more to this policy. The authors explain that this difference could

be because of lower reservation wages in this group or the lower labour market participation rate

prior to this change. Haeck et al. (2015) investigated the long-term effects of this policy approxi-

mately ten years after its introduction. They find persistent positive effects of the program on labour

supply of single mothers, particularly for highly educated mothers. A significant positive effect on

this group was observed from early in the program, while there was a delay for the less educated

group. The authors explain that this difference might be due to the higher-educated group benefiting

from a higher reduction in costs, as they were not eligible for low-cost childcare before this change.

The authors attribute the greater impact of this policy to the dynamic nature of the Canadian labour

market compared to that of Europe.

Gelbach (2002) and Fitzpatrick (2012) study the effect of free preschool enrollment in the US

(Oklahoma and Georgia) during different periods. Using data from 1980, Gelbach shows a sig-

nificant improvement in labour supply and other social-income measures of single mothers with

five-year-old children. The findings show a 4 to 5.1 percentage point (6 percent to 10 percent) in-

crease in their employment, as well as a 10 to 16 percent increase in hours and weeks worked, and

a 10 percent decrease in social assistance participation. On the other hand, in a similar study using

2000 data, Fitzpatrick finds that only employment of single mothers without additional young chil-

dren increased by 15 to 20 percentage points (22 percent to 29 percent). The effects on other labour

supply measures and married women were insignificant. The author concludes that the differences

in results between these two studies are likely related to changes in labour supply behaviour and

lifecycle patterns over time.
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In another study on the US, Cascio (2009) examines the expansion of slots in public school

kindergartens between 1960 and 1980. The results show that single mothers with five-year-old

children increase their participation by 6.9 percentage points (12 percent) and their hours of work

by 2.4 (11 percent). The impact on married women and mothers with younger children is small

and statistically insignificant. Additionally, the study finds a significant shift from private to public

school kindergartens.

Studies on European countries have similar findings. For example, Goux and Maurin (2010) find

a significant increase in labour market participation and childcare utilisation among single mothers

after the introduction of universal public preschool for three-year-old children in France. The effects

are insignificant for married mothers and variations were observed across education levels. Specif-

ically, mothers with lower education have a 5.1 percentage points increase in their labour supply,

while those with higher education levels only experienced an increase of 0.2 percentage points.

Nollenberger and Rodrı́guez-Planas (2015) analyse the impact of expanding publicly subsidised

full-time childcare for three-year-old children in Spain during the early 1990s. Before this reform,

maternal labour supply was around 30 percent with low childcare utilisation. The authors find

a significant increase of 2.8 percentage points (9.6 percent) in the labour force participation of

mothers of three-year-olds. They also found heterogeneity in the response across age and family

size. Employment of mothers above the age of 30 and those with two or more children increased by

4.7 (15.3 percent) and 3.9 percentage points (14.9 percent), respectively. The authors mention that

this reform occurred during the slow economic growth in Spain, suggesting that the program could

have been more effective under different economic conditions.

In a study on Italy, Carta and Rizzica (2018) exploit labour market outcomes of highly sub-

sidised universal daycare reform in the mid-2000. This reform provided early access to daycare for

2-year-olds and resulted in a decrease in reservation wages, leading to a greater willingness to work

for a lower return. Consequently, maternal labour market participation and employment increased

by 6 and 5 percentage points (roughly 10 percent), respectively. The study also shows evidence of

heterogeneity in the effects based on regional labour market demand, education level, marital status,

family income and the presence of a younger child. Specifically, the effects are more pronounced

in regions with higher vacancy rates, among mothers with high school degrees, married mothers,
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higher-income families, and those without younger children at home.

Brewer et al. (2016) examined the effect of offering free childcare in England during the 2000s

to mothers with children aged 3 or 4. Their study distinguishes between part-time and full-time care.

They find that providing part-time care does not affect the labour supply of mothers significantly,

but providing full-time care increases their labour force participation by 5.7 percentage points (8.7

percent). The study also finds that effects vary by mother’s education and marital status. Mothers

with lower education levels and single mothers were more responsive to this change.

Then we have the studies that evaluate the maternal labour market outcomes of a policy change

in countries with high childcare provision or already high labour market participation rates. The

findings in these studies generally indicate a modest impact. For example, Lundin et al. (2008)

studied the effect of a 2002 reform in Sweden that imposed a cap on how much municipalities

could charge for subsidised childcare. The study finds that the reform has nearly zero impact on

the maternal labour supply of women in two-parent families. It is worth noting that the baseline

employment before the reform was 70 percent with over 80 percent working full-time, leaving lit-

tle room for improvement. These results do not significantly vary by education level or the age of

children. Havnes and Mogstad (2011) investigated the effect of a large expansion of full-time free

childcare across municipalities in Norway which began in mid 1970’s for children between the ages

of 3 and 6 years old. At the time of this expansion, Norway had a high maternal employment rate

of about 70 percent, and the expansion only led to an increase of 1.1 percentage point (4.5 percent)

in the employment of married mothers. Additionally, the study finds a large substitution between

informal and formal care. The authors conclude that the policy was ineffective in increasing ma-

ternal employment with a significant net cost of childcare subsidies. Similarly, Givord and Marbot

(2015) find that the significant increase in the childcare subsidy in France in 2004 had limited effects

on increasing the maternal labour supply of young mothers. The employment increased by 1 to 2

percentage points, and the childcare take-up increased by 1.7. Given the cost of the program, these

effects are considered modest.

The mean effect of some of these policies could be small when considering a larger population,

but more studies have shown that the response could vary among different groups. For instance,

Bettendorf et al. (2015) study the effect of generous childcare subsidies in the Netherlands in 2015.
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At that time, the employment rate of mothers in 2004 was among the highest in the OECD and

comparable to that of Norway, Sweden and the US. However, the majority of mothers worked

part-time. The study finds that the maternal employment rate only increased by 2.3 percentage

points (3 percent) and the average weekly hours worked increased by 1.1 hours (6.2 percent). This

suggests that a large share of the increased subsidies went to parents who were already using formal

childcare at a higher cost prior to the policy change, indicating a substantial shift from informal to

formal childcare. However, consistent with most other studies, they find a larger positive effect on

single mothers compared to couples. Single mothers increased their labour supply by 4.7 percentage

points (8.4 percent) and by 1.7 hours per week (12 percent) at the extensive and intensive margins,

respectively, while couples show a smaller increase of 2.3 percentage points (3.2 percent) and 1.1

(7.2 percent) hours per week.

Huebener et al. (2020) study the effect of abolishing the small private contribution made by

families to parental labour supply in Germany starting in 2006. Their results show no evidence of

change at the extensive margins, and only a 1 percentage point (7.2 percent for the very low full-time

rate) increase in full-time workers. However, they found the response is stronger by single mothers,

mothers without younger children, those who live in urban areas perhaps with dense local labour

markets, highly educated mothers and low-income households, where the increase in employment

ranges from 2.5 to 6 percentage points. The authors consider the program to be inefficient if the

goal of the policy is boosting labour supply. They suggest that there are more efficient programs

through targeted plans linked to employment and childcare expenses.

Busse and Gathmann (2020) exploit the effect of the introduction of free childcare slots for chil-

dren between 2 and 6 years old in Germany. Their results show heterogeneity across the children’s

age. The labour force participation of mothers of young (2-3 years old) children increased by 8

percentage points (18 percent) and daycare take-up by 6 percentage points (12 percent). But the

increase in labour supply of mothers of older children (4-5 years old) is only significant at the inten-

sive, increasing weekly hours by 10 percent. Moreover, their results show that formal and informal

care are complementary.

Ito and Yamamoto (2022) find heterogeneity by type of employment. They found that employ-

ment among non-regular employees increased by approximately 14 percentage points as a result of
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a series of childcare policies implemented in Japan in the early 2000s. But regular employment only

responds at the intensive margin by increasing work approximately by an equivalent of a day per

week. The authors mention that the lack of effect at the extensive margin for the latter group could

be difficulty finding this type, regular employment, of job and access to childcare are not the main

determinants of that.

In some countries, unlike childcare subsidy, a different type of policy was implemented aim-

ing at motivating homecare through forms of cash transfers. For example, in Norway since 1999,

parents with children between the age of one to three years old, became eligible for a cash-for-care

(CFC) subsidy if they chose not to use publicly subsidised daycare regardless of their employment

status. Schøne (2004) finds a slight reduction of 3 percentage points (4 percent) in maternal labour

market participation and a decrease in annual work hours of 3 percent. Naz (2004) examined the

effect of this policy on labour force participation of couples and their relative work hours. The study

finds that the husbands’ labour supply did not change significantly, while women’s labour supply

decreased, leading to an increase in the gap between the hours worked by couples. The negative

effect is larger for women with higher levels of education. The study by Kornstad and Thoresen

(2007) is one of the few studies that uses a structural approach to estimate the effect of this reform

on two-parent households with preschool children. They estimate that the labour supply of mothers

reduced by 9 percent which is greater than the findings in the previous two studies. However, they

argue that the effects measured in the previous studies were immediate, whereas the results from

their model could be considered long-term responses, allowing families more time to adjust.

Kosonen (2014) study the effect of a homecare policy in Finland, similar to Norway’s Cash-For-

Care but more generous and designed specifically for stay-at-home care, unlike the Norwegian one

which was aimed at non-use of public care. The study finds a significant decrease in the participation

of women, with no effect on fathers. The estimates indicate that a 100 euro increase in monthly

supplement, reduces the participation of women by 3 percentage points (10 percent).

Gathmann and Sass (2018) analyse the impact of a generous cash incentive for homecare offered

in Thuringia-East Germany in 2006. Their findings show an-8 percentage point drop in formal

childcare attendance. While no immediate effect on the labour supply of mothers was observed,

labour force participation decreased by 4-5 percentage points (5 percent) in the full sample after a
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couple of years. They also noted a substantial decline in labour force participation of single parents,

low-skilled parents and low-income parents, ranging from 13 to 26 percentage points. In another

study, Collischon et al. (2020) studied the effect of a different homecare policy introduced in 2013

for parents with children under the age of three in Germany. They find a 1.4-percentage point

(1.7 percent) decrease in maternal employment and a 5-percentage point (10 percent) reduction in

subsidised childcare take-up.

3.2.2 Labour Supply and Social Assistance

In addition to Gelbach’s study in 2002 that is discussed above, there are a few other studies

investigating the relationship between childcare cost, employment and social assistance participa-

tion. Connelly and Kimmel (2003) review the papers in this field and find that there is consensus

in the direction of the relation between social assistance reliance and childcare cost, yet the size of

the estimates vary. The authors conducted a study using the US data and find a significant drop in

welfare dependency in response to childcare subsidy. They also find that the estimated elasticity

of AFDC recipiency with respect to childcare cost is more sensitive to model specification and the

estimates are between -1 to -2, but childcare cost elasticity of employment is relatively consistent

and is around -0.42 and -0.42 for single mothers.

Andrén (2003) conducts a study on the relationship between childcare expenses and the employ-

ment decisions of single mothers using data from Sweden. In the study, he developed a structural

labour supply model that accounted for the joint decisions regarding labour force participation,

childcare utilisation, and reliance on social assistance. Through a microsimulation exercise, Andren

finds that increasing social assistance support did not significantly impact childcare utilisation but

had a relatively larger negative effect on labour supply at both the intensive and extensive margins.

On the other hand, reducing childcare costs has a minor positive effect on labour supply, particularly

at the intensive margin, but a more pronounced impact on social assistance participation. He esti-

mates that a 10 percent increase in social assistance results in a 0.19 percent increase in childcare

utilisation, while a 10 percent decrease in childcare cost leads to a 1.6 percent reduction in social

assistance reliance.
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Milligan and Stabile (2007) analysed the impact of integrating the National Child Benefit (NCB)

with the provincial social assistance program in Manitoba. Their findings reveals a 3.4 to 4.7 per-

centage point reduction in social assistance participation and a 3.3 to 4.6 percentage point decrease

in employment between 1997 and 2000 due to this integration. In a subsequent 2009 study, the

authors examined the effects of discontinuing the integration for children aged zero to five and later,

extending it to children aged zero to eleven. The results indicate that the policy expansion increased

social assistance participation and decreased the percentage of income earners, particularly among

less educated families.

3.2.3 Other Child Benefit programs in Canada

Some studies have also evaluated other forms of child benefit programs that exist in Canada

using a quasi-experimental method. The major federal programs in recent years have been Univer-

sal Canada Child Benefit (UCCB) which was replaced by Canada Child Benefit (CCB) in 2016.

Although these programs are not directly related to childcare, they are considered cost-reducing

support offered by the federal government. Koebel and Schirle (2016) examine the effect of the

2006 UCCB introduction on women based on their marital status. The findings show a negative

income effect on married women, with a decrease of 1.4 percentage points in their participation

rate and a reduction of approximately one hour work per week. In contrast, the study finds that the

participation of divorced mothers increased by 2.8 percentage points, with no significant effect on

hours. Also, no significant effect was found among common-law and never-married mothers. In

a similar study, Schirle (2015) analysed the effect of this program on married women with differ-

ent education levels. In this study, she observes that the negative effect is much more pronounced

for low-educated women. Schirle notes a 3.2 percentage point decrease in the participation rate of

low-educated women and a reduction of 1.9 hours per week in their weekly hours. In comparison,

highly educated mothers experience a reduction of nearly one hour per week in their weekly hours

of work.

In Messacar (2021) study, the impact of expanding the Universal Canada Childcare Benefit

(UCCB) policy to families with children aged 0 to 17 on earnings and childcare expenditures is in-

vestigated. The results indicate that only the earnings of single mothers with above-average incomes
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decreases. Specifically, a one percent increase in child benefit transfers was associated with a 0.04

percent reduction in their earnings. The effect on the earnings of married women and single mothers

with below-average incomes is insignificant. Additionally, the study shows that childcare spending

increases by 25 cents for every one-dollar increase in child benefit transfers among married women,

while the effect on childcare spending for single mothers is minimal. Baker et al. (2023) study some

of the labour market outcomes of the UCCB expansion followed by the introduction of the CCB

program. The results show that these programs are successful in reducing poverty by approximately

5 percentage points (12 percent) between 2014 and 2018. They do not find any evidence of a labour

supply response among single and married women.

3.3 Institutional Background on Childcare and Child Benefit

In 1997, the Quebec government introduced a new Family policy program where subsidised

childcare program was the main part of it. This program aimed to provide subsidised childcare

for children aged 0-4. Initially, it covered children aged 4, and gradually expanded and became

available for all children under the age of 5 by 2000. Under this program, parents were required to

pay a fixed fee of $5 per day, per child. Furthermore, the new family policy also introduced optional

full-time kindergarten and subsidised after-school care for children aged 5–12. Initially, the number

of subsidised slots were limited, causing long wait times. However, the number of slots increased

significantly since the introduction of the program, although the wait time is still considerable.

Before this reform, low-income families were eligible for direct subsidies for childcare. Also,

there was a refundable tax credit for childcare expenses, ranging from 75 percent for low-income

families to 25 percent for high-income families. Under the new reform, those using the subsidised

facilities were no longer eligible for provincial subsidies and tax credits, but they could still claim

the expenses towards federal deductions.

In 2004, the fixed contribution increased to $7. In 2015, the fixed flat fee was replaced with a fee

proportional to income. The total fee consisted of a fixed amount of $7.30/day plus a varied amount

based on gross income and the variable component was paid through tax contributions. Under this

system, payments varied between $7.30/day for families earning less than $50,000 up to $20/day
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for families earning over $150,000. 1

To benefit from the subsidised system, families must commit to a set, full-time schedule of 5

days a week for a full day, for up to 261 days per year. There is limited flexibility, although part-time

options are available, they are limited and less common2.

The federal and provincial governments have other child benefit programs aimed at providing

additional financial support and reducing poverty. These programs are not conditional on formal

childcare or employment. In 2015, the main federal child support programs included Canada Child

Tax Benefit (CCTB), National Child Benefit supplement (NCB)3 and Universal Canada Child Bene-

fit (UCCB). All these programs were replaced by Canada Child Benefit (CCB) in 2016. The UCCB

is a universal and taxable payment and was determined by the age and number of children. However,

single parents were eligible to claim it under an eligible child to reduce the tax payment. The other

programs are non-taxable cash transfers and income-tested benefits. NCB was specially targeted to

lower-income families. At the provincial level, Quebec’s Family Allowance (Retraite Quebec) of-

fers a refundable tax credit where the payments vary by age and number of children, family income,

and family status.

For example, consider a single mother with two children, one in preschool and one in primary

school in 2015. This family would qualify for a total of $2640 under UCCB. For CCTB, the maxi-

mum amount of $2940 is received if the income is approximately less than $45000. The maximum

payment from CCB is $11800 which applies to incomes up to $30,000. Additionally, from the

provincial government, families are eligible for the Family Allowance with a maximum amount

of $4378 for income up to $35000.4 Before 2016, the maximum benefit for a single mother with

an annual income of $30,000 was $9,958. After the introduction of the CCB, which replaced the

UCCB and CCTB in 2016, this amount increased to $16,178.
1In 2019, the government eliminated the variable component and set the fixed contribution at around $8.25/day. The

current daily rate is $9.10.
2For more detailed information on childcare policy in Quebec, see Baker et al. (2008), Lefebvre and Merrigan (2008),

Lefebvre et al. (2009), and Haeck et al. (2015).
3This benefit was available in all provinces except Quebec.
4For detailed information on these programs, see CTaCS by Milligan (2016).
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3.4 Methodology

Many papers employ a structural approach with discrete choices to model labour supply, as seen

in works such as van Soest (1995), van Soest et al. (2002). Structural models offer the advantage

of assessing the impact of ex-ante policy and program changes on individuals’ choice sets through

detailed tax and credit schedules in the budget constraint, something quasi-experimental methods

cannot accomplish. Some of these studies expand this approach by including childcare utilisation

decisions when analysing a sample of mothers. The idea is that the labour supply decision of

individuals with children, particularly women who serve as the primary caregivers, is related to

childcare utilisation. Therefore, both aspects must be incorporated into the model. For example,

Ribar (1995) estimates a fully structural model on a sample of married women in the US. Similarly,

Wrohlich (2011) uses a similar approach for mothers in two-parent households using panel data

to account for the highly rationed childcare market in Germany. Wrohlich estimates the expected

value of childcare cost by using an estimated probability of subsidised childcare utilisation versus

private options as weights. Using a similar model, Haan and Wrohlich (2011) model the labour

supply and fertility decision of single mothers to evaluate the impact of subsidised childcare on these

decisions. Andrén (2003) estimates the joint decision between labour supply, childcare utilisation

and welfare participation for single mothers in Sweden. Additionally, Kornstad and Thoresen (2007)

use variations of this structure to estimate the joint decision between labour supply and childcare

utilisation, differentiating between types of care such as parental, daycare or other paid options, in

order to simulate the effects of homecare cash transfer policy in Norway.

This study uses a similar approach used in these papers. It focuses on a sample of low-educated

single mothers who highly rely on social assistance. Therefore, the analysis in this paper will

consider the decision about social assistance participation with labour supply and choice of formal

childcare utilisation simultaneously. Unlike Wrohlich (2011) and Haan and Wrohlich (2011), we

are unable to distinguish between subsidised and private care utilisation as this information is not

available in the dataset.
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3.4.1 Labour Supply Model

This study employs the standard structural labour supply model based on random utility. This

model assumes that individuals get utility from combinations of disposable income (C) and leisure

(L). We further assume that the utility function is a log-transformation of the Cobb-Douglas func-

tion, which is a common form used in the labour supply literature (among others, van Soest (1995);

van Soest et al. (2002); Flood et al. (2004); Haan (2006); Clavet et al. (2013); Hansen and Liu

(2015)). Additionally, in accordance with Keane and Moffitt (1998) and Andrén (2003), we include

the choice of social assistance participation and paid childcare utilisation as separate additive terms

to this utility function. The estimated model is

U(Cjcs, Lj , SAs, CCc) = βclog(Cjcs) + βllog(Lj) + βcsq(logCjcs)
2 + βlsq(logLj)

2

+ βcllog(Cjcs)log(Lj) + βsadSAs + βccdCCc + ϵj , j = 1, ..., 7; s = 0, 1; c = 0, 1 (21)

where Cjcs and Lj are respectively, disposable income and leisure time from alternative j within

hour categories given social assistance (s) and childcare utilisation (c) status. We assume there are

j = 7 categories for worked hours (h = 0, 250, 750, 1250, 1750, 2250, 2750). dSA and dCC are

binary variables that denote the observed state for social assistance participation and paid childcare

utilisation. ϵj is a random component assumed to follow a type I extreme value distribution, which

is a common assumption in discrete choice models, providing an easy and fast estimation process.

This accounts for idiosyncratic preferences for certain jobs/alternatives or an error in individuals’

evaluation of each alternative.

Individuals face a budget set from which they choose a combination of C,L, SA,CC that max-

imises their utility. Disposable income (Cjcs), or the budget constraint is defined as

Cjcs = whj + y − t(whj + yTj −Dj) + TCj + dCCc · CCj + dSAs · SAj , (22)

where,

w: Before-tax hourly wage rate
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hj : Annual hours of work corresponding to alternative j where Lj = T − hj and T = 4, 000

y: Annual non-labour income (eg, investment income, child support, employment insurance,

etc.)

t: Federal and provincial income tax schedule5

yTj : Taxable non-labour income Dj and TCj : Federal and provincial deductibles and tax credits,

respectively

CCj : Daycare expenses if the person uses paid care

SAj : Social assistance benefits if the person participates in the program. Social assistance

benefits are reduced dollar for dollar (a 100% reduction rate) for earnings that exceed the $200

monthly exemption threshold.

The decision to use the social assistance program and paid childcare service enter the model

in two ways: as a direct benefit and cost, respectively if the individual opts for either or both

options, in which case alters their disposable income and varies with hours of work; and as a binary

additive term in the utility function, reflecting the individual’s valuation of these two options. This

framework enables the model to capture possible trade-offs involved in the choice between work,

paid childcare services, and social assistance participation.

Following van Soest (1995), we assume that there is a fixed cost of working. This can be

interpreted as transportation or any work-related cost that occurs from working. In empirical studies,

the prediction of the proportion of non-workers improves by including this term; otherwise, the

proportion would be underpredicted. The fixed cost enters the model as log(Cjcs)− log(fc), where

j > 1.

We further assume that if the mother does not work, she will not use paid childcare either6.

Additionally, given eligibility, participation in social assistance is only an option if the person does

not work full-time hours (ie, available if h = 0, 250, 750, 1250). Therefore, there are a total of

20 alternatives: (dh1 − dh7, dCC = 0, dSA = 0), (dh2 − dh7, dCC = 1, dSA = 0), (dh1 −

dh4, dCC = 0, dSA = 1), and (dh2− dh4, dCC = 1, dSA = 1).

The multinomial logistic probability of choosing the alternative (j, c, s) is
5Canadian Tax and Credit Simulator (CTaCS) by Milligan (2016)
6Only close to 5 percent of the sample uses paid childcare while not working, and they are excluded.
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pjcs =
exp(Vjcs)∑

j

∑
q exp(Vjcs)

, (23)

where Vjcs is the deterministic part of the utility function in (21). The log-likelihood function is

LL =
∑
n

∑
jcs

δn,jcsln(pn,jcs), n = 1, . . . , N ; j = 1, . . . , 7; c = 0, 1; s = 0, 1 (24)

where δjcs is equal to 1 for the observed state of (j, c, s) and 0 otherwise. N is the number of

individuals and pn,jcs is the probability of choosing set (j, c, s) by individual n.

The primary limitation of standard conditional logit is the assumption of Independence of Irrel-

evant Alternative (IIA) which is unrealistic in the context of labour supply decisions. To address

this limitation, we relax this assumption by incorporating random preference parameters where an

individual’s evaluation of each alternative is affected by their unobserved characteristics. These

individual-specific preferences are defined for leisure, social assistance participation and paid child-

care utilisation, assuming heterogeneity through βl, βcc and βsa where,

βl = b0l + blXl + el,

βcc = b0cc + bccXcc + ecc, (25)

βsa = b0sa + bsaXsa + esa.

Xl, Xcc, Xsa are observable characteristics. e = (el, ecc, esa) is individual specific unobserved

characteristics and captures differences among individuals.

Moreover, by incorporating individual-specific characteristics, such as age, education level,

number and age of children, household characteristics and living arrangements as well as unob-

served characteristics, we account for diverse labour market behaviours and provide a more detailed

analysis.
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3.4.2 Wage Estimation

We estimate the wage equation simultaneously with the structural labour supply model and

allow the error term in the wage regression to be correlated with the labour supply model through

βl, βcc, and βsa. The natural log wage is defined as

log(w) = b0w + bwXw + ew + εw, (26)

where Xw is the individual characteristics. The error term in the wage equation is defined in two

parts: first, unobserved heterogeneity among individuals,ew, which is correlated with unobserved

heterogeneity in the preference parameters. Second, there is the measurement error, εw ∼ N(0, σ2
w).

van Soest et al. (2002) interpret the measurement error as job- or hour-related characteristics that

are not in the labour supply part of the model. Blomquist (1996) and van Soest et al. (2002) discuss

that ignoring the measurement error can significantly bias the estimates of elasticities. Furthermore,

we assume that ew and εw are normally distributed and uncorrelated with each other.

Finally, φ = (ew, el, ecc, esa) is i.i.d and follows MVN(0,Ω).

The choice probability for (j, c, s) set is

pjcs =

∫ +∞

−∞

∫ +∞

−∞

∫ +∞

−∞

∫ +∞

−∞
Pr(hjcs|εw, ew, el, ecc, esa) · f(εw|ew)

φ(ew, el, ecc, esa)dewdeldeccdesa, j = 1, . . . , 7, c = 0, 1; s = 0, 1 (27)

where f(·) is a wage density given ew. The choice probabilities are calculated given a set of

(ew, el, esa, ecc). Then, to remove the condition, (ew, ec, el, es) are integrated out.

The simulated choice probability for a worker is

p̂jcs =
1

R

R∑
r=1

Pr(hjcs|εw, erw, erl , ercc, ersa) · f(εw|erw), j = 1, ..., 7, c = 0, 1; s = 0, 1 (28)

and for a non-worker is
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p̂jcs =
1

R

R∑
r=1

Pr(hjcs|εw, erw, erl , ercc, ersa), j = 1, ..., 7, c = 0, 1; s = 0, 1 (29)

where (ew, el, esa, ecc) is the rth draw from MVN(0,Ω). For estimation, we use 100 draws

from Halton sequence.

Substitute p̂jcs in (4) to get the simulated log-likelihood function (SLL)

SLL =
∑
n

∑
jcs

δn,jcsln(p̂n,jcs), j = 1, ..., 7; c = 0, 1; s = 0, 1;n = 1, ..., N. (30)

The parameters to estimate are θ = (βc, βcsq, βlsq, βcl, b0w, b0l, b0cc, b0sa, bw, bl, bcc, bsa,Ω, σε).

These parameters are estimated using the Simulated Maximum Likelihood Estimation method.

3.4.3 Estimation of Childcare Expenditure

We need to determine the cost of childcare (CCj) for each alternative in the budget constraint.

This will be based on estimated values derived from a regression for the childcare cost function.

The variations in the cost are from hours of work, non-labour income, age and number of children

and regional differences. To ensure the reliability of the estimates, the regression uses a sample of

mothers with the youngest child under the age of 14 in order to increase the sample size and improve

the robustness of the estimates7. The childcare cost function is

log(childcare expense) = f(nchild2, nchild2to5, nchild6to14, chpop, bigct, rural, locw,

unearned, dh1, dh3, dh4, dh5, dh6, dh7). (31)

In this regression, ‘childcare expense’ is the annual childcare cost. Three variables are allocated

for the number of children in the family who could potentially require care: ‘nchild2’ is the number

of children younger than two years old, ‘nchild2to5’ for the number of children between 2 and 5

years old, ‘nchild6to14’ for the number of children between 6 and 14. ‘unearned’ is non-labour

income, ‘dh1’ to ‘dh7’ are dummy variables for hour categories where the categories are dhj = 0,

7Variations of this larger sample have been tested and the estimated coefficients are close.
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250, 750, 1250, 1750, 2250, and 2750, respectively (dh2 = 250 is set as the base category 8). The

same categories are used in the labour supply model. These categories can capture any nonlinear

relationship that could exist between hours and childcare costs. ‘chpop’ indicates the number of

children less than 14 years old relative to the population in the local area where the person resides.

This variable captures the interaction of supply and demand for childcare in each neighbourhood.

‘bigct’ and ‘rural’ are dummy variables for living in big cities and rural areas versus medium-sized

cities. locw represents the local average wage, serving as a proxy for socio-economic characteristics

at the neighbourhood level.

Table 3.1: Childcare Expenses

Variable Estimate

Dependent Var. ln (childcare expense)

Intercept 6.630∗∗∗
(0.040)

dh1 −0.167∗∗∗

(0.027)

dh3 0.136∗∗∗
(0.021)

dh4 0.227∗∗∗
(0.019)

dh5 0.285∗∗∗
(0.017)

dh6 0.294∗∗∗
(0.017)

dh7 0.315∗∗∗
(0.022)

Nchild2 0.157∗∗∗
(0.009)

Nchild2to5 0.539∗∗∗
(0.006)

Nchild6to14 0.041∗∗∗
(0.005)

Chpop −0.067∗∗

(0.034)

Bigct 0.088∗∗∗
(0.009)

Rural −0.039∗∗∗

(0.011)

Locw 0.011∗∗∗
(0.001)

Unearned 0.017∗∗∗
(0.001)

R2 0.183

AdjR2 0.183
∗∗∗, ∗∗ significance at 1% and 5%; Values in

parentheses are standard errors.

Table 3.1 presents the estimated coefficients. All the estimates are statistically significant.
8Childcare utilisation is not considered for non-workers (i.e dh1) in the main sample. That is why dh2 is used as the

reference category.
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Childcare expense increases with the number of children and is higher for younger kids. Further-

more, costs increase with working hours, city size, and non-work income. In neighbourhoods with a

higher average local wage, childcare costs tend to be higher. The estimated coefficient of ‘chpop’ is

negative suggesting that, after controlling for factors such as age and number of children, regional

differences and economic factors, neighbourhoods with a higher density of children, may have a

larger supply of, possibly subsidised, childcare centres at a lower cost.

3.4.4 Identification

The identification of the utility parameters relies on variations across individuals and alterna-

tives which is based on multiple categories of hours (leisure) and disposable income. The income

variation is also affected by wage, non-labour income, childcare cost as well as hours of work. Fur-

thermore, identification is also based on the highly non-linear nature of tax function. Additionally,

the fixed cost is identified by non-workers versus workers.

To further facilitate identification within the main model, βc is normalised to one. Additionally,

we apply the exclusion restriction for the wage, childcare expense and childcare utilisation equa-

tions. In the wage equation, variables on language skills are considered to be human capital which

affects labour demand. In the childcare expense equation, the proportion of the total number of

children in the population is a measure of net childcare supply, which affects childcare costs. For

the childcare utilisation equation, the presence of an adult in the household affects the preference

for childcare utilisation.9

As for the rest of the variables in the preference parameters of the utility function, the mother’s

education, age and number of children are included in all three preference parameters to reflect the

differential preferences and limitations of single mothers. Additionally, preference for leisure and

social assistance participation are affected by immigration status and age.
9Due to the limited availability of more suitable variables in the dataset, we were unable to use alternative variables.

However, we estimated the model with different initial values, and we found that the main estimates of the model remained
stable.
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3.5 Data and Sample

This study uses the 2016 Canadian Census of Population. Census of population is a mandatory

survey with a cross-section design, conducted by Statistics Canada every five years to provide in-

formation on the participants’ demographic, social and economic characteristics. The 2016 Census

microdata file contains 8,651,677 observations that consist of 25 percent of the population. The

personal demographic information from the survey is linked to the 2015 personal income tax and

benefits record collected by Canada Revenue Agency (CRA) to provide a rich dataset with reliable

information on the sampled population’s demographic, social and economic characteristics.

To estimate the childcare cost, we use the variable for childcare expense in the census. The

variable measures the annual cost of daycares, day camps, babysitters and similar services for all

the children in the family, which enables the parent(s) to be employed. However, it does not specify

the type of childcare, subsidised, or private use. The outliers, defined as annual childcare costs per

child less than $150 and exceeding $17,000 are also excluded and represent less than two precent

of the sample.

This study focuses on single mothers in Quebec between the ages of 25 and 45 years old with

a high school degree or less, whose youngest child less than 14 years old. Specifically, the sample

includes those who are the primary financial providers for their households. It excludes individu-

als receiving retirement income, students, those reporting disabilities, or those receiving disability

benefits.

The hourly wage is not directly available in the census data. We estimate this variable by

dividing the annual earnings by the number of worked weeks multiplied by hours of work during

the reference week. There are limitations to this method. To get a more reliable distribution, we

impose some restrictions on the sample: individuals with self-employment earnings are excluded

since the reported hours and earnings might be ambiguous. This represents less than 3 percent of the

sample. Individuals who worked more than 85 hours weekly are dropped, as are those who worked

less than three weeks or less than three hours per week. These account for 0.13 and 0.1 percent

of the sample, respectively. We also set the minimum wage at $10 (Minimum wage in Quebec in

2015) and the maximum at $100. Consequently, any estimated wage value beyond this range is
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excluded from the sample. These exclusions represent close to 5 percent and 0.5 percent of the

sample, respectively.

The annual hours of work are estimated using weekly work hours and weeks worked annually.

Then seven categories are created such that dh1− dh7 =



dh1 = 0 if hour = 0,

dh2 = 250 if 0 < hour ≤ 500,

dh3 = 750 if 500 < hour ≤ 1000,

dh4 = 1250 if 1000 < hour ≤ 1500,

dh5 = 1750 if 1500 < hour ≤ 2000,

dh6 = 2250 if 2000 < hour ≤ 2500,

dh7 = 2750 if 2500 < hour.

In addition, individuals who are not employed but have childcare spending are excluded from

the main sample, constituting less than 5 percent of the sample. Also, the dummy variable for paid

childcare utilisation is defined when there is a reported positive childcare expense in the dataset.

Social assistance participation is defined as individuals receiving the equivalent of at least one month

of full benefits. Also, ‘adult’ is a dummy variable where it is equal to one if there is any child above

the age 13, or if there are any relatives or grandparents in the household. Non-labour income is

defined as investment income, employment insurance benefits, and other income such as spousal

and child support. Since the income information in the census data refers to 2015, this study is based

on the 2015 taxes and credits schedule. The tax and credits schedule is based on the parameters in

CTaCS by Milligan (2016).

Another variable in this study is the poverty rate, defined as the proportion of the sample living

below the poverty line. We use the Low-Income Measure (LIM) in the census, which sets the

poverty line at 50% of the median after-tax household income, adjusted for household size using

the square root of the household size. This adjustment accounts for the fact that larger households

have more needs, but those needs do not increase proportionally with size. 10 LIM is widely used
10To calculate the LIM, household income is divided by the square root of the household size to adjust for family needs,

and the median of these adjusted incomes is determined. The LIM for each person is then set at 50% of this median,
adjusted for household size. See Statistics Canada, Census (2016).
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for international poverty comparisons and is increasingly applied within Canada.

3.5.1 Descriptive Statistics

Table 3.2 presents sample means of the variables used in this study, as well as based on the age of

the youngest child. The average age in the sample is 36. The overall employment rate in this sample

is 68 percent which shows that labour force participation is relatively high but this is driven by those

with school-aged children. The average hours worked among workers is approximately 1650 hours,

which is equivalent to full-time work and shows that the majority of workers are already working

full-time hours. However, the social assistance participation is 31 percent, and more importantly,

the poverty rate is also quite high at 46 percent, indicating that a considerable portion of workers

earn below the typical income level in society. For reference, in our sample, the average poverty

line is $37,812, though this varies by household size.

Additionally, 32 percent of the sample have a preschool-aged child, and 39 percent, which

represents over half of the workers, use formal childcare while the rest rely on informal childcare

arrangements. Moreover, 33 percent of the sample have another adult living in the household, such

as an older sibling, grandparents, or a relative.

Columns 2 and 3 of Table 3.2 present the same statistics for subsamples categorised by the age

of the youngest child. As expected, individuals with preschool-aged children show poorer labour

market outcomes, with lower labour supply, higher participation in social assistance programs and

higher poverty rates. Moreover, a smaller share of this group uses formal childcare, and the average

childcare costs are approximately double those of individuals without preschool-aged children.

Table C.1 in the appendix shows similar statistics by childcare utilisation.

3.6 Results

3.6.1 Estimated Parameters of the Model and Model Performance

Table 3.3 shows the model estimates. Unlike the reduced form, most of the estimated parameters

of the utility function do not have a direct interpretation. However, it is worth mentioning a few

points. With these estimates, the marginal utility of consumption is positive, and utility is concave
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Table 3.2: Descriptive Statistics of the Sample

Variable Full Sample Preschool-aged School-aged

Employment Rate 67.93 57.14 72.95

Annual Hours of Work 1649.30
(1035.88)

1630.96
(1068.02)

1656.00
(1023.55)

Hourly Wage 20.10
(20.98)

19.78
(20.89)

20.22
(21.01)

Age 36.18
(10.64)

33.11
(10.12)

37.61
(9.63)

High School Graduates 51.03 48.02 52.43

Having Preschool-aged Child 31.78 100 0.0

Daycare Use 38.80 48.68 34.20

Welfare Participation 30.85 41.40 25.94

Poverty Rate 45.94 51.59 43.31

Immigrant 17.44 18.39 17.01

Bilingual 35.52 36.38 35.12

Anglophone 4.79 5.29 4.56

Adult 33.21 22.09 38.45

Number of Children 1.86
(1.82)

1.99
(1.99)

1.81
(1.71)

Disposable Income 35, 278.45
(27,251.97)

34, 303.40
(25,855.11)

35, 732.40
(27,856.89)

Childcare cost 2973.38
(5518.08)

4422.43
(6705.76)

2012.50
(3399.75)

Average Local Employment 0.77
(0.09)

0.77
(0.09)

0.77
(0.09)

Observations 11,895 3780 8115

Values in parentheses are standard deviations.

The numbers of observations are weighted and rounded.

for all individuals.

The estimated parameter for social assistance participation is the marginal (dis)utility for social

assistance. The constant term is negative which shows that after controlling for individual charac-

teristics, there is an average stigma associated with being on social assistance. Also, the estimates

of individual characteristics show that the stigma is more pronounced among high school graduates

compared to high school dropouts and increases with the mother’s age. Additionally, the stigma

decreases with the age and number of children, and for immigrants, although these effects are sta-

tistically insignificant.

Next, the estimated parameter for childcare utilisation represents the marginal utility of using
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formal childcare. The estimated parameter shows a small and statistically insignificant disutility

from using formal childcare. Also, mothers with high school degrees and those with younger kids

derive greater utility from using formal childcare. Moreover, the presence of another adult at home

reduces the utility of using formal childcare. The estimations suggest that formal childcare utilisa-

tion may not always be the preferred choice for some single mothers. They might instead prefer to

use maternal care or unpaid childcare. The disutility of using paid childcare could reflect concerns

about daycare quality or long waiting times to secure a spot or limited flexibility in scheduling.

Moreover, the estimated parameter for leisure shows that individuals with high school degrees

and those of older age tend to exhibit a greater desire for work. On the other hand, having more

children, especially younger ones, and being an immigrant contribute positively to the utility derived

from leisure. The effects of all these variables are statistically significant.

Finally, the estimated correlation matrix of unobserved heterogeneity shows the correlation be-

tween wage, preference for leisure, formal childcare utilisation and social assistance participation.

The direction of estimated correlations is consistent with expectation. I will focus on those with

larger correlations. The correlation between wage and childcare utilization is 0.59, indicating that

the characteristics that positively influence wages also tend to increase childcare use. Additionally,

the correlation between leisure and childcare utilisation and between leisure and social assistance

participation are -0.70 and 0.90, respectively, indicating that those who prefer more leisure use for-

mal childcare less and are more likely to receive social assistance. Finally, the correlation between

childcare utilization and social assistance participation is -0.94, suggesting that the characteristics

that increase formal childcare use tend to reduce participation in social assistance program.

Table 3.3: Estimates for the Utility Function

Estimate Standard Error t value
ln2C 0.041∗∗∗ 0.006 7.103
ln(C · L) 0.363∗∗∗ 0.083 4.377
ln2L -17.091∗∗∗ 1.313 -13.022
fc 7.644∗∗∗ 1.685 4.537

Wage Equation
Age 0.115∗∗∗ 0.017 6.819
Age2 -0.078∗∗∗ 0.030 -2.611
Immigrant -0.097∗∗∗ 0.025 -3.906
High school 0.158∗∗∗ 0.020 8.028
Bilingual 0.133∗∗∗ 0.019 7.057
Anglophone 0.152∗∗∗ 0.042 3.651
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Estimate Standard Error t value
Local Employment 1.107∗∗∗ 0.124 8.944
Constant 1.906∗∗∗ 0.096 19.906
σ 0.329∗∗∗ 0.013 25.953

Observed Characteristics for Leisure
High school -3.885∗∗∗ 0.533 -7.296
Nchild (age under 3) 4.589∗∗∗ 0.944 4.860
Nchild(age 3to5) 2.748∗∗∗ 0.507 5.417
Nchild(age 6to14) 1.674∗∗∗ 0.342 4.887
Immigrant 2.344∗∗∗ 0.550 4.264
Age -1.340∗∗∗ 0.398 -3.371
Constant 27.971∗∗∗ 2.784 10.046

Observed Characteristics for Childcare Utilisation
High school 0.537∗∗∗ 0.115 4.688
Nchild(age under 3) 0.991∗∗∗ 0.238 4.165
Nchild(age 3to5) 1.092∗∗∗ 0.122 8.923
Nchild(age 6to14) -0.099 0.079 -1.264
Adult -0.839∗∗∗ 0.110 -7.642
Constant -0.085 0.149 -0.568

Observed Characteristics for Social Assistance Participation
High school -5.997∗ 3.439 -1.744
Immigrant 5.220∗ 3.121 1.673
Nchild(age under 3) 5.358 3.680 1.456
Nchild(age 3to5) 2.625 1.712 1.534
Nchild(age 6to14) 1.454 1.082 1.343
Age -2.795∗ 1.575 -1.775
Constant -7.422∗ 4.275 -1.736

Elements of the Cholesky Decomposition Matrix
Ww 0.218∗∗∗ 0.020 10.861
Lw 1.130∗∗ 0.486 2.325
CCw 0.516∗∗∗ 0.116 4.443
SAw -2.908 2.152 -1.351
Ll 6.730∗∗∗ 0.811 8.302
CCl -0.705∗∗∗ 0.123 -5.718
SAl 10.017∗ 5.809 1.724
CCcc -0.028 0.259 -0.108
SAcc -0.469 0.761 -0.616
SAsa 0.191 0.631 0.302

Loglikelihood -7495.623
∗∗∗, ∗∗ and ∗ are significance levels at 1%, 5% and 10%.

Table 3.4 compares the predicted and true hour distribution across childcare utilisation and

social assistance participation. The predicted values are based on simulations of 40 draws per

individual from the estimated multivariate normal distribution, Ω, in Table 3.3.11 This comparison

shows that the generated distribution closely matches the true distribution across the 20 categories.
11The number of draws for the policy simulation exercise was limited by the memory limitations of the lab’s computer.
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Variance-Covariance Matrix for Unobserved Preferences
Wage Leisure Childcare SA

Wage 0.048
Leisure 0.247 46.575
Childcare 0.113 -4.158 0.764
SA -0.635 64.129 -8.545 109.044

Correlation Matrix for Unobserved Preferences
Wage Leisure Childcare SA

Wage 1.0
Leisure 0.166 1.0
Childcare 0.591 -0.697 1.0
SA -0.279 0.900 -0.936 1.0

3.6.2 Policy Simulation

In this section, we explore the impact of various support programs through financial assistance

and how they influence individuals’ decisions regarding their employment, use of paid childcare,

reliance on social assistance, poverty status, and disposable income. The results are also based on

40 simulation draws as described above.

For reference, Table 3.5 displays the average simulated characteristics of the sample based on the

model estimates prior to the policy change. The overall estimated employment rate is 66.1 percent,

with an average annual working hours of 1639 among workers. Social assistance participation

is 28.6 percent, and 37.7 percent of individuals utilise the paid childcare system. The estimated

poverty rate within the sample is 46.6 percent, and the average disposable income (after deducting

childcare expenses for those using the paid system) is $34,583. These values align closely with the

true values reported in Table 3.2.

This table also shows the same estimated averages by the subgroups of single mothers not util-

ising the paid childcare system (dCC = 0) and welfare participants. The first one includes non-

employed individuals. These subgroups are identified as having lesser attachment to the labour

market and are at higher risk of living in poverty. The effect of simulated policies by the age of the

youngest children is reported in Tables C.2 to C.7 in the appendix.

Tables 3.6 to 3.10 present the simulation results following a policy change for the entire sample

and the subsamples. The average change in response to each policy change are reported. The

outcomes are a change in employment rate (in percentage points), the average percentage change
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Table 3.4: Model Fit - Predicted versus True Proportions

Hour
Categories

True Predicted

CC=0; SA=0

0 3.91 7.14

250 0.92 0.32

750 2.27 2.17

1250 4.41 7.57

1750 14.67 11.34

2250 5.13 5.53

2750 0.29 0.34

CC=1; SA=0

250 1.09 0.34

750 2.77 2.87

1250 5.34 9.02

1750 18.58 14.02

2250 9.21 9.52

2750 0.50 1.19

CC=0; SA=1

0 28.16 26.8

250 0.71 0.4

750 0.42 0.52

1250 0.25 0.2

CC=1; SA=1

250 0.59 0.31

750 0.25 0.32

1250 0.46 0.08

Predicted values are based on simulations of multiple draws per individual.

The true values are based on weighted and rounded counts.

The unweighted and unrounded frequencies in some categories are closer to

the model estimate.

of working hours among workers, a change in paid childcare utilisation (in percentage points), a

change in social assistance participation (in percentage points), and the average percentage change

in disposable income (after deducting paid childcare cost for those using paid childcare) among

those affected by the policy.
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Table 3.5: Benchmark

Employment
Rate

Hours Welfare
Participation

Childcare Poverty rate Disposable
Income

(pct) (pct) (pct) (pct) ($)
All 66.06 1639.25 28.64 37.66 46.64 34,583.3

CC=0 45.55 1589.48 44.80 0.00 61.52 31,804.5
Preschool 25.90 1435.54 65.01 0.00 73.28 31,580.4
School 53.28 1618.94 36.85 0.00 56.89 31,892.7

SA=1 6.42 629.40 100.00 2.49 87.90 27,674.1
”pct” stands for percent change.

Free Daycare versus Cash Transfer

The first policy examines the comparison between access to free daycare, which can be viewed

as an in-kind transfer, and a dollar equivalent cash transfer. In the first scenario, individuals have

access to free daycare if they choose to use the paid childcare system, in which case they have no

costs. In the second scenario, everyone is entitled to the same amount of cash as the value of free

daycare, regardless of whether they use paid childcare or not. Therefore, in this case, individuals

have the choice to allocate the cash towards childcare or other living expenses. The outcomes of

this comparison are presented in Tables 3.6 and 3.7.

Table 3.6: Free Childcare

Employment
Rate

Hours Welfare
Participation

Childcare Poverty rate Disposable
Income

(ppt) (pct) (ppt) (ppt) (ppt) (pct)
All 0.459 0.014 -0.081 1.695 0.181 2.653

CC=0 0.737 0.402 -0.128 2.719 -0.167 0.521
Preschool 1.636 1.489 -0.316 4.079 -0.514 0.972
School 0.383 0.194 -0.054 2.184 0.000 0.343

SA=1 0.684 1.150 -0.383 0.757 -0.128 0.364
Values represent the mean changes in response to the policy.
”pct” stands for percent change, and ”ppt” stands for percentage point change.

In the case of free daycare, there is a 1.70 and 0.46 percentage points increase in childcare utili-

sation and employment, as well as a 0.01 percent rise in working hours among workers. Moreover,

an analysis of sub-sample responses shows that single mothers with preschool-aged children have

a greater labour supply response and uptake of childcare compared to other groups. Specifically,

within this demographic, there is a 1.64 and 4.08 percentage points increase in employment and
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Table 3.7: Cash Transfer

Employment
Rate

Hours Welfare
Participation

Childcare Poverty rate Disposable
Income

(ppt) (pct) (ppt) (ppt) (ppt) (pct)
All 0.944 -0.261 -0.163 0.587 -5.240 5.230

CC=0 1.514 -0.265 -0.261 1.022 -4.317 4.022
Preschool 2.533 -0.289 -0.476 2.075 -4.447 4.053
School 1.112 -0.260 -0.176 0.607 0.000 4.010

SA=1 1.395 -0.054 -0.635 0.679 -1.392 0.969
Values represent the mean changes in response to the policy.
”pct” stands for percent change, and ”ppt” stands for percentage point change.

childcare utilisation, and an average increase of 1.49 percent in hours worked. While the average

changes in poverty rates and consumption are positive, they are relatively modest.

The difference between the change in employment rate and childcare utilisation shows that the

increase in childcare use is primarily driven by parents who are already working, as they switch from

unpaid childcare to the new free-paid system. Of every 10 mothers that start using paid childcare,

only 3 have become employed. Moreover, the rise in employment rates is relatively modest (even

across the sub-samples), indicating that the cost of daycare may not be the primary barrier to single

mothers’ employment. Also, the low uptake of paid childcare suggests that single parents with

existing childcare arrangements are inclined to continue using them, even when the paid system is

available for free.

Next are the results for the second scenario. Table 3.7 shows the impact of an equivalent cash

transfer. The simulation results for those with dCC = 0 show that when given the choice, only

1.02 percent of the respondents opted for the paid childcare system, in contrast to 2.72 percent of

the respondents who chose the free daycare. This suggests that most individuals prefer to use the

support to cover other expenses instead of allocating it to childcare. This aligns with Messacar

(2021) findings on the expansion of UCCB payments in 2015. He finds that these payments did

not change childcare spending among low-income single mothers and reduced working hours for

high-income single mothers, confirming that the extra cash was not used to reduce childcare costs

for this group.

Furthermore, this policy leads to a broader improvement in employment, poverty rates, and

consumption. This is because all working single mothers in the sample benefit from the policy, not
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just those utilising the paid childcare system. In this study, we observe a minor reduction in welfare

participation and a small decrease in work hours (0.26 percent in the sample) as a result of cash

transfers. This suggests that on average, the negative income effect of cash transfer is only slightly

larger than the substitution effect of increased cash for more worked hours. The modest response at

the mean indicates that this type of policy would not significantly distort the overall work incentive

for single mothers.

Additionally, among the subgroups, parents with younger children have a larger labour supply

response and are more likely to use paid childcare under both policies. This is understandable as

they face greater work constraints due to the young age of their children. Therefore, these policies

could be more beneficial to them.

In summary, the comparison of these two policies suggests that childcare costs are no longer the

primary obstacle to the employment of single mothers. Consequently, a policy such as free daycare

does not significantly enhance their poverty or disposable income as the labour supply responses

are limited under this policy. The findings show that they prefer to use the support in different ways,

either for non-childcare expenses or to achieve a better work-life balance by reducing their work

hours. In this scenario, policies such as free daycare may lead to excess demand for daycare services,

resulting in rationing and long wait times, potentially depriving those in need of the subsidised

system.

Employment Incentive programs

The findings from the previous simulation indicate that childcare costs may not be the primary

barrier to the employment of single mothers. Therefore, this section examines alternative factors

or support programs to address this issue. The lack of adequate financial incentives or employ-

ment support may discourage them from returning to work. Therefore, we will now explore a few

employment support policies to assess their impact.

Reducing the Benefit Reduction Rate

Table 3.8 presents the impact of reducing the benefit reduction rate of social assistance from 100

88



percent to 50 percent.12 The results demonstrate a 5.2 percentage point increase in the employment

rate among welfare participants, nearly doubling the employment rate for this group. Additionally,

the hours worked by employees increased by 10.2 percent on average, which is approximately

equivalent to 64 hours or two full-time weeks of work. The poverty rate decreased by 3.5 percentage

points (4 percent), with an average disposable income increase of 2.6 percent.

Table 3.8: Reducing Benefit Reduction Rate to 50%

Employment
Rate

Hours Welfare
Participation

Childcare Poverty rate Disposable
Income

(ppt) (pct) (ppt) (ppt) (ppt) (pct)
All 1.613 0.289 0.475 0.561 -1.078 0.906

CC=0 2.587 0.351 0.560 1.013 -1.434 1.296
Preschool 3.565 0.903 0.580 2.306 -2.655 1.472
School 2.202 0.245 0.552 0.503 -0.953 1.227

SA=1 5.234 10.208 0.000 1.763 -3.552 2.569
Values represent the mean changes in response to the policy.
”pct” stands for percent change, and ”ppt” stands for percentage point change.

The risk of having a flexible social assistance program is that it may attract more participants,

increasing welfare dependency. However, social assistance participation increased by close to 0.5

a percentage point. This suggests that this flexible approach to incentivising employment primarily

benefits existing recipients rather than drawing more individuals into the program.

Also, among those not using daycare, we see a significant increase of 3.6 percentage points

(14 percent) in the employment of mothers with preschool-aged children. The poverty rate also

decreases by 2.7 percentage points (4 percent). This is primarily because a large portion of this

group is benefiting from social assistance. However, for mothers with school-aged children, these

values are 2.2 (4 percent) and -1 percentage point (2 percent), respectively.

Introducing a Generous EITC program

This section evaluates the effect of introducing a generous Earned Income Tax Credit (EITC),

similar to the one in the US. However, Canada offers similar, though less generous, programs

through the federal government (WITB) and the provincial government of Quebec (Prime au Tra-

vail or Work Premium). In this section, these two programs are substituted with the more generous
12In the current system, social assistance benefits are reduced dollar for dollar (a 100% reduction rate) for earnings that

exceed the $200 monthly exemption threshold.
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EITC program. It is worth noting that the estimates here are not the full effects of introduction of

such a program since Canada already has a similar policy. So the analysis here could only measure

the effects of a more generous program. Otherwise, the full effects are likely to be larger than the

estimates here.

Table 3.9 compares the generosity of these programs and Table 3.10 shows the simulated mean

estimates. Employment is required for eligibility for these programs. The Canadian programs

have a minimum annual earnings requirement of $2400 (the equivalent of 240 annual hours of

work at $10 minimum wage). However, since this is very low, it should not affect the outcomes.

The main differences between WITB and WP combined and EITC are that the latter offers much

more generous benefits to single mothers with two or more children. Also, higher-income families,

especially those with more than one child could still be eligible for the benefits under EITC.

Table 3.9: EITC versus WITB and Work Premium for Single Parents in 2015

WITB∗ Work
Premium∗

EITC

Number of Children At least one At least one One Two Three or more
Minimum Income Requirement 2400 2400 No minimum
Phase-in Rate 0.12 0.30 0.34 0.40 0.45
Maximum Benefit 956.4 2190 3359 5548 6242
Phase-out Rate 0.20 0.10 -0.1598 0.2106 0.2106
Phase-out Threshold 11,974 9700 18,110 18,110 18,110
Zero Benefit Income 16,756 31,600 39,131 44,454 47,747
In the three programmes employment is required for eligibility.
∗These parameters apply specifically to Quebec, as the programme’s parameters differ from
those in other provinces.

The impact of this policy on labour supply measures is modest. The employment rate increases

by nearly 1 percentage point, while the hours worked decrease marginally by -0.08 percent, driven

by mothers with school-aged children (See Table C.6). The overall disposable income increases

by an average of around 3.8 percent. This is a significant reduction in poverty rate by nearly 7

percentage points (15 percent) due to the scale of the program and the affected population. This is

mainly driven by the lower-income individuals who were affected by this policy. This, in fact, shows

the efficacy of this program in reducing poverty among those who can benefit from this program.

Analysing the results by the age of the youngest children shows some heterogeneity among fam-

ilies. Labour supply increases more for mothers with preschool-aged children compared to those
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with school-aged children at both the intensive and extensive margins. Employment rates rise by 1.5

percentage points (6 percent) versus 1.1 percentage points (2.2 percent). Additionally, the average

worked hours for mothers with preschool-aged children increase, indicating that the substitution ef-

fect of the wage increase through this program outweighs the negative income effect and encourages

more work on average among workers in this group. However, the opposite pattern is seen for moth-

ers with school-aged children. Despite this, the poverty rate reduction for mothers with school-aged

children is nearly double that of preschool-aged children (11 percent vs 5 percent). This is likely

due to their already established attachment to the workforce, making them more eligible for cash

transfers under the more generous program, even without significant employment changes.

Table 3.10: Introducing EITC

Employment
Rate

Hours Welfare
Participation

Childcare Poverty rate Disposable
Income

(ppt) (pct) (ppt) (ppt) (ppt) (pct)
All 0.778 -0.076 -0.152 0.406 -6.855 3.815

CC=0 1.248 0.024 -0.234 0.979 -5.587 3.358
Preschool 1.500 0.524 -0.292 1.345 -3.372 2.243
School 1.149 -0.071 -0.212 0.836 -6.459 3.797

SA=1 0.852 1.192 -0.574 0.394 -0.444 0.447
Values represent the mean changes in response to the policy.
”pct” stands for percent change, and ”ppt” stands for percentage point change.

Similarly, the analysis of individuals in the social assistance program shows less than one per-

centage point (13 percent) increase in employment and a 1.2 percent increase in worked hours

primarily because their base hours are low. The average growth in disposable income and the im-

provement in the poverty rate are minimal. Additionally, less than 1 percent of welfare participants

exit the social assistance program, indicating a concerning level of welfare dependency.

This program shows that while it can enhance labour force participation to some extent, its

effects are limited due to the preexisting similar programs in Canada. However, it has a significant

positive effect on poverty reduction, due to the program’s generosity and its broader coverage rather

than through stronger employment incentives. This type of policy would also generate higher costs

for the government. We will discuss this later in this study.

Comparing the impact of a generous EITC to reducing the benefit reduction rate, the latter has

a stronger effect on employment, especially among mothers with preschool-aged children. This is
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due to the high welfare participation rate in this group and the fact that a lower benefit reduction

rate provides a greater net return than the generous EITC for non-workers considering entering the

workforce.

Combined Policy: Free Daycare, Generous EITC and Flexible Social Assistance program

Next, we combine the three policies discussed above to evaluate a comprehensive employment

incentive program. This includes implementing EITC, providing free childcare, and reducing the

benefit reduction rate to 50 percent, providing both employment incentives and poverty reduction

approaches. Table 3.11 presents the results.

Table 3.11: Combined Policy

Employment
Rate

Hours Welfare
Participation

Childcare Poverty rate Disposable
Income

(ppt) (pct) (ppt) (ppt) (ppt) (pct)
All 3.007 0.094 0.316 2.714 -8.895 7.800

CC=0 4.823 0.469 0.326 4.542 -8.599 5.858
Preschool 7.140 1.924 0.165 7.843 -8.517 5.851
School 3.911 0.190 0.390 3.242 -8.631 5.861

SA=1 7.417 11.924 -0.684 3.326 -6.881 4.581
Values represent the mean changes in response to the policy.
”pct” stands for percent change, and ”ppt” stands for percentage point change.

These changes have resulted in substantial improvements across a range of measures. Among

individuals not using the childcare system, there has been nearly a 5 percentage points (11 percent)

increase in employment. Additionally, the poverty rate and disposable income have both shown

significant improvements of 9 percentage points (14 percent) and 6 percent, respectively. The em-

ployment effects are more pronounced for parents with preschool-aged children.

Similarly, among welfare participants, we observe a 7.4 percentage point increase in employ-

ment and a 12 percent increase in hours worked. Moreover, the poverty rate and disposable income

have improved significantly, by 7 percentage points and an average of 4.5 percent, respectively.

The Effect on Government Budget

Table 3.12 provides an estimate of the net cost of introducing each program for the government.

This is the difference between the net government budget before and after the introduction of the
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program. The net government budget before the policy change is defined as government revenue mi-

nus transfers to individuals. The main components of government revenue include net income taxes,

CPP (Canada Pension Plan), EI (Employment Insurance), QPIP (Quebec Parental Insurance Plan),

and health contributions. The main transfers include refundable tax credits (at the federal level,

this includes the Working Income Tax Benefit (WITB) and GST rebates; at the provincial level,

this includes Work Premium and solidarity tax credits, such as QST rebate, and housing credit),

child benefits (including UCCB (Universal Canada Childcare Benefit), CCTB (Canada Child Tax

Benefit), and Family Allowance), and social assistance. To get the net government budget after the

policy change, the estimated cost of each new program is incorporated into this calculation.

Offering free daycare costs the government approximately 10 million dollars, though this figure

does not account for the cost of expanding (subsidised) childcare centres; it simply reflects the

government’s payment of private contribution fees. Reducing the benefit reduction rate saves $290

thousand dollars. While social assistance becomes more flexible, the increase in employment could

potentially broaden the tax base and improve the government budget. The generous EITC program

costs the government approximately $14 million dollars, primarily due to the program’s scale and

the relatively modest overall positive employment effects. However, it shows strong benefits in

reducing poverty. Finally, the combined approach costs the government $25 million dollars. To

provide context, we also estimate the cost of replacing the CCB with UCCB, CCTB and NCB

which was primarily aimed at reducing poverty. The cost of this change in this population group is

approximately $29 million dollars.

Table 3.12: Government Budget: Estimated Collected Net Tax

Policy Free
Childcare

Cash Transfer 50% Benefit Reduction
Rate

EITC Combined Policy CCB

Net Tax -10.48 -19.47 0.29 -14.08 -25.25 -28.79

Values are in millions and represent population estimates. Positive values indicate a gain for the government.

For promoting employment, a flexible social assistance program with employment incentivising

features seems to be an effective way to boost employment without a significant burden on the

government budget.
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3.6.3 The Importance of Unobserved Preferences

In this section, we investigate the importance of various factors, such as individual characteris-

tics, financial motives, net tax payments, and preferences, on single mother’s decisions about labour

market outcomes. To do this, we use the structural model from this study. Given the observed

characteristics, we draw 100 samples from the estimated multivariate normal distribution for unob-

served heterogeneity to simulate outcomes, including utility, employment, hours of work, childcare

utilisation and welfare participation. We then use the simulated sample and run regressions of each

outcome variable on these characteristics. Table 3.13 compares the R-squared values from these

regressions.

Table 3.13: R2 from OLS Regressions

Regressors Utility Employment Workers’
Hours

Daycare
Utilisation

Welfare
Participation

Hourly wage 0.0031 0.0080 0.0008 0.0072 0.0106

Observed Characteristics∗ 0.1756 0.0975 0.0527 0.0676 0.1005

Net tax 0.3560 0.3834 0.2517 0.1321 0.3841

Unobserved Preferences 0.6679 0.4218 0.3273 0.2503 0.4554
∗Observed characteristics are age, number and age of children, education, adult, immigrant.

The first column shows the R-squared value for utility. The observed characteristics of the

parents such as age, the number and age of children, education level, being an immigrant, and the

presence of another adult at home, explain approximately 18 percent of the variations in utility.

Net taxes and unobserved preferences account for 36 and 67 percent of the variations in the utility,

respectively.

Columns (2)-(5) present a similar analysis for different outcomes. Observed characteristics ex-

plain 5 to 10 percent of the variation in these outcome variables, and the hourly gross wage has a

small share of the outcomes. Comparing the outcomes, we find that net taxes and unobserved pref-

erences explain a significant portion of the variation in employment and welfare participation, but

less so in hours of work and daycare utilisation. This could be because choices regarding work hours

and childcare use are less flexible and not entirely dependent on an individual’s response to taxes

or their observed and unobserved characteristics. Factors such as offered work hours and child-

care availability are also important in actual worked hours and childcare utilisation, respectively, in
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addition to individual’s desire to work or use childcare.

This is an important finding as it shows that while financial incentives and tax structures do

influence individuals’ optimal choices, a significant portion of the choice is driven by unobserved

characteristics. This explains why, despite various tax and credit policies and forms of childcare

support, improvements are often limited and perhaps less than desired.

3.7 Discussion

How do these results compare to similar studies? Here we mainly focus on the free daycare

policy. Refer to Table 3.6 and Table C.3 in the appendix to compare the results by the age of the

children. Our results show that the labour supply effects were limited, with an approximately 0.5

percentage point increase in overall employment and close to a one-percentage-point increase for

mothers with preschool-aged children who were not using paid childcare before the policy change.

On the other hand, we observe nearly a 2-percentage point increase in childcare utilisation in the full

sample (Table 3.6) and over a 2-percentage point increase for the subsample of mothers with young

children (Table C.3). Our findings align with studies that have found small effects on labour supply

but with heterogeneous effects by the age of the youngest children. As explained earlier in Table 3.2,

this may be due to the relatively high employment rate in our sample, which is nearly 70 percent,

with an average of over 1,600 hours worked, equivalent to full-time employment. However, since

the employment rate is lower (close to 57 percent) among mothers of young children, we observe

larger responses in this subsample.

It is difficult to numerically compare the studies because the policy environments, types, and

magnitude of these policies differ significantly. A common approach in comparing the effects in the

literature is to examine the change in employment to the change in childcare use after a childcare

reform. Table 3.14 reports some similar studies. Our results from the free childcare policy show an

overall ratio of 0.27 meaning that for every 10 mothers who started using childcare after the policy

change, approximately 3 became employed. This suggests a substantial crowding-out effect in the

informal childcare sector. In other words, 7 mothers switched from informal to formal care without

any change at the extensive margin.
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Table 3.14: Comparison with Related Studies

Study Treatment
Group by

Country Policy Employment to
Childcare

the Age of
Children

Take-up Ratio

Nollenberger and
Rodriguez-Planas (2015)

3 years old Spain Expanding publicly subsidised
full-time childcare for

preschool-aged children

0.2

Goux and Maurin (2010) 3 years old France Universal public pre-elementary
school for three-year-olds

0.38

Cascio (2009) 5 years old US Expanding public school
kindergarten slots

0.4

Baker et al (2008) Up to 5 years
old

Quebec Introduction of $5-a-day
daycare in 1997

0.53

Havnes and Mogstad
(2011)

3-6 years old Norway Expansion of subsidised
childcare beginning in late 1975

0.06

Bauernschuster and
Schlotter (2015)

3-4 years old Germany Expansion of public childcare
in the late 1990s

0.37

Muller and Wrohlich
(2020)

Up to 3 years
old

Germany Expansion of public childcare
in the mid-2000s

0.2

Givord and Marbot
(2015)

1-2 years old France Increase in childcare subsidies
for preschool-aged children in

2004 reform

0.65

Bettendorf et al (2015) ∗ Up to 12 years
old

Netherlands Generous increase in childcare
subsidies in 2005

Aged 0-3: 0.19

Aged 4-7: Less
than 0.29

Aged 8-11: Larger
than 0.16

Huebener et al (2020) Up to age 4 Germany Abolish private contributions in
already highly subsidised

daycare

0.5∗∗

This study Under 14 years
old

Quebec Free Daycare 0.27

Preschool-aged 0.4
School-aged 0.18

∗ For children aged 4-7 and 8-11, these values are approximate as separate childcare take-up
data for each age category were not available to the authors.
∗∗ This ratio is based on hours. It is defined as the increased hours worked to increased hours
at daycare per week.

Since most of these studies are on young children, we also report similar results for preschool-

aged (age 5 and younger) and school-aged children (ages 6-13), separately. The ratio for moth-

ers with preschool-aged children is 0.4, which is comparable to findings from Bauernschuster and

Schlotter (2015) with a ratio of 0.37, Cascio (2009) with a ratio of 0.4, Goux and Maurin (2010)
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with a ratio of 0.38 and Baker et al. (2008) with a ratio of 0.53, who study similarly aged children.

Givord and Marbot (2015) report a larger ratio of 0.65; however, this study focuses on children aged

1 and 2. Given the very limited work ability of mothers with such young children, a larger increase

in employment following the provision of subsidised childcare for this age group is expected. The

ratio reported in Nollenberger and Rodrı́guez-Planas (2015) and Havnes and Mogstad (2011) are on

the lower end, with values of 0.2 and 0.06, respectively. This discrepancy may be due to the specific

environments in which the reforms were implemented. For example, Nollenberger and Rodriguez-

Planas point out that the Spanish economy was slow at the time of the policy which could have

limited the increase in employment in that country.

For school-aged children, our study reports a ratio of 0.18. Most childcare studies focus on

younger children. However, the study by Bettendorf et al. (2015) on Germany, which includes

children up to age 12, estimates ratios between 0.16 and 0.29 for children older than 4. The precision

of these estimates is limited due to the available data. Nonetheless, our estimates fall within their

range and are closer to the lower end, which is consistent with the situation for children aged 6 to

13 in this study.

Table 3.15: Introduction of CCB

Employment Rate
(ppt)

Hours (pct) Poverty rate (ppt)

All -0.786 0.004 -4.792

Preschool -0.577 0.069 -4.762
School -0.886 -0.024 -4.807
Values represent the mean changes in response to the policy.
”pct” stands for percent change, and ”ppt” stands for percentage point change.

We also simulated the effect of replacing UCCB and CCTB with CCB. The results are in Table

3.15. In our sample, employment decreases by less than one percentage point, and the poverty rate

decreases by 4.8 percent. Baker et al. (2023) have evaluated the effect of the expansion of UCCB

and the introduction of CCB in 2015 and 2016 on labour supply and poverty focusing mainly on

mothers and exploring the effects by their marital status, education level, and age of children using

Labour Force Survey (LFS) and Longitudinal Administrative Data (LAD). We focus on their results

on single mothers based on LAD as it is annual data and similar to our dataset. Their results show
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that the impact on labour supply at both the extensive and intensive margins is small and statistically

insignificant, with the employment rate changing between -0.2 to +1 percentage point based on the

sample used, year of the effect and specification of the model. Additionally, their estimates indicate

a reduction in poverty by 5 percentage points, with a range of 2 to 6 percentage points depending on

the subsample, year of the effect, and estimation method, and this result is statistically significant.

Our estimates are consistent with Baker et al’s findings.

3.8 Conclusion

Childcare cost and the provision of affordable childcare have been important policy areas in

many countries as it is widely believed that the parents’-particularly mothers’ labour market partici-

pation, is closely tied to these services. Various programs have been introduced in different countries

to reduce these costs through tax credits and subsidised childcare centres. While studies have shown

that these policies have improved mothers’ labour supply, the effectiveness and efficiency of these

policies vary widely and remain a topic of ongoing discussion.

Moreover, as economies rapidly evolve, the employment of parents, especially single parents,

has become increasingly crucial. Extended breaks from the labour market due to childcare can lead

to skills erosion and make re-entry into the workforce more difficult. It is important to provide the

support that helps create and strengthen ties to the labour market. Therefore, this study assesses the

importance of childcare costs, evaluates whether alternative forms of financial support can better

motivate employment and improve their financial well-being, and finally, examines the role of per-

sonal characteristics and financial factors on individual decision-making regarding labour market

outcomes.

This study uses a structural model with discrete choices to evaluate the labour supply of low-

educated single mothers in Quebec. The model incorporates the labour supply decision along with

childcare utilisation and social assistance participation as it is believed that the work decision of

mothers, particularly single mothers, is closely linked to childcare. Moreover, since social assistance

participation is significantly high among this group, it is important to include the interactions of this

program with work decisions.
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The findings of this study indicate that childcare cost is no longer the primary barrier to work.

While employment does increase following the provision of free childcare, the increase is not sig-

nificantly large. In fact, when given a choice, mothers often prefer to use financial support to cover

other living expenses rather than paying for childcare. It’s important to note that the cost function

used in this analysis is unable to differentiate between individuals using subsidised care and those

utilising the private sector. Therefore, the overall estimates are affected by the proportion of parents

using low-cost subsidised care. Hence, it is important to note that while childcare costs may not be

a significant factor at this stage, there could be a threshold beyond which expensive childcare costs

could serve as a barrier to work. With reduced prices, access to childcare becomes a more important

issue than further reductions in prices.

Additionally, we observe that their employment rises when the financial return to work is higher.

Generous programs like the EITC increase employment and, more importantly, significantly reduce

poverty, largely due to the scale of the program. However, those on social assistance and those with

younger children – many of whom are on welfare and have less attachment to the labour market –

show a considerable increase in work participation under a more generous social assistance program

that promotes employment, such as reducing the benefit reduction rate. In contrast to the EITC, this

type of program in the context of this study provides a larger net return to work and greater posi-

tive employment effects at both the extensive and intensive margins, with only a marginal negative

labour supply response from previously non-welfare participants. This targeted policy generates

more employment among the at-risk populations without excess cost to the government by increas-

ing the tax base.

Given the limited response to childcare support and employment support programs, we also

investigated the role of personal characteristics, both observed and unobserved, as well as financial

incentives, in individuals’ decisions regarding work and social assistance participation. The results

indicate that unobserved characteristics have a significant influence on decision-making, even more

so than observed characteristics and financial incentives. This is important because it explains the

limited responses to these programs and highlights where future efforts should focus to achieve

larger and more long-term effects in improving people’s attitudes and perspectives toward work.
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Appendix A

Chapter 1: Tables

Table A.1: Tax and Benefits Schedule in 2015 for Quebec and Ontario

Quebec Ontario
Federal Progressive Personal Income Tax
F1 = inc · 0.15 0 ≤ F1 ≤ 6705.15
F2 = (inc− 44701) · 0.22 0 ≤ F2 ≤ 9834
F3 = (inc− 89401) · 0.26 0 ≤ F3 ≤ 12788.1
F4 = (inc− 138586) · 0.29 minF4 = 0
FT = F1 + F2 + F3 + F4
Federal Non-refundable Tax Credits
basic amount 11327
CPP/QPP (inc− 3500) · 0.0525

0 ≤ CPP/QPP ≤ 2630.25

EI/UI inc · 0.0154
0 ≤ EI/UI ≤ 762.30

non-refundable tax credit rate 0.15
QC abatement rate 0.165

Net federal = ((FT + CPP/QPP + EI/UI)− creditrate · non− refundable)
·(1−QCabatementrate)

Federal Refundable tax Credits = WITB + GST/HST credits
WITB
phase-in INWITB = 0.205 · (inc− 2400)

0 ≤ INWITB ≤ 1633.85
phase-out OUTWITB = 0.20 · (inc− 11902.80)

minOUTWITB = 0
Total INWITB −OUTWITB

(minTotal = 0)

GST/HST Refundable Tax Credit
basic amount BGST = 272
phase-in INGST = 0.02 · (inc− 8833)

0 ≤ INGST ≤ 143
phase-out OUTGST = 0.05 · (inc− 35465)
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Quebec Ontario
minOUTGST = 0

Total BGST + INGST −OUTGST

(minTotal = 0)

Provincial Progressive Personal Income Tax
Quebec Ontario

Q1 = inc · 0.16 0 ≤ Q1 ≤ 6709.6 O1 = inc · 0.0505 0 ≤ O1 ≤ 2066.6
Q2 = (inc− 41935) ·

0.2

0 ≤ Q2 ≤ 8386 O2 = (inc− 40922) ·

0.0915

0 ≤ O2 ≤ 3744.64

Q3 = (inc− 83865) ·

0.24

0 ≤ Q3 ≤ 4362 O3 = (inc− 81847) ·

0.1116

0 ≤ O3 ≤ 7605.9

Q4 = (inc −

102040) · 0.2575

minQ4 = 0 O4 = (inc −

150000) · 0.1216

0 ≤ O4 ≤ 8512

O5 = (inc −

220000) · 0.1316

minO5 = 0

PT = Q1 + Q2 +

Q3 +Q4

PIT = O1 + O2 +

O3 +O4 +O5
(minPIT = 0) (minPIT = 0)

Provincial Non-refundable tax credits
basic amount 11425 9863

Living Alone
Basic 1340
phase-out OUTL = (inc−33145)·0.15

(minOutL = 0)
Total Basic−OutL
(minTotal = 0) ‘

Non-refundable

Credit Rate

0.2 0.0505

Ptax = PIT − creditrate · non− refundables

Provincial Surtax
n.a. S1 = (Ptax− 4418) · 0.2

0 ≤ S1 ≤ 247.2
S2 = (Ptax− 5654) · 0.36
(minS2 = 0)

Total S = S1 + S2

Ontario Tax Reduc-

tion(OTR)

OTR = 228 · 2− S

(minOTR = 0)
ST S −OTR

(minST = 0)
Net provincial = Ptax + ST
Provincial Refundable Tax Credits
Work Premium
phase-in INWP = 0.07 · (inc−2400)

0 ≤ INWP ≤ 557.9

101



Quebec Ontario
phase-out OUTWP = 0.10 · (inc −

10370)
minOUTWP = 0

Total INWP −OUTWP

(minTotal = 0)

Quebec Solidarity Refundable Tax Credits Ontario Sales Tax Credit
QST Credit
basic amount BQST = 283+133 basic amount BHST = 287
phase-out OUTQST = 0.03 · (inc −

33145)

phase-out OUTHST = 0.04 · (inc −

22057)
(minOUTQST = 0) (minOUTHST = 0)

Total BQST −OUTQST Total BHST −OUTHST

(minTotal = 0) (minTotal = 0)

Quebec Tax Return On Housing
basic amount BH = 539
phase-out OUTH = 0.03 · (inc −

33145)
(minOUTH = 0)

Total BH −OUTH

(minTotal = 0)

Residents of Northern Villages
basic amount Bnv = 1637
phase-out OUTnv = 0.15 · (inc −

33145)
(minOUTnv = 0)

Total Bnv −OUTnv

(minTotal = 0)

Provincial Health Contribution
h1 = 0 if inc < 18370 h1 = 0 if inc < 20000
h2 = 0.05 · (inc− 18370) 0 ≤ h2 ≤ 100 h2 = 0.06 · (inc− 20000) 0 ≤ h2 ≤ 300
h3 = 0.05 · (inc− 40820) 0 ≤ h3 ≤ 100 h3 = 0.06 · (inc− 36000) 0 ≤ h3 ≤ 150
h4 = 0.04 · (inc− 132650) 0 ≤ h4 ≤ 800 h4 = 0.25 · (inc− 48600) 0 ≤ h4 ≤ 150

h5 = 0.25 · (inc− 72000) 0 ≤ h5 ≤ 150
h6 = 0.25 · (inc− 200000) 0 ≤ h6 ≤ 150

Total H = h1 + h2 + h3 + h4 Total H = h1 + h2 + h3 + h4 + h5 + h6
(maxH = 1000) (maxH = 900)

Social Assistance SA = B −BR · (inc− EA) where inc > EA
Annual Benefit (B) 616 · 12 Annual Benefit (B) 280 · 9 + 305 · 3
Benefit Reduction

rate (BR)

100% Benefit Reduction

rate (BR)

50%

Earning Allowance

(EA)

200 · 12 Earning Allowance

(EA)

200 · 12

Disposable inc
For Non-welfare Participants: Total inc - Net federal + Net provincial + Federal and provincial
refundable credits - H
For Welfare Participants: Total inc - Net federal + Net provincial + Federal and provincial
refundable credits - H + SA
Note: Common tax and benefits that are applied to single persons. CTaCS by Milligan (2016)
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Table A.2: Estimated Parameters Quebec Parameters from the 2006 Census and Different Tax and
Transfer Systems

(1) (2)

log2C 0.59∗∗∗
(0.11)

0.04
0.14

LogC·logL 1.97∗∗∗
(0.31)

0.22
(0.17)

log2L 7.52∗∗∗
(1.55)

8.98∗∗∗
(1.21)

fixed cost of work 2.32∗∗∗
(0.43)

0.01
(0.07)

Leisure preference parameters
constant (type 1)c −31.04∗∗∗

(5.00)
−15.31∗∗∗

(2.34)

constant (type 2)c −15.86∗∗∗
(1.75)

age (dummy for age group 25 -29)a −1.44∗∗∗
(0.51)

−1.74∗∗∗
(0.38)

age (dummy for age group 30 -34)a −1.93∗∗∗
(0.52)

immigration 2.13∗∗∗
(0.68)

0.84∗
(0.48)

bilingual −1.26
(1.1)

−0.11
(0.24)

English 0.27
(0.45)

0.43
(0.64)

HS grads or HS dropouts with a certificate −0.79
(0.56)

HS grads with a certificate −1.29∗∗
(0.53)

Consumption preference parameters
constant (type 1)c −7.77∗∗∗

(1.33)
−0.67
(1.54)

constant (type 2)c 3.82
(2.55)

age (dummy for age group 25 -29)a −0.11
(0.18)

0.01
(0.08)

age (dummy for age group 30 -34)a −0.31∗
(0.17)

immigration −0.04
(0.18)

−0.26
(0.25)

HS grads or HS dropouts with a certificate −0.16
(0.17)

HS grads with a certificate 0.11
(0.18)

Welfare preference parameters
constant (type 1)c 1.74∗∗∗

(0.45)
0.87
(0.69)

constant (type 2)c 2.71∗∗∗
(0.38)

age (dummy for age group 25 -29)a −1.04∗∗
(0.44)

−1.26∗∗∗
(0.35)

age (dummy for age group 30 -34)a −1.70∗∗∗
(0.43)

immigration 0.64
(0.53)

1.44∗∗
(0.56)

bilingual −0.80
(1.08)

0.14
(0.22)

English 0.04
(0.48)

0.64
(0.43)

HS grads or HS dropouts with a certificate 0.79∗
(0.42)

HS grads with a certificate 0.88∗∗
(0.39)

103



(1) (2)

Wage equation
age (dummy for age group 25 -29)a 0.12∗∗∗

(0.03)
0.7∗∗∗
(0.13)

age2 (dummy for age group 30 -34)a 0.17∗∗∗
(0.03)

−0.34∗∗∗
(0.1)

immigration −0.14∗∗∗
(0.05)

−0.01
(0.04)

bilingual −0.10
(0.11)

0.01
(0.02)

English −0.10∗∗
(0.05)

0.05
(0.06)

urban 0.03
(0.03)

−0.1∗∗∗
(0.02)

HS grads or HS dropouts with a certificate 0.08∗∗
(0.04)

HS grads with a certificate 0.27∗∗∗
(0.04)

constant (type 1)c 2.52∗∗∗
(0.04)

3.54∗∗∗
(0.09)

constant (type 2)c 2.55∗∗∗
(0.04)

σ 0.41∗∗∗
(0.01)

0.34∗∗∗
(0.01)

Logit type 1 probability parameterc −1.15∗∗∗
(0.07)

Multinomial logit for probability of education (HS dropout is the base)
Equation I: HS grads or HS dropouts with a certificate
age (dummy for age group 25 -29)a 0.07

(0.23)

age (dummy for age group 30 -34)a 0.21
(0.23)

immigration −0.25
(0.36)

bilingual 0.31
(0.75)

English 0.42
(0.35)

urban 0.48∗∗∗
(0.19)

constant 0.03
(0.20)

Equation II: HS grads with a certificate
age (dummy for age group 25 -29)a 0.76∗∗∗

(0.21)

age (dummy for age group 30 -34)a 0.55∗∗∗
(0.21)

immigration −0.19
(0.33)

bilingual −0.13
(0.70)

English −0.09
(0.33)

urban 0.56∗∗∗
(0.17)

constant 0.34∗
(0.19)

Values in parentheses are standard errors. (1) Census 2006 – Public data – High school
dropouts, high school graduates and those with a non-university certificate or diploma.
(2) Census 2016 – Master data – High school dropouts. (a) Note: In model (1), age is
in three categories. Two dummy variables are defined where the first category (age 20-24) is
the base. In model (2), age is continuous, and it is rescaled using this formula
age = (Age-mean)/10. (b) Due to confidentiality, the number of observations are weighted
and rounded. (c) To allow for unobserved heterogeneity, model (2) uses two types.
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Appendix B

Chapter 2: Performance Metrics and

Tables

• In Tables (2.2-2.4), bias in percentage, Bayesian Information Criterion (BIC) and means

squared error (MSE) are defined as

Bias% =
MeanParameterEstiamte− TrueParameterV alue

TrueParamterV alue
· 100,

MSE =
(ParameterEstimated − TrueParameterV alue)2

ND
, d = 1, ..., ND

BIC = −2 · LL+ ln(N) ·K,

where ND: Number of datasets; N: Number of observations; K: Number of estimated pa-

rameters; LL: the log likelihood value.

• Table 2.8 shows the number of datasets that pass the chi-squared test for predicted hour dis-

tribution. The chi-squared test for each dataset is calculated as
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χ2 =
∑
J

(PredictedFrequencyj − TrueFrequencyj)
2

PredictedFrequencyj
,

where J = 16 is the number of categories.

• Table 2.9, the model performance is also tested by comparing how accurately it predicts the

effects of a policy change. Percentage bias and MSEs are calculated as

Bias% =
MeanPredictedV alue−MeanTrueV alue

MeanTrueV alue
· 100,

MSE =
(ParameterEstimated − TrueParameterV alue)2

ND
, d = 1, ..., ND

where d refers to individual datasets and ND = 100 is the total number of simulated datasets.

• Table B.2.3 shows how well the two methods perform in regenerating the hour distributions.

The absolute bias for each alternative is

Diffj = |Predicted%j − True%j |, j = 1, ..., J = 16.
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Table B.1: Sample Statistics

Variables Mean Std Dev
Hourly Wage 21.2 10.1
Nonlabour Income 1221.1 3795.4

Average disposable income for each hour category
h= 0 8292.2 1968.5
h=200 10490.3 2079.9
h=400 11647.9 2976.7
h=600 13560.4 4207.2
h=800 15885.8 5367.9
h=1000 18333.5 6415.2
h=1200 20778.5 7417.7
h=1400 23208.1 8421.8
h=1600 25614.7 9453.9
h=1800 28001.2 10507.8
h=2000 30376.6 11573.3
h=2200 32744.4 12640.9
h=2400 35106.4 13707.5
h=2600 37456.9 14767.2
h=2800 39801.7 15817.6
h=3000 42140.4 16858.8

Observations 2010
This table presents sample statistics for wage and
non-labour income, the two exogenous variables
in the model, along with the simulated disposable
income based on the tax and credits schedule for
given work hours. The simulated sample size
consists of 2110 observations.
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Table B.2: Parameter Estimates (DGP: (a) Normal - Small Variance)

True SCL MCLN LC*
Fixed Utility Parameters
βcsq 2.87 1.87 2.90 2.93
βcl 0.35 -0.09 0.39 0.44
βlsq -2.15 -2.80 -1.89 -1.79
fc 2.25 2.60 2.24 2.24
Parameters of Normal Distribution
βl1 22.00 17.25 21.87 27.87
βc1 15.50 11.96 15.63 13.28
βl2 19.64
βc2 18.08
stddev(βl) 1.50 1.64
stddev(βc) 1.50 1.69
Cov(βc, βl) -1.91 -1.09
Probability1 0.11
Probability2 0.26
Probability3 0.34
Loglikelihood -3975.62 -3951.99 -3954.21
The table compares the mean estimates across 100
datasets to the true parameters. The simulated
sample size consists of 2110 observations.
*Each probability corresponds to these combinations,
respectively:(βl1 , βc1); (βl1 , βc2); (βl2 , βc1); (βl2 , βc2)
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Table B.3: Parameter Estimates (DGP: (b) Bimodal – Small Variance)

True SCL MCLN LC*
Fixed Utility Parameters
βcsq 2.60 1.47 2.39 2.67
βcl 0.33 -0.31 0.12 0.40
βlsq -2.10 -3.33 -2.52 -1.90
fc 2.40 3.06 2.47 2.38
Parameters of Normal Distribution
βl1 17.00 16.41
βl1 14.00 14.42
βl2 20.00 22.37
βc2 11.00 10.89
stddev(βl1) 0.70
stddev(βc1) 0.70
Cov(βc1, βl1)

stddev(βl2) 0.70
stddev(βc2) 0.70
Cov(βc2 , βl2)

Parameters of the Overall Bimodal Distribution
βl 17.90 13.80 18.02
βc 13.09 9.78 13.15
stddev(βl) 1.54 1.09
stddev(βc) 1.54 1.98
Cov(βc, βl) -2 -1.02

Probability1 0.7 0.19
Probability2 0.43
Probability3 0.16
Loglikelihood -4361.17 -4332.63 -4328.61
The bimodal distribution is generated by combining
two normal distributions, with portions
of 70 and 30 percent.
The table compares the mean estimates across
100 datasets to the true parameters. The simulated
sample size consists of 2110 observations.
*Each probability corresponds to these combinations,
respectively:(βl1 , βc1); (βl1 , βc2); (βl2 , βc1); (βl2 , βc2)
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Table B.4: Parameter Estimates (DGP: (c) Discrete Bimodal - Small Variance)

True SCL MCLN LC*
Fixed Utility Parameters
βcsq 2.60 1.62 2.41 2.71
βcl 0.33 -0.28 0.10 0.42
βlsq -2.10 -3.46 -2.73 -1.95
fc 2.40 2.95 2.47 2.38
Parameters of Normal Distribution
βl1 17.00 16.99
βc1 14.00 14.40
βl2 20.00 21.35
βc2 11.00 11.10
stddev(βl1) 0.20
stddev(βc1) 0.20
Cov(βc1 , βl1)

stddev(βl2) 0.20
stddev(βc2) 0.20
Cov(βc2 , βl2)

Parameters of the Overall Bimodal Distribution
βl 17.90 14.80 18.36 18.21
βc 13.09 10.36 13.22 13.33
stddev(βl) 1.39 0.92
stddev(βc) 1.39 1.83
Cov(βc, βl) -1.42 -0.70

Probability1 0.7 0.56
Probability2 0.13
Probability3 0.13
Loglikelihood -4298.89 -4276.36 -4272.16
The bimodal distribution is generated by combining
two normal distributions, with portions
of 70 and 30 percent.
The table compares the mean estimates across
100 datasets to the true parameters. The simulated
sample size consists of 2110 observations.
*Each probability corresponds to these combinations,
respectively:(βl1 , βc1); (βl1 , βc2); (βl2 , βc1); (βl2 , βc2)
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Table B.5: Parameter Estimates (DGP: (aa) Normal - Large Variance)

True SCL MCLN LC* LCN
Fixed Utility Parameters
βcsq 1.87 -0.67 1.78 0.73 1.77
βcl 0.42 -0.09 0.32 -0.22 0.36
βlsq -1.95 -3.41 -1.96 -1.06 -1.43
fc 2.30 5.03 2.31 2.43 2.29
Parameters of Normal Distribution
βl1 36.00 9.50 35.90 20.96 34.57
βc1 29.00 3.44 29.05 13.77 29.43
βl2 35.96 34.52
βc2 35.21 28.65
stddev(βl2) 7.00 7.03 6.56
stddev(βc2) 7.05 7.04 7.00
Cov(βc2 , βl2) -42.00 -40.70 -36.93
stddev(βl2) 5.98
stddev(βc2) 6.68
Cov(βc2 , βl2) -31.17

Probability1 0.33 0.64
Probability2 0.21
Probability3 0.11
Loglikelihood -4217.39 -4106.58 -4158.24 -4102.87
The table compares the mean estimates across 100
datasets to the true parameters.
The simulated sample size consists of 2110 observations.
Each probability corresponds to these combinations,
respectively:(βl1 , βc1); (βl1 , βc2); (βl2 , βc1); (βl2 , βc2)
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Table B.6: Parameter Estimates (DGP: (bb) Bimodal - Large Variance)

True SCL MCLN LC* LCN
Fixed Utility Parameters
βcsq 1.65 -0.19 0.02 1.06 1.58
βcl 0.42 0.06 -1.79 0.22 0.43
βcsq -1.95 -6.80 -5.66 -1.97 -1.60
fc 2.00 8.12 2.01 2.09 2.01
Parameters of Normal Distribution
βl1 33.00 26.28 32.69
βc1 29.00 25.61 28.85
βl2 47.00 41.47 44.93
βc2 15.00 11.00 16.05
stddev(βl1) 3.00 3.11
stddev(βc1) 3.00 5.00
Cov(βc1 , βl1) 0.80
stddev(βl2) 3.00 6.46
stddev(βc2) 3.00 3.75
Cov(βc2 , βl2) -9.55
Parameters of the Overall Bimodal Distribution
βl 37.22 14.38 44.41
βc 24.77 2.53 31.09
stddev(βl) 7.09 2.01
stddev(βc) 7.08 12.85
Cov(βc, βl) -42.7 -15.24

Probability1 0.70 0.49 0.68
Probability2 0.10
Probability3 0.23
Loglikelihood -4365.53 -4239.41 -4202.53 -4188.61
The table compares the mean estimates across 100
datasets to the true parameters.
The simulated sample size consists of 2110 observations.
Each probability corresponds to these combinations,
respectively:(βl1 , βc1); (βl1 , βc2); (βl2 , βc1); (βl2 , βc2)
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Table B.7: Parameter Estimates(DGP: (cc) Discrete Bimodal - Large Variance)

True SCL MCLN LC* LCN
Fixed Utility Parameters
βcsq 1.65 -0.16 -1.07 1.61 1.59
βcl 0.42 -0.07 -3.18 0.44 0.39
βlsq -1.95 -8.57 -6.69 -2.41 -1.78
fc 2.00 7.91 1.98 2.03 2.01
Parameters of Normal Distribution
βl1 33.00 32.17 33.59
βc1 29.00 28.02 29.13
βl2 47.00 46.44 44.57
βc2 15.00 14.23 14.98
stddev(βl1) 0.85 2.12
stddev(βc1) 0.85 4.74
Cov(βc1 , βl1) 11.28
stddev(βl2) 0.85 6.17
stddev(βc2) 0.85 1.23
Cov(βc2 , βl2) 3.37
Parameters of the Overall Bimodal Distribution
βl 37.22 17.52 48.11
βc 24.78 3.25 35.15
stddev(βl) 6.48 2.73
stddev(βc) 6.48 14.78
Cov(βc, βl) -31.11 35.96

Probability1 0.70 0.61 0.71
Probability2 0.06
Probability3 0.10
Loglikelihood -4247.20 -4098.91 -3986.09 -3988.13
The table compares the mean estimates across 100
datasets to the true parameters.
The simulated sample size consists of 2110 observations.
Each probability corresponds to these combinations,
respectively:(βl1 , βc1); (βl1 , βc2); (βl2 , βc1); (βl2 , βc2)
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Table B.8: Model Fit – True and Predicted Hour Distributions (DGP: Normal Distributions, a & aa)

Hour
True SCL MCLN LC

Diff (ppt)
True SCL MCLN LC LCN

Diff(ppt)

Category SCL MCLN LC SCL MCLN LC LCN
a. Small Variance aa. Large Variance

0 25.71 25.46 25.64 25.05 0.25 0.07 0.66 24.95 24.85 24.90 23.77 24.95 0.10 0.05 1.18 0.00
200 2.23 1.69 2.27 2.29 0.54 0.04 0.06 0.12 0.04 0.14 0.20 0.15 0.08 0.02 0.08 0.03
400 1.38 1.34 1.38 1.44 0.04 0.00 0.06 0.05 0.09 0.05 0.12 0.05 0.04 0.00 0.07 0.00
600 0.89 1.12 0.89 0.94 0.23 0.00 0.05 0.11 0.23 0.12 0.18 0.12 0.12 0.01 0.07 0.01
800 1.33 1.67 1.30 1.38 0.34 0.03 0.05 0.54 0.76 0.57 0.76 0.56 0.22 0.03 0.22 0.02
1000 3.11 3.67 3.12 3.19 0.56 0.01 0.08 1.81 2.02 1.85 2.15 1.85 0.21 0.04 0.34 0.04
1200 6.41 6.89 6.43 6.59 0.48 0.02 0.18 4.21 4.23 4.17 4.17 4.17 0.02 0.04 0.04 0.04
1400 10.27 10.40 10.31 10.43 0.13 0.04 0.16 7.55 7.28 7.54 7.29 7.50 0.27 0.01 0.26 0.05
1600 12.88 12.58 12.88 12.85 0.30 0.00 0.03 10.69 10.18 10.62 10.66 10.60 0.51 0.07 0.03 0.09
1800 13.35 12.81 13.33 13.20 0.54 0.02 0.15 12.80 12.29 12.78 13.29 12.71 0.51 0.02 0.49 0.09
2000 10.85 10.42 10.84 10.73 0.43 0.01 0.12 12.50 12.51 12.52 12.99 12.48 0.01 0.02 0.49 0.02
2200 6.98 6.99 6.94 7.10 0.01 0.04 0.12 10.58 10.98 10.57 10.37 10.55 0.40 0.01 0.21 0.03
2400 3.33 3.47 3.35 3.46 0.14 0.02 0.13 7.33 7.85 7.34 7.33 7.38 0.52 0.01 0.00 0.05
2600 1.05 1.21 1.07 1.13 0.16 0.02 0.08 4.14 4.45 4.13 4.48 4.18 0.31 0.01 0.34 0.04
2800 0.20 0.26 0.21 0.22 0.06 0.01 0.02 1.94 1.78 1.98 1.84 2.01 0.16 0.04 0.10 0.07
3000 0.02 0.03 0.03 0.02 0.01 0.01 0.00 0.68 0.47 0.73 0.40 0.74 0.21 0.05 0.28 0.06
These are the averages over 100 datasets. Number of observations in each dataset is 2110.
These two scenarios refer to the two normal distributions which could also be considered as fully overlapping
bimodal distributions.

Table B.9: Model Fit – True and Predicted Hour Distributions (DGP: Bimodal Distributions, b &
bb)

Hour
True SCL MCLN LC

Diff (ppt)
True SCL MCLN LC LCN

Diff(ppt)

Category SCL MCLN LC SCL MCLN LC LCN
b. Small Variance bb. Large Variance

0 24.01 23.86 23.89 22.69 0.15 0.12 1.32 25.21 25.06 24.47 24.69 24.83 0.15 0.74 0.52 0.38
200 3.02 2.05 3.00 2.93 0.97 0.02 0.09 1.00 0.11 1.39 1.05 0.98 0.89 0.39 0.05 0.02
400 1.92 1.76 1.97 1.87 0.16 0.05 0.05 0.34 0.23 0.37 0.43 0.35 0.11 0.03 0.09 0.01
600 1.44 1.68 1.50 1.41 0.24 0.06 0.03 0.62 0.53 0.50 0.83 0.57 0.09 0.12 0.21 0.05
800 1.77 2.31 1.83 1.77 0.54 0.06 0.00 1.67 1.38 1.22 1.87 1.59 0.29 0.45 0.20 0.08
1000 3.22 3.97 3.23 3.11 0.75 0.01 0.11 3.01 3.10 2.81 2.78 3.05 0.09 0.20 0.23 0.04
1200 5.66 6.44 5.68 5.41 0.78 0.02 0.25 4.53 5.80 5.19 4.04 4.52 1.27 0.66 0.49 0.01
1400 8.64 9.07 8.72 8.38 0.43 0.08 0.26 6.98 9.05 8.45 6.90 6.79 2.07 1.47 0.08 0.19
1600 11.04 10.90 11.09 10.87 0.14 0.05 0.17 10.83 11.96 11.58 10.57 10.82 1.13 0.75 0.26 0.01
1800 12.23 11.57 12.13 12.34 0.66 0.10 0.11 14.37 13.34 13.75 14.00 14.75 1.03 0.62 0.37 0.38
2000 11.21 10.37 11.03 11.72 0.84 0.18 0.51 14.37 12.25 12.97 14.70 14.63 2.12 1.40 0.33 0.26
2200 8.39 8.07 8.40 9.15 0.32 0.01 0.76 10.39 9.30 9.80 11.21 10.43 1.09 0.59 0.82 0.04
2400 4.83 4.90 4.85 5.37 0.07 0.02 0.54 4.93 5.24 5.34 5.28 4.94 0.31 0.41 0.35 0.01
2600 2.03 2.24 2.03 2.29 0.21 0.00 0.26 1.49 2.09 1.82 1.46 1.45 0.60 0.33 0.03 0.04
2800 0.52 0.68 0.55 0.60 0.16 0.03 0.08 0.25 0.50 0.32 0.19 0.26 0.25 0.07 0.06 0.01
3000 0.07 0.12 0.09 0.09 0.05 0.02 0.02 0.01 0.06 0.03 0.01 0.03 0.05 0.02 0.00 0.02
These are the averages over 100 datasets. Number of observations in each dataset is 2110.
These two scenarios refer to bimodal distributions with partial overlap.
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Table B.10: Model Fit – True and Predicted Hour Distributions (DGP: Discrete Bimodal Distribu-
tions, c & cc)

Hour
True SCL MCLN LC

Diff (ppt)
True SCL MCLN LC LCN

Diff(ppt)

Category SCL MCLN LC SCL MCLN LC LCN
c. Small Variance cc. Large Variance

0 23.82 23.65 23.64 22.51 0.17 0.18 1.31 24.47 24.38 23.33 24.33 24.38 0.09 1.14 0.14 0.09
200 2.85 2.05 2.85 2.73 0.80 0.00 0.12 0.95 0.09 1.47 0.93 0.94 0.86 0.52 0.02 0.01
400 1.86 1.74 1.90 1.77 0.12 0.04 0.09 0.31 0.19 0.39 0.32 0.36 0.12 0.08 0.01 0.05
600 1.40 1.61 1.45 1.34 0.21 0.05 0.06 0.62 0.45 0.52 0.66 0.61 0.17 0.10 0.04 0.01
800 1.76 2.19 1.74 1.66 0.43 0.02 0.10 2.06 1.25 1.18 2.22 1.96 0.81 0.88 0.16 0.10
1000 3.22 3.87 3.24 3.03 0.65 0.02 0.19 3.47 3.03 2.71 3.42 3.50 0.44 0.76 0.05 0.03
1200 5.77 6.46 5.84 5.28 0.69 0.07 0.49 4.09 6.00 5.15 3.67 4.37 1.91 1.06 0.42 0.28
1400 8.82 9.27 8.97 8.35 0.45 0.15 0.47 6.24 9.76 8.85 5.27 6.43 3.52 2.61 0.97 0.19
1600 11.37 11.22 11.42 11.09 0.15 0.05 0.28 11.25 13.09 12.58 10.15 11.46 1.84 1.33 1.10 0.21
1800 12.52 11.90 12.48 12.85 0.62 0.04 0.33 16.41 14.46 15.22 16.62 16.63 1.95 1.19 0.21 0.22
2000 11.32 10.57 11.16 12.11 0.75 0.16 0.79 16.24 12.67 14.18 17.31 16.06 3.57 2.06 1.07 0.18
2200 8.33 8.05 8.30 9.30 0.28 0.03 0.97 10.00 8.76 9.59 10.79 9.57 1.24 0.41 0.79 0.43
2400 4.63 4.71 4.64 5.29 0.08 0.01 0.66 3.31 4.26 4.00 3.65 3.15 0.95 0.69 0.34 0.16
2600 1.84 2.05 1.85 2.12 0.21 0.01 0.28 0.56 1.37 0.79 0.63 0.55 0.81 0.23 0.07 0.01
2800 0.43 0.57 0.45 0.51 0.14 0.02 0.08 0.03 0.23 0.05 0.04 0.04 0.20 0.02 0.01 0.01
3000 0.05 0.08 0.06 0.07 0.03 0.01 0.02 0.00 0.02 0.00 0.00 0.00 0.02 0.00 0.00 0.00
These are the averages over 100 datasets. Number of observations in each dataset is 2110.
These two scenarios refer to bimodal distributions with no overlap.
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Appendix C

Chapter 3: Tables

Table C.1: Descriptive Statistics by Paid Childcare Utilisation

Variables CC=0 CC=1
Employment rate 47.60 100.00
High School Graduates 43.61 62.73
Hourly Wage 19.26

(18.93)
20.73
(22.29)

Number of Children 1.97
(1.92)

1.71
(1.58)

Childcare Cost - 2973.38
(5518.08)

Annual Hours of Work 1616.09
(1078.21)

1674.24
(1001.16)

Immigrants 18.61 15.49
Bilingual 30.08 44.10
Anglophone 6.32 2.49
Poverty Rate 63.46 18.31
Adults 39.49 23.29
Social Assistance Participation 48.28 3.36
Disposable Income 31233.64

(26710.11)
41658.60
(22950.54)

Observations 7280 4615
Values in parentheses are standard deviations. The sample size is weighted
and rounded.

Table C.2: Simulated Benchmark by the Age of the Youngest Child

Employment
Rate (ppt)

Hours (pct) Welfare
Participation

(ppt)

Childcare Use
(ppt)

Poverty rate
(ppt)

Disposable
Income (pct)

Preschool 59.71 1531.00 36.98 45.63 50.30 34969.49

School 69.09 1684.07 24.65 33.84 44.89 34398.22
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Table C.3: Free Childcare by the Age of the Youngest Child

Employment
Rate (ppt)

Hours (pct) Welfare
Participation

(ppt)

Childcare Use
(ppt)

Poverty rate
(ppt)

Disposable
Income (pct)

Preschool 0.890 -0.030 -0.177 2.218 0.054 4.543

School 0.253 0.033 -0.056 1.445 0.242 1.748
Values represent the mean changes in response to the policy.

Table C.4: Cash Transfer by the Age of the Youngest Child

Employment
Rate (ppt)

Hours (pct) Welfare
Participation

(ppt)

Childcare Use
(ppt)

Poverty rate
(ppt)

Disposable
Income (pct)

Preschool 1.377 -0.369 -0.262 1.090 -6.456 6.836

School 0.736 -0.217 -0.115 0.346 -4.657 4.460
Values represent the mean changes in response to the policy.

Table C.5: 50% Benefit Reduction Rate by the Age of the Youngest Child

Employment
Rate (ppt)

Hours (pct) Welfare
Participation

(ppt)

Childcare Use
(ppt)

Poverty rate
(ppt)

Disposable
Income (pct)

Preschool 1.938 0.559 0.521 1.174 -1.949 1.001

School 1.457 0.178 0.453 0.267 -0.661 0.861
Values represent the mean changes in response to the policy.

Table C.6: EITC by the Age of the Youngest Child

Employment
Rate (ppt)

Hours (pct) Welfare
Participation

(ppt)

Childcare Use
(ppt)

Poverty rate
(ppt)

Disposable
Income (pct)

Preschool 0.815 0.167 -0.174 0.590 -5.887 3.548

School 0.760 -0.176 -0.141 0.318 -7.319 3.943
Values represent the mean changes in response to the policy.

Table C.7: Combined Policy by the Age of the Youngest Child

Employment
Rate (ppt)

Hours (pct) Welfare
Participation

(ppt)

Childcare Use
(ppt)

Poverty rate
(ppt)

Disposable
Income (pct)

Preschool 3.882 0.407 0.267 4.190 -9.097 9.736

School 2.587 -0.036 0.339 2.007 -8.797 6.872
Values represent the mean changes in response to the policy.
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