
Harnessing Reconfigurable Intelligent Surfaces For
Next-Gen Wireless Networks: Enhancing Efficiency,

Reliability, and Security

Youssef Maghrebi

A Thesis

in

The Department

of

Electrical and Computer Engineering

Presented in Partial Fulfillment of the Requirements

for the Degree of

Master of Applied Science (Electrical and Computer Engineering) at

Concordia University
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Abstract

Harnessing Reconfigurable Intelligent Surfaces For Next-Gen Wireless Networks:
Enhancing Efficiency, Reliability, and Security

Youssef Maghrebi

As wireless networks evolve to meet the demands for high-speed, reliable, and secure com-

munications, emerging technologies like Reconfigurable Intelligent Surface (RIS) are set to reshape

wireless environments. This thesis investigates the transformative role of RIS in next-generation

networks, focusing on performance enhancement and security. The research is divided into two

major contributions.

The first part examines the integration of an active STAR-RIS with a full-duplex Cooperative

Rate Splitting Multiple Access (FD C-RSMA) system in a downlink Multiple Input Multiple Output

(MISO) configuration. To tackle the non-convex optimization problem, an alternating optimization

framework based on successive convex approximation (SCA) is developed, achieving up to a 20.3%

improvement in network sum rate. Additionally, to simplify real-time decision-making, a deep

reinforcement learning model using an actor-critic architecture is proposed, reducing computational

time by 98% compared to the SCA method.

The second part explores the effects of a movable antenna (MA)-assisted jammer in a downlink

MISO system. The analysis shows that MA-based jamming causes a 30% reduction in sum rate

and a 25% increase in outage probability compared to fixed antenna setups. Furthermore, the study

evaluates the effectiveness of RIS as a countermeasure against such adversarial attacks under differ-

ent levels of jammer knowledge. Safeguarding RIS channel state information is found to be critical,

as its compromise renders the system ineffective.

Overall, this research provides a comprehensive framework for utilizing RIS to enhance com-

munication performance and strengthen security in wireless environments, laying the foundation for

robust next-generation networks.

iii



Acknowledgments

I would like to express my deepest gratitude to my advisors, Professor Chadi Assi and Professor

Ali Ghrayeb, whose guidance, support, and insightful feedback have been instrumental throughout

my research journey. Their expertise have not only shaped this work but have also greatly enriched

my academic experience.

Additionally, I wish to express my sincere gratitude to my dear friend, Dr. Mohamed Elhattab,

whose timely support and unwavering assistance proved indispensable during challenging moments.

I would like also to thank the committee members for their effort and time in reading my thesis

and providing me with valuable comments and suggestions.

I extend my heartfelt appreciation to my colleagues and friends for the stimulating discussions

and collaborative spirit that helped me overcome challenges along the way. Finally, I am profoundly

grateful to my family for their endless love, patience, encouragement, and moral support without

which this accomplishment would not have been possible.

Thank you all for being an indispensable part of this journey and for every contribution, no

matter how small, that has made this achievement possible.

iv



Contents

List of Figures viii

List of Tables x

List of Algorithms xi

List of Acronyms xii

List of Symbols xiv

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Objectives and Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Research Outcomes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.5 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Background 7

2.1 The Evolution of Multiple Access and the Emergence of Rate-Splitting . . . . . . . 7

2.2 Cooperative Rate-Splitting Multiple Access (C-RSMA): Integrating Cooperation

for Enhanced Wireless Communication . . . . . . . . . . . . . . . . . . . . . . . 11

2.3 Reconfigurable Intelligent Surfaces (RIS): A Paradigm Shift in Wireless Communi-

cations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3.1 Passive RIS vs. Active RIS . . . . . . . . . . . . . . . . . . . . . . . . . . 14

v



2.3.2 Reflective RIS vs. Simultaneously Reflective and Transmissive (STAR-RIS) 15

2.4 Movable Antennas: A Key Enabler for Dynamic and Adaptive Wireless Systems . 16

2.5 Deep Learning in Modern Wireless Communication Systems . . . . . . . . . . . . 17

3 RIS for Enhancing Sum Rate Performance in C-RSMA-Enabled Downlink Wireless

Networks 20

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2 State of The Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.4 Performance Analysis of RIS in C-RSMA-Enabled Downlink Wireless Networks . 24

3.4.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.4.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.4.3 Solution Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.4.4 Complexity and Convergence . . . . . . . . . . . . . . . . . . . . . . . . 33

3.4.5 Simulation Results and Discussion . . . . . . . . . . . . . . . . . . . . . . 34

3.5 A Deep Reinforcement Learning-Driven Optimization for Active STAR-RIS em-

powered C-RSMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.5.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.5.2 MDP Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.5.3 Reward Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.5.4 Model Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.5.5 Prioritized Experience Replay . . . . . . . . . . . . . . . . . . . . . . . . 45

3.5.6 Simulation Results and Discussion . . . . . . . . . . . . . . . . . . . . . . 45

3.6 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4 RIS for Enhancing Resilience Against MA-Enabled Jamming in Downlink Wireless

Networks 50

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.2 State of The Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

vi



4.4 Analyzing MA-Enabled Jamming in Downlink Wireless Networks . . . . . . . . . 54

4.4.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.4.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.4.3 Solution Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.4.4 Simulation Results and Discussion . . . . . . . . . . . . . . . . . . . . . . 61

4.5 Performance Analysis of RIS in mitigating MA-enabled Jamming in Downlink

Wireless Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.5.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.5.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.5.3 Simulation Results and Discussion . . . . . . . . . . . . . . . . . . . . . . 69

4.6 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5 Conclusion and Future Directions 80

5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.2 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Bibliography 83

vii



List of Figures

Figure 2.1 Comparison between NOMA and other multiple access techniques: a) TDMA;

b) FDMA; c) OFDMA; d) CDMA/SDMA; e) possible NOMA solution [6] . . . . . 9

Figure 2.2 Diagram of a Rate-Splitting Multiple Access (RSMA) System in a MIMO

Downlink Network [9] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

Figure 2.3 An illustration of CRSMA, where users 1 and 2 relay the common stream sc

to user 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

Figure 2.4 An illustration of an RIS-assisted wireless communication [16] . . . . . . . 13

Figure 2.5 Comparison between STAR-RIS and conventional RIS. . . . . . . . . . . . 15

Figure 2.6 Movement mechanisms for Movable Antennas [23] . . . . . . . . . . . . . 16

Figure 3.1 System model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Figure 3.2 Simulation setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Figure 3.3 Convergence of Algorithm 1 . . . . . . . . . . . . . . . . . . . . . . . . . 36

Figure 3.4 Active STAR RIS-assisted FD C-RSMA performance against baselines . . . 37

Figure 3.5 MDP illustration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Figure 3.6 Actor loss for Actor-Critic-1 . . . . . . . . . . . . . . . . . . . . . . . . . 46

Figure 3.7 Critic loss for Actor-Critic-1 . . . . . . . . . . . . . . . . . . . . . . . . . 46

Figure 3.8 Critic loss for Actor-Critic-2 . . . . . . . . . . . . . . . . . . . . . . . . . 47

Figure 3.9 Actor loss for Actor-Critic-2 . . . . . . . . . . . . . . . . . . . . . . . . . 47

Figure 3.10 DRL model performance against SCA baseline method . . . . . . . . . . . 47

Figure 3.11 Comparison of prediction time of the DRL model against the SCA baseline 47

Figure 4.1 Jamming system model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

viii



Figure 4.2 Movable antenna array . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Figure 4.3 Comparison of sum rate variation with respect to jammer power and location 62

Figure 4.4 Analysis of system outage probability with respect to jamming power . . . . 63

Figure 4.5 System model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Figure 4.6 Sum rate variation according to the available power at the jammer for all

configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Figure 4.7 Comparison of sum rate variation between MA and FPA based jamming as

a function of jammer power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Figure 4.8 Variation in the percentage of users in outage according to the available

power at the jammer for all configurations, Rth = 1.5(bps/Hz) . . . . . . . . . . 75

Figure 4.9 Comparison of variation in the percentage of users in outage between MA

and FPA based jamming as a function of jammer power, Rth = 1.5(bps/Hz) . . . 75

Figure 4.10 Variation in the percentage of users in outage according to the available

power at the jammer for all configurations, Rth = 1(bps/Hz) . . . . . . . . . . . 76

Figure 4.11 Comparison of variation in the percentage of users in outage between MA

and FPA based jamming as a function of jammer power, Rth = 1(bps/Hz) . . . . 76

Figure 4.12 System outage probability variation according to the available power at the

jammer for all configurations, Rth = 1.5(bps/Hz) . . . . . . . . . . . . . . . . . 77

Figure 4.13 Comparison of system outage probability variation between MA and FPA

based jamming as a function of jammer power, Rth = 1.5(bps/Hz) . . . . . . . . 77

ix



List of Tables

Table 3.1 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

Table 3.2 Training Hyperparameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Table 4.1 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

x



List of Algorithms

1 Joint Beamforming Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2 Joint Optimization of V and P . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

xi



List of Acronyms

AO Alternating Optimization

AS Antenna Selection

AWGN Additive White Gaussian Noise

BCD Block Coordinate Descent

BN Batch Normalization

BS Base Station

CDMA Code Division Multiple Access

C-RSMA Cooperative Rate Splitting Multiple Access

CSI Channel State Information

DoF Degree of Freedom

DRL Deep Reinforcement Learning

EM Electromagnetic

eMBB Enhanced Mobile Broadband FAS Fluid Antenna Systems

FD Full Duplex

FDMA Frequency Division Multiple Access

FPA Fixed Position Antenna

FRI Field Response Information

FRM Field Response Matrix

FRV Field Response Vector

HD Half Duplex

IoT Internet of Things

LoS Line of Sight

MA Movable Antenna

mMTC Massive Machine-Type Communication

MDP Markov Decision Process

MISO Multiple Input Single Output

xii



MRC Maximal Ratio Combining

MUSA Multi User Shared Access

NLoS Non Line of Sight

NOMA Non Orthogonal Multiple Access

OFDMA Orthogonal Frequency Division Multiple Access

PDMA Pattern Division Multiple Access

PER Prioritized Experience Replay

PLS Physical Layer Security

PRM Path Response Matrix

RAN Radio Access Network

ReLU Rectified Linear Unit

RF Radio Frequency

RIS Reconfigurable Intelligent Surface

RL Reinforcement Learning

RSMA Rate Splitting Multiple Access

SCA Successive Convex Approximation

SCMA Sparse Code Multiple access

SDMA Spatial Division Multiple Access

SI Self Interference

SIC Successive Interference Cancellation

STAR-RIS Simultaneously Transmitting and Reflecting Reconfigurable Intelligent Surface

TD Temporal Difference

TDMA Time Division Multiple Access

ULA Uniform Linear Array

URLLC Ultra-Reliable Low-Latency Communication

xiii



List of Symbols

C Set of complex numbers

R Set of real numbers

j Imaginary unit (j2 = −1)

σ2 Noise variance

∇ Gradient operator∑
Summation operator∏
Product operator

E{x}, E[x] Expectation of random variable x

diag(x) Diagonal matrix with vector x as diagonal

e(.), exp(.) Exponential function

|x| Absolute value or magnitude of x

∥x∥ Euclidean norm of vector x

∥M∥F Frobenius norm of matrix M

xH ,MH Hermitian of vector x and matrix M , respectively

xT ,MT Transpose of vector x and matrix M , respectively

ℜ(x) Real part of x

[x]n nth coefficient of vector x

h∗ Conjugate of complex variable h

max(v1, v2) Maximum value between two values v1 and v2

λ Wavelength of a transmitted signal

P(.) Probability operator

xiv



Chapter 1

Introduction

1.1 Motivation

The increasing demand for high-speed, reliable, and secure wireless communication has be-

come a driving force behind the evolution of next-generation networks. Emerging applications such

as ultra-high-definition streaming, autonomous vehicles, industrial automation, and immersive ex-

tended reality experiences are pushing current infrastructures to their limits, prompting researchers

to explore innovative technologies that enhance network performance.

Among these, Reconfigurable Intelligent Surfaces (RIS) have emerged as a key enabler for

future wireless networks by offering the ability to dynamically control the propagation environment.

By intelligently reflecting and steering signals, RIS can boost efficiency, improve coverage, and

mitigate interference, making them a promising solution for advanced communication systems.

Simultaneously, Cooperative Rate Splitting Multiple Access (C-RSMA) has gained traction as

an effective method for managing interference and optimizing resource allocation in downlink net-

works. By dividing messages into common and private parts and leveraging user cooperation, C-

RSMA enhances spectral efficiency and overall throughput. Integrating RIS—especially advanced

configurations like active STAR-RIS—with C-RSMA can further amplify these benefits, creating a

synergy that significantly improves system performance in dynamic wireless environments.

While RIS and C-RSMA offer substantial advantages, their integration also introduces new
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challenges. Traditional optimization techniques often struggle with the dynamic and complex na-

ture of modern wireless systems, hindering real-time decision-making. Deep Reinforcement Learn-

ing (DRL) has emerged as a powerful tool to overcome these limitations, enabling adaptive and

intelligent control of network resources in RIS-assisted configurations.

Moreover, movable antennas (MAs) introduce additional degrees of freedom for optimizing

signal reception and adapting to changing network conditions. However, the potential misuse of

MAs—particularly in adversarial scenarios like adaptive jamming—highlights the need for robust

security measures. In this context, RIS not only enhances communication performance but also

offers avenues for developing strategies to counteract emerging security threats.

This thesis investigates the role of RIS in enhancing the efficiency, reliability, and security of

next-generation wireless networks. By leveraging advanced optimization techniques and DRL-

based approaches, the research explores how RIS can maximize spectral efficiency, improve net-

work resilience, and mitigate security vulnerabilities—with a particular focus on its integration with

C-RSMA systems. Through this comprehensive study, the thesis aims to address key challenges as-

sociated with RIS deployment and propose innovative solutions to enhance the effectiveness of

future wireless networks.

1.2 Objectives and Scope

The primary objective of this thesis is to investigate the role of RIS in enhancing the efficiency,

reliability, and security of downlink wireless networks. Specifically, this research explores two key

aspects: first, how RIS can improve the performance of a cooperative rate-splitting multiple access

(C-RSMA) based downlink system by optimizing interference management and spectral efficiency;

and second, how RIS can be leveraged to mitigate the impact of MA-based jamming, enhancing net-

work resilience against adversarial interference. To achieve these objectives, the following specific

goals are pursued:

• Conduct a comprehensive review of the literature on RSMA, RIS, and MAs, with a focus on

their applications in wireless communication systems.

• Investigate the combined benefits of rate splitting and active Simultaneously Transmitting and
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Reflecting RIS (STAR-RIS) in enhancing the performance of downlink wireless networks,

with a particular focus on system sum rate. This includes assessing the capabilities of active

and passive RIS configurations under various network scenarios.

• Develop and evaluate a DRL-based framework to optimize the deployment and operation of

active STAR-RIS in C-RSMA systems, achieving near real-time computation with reduced

complexity.

• Analyze the potential threats posed by malicious use of MAs by jammers in downlink wireless

systems, including their impact on network reliability and performance.

• Investigate the impact of RIS in mitigating jamming attacks, focusing on lowering outage

probability and minimizing the number of users affected by outages.

• Validate all proposed solutions through simulations, comparing their performance with ex-

isting baselines to demonstrate their effectiveness across various practical wireless network

scenarios.

The scope of this thesis is limited to downlink scenarios and does not address the use of active

STAR-RIS in uplink wireless networks. Additionally, it does not cover other security challenges

related to MA such as eavesdropping, or the real-world implementation of the proposed techniques.

However, the effectiveness and performance of the proposed techniques will be evaluated through

simulations and experiments. This thesis aims to contribute to the development of novel RIS-based

strategies that can enhance both the performance and security of downlink wireless networks, laying

the groundwork for future research in this field.

1.3 Thesis Contributions

The main contributions of this thesis can be detailed as:

• We analyze the performance of an active STAR-RIS in assisting FD C-RSMA in a down-

link multiple-input single-output (MISO) system, where a BS serves K users, with S users

assisting in the transmission for the remaining users.
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• We investigate the joint optimization of the BS precoding vectors, active STAR-RIS reflection

and transmission matrices, common stream split, and the transmit powers of strong users to

maximize the network sum rate while meeting minimum rate constraints, adhering to active

STAR-RIS hardware constraints, and ensuring the power budget at the BS, the active STAR-

RIS, and each strong user. We address this non-convex optimization problem is solved using

an SCA-based alternating optimization (AO) algorithm.

• We conduct rigorous simulations to demonstrate significant performance gains from the co-

operation between users and the inclusion of active STAR-RIS. Our results show maximum

sum rates with minimal BS power, achieving a remarkable 20.3% improvement at 32 dBm

compared to the second-ranked baseline. Additionally, a modest active STAR-RIS power of

24 dBm yields an approximately 6% gain over the same baseline.

• We develop a DRL model to optimize the computational time of the proposed STAR-RIS-

assisted FD C-RSMA system. The trained model jointly optimizes the BS precoding vectors,

active STAR-RIS reflection and transmission matrices, common stream split, and the transmit

powers of strong users.

• We propose a novel training framework based on the actor-critic architecture to handle the

continuous state and action spaces of the optimization variables. Our approach utilizes two

actor-critic models, each focusing on a subset of variables, to improve scalability by reducing

the state space dimension. Simulations are conducted under various conditions, comparing

the proposed model with an SCA-based convex optimization baseline to evaluate its strengths

and weaknesses.

• We analyze the impact of an MA-assisted jammer in a downlink MISO system, where a BS

serves K users through SDMA. We formulate an optimization problem in which the jammer

decides both the antenna locations and beamforming vectors to minimize the overall system

sum rate. Due to its non-convexity, the problem is divided into two sub-problems, which are

alternately solved until convergence.

• We perform numerical examples under different scenarios, comparing the system sum rate
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and outage probability achieved with MAs versus FPAs. Results indicate that MAs reduce the

system sum rate 30% more than FPAs. Moreover, MAs raise the outage probability by 25%

compared to FPAs, resulting in a 20% increase in the number of users affected by outages.

• We rigorously evaluate the performance of RIS as a potential countermeasure against MA-

based jamming attacks. Our investigation encompasses extensive simulation studies that as-

sess key performance metrics—including system sum rate and outage probability—under

diverse adversarial conditions. We examine two key scenarios: one where the jammer has

full access to the RIS configuration and another where it does not, thereby establishing the

upper and lower bounds of its impact. Our findings highlight that protecting the RIS channel

state information is essential, as its compromise not only negates the benefits of RIS but can

also turn it into a liability for the system.

1.4 Research Outcomes

The work accomplished in this thesis has led to the following publications:

• [1] Maghrebi, Y., Elhattab, M., Assi, C., Ghrayeb, A., & Kaddoum, G. ”Cooperative rate

splitting multiple access for active star-ris assisted downlink communications”. In: IEEE

Wireless Communications Letters 13(10), pp. 2827-2831. DOI: 10.1109/LWC.2024.3448409

• [2] Maghrebi, Y., Elhattab, M., Assi, C., & Ghrayeb, A. ”A Deep Reinforcement Learning-

Driven Optimization for STAR-RIS-empowered Cooperative RSMA”. In: IEEE Middle East

Conference on Communications and Networking 2024.

• [3] Maghrebi, Y., Elhattab, M., Assi, C., Ghrayeb, A., & Kaddoum, G. ”Movable antennas

in wireless systems: A tool for connectivity or a new security threat?” Available on Arxiv:

https://arxiv.org/abs/2411.06028 - Accepted to be published in: IEEE International Confer-

ence on Communications 2025.
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1.5 Thesis Organization

The thesis is organized into five main chapters. Chapter 1 introduces the motivation, objec-

tives, and scope of the research. Chapter 2 provides background on key technologies essential

for understanding the work. Chapter 3 explores the role of RIS in enhancing C-RSMA within a

downlink wireless network, with a focus on the potential of active Simultaneously Transmitting

and Reflecting RIS (STAR-RIS) and a comparative analysis with other RIS configurations. Addi-

tionally, it presents a DRL solution for solving the optimization problem, aiming to improve time

efficiency and achieve near real-time performance. Chapter 4 examines the impact of MAs on

jamming in wireless networks, comparing their effectiveness against fixed-position antenna arrays.

Furthermore, it investigates the use of RIS to counteract jamming enhanced by MAs, evaluating its

effectiveness in mitigating such attacks. Finally, chapter 5 summarizes the key findings and outlines

directions for future research.
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Chapter 2

Background

In this chapter, we introduce the key technologies that form the foundation of this thesis. We be-

gin by discussing the rate splitting multiple access technique and its cooperative variant (C-RSMA),

highlighting their advantages in managing interference and improving spectral efficiency. Next, we

explore reconfigurable intelligent surfaces, detailing their different configurations and their poten-

tial to enhance wireless communication by intelligently manipulating electromagnetic (EM) waves.

We then examine the concept of movable antennas, emphasizing their role in dynamic beamforming

and adaptability in wireless networks. Finally, we discuss the role of machine learning in modern

wireless communications, focusing on its applications in resource allocation, network optimization,

and intelligent decision-making to enhance system performance and security.

2.1 The Evolution of Multiple Access and the Emergence of Rate-

Splitting

Wireless communication has undergone continuous evolution to meet the ever-growing demands

for higher data rates, increased spectral efficiency, and enhanced user connectivity. At the heart of

this evolution lies multiple access techniques, which govern how multiple users share limited wire-

less resources effectively. In the early generations of mobile networks (1G, 2G, and 3G), classical

orthogonal multiple access (OMA) techniques, such as Time Division Multiple Access (TDMA),

Frequency Division Multiple Access (FDMA), Code Division Multiple Access (CDMA), and later
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Orthogonal Frequency Division Multiple Access (OFDMA) in 4G, were the dominant methods

used for resource allocation [4]. These techniques work by assigning distinct time slots, frequency

bands, codes or subcarriers to different users, ensuring that transmissions remain orthogonal and

interference-free. This inherent orthogonality made system design straightforward and enabled ef-

ficient resource allocation while simplifying interference management at the receiver. Given the

hardware constraints and computational limitations of early mobile devices, these techniques were

well-suited for their respective generations.

However, as wireless networks evolved, the limitations of purely orthogonal access schemes be-

came apparent. The transition to 4G LTE and, more recently, 5G introduced stringent requirements

that OMA struggled to satisfy. The explosive growth in mobile data traffic, fueled by high-definition

video streaming, cloud computing, and the Internet of Things (IoT), necessitated a paradigm shift

in resource allocation strategies [5]. Furthermore, emerging 5G applications such as ultra-reliable

low-latency communication (URLLC), enhanced mobile broadband (eMBB), and massive machine-

type communication (mMTC) demanded higher spectral efficiency, lower latency, and more flexible

resource management [5]. In densely populated networks, OMA’s approach of allocating dedicated

resources to each user became inefficient, as spectrum resources were often underutilized, particu-

larly in scenarios with fluctuating traffic loads. Moreover, as the number of users per cell increased,

the spectral efficiency (SE) of OMA plateaued due to the limited number of orthogonal resource

blocks available [4]. These challenges prompted researchers to explore alternative multiple access

strategies capable of serving more users within the same spectral resources.

A major breakthrough came with the development of non-orthogonal multiple access (NOMA),

which departed from the traditional orthogonality constraint. Unlike OMA, which assigns separate

resources to each user, NOMA enables multiple users to share the same time and frequency re-

sources by leveraging differences in their channel conditions. This is achieved using power-domain

multiplexing, where signals for different users are superimposed at different power levels, and suc-

cessive interference cancellation (SIC) is employed at the receiver to decode the signals. A compar-

ison between NOMA and other multiple access techniques is depicted in Fig. 2.1. Other approaches

such as sparse code multiple access (SCMA), pattern division multiple access (PDMA), and multi-

user shared access (MUSA) exploit different domains—such as code, pattern, or sequence—to
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Figure 2.1: Comparison between NOMA and other multiple access techniques: a) TDMA; b)
FDMA; c) OFDMA; d) CDMA/SDMA; e) possible NOMA solution [6]

enhance spectral efficiency and connectivity [7]. NOMA improves spectral efficiency by allow-

ing more users to be accommodated within the same bandwidth, making it particularly suitable

for massive connectivity scenarios in 5G and beyond. However, despite its advantages, NOMA

presents several challenges. The SIC process, which is crucial for separating user signals, increases

receiver complexity and may not always be reliable, especially when channel conditions fluctuate

or when users have similar power levels [8]. Additionally, fairness issues arise as weaker users of-

ten experience higher residual interference, leading to performance degradation. These drawbacks

highlighted the need for a more flexible and robust approach to multiple access.

To address these challenges, rate-splitting multiple access (RSMA) emerged as a promising al-

ternative that generalizes both OMA and NOMA while striking a more balanced trade-off between

spectral efficiency, interference management, and receiver complexity. The key idea behind RSMA

is to split each user’s message Wk into a common part Wc,k and a private part Wp,k. The common

parts of all users are combined into a single common message Wc, which is then encoded and trans-

mitted along with the private messages. At the receiver side, each user first decodes the common

message Wc using a Successive Interference Cancellation (SIC) process and extracts its intended

part Ŵc,k. After removing the common message’s contribution, the user then decodes its private

message Wp,k independently.
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Figure 2.2: Diagram of a Rate-Splitting Multiple Access (RSMA) System in a MIMO Downlink
Network [9]

This process is illustrated in Fig. 2.2, where the transmitter consists of a message splitter, a mes-

sage combiner, an encoder, and a linear precoder. The transmitted signal vector s = [s1, . . . , sK ]⊤

passes through a MIMO channel, producing received signals y = [y1, . . . , yK ]⊤ at the users. Each

user performs SIC, splits the received signal into its common and private components, and recon-

structs its intended message Ŵk. This enables a more dynamic interference management strategy

that allows the system to adjust the level of signal superposition and decoding complexity based on

network conditions [10]. Unlike NOMA, which relies on multiplexing in a sole domain, RSMA

provides a more flexible framework that encompasses both power-domain and code-domain multi-

plexing, making it adaptable to different interference scenarios.

One of the key advantages of RSMA is its ability to handle interference in a more structured

manner. By leveraging rate splitting, the system can control how much interference is treated as

noise versus how much is decoded and removed [10]. This is particularly beneficial in scenarios

with moderate to high interference, where treating all interference as noise (as in OMA) or decoding

all interference (as in NOMA) is suboptimal. RSMA can dynamically adjust its strategy based on the

interference level, optimizing spectral efficiency while ensuring fair resource allocation. Moreover,

RSMA exhibits superior robustness in practical deployments, as it does not rely on strict power

disparities among users like NOMA does. This makes RSMA more adaptable to a wider range of

network conditions, including multi-antenna systems and multi-cell environments [8].

10



Given these advantages, RSMA is increasingly being recognized as a key enabler for future

wireless networks, including 6G [8]. Its ability to provide a unified multiple access framework

that seamlessly integrates OMA and NOMA principles makes it highly scalable and efficient. Fur-

thermore, RSMA is well-suited for emerging technologies such as RIS, where intelligent reflection

and beamforming can further enhance its performance. As wireless networks continue to evolve,

RSMA is expected to play a pivotal role in optimizing spectral efficiency, improving user fairness,

and enabling more resilient and adaptive communication systems.

2.2 Cooperative Rate-Splitting Multiple Access (C-RSMA): Integrat-

ing Cooperation for Enhanced Wireless Communication

As wireless networks continue to evolve, ensuring fairness and maintaining quality of service

(QoS) for all users remains a key challenge, especially in heterogeneous network environments

where channel conditions vary significantly. While RSMA, as discussed in the previous section,

effectively enhances spectral efficiency and manages interference, its performance can degrade in

scenarios with highly disparate channel conditions. In particular, weaker users—such as those at the

cell edge or experiencing deep fading—may struggle to decode the common message, limiting their

achievable data rates and reducing overall network fairness [11]. To overcome this limitation, C-

RSMA builds upon RSMA by introducing user cooperation. In this approach, stronger users assist

weaker users in decoding the common stream, improving transmission reliability and enhancing

spectral efficiency across the network [11].

The idea of user cooperation in multiple access techniques is not new. In NOMA for instance,

Cooperative NOMA (C-NOMA) was developed to improve the performance of weaker users by

leveraging stronger users as relays [12]. In C-NOMA, users with better channel conditions perform

SIC to decode signals intended for weaker users and then forward these signals, ensuring more

reliable transmission. This approach has been shown to improve spectral efficiency and fairness,

particularly in heterogeneous networks with a mix of strong and weak users.

Inspired by the benefits of cooperation in NOMA, researchers extended this concept to RSMA,

giving rise to C-RSMA. In C-RSMA, users with stronger channel conditions, typically those closer
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Figure 2.3: An illustration of CRSMA, where users 1 and 2 relay the common stream sc to user 3

to the BS, can successfully decode the common stream with high reliability. These strong users then

act as relays, forwarding the common message to weaker users via direct transmission or coopera-

tive beamforming to assist others who face difficulty due to poor channel conditions as illustrated

in Fig. 2.3. As a result, weaker users, who might otherwise experience decoding failures due to

deep fading or severe path loss, benefit from improved transmission reliability. The cooperative

mechanism in C-RSMA not only enhances spectral efficiency by reducing redundant retransmis-

sions from the BS but also significantly reduces outage probability and improves overall fairness in

user performance.

2.3 Reconfigurable Intelligent Surfaces (RIS): A Paradigm Shift in

Wireless Communications

With the increasing demand for high-capacity, energy-efficient, and ultra-reliable wireless com-

munication systems, conventional network architectures face significant challenges in meeting the

stringent requirements of next-generation networks, such as 6G. Traditionally, improvements in

wireless communication have relied on optimizing active components, including base stations, re-

lays, and user equipment, to enhance signal transmission and reception. However, these approaches
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Figure 2.4: An illustration of an RIS-assisted wireless communication [16]

often lead to increased power consumption, hardware complexity, and deployment costs. For in-

stance, the study done by Intel [13] highlights that even with the evolution of technologies such as

5G, the Radio Access Network (RAN)—which predominantly comprises active components like

BSs—accounts for over 50% of total network power consumption. This clearly indicates that en-

hancing performance by adding more sophisticated active components can significantly raise energy

demands and associated costs. Similarly, the research presented in [14] demonstrates that wireless

transceivers exhibit considerable variability in power consumption due to differences in hardware

design and complexity. This variability underlines the fact that optimizing user equipment to im-

prove signal quality inherently leads to higher power usage and more intricate hardware implemen-

tations. Additionally, [15] further supports this perspective by showing how even at the device level,

processes like signal sampling and analog-to-digital conversion add substantial overhead in terms of

power consumption and design complexity. Collectively, these studies corroborate the notion that

while active component optimization has historically improved communication performance, it also

incurs significant trade-offs in terms of increased energy consumption, hardware complexity, and

deployment expenses. A novel technology that has recently gained attention as a promising solution

to these challenges is RIS.
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RIS consists of a planar metasurface made up of numerous sub-wavelength unit cells, also called

meta-atoms, whose EM properties can be dynamically controlled via external tuning mechanisms

[17] such as shown in Fig. 2.4. By appropriately adjusting the phase shifts and amplitudes of

incident signals, RIS can intelligently manipulate the wireless propagation environment, improving

signal strength, mitigating interference, and enhancing coverage without requiring additional power-

hungry active components [18], [19]. RIS can be classified based on its power supply mechanism,

operational mode, and deployment strategy. The key configurations include:

2.3.1 Passive RIS vs. Active RIS

Passive RIS:

The majority of existing RIS designs operate in a passive manner, meaning they do not actively

amplify or generate signals. Instead, they rely solely on the incoming EM waves, adjusting their

phase shifts to steer the reflected signals toward desired directions [20]. Passive RIS is energy-

efficient since it eliminates the need for power-consuming radio-frequency (RF) chains and ampli-

fiers. However, it suffers from double path loss—the signal first attenuates when traveling from the

transmitter to the RIS and again when it reflects toward the receiver, which limits its performance

in long-distance communication [20].

Active RIS:

To address the double-fading effect inherent in passive RIS, researchers have explored active

RIS, where each meta-element is equipped with amplifiers to compensate for signal attenuation.

Unlike passive RIS, active RIS can boost the reflected signals, thereby improving coverage and

reliability. However, this comes at the cost of increased power consumption and additional hardware

complexity [20]. Active RIS is particularly useful in scenarios where the received signal strength at

the RIS is weak, requiring amplification before redirection.
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Figure 2.5: Comparison between STAR-RIS and conventional RIS.

2.3.2 Reflective RIS vs. Simultaneously Reflective and Transmissive (STAR-RIS)

Reflective-Only RIS:

In traditional RIS designs, the surface is deployed to reflect incident signals toward a specific

direction. These systems are typically mounted on walls, building facades, or other structures to op-

timize the propagation of downlink and uplink signals. Reflective-only RIS is effective in scenarios

where the transmitter and receiver are located on the same side of the RIS, ensuring proper signal

redirection. However, this limits its applicability in certain environments, such as indoor-outdoor

transitions, where signals need to be redirected in multiple directions.

Simultaneously Transmitting and Reflecting RIS (STAR-RIS):

Unlike conventional reflective-only RIS, STAR-RIS is capable of simultaneously reflecting and

transmitting signals in different directions. This feature makes it particularly advantageous in full-

space coverage scenarios, where users are distributed on both sides of the RIS [21]. Figure 2.5

demonstrates the comparison between STAR-RIS and conventional RIS. STAR-RIS can dynami-

cally adjust the power ratio allocated between reflection and transmission, allowing for greater flex-

ibility in coverage enhancement and interference mitigation. The integration of active STAR-RIS

further amplifies these benefits by overcoming path loss limitations [22].
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Figure 2.6: Movement mechanisms for Movable Antennas [23]

2.4 Movable Antennas: A Key Enabler for Dynamic and Adaptive

Wireless Systems

As wireless communication systems continue to evolve, the demand for increased spectral effi-

ciency, energy efficiency, and adaptability has driven the exploration of novel antenna technologies.

Traditionally, wireless networks have relied on fixed-position antennas (FPAs), where BSs and user

equipment (UE) operate with predetermined antenna configurations. While these systems have been

optimized over multiple generations of cellular networks, they suffer from fundamental limitations,

particularly the inability to fully utilize the wireless channel spatial variation, or spatial degree of

freedom (DoF), in the given regions where the transmitter and receiver reside due to the discrete

form of antennas or antenna arrays deployed at fixed positions [24]. MAs have emerged as a trans-

formative solution to enhance wireless communication by introducing spatial degrees of freedom in

addition to traditional waveform and beamforming techniques. Unlike conventional fixed-position

antennas, MAs can dynamically adjust their locations within a predefined region, such as mov-

ing along a track [24]. The repositioning of MAs is typically achieved through precise movement

mechanisms, including stepper motors or mechanical slides shown in Fig 2.6, allowing fine-tuned

adjustments in antenna placement. By intelligently adapting their positions, MAs can maximize

received signal power, mitigate interference, improve spatial diversity, and enhance overall network

robustness [24], [25], [26]. In addition to mechanical movement, MAs can be integrated with beam-

forming strategies, leveraging a combination of spatial and electronic beamforming techniques to

enhance signal directionality.

MAs can be classified based on various key attributes, with the degree of mobility being the most
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prominent. One-dimensional (1D) MAs are restricted to movement along a single axis, such as a

linear track or a rotational hinge, making them well-suited for linear antenna arrays and fixed instal-

lations with limited space. Two-dimensional (2D) MAs, on the other hand, can move freely within

a planar region, allowing them to adjust both their horizontal and vertical positions. This additional

flexibility provides significant benefits in terms of beam steering and interference avoidance. The

most advanced type, three-dimensional (3D) MAs, can move freely within a volumetric space and

are typically used in aerial platforms, UAV-assisted communications, and robotic networks.

In conclusion, as 6G and beyond continue to push the limits of wireless communication, MAs

provide a flexible framework that adapts to evolving network demands. Furthermore, the integration

of MAs with other advanced technologies, such as RIS and massive MIMO, opens the door for

joint optimization of spatial and EM parameters, leading to unprecedented gains in wireless system

performance.

2.5 Deep Learning in Modern Wireless Communication Systems

The use of deep learning (DL) in wireless communication systems has gained significant mo-

mentum in recent years, driven by the growing complexity of modern networks and the increasing

availability of large datasets. Initially, wireless communication systems were designed based on

classical optimization and signal processing techniques, which were highly effective but limited

in their ability to handle the growing intricacies of contemporary networks. With the advent of

machine learning (ML), and more specifically deep learning, wireless networks began to adopt AI-

driven solutions capable of processing vast amounts of data and learning from patterns in ways

that traditional methods could not. Early applications of deep learning in wireless networks fo-

cused on tasks like signal detection, channel estimation, and interference management. As the field

advanced, the potential for deep learning to revolutionize network design, management, and opti-

mization became evident, and its applications expanded into areas such as network slicing, spectrum

management, traffic prediction, and even security.

Deep learning in wireless networks leverages neural networks with multiple layers—often re-

ferred to as deep neural networks (DNNs)—to model complex relationships in data. The ability
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of deep learning algorithms to automatically extract features and adapt to dynamic environments

makes them particularly suitable for solving the challenges inherent in modern communication sys-

tems. With networks becoming more heterogeneous, incorporating diverse technologies such as

massive MIMO, small cells, and RIS, deep learning offers a powerful tool for dealing with the

nonlinearities, uncertainties, and high-dimensional data involved. As a result, the deployment of

deep learning techniques in wireless systems is increasingly seen as essential for improving the

performance, efficiency, and adaptability of next-generation wireless networks, including 5G and

beyond.

There are several types of deep learning approaches used in wireless networks, each tailored to

specific tasks and challenges. The three primary categories of deep learning methods are supervised

learning, unsupervised learning, and reinforcement learning. These methods differ in how they are

trained, the types of data they require, and the kinds of problems they are best suited to solve.

Supervised Learning is the most widely used form of deep learning in wireless communication

systems. In supervised learning, the model is trained on labeled data, meaning that both the input

data and the corresponding output (or labels) are provided during the training process. This allows

the model to learn a mapping from inputs to outputs by minimizing the error between predicted and

actual outcomes. In wireless networks, supervised learning is used in applications such as channel

state information (CSI) prediction, signal classification, modulation recognition, and beamforming

design. The primary advantage of supervised learning is that it can achieve high accuracy when

sufficient labeled data is available, which is ideal for applications requiring precise control and

optimization, such as beamforming in massive MIMO systems.

Unsupervised Learning, on the other hand, does not rely on labeled data and instead aims to

identify patterns or structures in the input data. In unsupervised learning, algorithms try to group

similar data points together or reduce the dimensionality of the data for more efficient processing.

This type of learning is particularly useful in wireless networks for applications such as cluster-

ing, anomaly detection, and feature extraction. For instance, unsupervised learning techniques can

be employed to detect unusual traffic patterns or interference sources in the network, or to dis-

cover hidden structures within the network that could be leveraged for optimization. One popular

unsupervised learning algorithm used in wireless networks is the autoencoder, which is used for
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dimensionality reduction in large datasets or for noise reduction in communication channels.

Reinforcement Learning (RL) represents a more dynamic approach to deep learning, where an

agent interacts with an environment and learns through trial and error to maximize a reward function.

In wireless networks, RL is particularly valuable in scenarios where the network environment is

highly dynamic, and traditional optimization techniques struggle to adapt in real time. RL can

be applied in various areas of wireless networks, such as power control, resource allocation, and

dynamic spectrum management. For example, an RL-based approach might enable a BS to learn the

optimal transmission power levels over time to maximize coverage while minimizing interference.

One of the key strengths of RL is its ability to make decisions based on real-time feedback, making

it ideal for applications where the network’s state changes continuously.

The integration of deep learning into wireless communication systems is not without its chal-

lenges. One of the primary obstacles is the need for large datasets to train deep learning models

effectively, which is often not readily available in real-world wireless systems. Additionally, deep

learning models are computationally intensive and require significant processing power, making

them challenging to deploy in resource-constrained environments such as mobile devices or IoT

systems. To address these challenges, researchers are focusing on developing more efficient models

that require less data and computational power, as well as exploring edge computing and federated

learning approaches to distribute the computational load across network nodes.

In conclusion, deep learning has become an indispensable tool in the advancement of wireless

communication systems, enabling more intelligent, efficient, and adaptive networks. By leveraging

supervised learning, unsupervised learning, and reinforcement learning, deep learning techniques

offer solutions to a wide range of challenges in modern wireless networks. As the technology con-

tinues to evolve, it is expected that deep learning will play an even more central role in optimizing

wireless systems, improving spectral efficiency, reducing latency, and enhancing overall network

performance. The ongoing integration of AI and machine learning with next-generation networks

promises to drive the development of smarter and more resilient wireless communication systems.
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Chapter 3

RIS for Enhancing Sum Rate

Performance in C-RSMA-Enabled

Downlink Wireless Networks

3.1 Introduction

This chapter examines the role of RIS in enhancing the performance of Cooperative Rate Split-

ting Multiple Access within a downlink wireless network. Particular emphasis is placed on the

potential of active STAR-RIS in improving system efficiency, alongside a comparative analysis

with other RIS configurations, including those discussed in Section 2.3. The study aims to highlight

the advantages and key differences among various RIS architectures in the context of C-RSMA,

providing valuable insights into their impact on network performance.

In this context, we investigate a downlink wireless network where a multi-antenna BS utilizes

an active STAR-RIS to enhance system performance. To further improve coverage and spectral

efficiency, users with favorable channel conditions act as full-duplex relays, assisting weaker users

by forwarding the common stream. Our objective is to maximize the network sum rate by jointly

optimizing the BS beamformers, active STAR-RIS reflection and transmission coefficients, com-

mon stream power allocation, and the relay users’ transmit power. This optimization is subject to
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multiple constraints, including minimum rate requirements for all users, hardware limitations of the

active STAR-RIS, and power budget constraints at the BS, active STAR-RIS, and relaying users.

To address this non-convex problem, we propose an alternating optimization framework based on

successive convex approximation (SCA). Extensive simulations validate the effectiveness of our

approach, demonstrating significant performance gains over conventional baseline methods.

However, while conventional optimization methods, such as SCA, have shown effectiveness in

achieving high performance, they often suffer from high computational overhead and are not well-

suited for real-time applications. Given the increasing demand for time-efficient solutions in modern

wireless systems, it becomes crucial to develop methods that can not only deliver high performance

but also meet the stringent real-time requirements.

To overcome these limitations, we propose a solution based on Deep Reinforcement Learn-

ing. Leveraging the recent advancements in DRL, which has demonstrated great success in solv-

ing complex optimization problems, we aim to apply this approach to optimize the active STAR-

RIS-assisted C-RSMA configuration. The DRL model offers the potential for real-time decision-

making, significantly reducing computational time compared to conventional optimization tech-

niques. Through simulations and performance analysis, we demonstrate the feasibility and advan-

tages of this DRL-based approach in solving the optimization problem and analyze its trade-offs

compared to the previously discussed SCA-based solution.

3.2 State of The Art

In the realm of wireless communication, the quest for enhanced downlink performance is pivotal

for advancing next-generation networks. Two key technologies driving this endeavor are reconfig-

urable intelligent surfaces and rate-splitting multiple access. RISs have emerged as a transforma-

tive technology in reshaping wireless propagation environments, offering improvements in signal

strength, interference reduction, and coverage expansion. Unlike passive RIS, active simultane-

ously transmitting and reflecting RIS amplifies reflected signals while actively transmitting, bolster-

ing communication reliability [22]. Meanwhile, RSMA combines spatial division multiple access

(SDMA) and non-orthogonal multiple access (NOMA) techniques, dividing transmitted data into
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common and private streams to optimize downlink performance [10].

Recent studies have highlighted RSMA’s superiority over conventional schemes. For instance,

RSMA has shown significant performance advantages over NOMA, SDMA, and orthogonal frequency-

division multiple access in maximizing the network spectral efficiency [27] and the network energy

efficiency [28]. However, RSMA faces challenges regarding the achievable rate of the common

stream, limited by users with the most challenging channel conditions. To address this, cooperative

RSMA schemes based on half-duplex (HD) and full-duplex (FD) have been proposed [29, 30, 11,

31]. A recent work [21] demonstrated the efficacy of STAR-RIS in enhancing the minimum user

rate of FD C-RSMA in a multi-user scenario.

While previous research has demonstrated performance improvements with passive STAR-RIS

in downlink communication systems using RSMA, it remains uncertain whether an active STAR-

RIS would yield even greater enhancements. The literature notably lacks comprehensive investiga-

tions into the impact of an active STAR-RIS on enhancing the overall performance of FD C-RSMA

in downlink communication scenarios. This gap serves as the primary motivation for our study.

On another side, Deep Reinforcement Learning has emerged as a powerful method for solving

complex optimization problems across various domains. Building on reinforcement learning, DRL

uses deep neural networks to approximate value functions or policies, enabling decision-making in

high-dimensional, continuous spaces. Over the past decade, DRL has delivered impressive results

in fields such as robotics, game playing, and autonomous driving, where dynamic decision-making

and real-time performance are critical. While DRL shows promise, many wireless optimization

problems have traditionally been addressed using Successive Convex Approximation. SCA pro-

vides high-performance solutions, especially for non-convex problems, but its main drawback is

high computational complexity. The iterative process required by SCA can be time-consuming,

particularly in large-scale systems with real-time constraints. For instance, in RIS-assisted systems

like the one proposed in this chapter, optimizing beamformers, power allocation, and RIS reflection

coefficients via multiple iterations introduces significant computational overhead. As system size

or user count increases, the time required to converge to an optimal solution becomes prohibitive,

making SCA impractical for real-time applications.

To address this, we propose DRL as a solution by formulating the optimization problem as a
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reinforcement learning task. DRL can significantly reduce optimization time by learning optimal

policies through interaction with the environment, eliminating the need for iterative computation.

By training a DRL model to optimize the active STAR-RIS-assisted framework discussed earlier, we

aim to provide a time-efficient solution capable of making real-time decisions without exhaustive

computation.

3.3 Contributions

Our main contributions in this chapter include:

• We analyze the performance of an active STAR-RIS in assisting FD C-RSMA in a down-

link multiple-input single-output (MISO) system, where a BS serves K users, with S users

assisting in the transmission for the remaining users.

• We investigate the joint optimization of the BS precoding vectors, active STAR-RIS reflection

and transmission matrices, common stream split, and the transmit powers of strong users to

maximize the network sum rate while meeting minimum rate constraints, adhering to active

STAR-RIS hardware constraints, and ensuring the power budget at the BS, the active STAR-

RIS, and each strong user.

• We propose an SCA-based alternating optimization (AO) algorithm to address this non-

convex optimization problem.

• We conduct rigorous simulations to demonstrate significant performance gains from the co-

operation between users and the inclusion of active STAR-RIS. Our results show maximum

sum rates with minimal BS power, achieving a remarkable 20.3% improvement at 32 dBm

compared to the second-ranked baseline. Additionally, a modest active STAR-RIS power of

24 dBm yields an approximately 6% gain over the same baseline.

• We develop a DRL model to optimize the performance of the proposed STAR-RIS-assisted

FD C-RSMA system. The trained model jointly optimizes the BS precoding vectors, active

STAR-RIS reflection and transmission matrices, common stream split, and the transmit pow-

ers of strong users. The objective is to maximize the achievable sum rate while meeting the
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system constraints.

• We propose a novel training framework based on the actor-critic architecture to handle the

continuous state and action spaces of the optimization variables. Our approach utilizes two

actor-critic models, each focusing on a subset of variables, to improve scalability by reducing

the state space dimension.

• We conduct simulations under various conditions, comparing the proposed model with an

SCA-based convex optimization baseline to evaluate its strengths and weaknesses.

3.4 Performance Analysis of RIS in C-RSMA-Enabled Downlink Wire-

less Networks

3.4.1 System Model

3.4.1.1 Network Model

We examine a downlink communication system with an active STAR-RIS equipped with N

elements as illustrated in Fig. 3.1. In this configuration, a BS equipped with Nt transmit antennas

delivers services to K single-antenna users (Nt ≥ K) on both sides of the STAR-RIS.

Without loss of generality, Kr ≜ {1, 2, . . . ,Kr} is the set of users on the reflection side, while

Kt ≜ {(Kr + 1), . . . ,K} contains users on the transmission side. The BS is assumed to have

knowledge of channel state information (CSI) for all links within the system. Consequently, the BS

identifies the S strong users with the strongest channel gains, among the channels between the BS

and the K users. Without loss of generality, we assume that the strong users are the first S users on

the reflection side (S < Kr). In addition, each strong user serves as an FD relay to transmit signals

to the remaining weak users.

We denote hk ∈ CNt×1, fk ∈ C1×N , and hs,w, respectively, as the direct channel from the BS

to user k, the channel from user k to the RIS, and the channel from strong user s to weak user w,

∀k ∈ K ≜ {1, . . . ,K}, ∀s ∈ S ≜ {1, . . . , S} and ∀w ∈ W ≜ {S + 1, . . . ,K}.
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Figure 3.1: System model

Moreover, G ∈ CN×Nt represents the channel between the BS and the RIS and we denote

nk ∼ CN (0, σ2
k) ∀k ∈ K, referring to the additive white Gaussian noise (AWGN).

3.4.1.2 Transmission Model

The transmission model comprises two phases:

Direct Transmission Phase

In this phase, the BS partitions each user’s message Wk into common (Wc,k) and private (Wp,k)

components, collectively encoding common parts into a unified common stream (sc) and private

parts into individual private streams (s1, . . . , sK). These streams, denoted as s = [sc, s1, . . . , sK ]T ∈

C(K+1)×1, undergo linear precoding with a precoder p = [pc,p1, . . . ,pK ]T ∈ CNt×(K+1), with

pc,pk ∈ CNt×1 ∀k ∈ K, ensuring E{ssH} = I(K+1). The transmitted signal from the BS is

represented as x = pcsc +
∑K

k=1 pksk.
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Cooperative Transmission Phase

Strong users broadcast the common stream to weak users, who then combine it with received

signals from the BS and strong users to decode the common stream. Subsequently, weak users

apply SIC to decode their private streams. Strong users operate in full-duplex (FD) relaying mode,

enabling simultaneous execution of direct and cooperative transmission phases within the same

time-slot, albeit introducing self-interference (SI) [31].

3.4.1.3 Active STAR-RIS Model

The active STAR-RIS possesses the capability to concurrently amplify, transmit, and reflect

signals through the use of amplifiers and phase shifters. Each element of the active STAR-RIS can

independently adjust the amplitude and phase-shift of incident signals using distinct components,

as demonstrated in [32]. The reflection (p = r) and transmission (p = t) matrices for active

STAR-RIS are defined as Θp = diag(vp) ∈ CN×N where the beamforming vector vp is defined as

vp = [
√
βp1e

jθp1 , . . . ,
√
βpN e

jθpN ]T . Note that, for each n ∈ [1, N ], the amplification coefficients

verify βtn + βrn ≤ βmax, and the phase shifts are within the range [0, 2π).

Additionally, our approach can be extended to handle discrete phase shifts by mapping the

obtained continuous angles to the nearest discrete values within a quantized set of feasible phase

shifts [33]. With sufficient granularity, the algorithm’s performance would experience only a slight

decrease compared to the continuous case.

3.4.1.4 Signal Model and Rate Analysis

The received signal at strong user s is given as

ys = h̃H
s x+ fsΘrvRIS + hSI,s

√
pr,sŝc,s + ns, ∀s ∈ S, (1)

where h̃s ∈ CNt×1 is expressed as h̃H
s = hH

s + fsΘrG and vRIS ∈ CN×1 denotes the noise

added by the active STAR-RIS while reflecting or transmitting the input signal with each entry

following vRIS ∼ CN (0, σ2
RIS) as stated in [22]. pr,s and hSI,s are respectively, the transmit

relaying power and the self-interference channel for strong user s resulting from transmitting the
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common stream to other weak users while receiving the signal from the BS, which follows hSI,s ∼

CN (0, σ2
SI,s). Assuming that the common stream is decoded successfully and that the decoding

delay is insignificant compared to the duration of one time slot [31], we have ŝc,s = sc(t − τs) =

sc ∀s ∈ S, where t denotes the tth time slot and τs is the delay caused by the decoding operation at

user s. We note σ2
tk

= σ2
RIS∥fkΘr∥2 + σ2

k, ∀k ∈ Kr and σ2
tk

= σ2
RIS∥fkΘt∥2 + σ2

k, ∀k ∈ Kt.

Based on that, the achievable data rate at the strong user s to decode the common stream can be

expressed as:

Rc,s = log2

(
1 +

|h̃H
s pc|2∑

k∈K|h̃H
s pk|2 + σ2

ts + |hSI,s|2pr,s

)
, ∀s ∈ S. (2)

Afterward, the decoded common stream is removed from the total received signal via SIC and the

strong user s decodes its private stream with the achievable rate given by:

Rp,s = log2

1 +
|h̃H

s ps|2∑
k∈K
k ̸=s
|h̃H

s pk|2 + σ2
ts + |hSI,s|2pr,s

 , ∀s ∈ S. (3)

Conversely, the weak users receive two RIS-assisted signals, one from the BS (due to direct trans-

mission) and the other coming from the strong users (due to cooperative transmission) during the

same time slot [31]. Thus, the received signal at weak user w can be expressed as

yw = h̃H
wx+

∑
s∈S

h̃∗s,w
√
pr,ssc + fwΘpvRIS + nw, ∀w ∈ W , (4)

where h̃w ∈ CNt×1 is expressed as h̃H
w = hH

w + fwΘpG, h̃s,w ∈ C is defined as h̃∗s,w = h∗s,w +

fwΘpf
H
s . To detect the common stream at the end of cooperative transmission, we assume that

weak users can resolve the received signal. Consequently, these signals can be synchronized and

combined using maximal ratio combining (MRC) [31]. Thus, the achievable rate for decoding the

common stream at weak user w is as follows:

Rc,w = log2

(
1 +

|h̃H
w pc|2∑

k∈K |h̃H
w pk|2 + σ2

tw

+
∑
s∈S

|h̃∗s,w|2pr,s
σ2
tw

)
, ∀w ∈ W . (5)
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Upon successful decoding of the common stream, it is subtracted from the received signal, and

hence, the attainable rate for weak user w to decode its private stream can be given as

Rp,w = log2

1 +
|h̃H

w pw|2∑
k∈K
k ̸=w
|h̃H

w pk|2 + σ2
tw

 , ∀w ∈ W . (6)

To ensure successful decoding of the common stream by all users, we determine the achievable

data rate Rc as the minimum among the achievable common rates for the K users, expressed as

Rc = min(Rc,1, . . . , Rc,K). Rc serves as a shared resource among all users, with Rc =
∑K

k=1Ck,

where Ck represents the portion of Rc allocated to transmit Wc,k. Thus, the achievable rate for user

k is Rk = Ck +Rp,k, ∀k ∈ {1, 2, . . .K}.

3.4.2 Problem Formulation

In this paper, we aim to jointly design the BS transmit beamforming p, active STAR-RIS

reflection and transmission beamforming matrices, i.e., Θr and Θt, common stream split c =

[C1, . . . , CK ] and the transmit relaying power pr,s at each strong user to maximize the network

sum rate, while satisfying the minimum rate constraints, active STAR-RIS hardware constraints,

the given power budget PRIS at the active STAR-RIS, PBS at the BS and Ps at each strong user s.

Consequently, this optimization problem can be formulated as:

P : max
p,pr,c,
Θr,Θt

∑
k∈K

Rk (7a)

s.t. ∥pc∥2 +
∑
j∈K
∥pj∥2 ≤ PBS , (7b)

∑
j∈K
∥ΘrGpj∥2 + ∥ΘrGpc∥2 +

∑
j∈K
∥ΘtGpj∥2 + ∥ΘtGpc∥2+

∑
s∈S
∥Θrf

H
s ∥2pr,s +

∑
s∈S
∥Θtf

H
s ∥2pr,s + σ2

RIS(∥Θr∥2F + ∥Θt∥2F ) ≤ PRIS , (7c)

0 ≤ pr,s ≤ Ps, ∀s ∈ S, (7d)

Rk ≥ Rmin,k, ∀k ∈ K, (7e)∑
i∈K

Ci ≤ Rc,k, ∀k ∈ K, (7f)
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Ci ≥ 0, ∀i ∈ K, (7g)

βtn ≥ 0, βrn ≥ 0, ∀n ∈ {1 . . . N}, (7h)

βtn + βrn ≤ βmax, ∀n ∈ {1 . . . N}, (7i)

|ejθri | = 1, |ejθti | = 1, ∀i ∈ {1 . . . N}, (7j)

where (7b), (7c), and (7d) guarantee compliance with the power budgets at the BS, the active STAR-

RIS, and each of the strong users, respectively. (7e) ensures the minimum quality of service required

by each user in the system, and (7f) establishes that Rc = min(Rc,1, . . . , Rc,K) as explained in the

previous section. Lastly, (7h)-(7j) are the active STAR-RIS hardware constraints. It is observed

that P is a non-convex optimization problem due to the non-convex objective function (7a) and the

non-convex constraints (7e), (7f), and the unit modulus constraint in (7j).

3.4.3 Solution Approach

Due to its intractability, the original problem, i.e., P , is divided into two sub-problems that are

solved alternately until convergence. In this section, we present the formulation and solution of each

sub-problem, concluding with a description of the final algorithm.

Optimizing the BS beamforming vector p, the relaying power vector pr and the common splits

vector C

In this sub-problem, we fix Θt, Θr and optimize p, pr and c. By introducing the slack variables

γp = [γp,1, . . . γp,K ] and γc = [γc,1, . . . γc,K ], the problem can be reformulated as follows.

max
pr,p,

c,γp,γc

∑
k∈K

(Ck + log2(1 + γp,k)) (8a)

s.t. Ck + log2(1 + γp,k) ≥ Rmin,k, ∀k ∈ K, (8b)

|h̃H
s ps|2∑

k∈K
k ̸=s
|h̃H

s pk|2 + σ2
ts + |hSI,s|2pr,s

≥ γp,s, ∀s ∈ S, (8c)

|h̃H
w pw|2∑

k∈K
k ̸=w
|h̃H

w pk|2 + σ2
tw

≥ γp,w, ∀w ∈ W , (8d)
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∑
j∈K

Cj ≤ log2(1 + γc,k), ∀k ∈ K, (8e)

|h̃H
s pc|2∑

k∈K |h̃H
s pk|2 + σ2

ts + |hSI,s|2pr,s
≥ γc,s, ∀s ∈ S, (8f)

|h̃H
w pc|2∑

k∈K |h̃H
w pk|2 + σ2

tw

+

∑
s∈S |h̃∗s,w|2pr,s

σ2
tw

≥ γc,w, ∀w ∈ W , (8g)

(7b)− (7d), (7g). (8h)

It can be seen that the non-convexity is alleviated from the objective function as well as constraints

(8b) and (8e), however, constraints (8c)-(8d) and (8f)-(8g) still need to be convexified. For that, we

introduce two other slack variables ϕp = [ϕp,1, . . . ϕp,K ] and ϕc = [ϕc,1, . . . ϕc,K ]. Therefore, the

mentioned constraints can be rewritten as follows.

|h̃kpk|2

ϕp,k
≥ γp,k, ∀k ∈ K, (9)

|h̃kpc|2

ϕp,k
≥ γc,k, ∀k ∈ K, (10)

ϕp,s ≥
∑
k∈K
k ̸=s

|h̃H
s pk|2 + σ2

ts + |hSI,s|
2pr,s, ∀s ∈ S, (11)

ϕp,w ≥
∑
k∈K
k ̸=w

|h̃H
w pk|2 + σ2

tw , ∀w ∈ W , (12)

ϕc,s ≥
∑
k∈K
|h̃H

s pc|2 + σ2
ts + |hSI,s|

2pr,s, ∀s ∈ S, (13)

ϕc,w ≥
∑
k∈K
|h̃H

w pc|2 + σ2
tw , ∀w ∈ W . (14)

Constraints (9) and (10) are still non-convex and will be iteratively approximated using Taylor’s

first-order expansion, respectively, around the points from the previous iteration (po
k, ϕ

o
p,k) and

(po
c , ϕ

o
c,k) ∀k ∈ K as follows [28].

2 ℜ(poH
k h̃kh̃

H
k pH

k )

ϕo
p,k

−
|h̃H

k poH
k |2

ϕo
p,k

2 ϕp,k ≥ γp,k, ∀k ∈ K, (15)

2 ℜ(poH
c h̃kh̃

H
k pH

c )

ϕo
p,c

−
|h̃H

k poH
c |2

ϕo
c,k

2 ϕc,k ≥ γc,k, ∀k ∈ K. (16)
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Using these approximations, first sub-problem is formulated as:

max
pr,p,c,γp

ϕc,ϕp,γc

∑
k∈K

(Ck + log2(1 + γp,k)), (17a)

s. t. (8b), (8e), (11)− (16), (17b)

(7b)− (7d), (7g). (17c)

One can see that problem (17) is a convex problem, which can be easily solved using a convex

solver such as CVX [34].

Optimizing the Active STAR-RIS reflection and transmission matrices Θr and Θt

In this sub-problem, the optimization variables are Θr and Θt whilst all the other variables are

fixed. Constraints (7i)−(7j) are substituted by the following constraint.

|[vt]n|2 + |[vr]n|2 ≤ βmax, ∀n ∈ {1 . . . N}. (18)

Constraints (8b) and (8e) from the previous sub-problem remain unchanged, whereas approxima-

tions for (8c), (8d), (8f), and (8g) will differ slightly but employing a similar technique as follows.

ϕp,s ≥
∑
k∈K
k ̸=s

|h̃H
s pk|2 + σ2

RIS∥fsΘr∥2 + |hSI,s|2pr,s, ∀s ∈ S, (19)

ϕp,w ≥
∑
k∈K
k ̸=w

|h̃H
w pk|2 + σ2

RIS∥fwΘr∥2, ∀w ∈ Kr ∩W , (20)

ϕp,w ≥
∑
k∈K
k ̸=w

|h̃H
w pk|2 + σ2

RIS∥fwΘt∥2, ∀w ∈ Kt ∩W , (21)

ϕc,s ≥
∑
k∈K
|h̃H

s pc|2 + σ2
RIS∥fsΘr∥2 + |hSI,s|2pr,s, ∀s ∈ S, (22)

ϕc,w ≥
∑
k∈K
|h̃H

w pc|2 + σ2
RIS∥fwΘr∥2, ∀w ∈ Kr ∩W , (23)

ϕc,w ≥
∑
k∈K
|h̃H

w pc|2 + σ2
RIS∥fwΘt∥2, ∀w ∈ Kt ∩W , (24)
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where the following variables are in terms of vr and vt,

Θr = diag(vr),

Θt = diag(vt),

h̃H
s = hH

s + fsdiag(vr)G, ∀s ∈ S,

h̃H
w = hH

w + fwdiag(vr)G, ∀w ∈ Kr ∩W ,

h̃H
w = hH

w + fwdiag(vt)G, ∀w ∈ Kt ∩W .

We further add two new slack variables ωc = [ωc,1, . . . , ωc,W ] and αc = [αc,1, . . . , αc,W ] to con-

vexify the second fraction in the left term of constraint (8g) as follows.

ωc,w ≥ σ2
RIS∥fwdiag(vr)∥2, ∀w ∈ Kr ∩W , (25)

ωc,w ≥ σ2
RIS∥fwdiag(vt)∥2, ∀w ∈ Kt ∩W , (26)∑

s∈S |h̃∗s,w|2pr,s
αc,w

≥ ωc,w, ∀w ∈ W . (27)

Constraints (9), (10) and (27) are approximated in an iterative manner similar to the technique used

in (15) and (16), as follows.

2 ℜ(pH
k h̃o

kh̃
H
k pH

k )

ϕo
p,k

−
|h̃oH

k pH
k |2

ϕo
p,k

2 ϕp,k ≥ γp,k, ∀k ∈ K, (28)

2 ℜ(pH
c h̃o

kh̃
H
k pH

c )

ϕo
c,k

−
|h̃oH

k pH
c |2

ϕo
c,k

2 ϕc,k ≥ γc,k, ∀k ∈ K, (29)

2
∑

s∈S ℜ(h̃os,wh̃∗s,w)pr,s
αo
c,w

−
∑

s∈S |h̃os,w|2pr,s
αo
c,w

2
αc,w ≥ ωc,w, ∀w ∈ W , (30)

where ϕo
c,k, ϕo

p,k, h̃os,w and h̃o
k denote the values of the variables obtained from the previous iteration

of the algorithm. We recall that h̃∗s,w = h∗s,w + fwdiag(vr)fH
s , ∀w ∈ Kr ∩ W and h̃∗s,w =

h∗s,w + fwdiag(vt)fH
s , ∀w ∈ Kt ∩W .
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Algorithm 1 Joint Beamforming Optimization

1: Input hk,fk, σ
2
k, Rmin,k ∀k ∈ K,G, σ2

RIS , Pm,
PRIS , PBS , Tmax, δth, hSI,s, hs,w, σ

2
SI,w∀s ∈ S, ∀w ∈ W

2: Output BS beamforming p, active STAR-RIS beamforming Θr and Θt, cooperative relaying
power vector pr, common split c and sum rate Rsum

3: Initialize: p, pr, c, Θr, Θt, t = 1, δ =∞, Rsum = 0
4: while t ≤ Tmax and δ ≥ δth do
5: Rpre = Rsum;
6: Update c, p, and pr by solving (17);
7: Update Θr and Θt by solving (31);
8: Rsum =

∑K
k=1Rk;

9: δ =
∣∣Rpre −Rsum

∣∣ ;
10: t = t+ 1;
11: end while

Considering all the preceding, the second sub-problem is expressed as:

max
vr,vt,γp

ϕc,ϕp,γc

∑
k∈K

log2(1 + γp,k) (31a)

s. t. (18)− (26), (28)− (30), (31b)

(7c), (8b), (8e). (31c)

Now, the second sub-problem is transformed into a convex optimization problem, which can be

easily solved using CVX [34]. The finalized algorithm for our proposed SCA-based solution is pre-

sented in Algorithm 1. The algorithm requires initialization with a feasible initial point, consisting

of the variables p,pr,c,Θr and Θt, that satisfies constraints (7b)− (7j).

3.4.4 Complexity and Convergence

One can see that each sub-problem is a second-order cone program that has the complexity of

(S2
1S2), where S1 and S2 are the total numbers of variables and constraints, respectively. For sub-

problem (17), we have S
(1)
1 = S + (5 +Nt)K and S

(1)
2 = 5K + 3S + 2W + 2. For sub-problem

(31), we have S(2)
1 = S + (5+Nt)K + 2N and S

(2)
2 = 14K + 5S − 3W +N + 4. Therefore, the

overall complexity of the AO algorithm is O(TmaxS
(1)2

1 S
(1)
2 + TmaxS

(2)2

1 S
(2)
2 ), where Tmax is the

maximum number of iterations. The SCA method, along with constraints (7b), (7c), and (7d) ensure
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the monotonic increase of the sum rate while establishing an upper bound, thereby guaranteeing the

convergence of (17) [31]. Similarly, the SCA method, coupled with constraint (7c), ensures the

convergence of (31). The convergence of both sub-problems ensures the overall convergence of the

proposed AO algorithm [21].

3.4.5 Simulation Results and Discussion

This section provides a detailed exploration of the performance of the proposed C-RSMA ac-

tive STAR-RIS scheme. To assess its effectiveness, we present numerous numerical examples and

simulation results, and compare it against the following baseline schemes:

• RSMA active STAR-RIS: Within this framework, the BS communicates with users by em-

ploying RSMA, with additional support from the active STAR-RIS.

• SDMA active STAR-RIS: In this framework, the base station communicates with users using

SDMA, further enhanced by the active STAR-RIS for additional support.

• C-RSMA passive STAR-RIS: In this scheme, the BS communicates with the users using

C-RSMA with support provided by a passive STAR-RIS.

• C-RSMA NO RIS: In this baseline, the BS communicates with users using C-RSMA.

• RSMA NO RIS: In this baseline, the downlink communication is ensured using RSMA.

Simulation Setup

The simulation setup for the considered system model is depicted in Fig. 3.2. The BS is situated

at coordinates (0 m, 10 m, 10 m), while the active STAR-RIS is positioned at (100 m, 10 m, 10

m). Weak and strong users are uniformly distributed within two circular zones, each spanning a

radius of 10 meters. The two zones are positioned around the RIS and the center (15 m, 10 m, 0 m),

respectively.
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Figure 3.2: Simulation setup

BS-user and strong user-weak user links are modeled as Rayleigh fading, while the RIS-assisted

links are modeled as Rician fading which are given by:

• hk =
√

PL(dBU )h
NLOS
k , ∀k ∈ K,

• hs,w =
√
PL(dSW )hNLOS

s,w , ∀s ∈ S, ∀w ∈ W ,

• fk =
√

PL(dRU )
kRU+1

(√
kRUf

LOS
k + fNLOS

k

)
, ∀k ∈ K,

• G =
√

PL(dBR)
kBR+1

(√
kBRG

LOS +GNLOS
)
,

where PL(dBU ), PL(dRU ), PL(dSW ) and PL(dBR) are the distance dependent path loss modeled

as PL(d) = ρod
−α. Here, ρo represents the path loss at the reference distance of 1 m, d signifies

the distance, and α denotes the path loss exponent for the communication link. kRU and kBR stand

for the Rician factors, fLOS
k and GLOS are the deterministic line-of-sight (LoS) components, while

hNLOS
k , hNLOS

s,w , fNLOS
k and GNLOS represent the random non-LoS (NLoS) components modeled

using a Rayleigh distribution with zero mean and unitary variance. Key simulation parameters are

outlined in Table 3.1; these parameters remain consistent across all simulations unless explicitly

mentioned otherwise.
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Parameter Value Parameter Value
αSW , αBW 3.5 ρo -30 dB
αRW , αBR 2.2 Rmin,k 1 bps/Hz
αRS , αBS 3 PBS 40 dBm
kRU ,kBR 3 dB PRIS 30 dBm
σs, σw -110 dBm Ps 15 dBm
σRIS -120 dBm βmax 10

K 4 σSI -120 dB
N 16 S 2

Table 3.1: Simulation Parameters

1 2 3 4 5 6
16

18

20

22

24

26

28

30

Figure 3.3: Convergence of Algorithm 1

Performance Analysis

In Fig. 3.3, we illustrate the convergence behavior of the proposed active STAR RIS-assisted

FD C-RSMA algorithm with the iteration number across different power budgets at the BS. We can

see that the algorithm converges within few iterations in all cases.

Fig. 3.4a illustrates the relationship between the system sum rate and the transmit power of

the BS. It can be seen that our proposed scheme consistently outperforms baseline alternatives.

This superior performance is attributed to the dual flexibility arising from the increased degrees of

freedom (DoFs) facilitated by the active STAR-RIS and collaboration with strong users. Within the

power range of 26 to 36 dBm, the system’s sum rate experiences exponential growth, showcasing

the efficiency of our proposed approach in achieving higher rates with limited power compared to
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Figure 3.4: Active STAR RIS-assisted FD C-RSMA performance against baselines

other schemes. The significance of an active STAR-RIS is highlighted when compared with schemes

utilizing passive STAR-RIS. As depicted in Fig. 3.4a, C-RSMA with passive STAR-RIS consistently

yields lower performance rankings compared to RSMA with active STAR-RIS. This observation

underscores that cooperation alone is insufficient to surpass the performance gains achieved with

an active STAR-RIS, even at low power levels. The synergistic effect of both cooperation and the

influence of the active STAR-RIS enables our system to achieve nearly the maximum sum rate with

minimal BS power, which is highlighted by an astonishing gain of 20.3% at 32 dBm compared

with the second-ranked baseline. In the power range of 36 to 40 dBm, the system approaches

saturation. This behavior is attributed to the power constraint defined in equation (7c), wherein the

system restricts the increase in allocated power to the BS beamformers and relaying users to prevent

exceeding the available power at the active RIS. Additionally, it is observed that when the number

of transmit antennas at the BS is increased, the achieved sum rate is enhanced due to the added

degrees of freedom in the system.

In Fig. 3.4b, we analyze the impact of the power available at the active STAR-RIS on the sys-

tem’s performance. Our initial observation is that the performance rankings of the baselines remain

consistent with those in Fig. 3.4a, with our proposed scheme continuing to be the best performer.

Furthermore, our proposed model demonstrates exceptional performance even with resource con-

straints. Remarkably, a modest active STAR-RIS power of 24 dBm was sufficient to approach the
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peak achieved sum rate, registering a gain of approximately 6% compared to RSMA active STAR-

RIS. The observed plateau occurs because, beyond a certain point, the additional power from the

STAR-RIS no longer contributes to performance improvements. Instead, the noise introduced by

the active STAR-RIS starts to degrade the system’s performance. Thus, the sum rate achieved by the

system can no longer be improved. Examining the other two baselines, RSMA outperforms SDMA.

As the STAR-RIS power increases sufficiently, the performance of RSMA approaches that of our

proposed scheme. Therefore, we can conclude that within our proposed framework, only low levels

of STAR-RIS power are necessary to achieve a remarkable gain over the other baselines. These

findings emphasize the critical roles played by both user cooperation and the active STAR-RIS in

enhancing the system sum rate and prove the advantage of the proposed system model compared to

other related works. Additionally, we observe that across varying numbers of users, all the compared

schemes exhibit similar behavior.

In conclusion, the findings underscore the remarkable performance of the proposed scheme,

which consistently outperforms baseline alternatives across various scenarios. This superiority is

attributed to the scheme’s dual flexibility, enabled by the active STAR-RIS and collaboration with

strong users.

3.5 A Deep Reinforcement Learning-Driven Optimization for Active

STAR-RIS empowered C-RSMA

3.5.1 Problem Formulation

In this section, we remind the reader with the problem to be optimized, while writing it in a

more suitable form for the remaining of this chapter. We aim to jointly design the BS transmit

beamforming p, active STAR-RIS reflection and transmission beamforming matrices, i.e., Θr and

Θt, common stream split c = [C1, . . . , CK ] and the transmit relaying powers at the strong users
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pr = [pr,1, . . . , pr,S ] to maximize the network sum rate, while satisfying the minimum rate con-

straints, active STAR-RIS hardware constraints, the given power budget PRIS at the active STAR-

RIS, PBS at the BS and Ps at each strong user s, which can be formulated as:

max
p,pr,c,
Θr,Θt

K∑
k=1

Rk (32a)

s.t. vi ≤ 0 ∀i ∈ {1, . . . , 9}, (32b)

where the expressions for the constraints vi are defined as:

v1 = ∥pc∥2 +
K∑
j=1

∥pj∥2 − PBS , (33)

v2 =
K∑
j=1

∥ΘrGpj∥2 + ∥ΘrGpc∥2 +
K∑
j=1

∥ΘtGpj∥2 + ∥ΘtGpc∥2

+

S∑
s=1

∥Θrf
H
s ∥2pr,s +

S∑
s=1

∥Θtf
H
s ∥2pr,s + σ2

RIS(∥Θr∥2F + ∥Θt∥2F )− PRIS , (34)

v3 = max(0, pr,s − Ps), ∀s ∈ S, (35)

v4 = Rmin,k −Rk, ∀k ∈ K, (36)

v5 =
K∑
i=1

Ci −Rc, (37)

v6 = −Ci, ∀i ∈ K, (38)

v7 = max(0,−βtn) + max(0,−βrn), ∀n ∈ {1, . . . , N}, (39)

v8 = (βtn + βrn)− βmax, ∀n ∈ {1, . . . , N}, (40)

v9 = max(0, θri − π) + max(0,−π − θri) + max(0, θti − π)

+ max(0,−π − θti), ∀i ∈ {1, . . . , N}. (41)

Constraints (33), (34), and (35) ensure adherence to the designated power allocations at the BS, the

active STAR-RIS, and each individual strong user, respectively. Condition (36) mandates the fulfill-

ment of minimum quality of service requirements for all users within the system, while (37) estab-

lishes Rc as the minimum among Rc,1, . . . , Rc,K , as elaborated in the preceding section. Moreover,
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Figure 3.5: MDP illustration

constraints (39)-(41) encapsulate the hardware limitations of the active STAR-RIS.

Traditional optimization techniques typically address this by convexifying the problem through

approximations and solving it iteratively until convergence, such as the method employed in section

3.4.3. However, these algorithms are computationally expensive and can require several iterations

to converge which can be prohibitive for real-time applications in wireless communication systems,

particularly those with a large number of users. To overcome this challenge, we propose a time-

efficient DRL-based approach to predict the optimal configuration for the system.

3.5.2 MDP Description

In reinforcement learning, Markov Decision Processes (MDPs) model sequential decision-making

in stochastic environments. An MDP, represented as (S,A,P,R), includes states S, actions A, tran-

sition probabilities P, and reward functions R. Here, s ∈ S is the current state, a ∈ A is the action,

s′ ∈ S is the next state, and r ∈ R is the reward. The transition function P (s′|s, a) specifies the

probability of moving to state s′ from state s after action a. The reward function R(s, a, s′) defines

the reward for transitioning from state s to state s′ after action a. The described MDP process is

illustrated in Fig .3.5.

For our communication system optimization, states encapsulate system parameters like resource

allocations, and actions involve decisions such as adjusting BS beamformers or configuring the

STAR-RIS. The MDP components are defined as follows:

• State: s = (p,pr, c,Θr,Θt,v)
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• Action: a = (∆p,∆pr,∆c,∆Θr,∆Θt).

Here, v = [v1, . . . , v9] is the constraint violation vector. The large state dimension can hinder the

critic’s learning, especially regarding beamforming vector coefficients. To address this, we feed the

critic with a reduced state: s̃ = (∥p∥,pr, c,Θr,Θt,v), where ∥p∥ = [ ∥pc∥, ∥p1∥, . . . , ∥pK∥ ].

Tracking the norms of the beamforming vectors instead of the full vectors helps the RL agent capture

essential information while keeping the state dimension manageable.

At the start of each MDP, a new environment is generated for the agent, featuring new randomly

determined channel conditions (h̃, h̃co,hSI ,f ,G) that simulate the conditions of our downlink

communication system, where h̃ = [h̃1, . . . , h̃K ], f = [f1, . . . ,fK ], hSI = [hSI,1, . . . , hSI,S ]

and hco = [hs,w, ∀s ∈ S, ∀w ∈ W ]. All the mentioned channels are defined as discussed in

section 3.6.1. At each time step, the agent observes the channels dictated by the environment, the

current system configuration (p,pr, c,Θr,Θt)i contained in state si and the constraint violation

coefficients v, then takes an action ai consisting of adjustments to the current observed values

ai = (∆p,∆pr,∆c,∆Θr,∆Θt)i, leading to the next state si+1 = (p,pr, c,Θr,Θt)i+1 = (pi +

∆pi,pri +∆pri , ci +∆ci,Θri +∆Θri ,Θti +∆Θti).

It is important to highlight that the channels remain constant throughout internal transitions

within the same trajectory of the agent, as they are not modifiable parameters under the agent’s

control. The agent keeps transitioning between the states while adjusting the optimization vari-

ables until converging to the terminal state containing the optimal configuration for the system that

maximizes the sum rate and satisfies the constraints.

3.5.3 Reward Design

Among the constraints outlined in Section II.E, v3, v6, v7 and v9 are inherently reflected and

satisfied within the state space definition. To address the remaining five constraints stipulated in our

optimization problem while maximizing the sum rate, the reward is defined as follows:

r =

K∑
k=1

Rk +

5∑
j=1

rj (42)
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The first component in (42) represents the sum rate achieved by the current system configuration,

encouraging the model to maximize this value, While the second term guarantees adherence to

the system’s constraints. In this context, rj denotes the reward attributed to constraint j, which is

defined as:

rj =


+10 if constraint j is satisfied

−vj if constraint j is violated
(43)

The design of the reward function plays a crucial role in shaping the learning dynamics of the rein-

forcement learning agent. In our formulation, we emphasize a balanced approach that incentivizes

desirable behavior while appropriately penalizing constraint violations. To achieve this balance, we

assign moderate rewards and penalties, ensuring the agent receives meaningful feedback without

extreme influences that could mislead or overwhelm it. Specifically, we set rewards to +10 for sat-

isfying constraints and penalties to −vj for violations, providing a clear signal that encourages ad-

herence to specified constraints while maximizing the sum rate. Opting for a distance-based penalty

vj over a constant penalty helps the model better understand optimization directions and how far it

is from satisfying each constraint, while facilitating smoother training by mitigating abrupt changes

in rewards.

3.5.4 Model Architecture

Given the complexity of optimizing multiple variables across several distinct constraints con-

currently, a single DRL model might lead to a cumbersome state representation and hinder effective

learning. To address this challenge and streamline training, we have adopted a strategy using two

separate actor-critic models, each focused on optimizing a sub-problem targeting different subsets

of variables.

Actor-Critic Model

The actor-critic architecture stands out among deep reinforcement learning approaches by com-

bining both benefits of policy-based methods (direct policy optimization) and value-based methods

(efficient value estimations) within a single framework [35]. This model is particularly suited for
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complex environments with continuous action spaces, which is the case of this work.

In the actor-critic framework, the actor is responsible for learning a policy that maps states

directly to actions. This policy outputs continuous-valued actions, allowing for precise control

in continuous action spaces. Simultaneously, the critic evaluates the actions chosen by the actor by

estimating the expected cumulative reward that would be obtained from following the actor’s policy.

The critic learns to assess the quality of actions taken in different states, providing feedback to the

actor about which actions are more likely to lead to higher rewards. This feedback is crucial for

guiding the actor’s learning process towards actions that maximize long-term rewards.

During training, the actor and critic networks interact iteratively: the actor selects actions based

on its current policy, these actions are executed in the environment, resulting in new states and

rewards, and the critic evaluates these actions to provide feedback to the actor. Both the actor and

critic networks are updated based on their respective loss functions which are given by:

Lactor = −Es∼D [Qθ(s, πϕ(s))] , (44)

Lcritic = E(s,a,r,s′)∼D

[
δ2
]
, (45)

δ = r + γQθ′(s
′, πϕ′(s′))−Qθ(s, a), (46)

where,

• Lcritic: Loss function for the critic network.

• Lactor: Loss function for the actor network.

• D: Replay buffer from which samples are drawn.

• δ: Temporal difference (TD) error.

• γ: Discount factor for future rewards.

• Qθ(s, a): Critic network parameterized by θ, estimating the value of action a in state s.

• πϕ(s): Actor network parameterized by ϕ, providing the action to be taken in state s.

• θ′: Parameters of the target critic network.
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• ϕ′: Parameters of the target actor network.

Target networks θ′ and ϕ′ are periodically updated copies of the critic and actor networks used to

stabilize training by providing consistent targets for learning. The parameters of the target networks

are updated using a soft update technique, which ensures smoother transitions:

θ′ ← τθ + (1− τ)θ′ (47)

ϕ′ ← τϕ+ (1− τ)ϕ′ (48)

where τ ≪ 1 is a small parameter that controls the update rate.

Actor-Critic Models for Sub-Problem Optimization

As we previously mentioned, we adopted a strategy of training two separate actor-critic models,

each dedicated to optimizing distinct sub-problems consisting of their respective sets of variables

and corresponding constraints. Actor-Critic-1 focuses on optimizing variables (p,pr, c) while ad-

hering to constraints (v1, v2, v4, v5). On the other hand, Actor-Critic-2 is designed to optimize

variables (θr,θt,βr,βt) while satisfying constraints (v4, v5, v7).

The joint training of these models presents a significant challenge, as they must collectively op-

timize the system’s sum rate while focusing on their respective variables and constraints. To address

this complexity, we implemented a 3-phase strategy inspired by curriculum learning—a method that

facilitates gradual learning of increasingly complex tasks [36]. In phase 1, Actor-Critic-1 focuses on

optimizing the first sub-problem without considering the active STAR-RIS assistance. This involves

temporarily excluding terms related to RIS variables from both constraints and rate expressions for

this phase only. Training occurs across multiple environments within each episode to ensure ro-

bust generalization across varying channel characteristics. In phase 2, Actor-Critic-2 is trained to

address the second sub-problem, guided by predictions from Actor-Critic-1. Here, the fixed values

predicted by Actor-Critic-1 for variables (p,pr, c) are incorporated into the environment, while ad-

justments are made to (θr,θt,βr,βt) to meet constraints (v4, v5, v7). A comprehensive dataset of

predictions from Actor-Critic-1 ensures exposure to various scenarios encountered during training.
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The third phase involves iterative joint training of the models. Each episode begins with the first

model initializing variables (θr,θt,βr,βt) based on predictions from the second model in previous

iterations, aiming to optimize the first sub-problem while fixing the RIS variables. The predictions

for (p,pr, c) are then fed to the second model, which addresses the second sub-problem. This it-

erative process continues until either the episode meets constraints or reaches the maximum steps.

In our implementation, we normalized all variables in both the state and action vectors to facilitate

training. Additionally, training begins with a different environment including new channels at each

episode’s start. It is noteworthy that limiting the maximum number of steps per episode not only

accelerates training but also prevents the model from becoming entrenched in incorrect paths and

helps exposing it to a diverse range of scenarios without wasting computational resources.

3.5.5 Prioritized Experience Replay

To enhance the efficiency of training, each of the two models employs a Prioritized Experience

Replay (PER) buffer, as introduced by Schaul et al. [37]. This technique prioritizes experiences

based on their temporal-difference (TD) errors, allowing the model to focus on more informa-

tive experiences, thus improving convergence and overall performance. Transitions with higher

TD errors are sampled more frequently using a probability distribution proportional to their errors,

P (i) =
pαi∑
k pαk

, where pi is the priority of transition i, with the exponent α determining how much

prioritization is used. Importance-sampling weights, wi =
(

1
N ·

1
P (i)

)β
, correct the bias introduced

by prioritized sampling using the exponent β, aiding in stabilizing the reinforcement learning model.

3.5.6 Simulation Results and Discussion

This section evaluates the performance of the proposed DRL model through numerical simu-

lations and compares it with the SCA-based alternating optimization algorithm from the previous

chapter.
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Parameter Value Parameter Value
BATCH SIZE 1024 γ 0.99

BUFFER SIZE 105 τ 10−3

α 0.6 learning rateactor 10−4

β 0.4 learning ratecritic 2 10−4

ϵ 10−5 MAX STEPS PER EPISODE 10

Table 3.2: Training Hyperparameters

Figure 3.6: Actor loss for Actor-Critic-1 Figure 3.7: Critic loss for Actor-Critic-1

Training Hyperparameters

In this section, we detail the hyperparameters and architecture of our actor-critic model. The

Actor network comprises three fully connected layers: a 512-neuron input layer with batch nor-

malization (BN1) and ReLU activation, a 256-neuron layer with batch normalization (BN2) and

ReLU activation, and a final layer with tanh activation for action space mapping. The Critic net-

work also features three fully connected layers: a 512-neuron input layer with batch normalization

(BN1) and ReLU activation, followed by concatenation with the action input from the actor network

and a 256-neuron layer with ReLU activation, and a final layer producing the Q-value. Other key

hyperparameters are outlined in Table. 3.2.

Training Results

In this section, we examine the training results of our models over 12,000 episodes. For the

first model, Fig. 3.6 illustrates a steady decline in actor loss, signifying stable learning dynamics

and improved action selection by the actor, which is positively reinforced by the critic’s feedback.

This stability is further supported by the critic loss curve shown in Fig. 3.7, which also decreases
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Figure 3.8: Critic loss for Actor-Critic-2 Figure 3.9: Actor loss for Actor-Critic-2

Figure 3.10: DRL model performance
against SCA baseline method

Figure 3.11: Comparison of prediction time of the
DRL model against the SCA baseline

progressively, indicating the critic’s growing confidence in evaluating the quality of the actor’s deci-

sions. Figure 3.9 presents the training outcomes for the second model’s actor network. Although the

actor loss exhibits some fluctuations, it gradually stabilizes towards the later stages of training. The

critic’s performance shown in Fig. 3.8 is desirable, with convergence achieved in the early episodes.

Testing Results

In this section, we evaluate the performance of the proposed DRL model against the results ob-

tained from SCA-based optimization baseline. As depicted in Figure 3.10, the current DRL model

exhibits less robustness compared to conventional optimization techniques, indicating a need for

further refinement. This discrepancy is particularly evident in scenarios with a low power budget,

where the stringent budgetary constraints challenge the DRL model’s ability to find feasible solu-

tions within the search space. In contrast, the SCA-based algorithm successfully identifies solutions
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even under these constraints. Notwithstanding its current limitations, the DRL agent demonstrates

promising behavior by enhancing the achieved sum rate as the resources at the BS increase. Specif-

ically, at a BS power level of PBS = 44 dBm, the DRL agent achieves its peak performance,

delivering a sum rate of 24.3 bps/Hz, which approximates 84% of the optimal 29 bps/Hz attained

by the convex optimization approach.

Additionally, the DRL-based solution demonstrates significant gains in computational efficiency,

effectively compensating for the loss in sum rate. As shown in Figure 3.11, while the SCA-based al-

gorithm takes an average of 20 seconds to compute a solution, the DRL-based model accomplishes

the same task in just 0.038 seconds—a remarkable 99.81% reduction in execution time. The trade-

off between optimality and speed becomes even more valuable in large-scale or rapidly changing

network environments. Although the SCA-based solution maintains superior optimality, we further

improved its time efficiency by initializing it with predictions from the DRL model instead of using

a random feasible point. This approach, highlighted in orange, led to a 25% reduction in execution

time. These findings underscore the DRL-based solution’s significant advantage in time efficiency,

a critical factor for modern wireless communication systems.

3.6 Summary and Conclusions

This chapter explored using an active STAR-RIS to enhance a C-RSMA downlink system, op-

timizing various parameters to maximize the communication sum rate while satisfying constraints.

A comprehensive analysis underscored the remarkable performance of the proposed scheme, which

consistently outperforms baseline alternatives across various scenarios. This superiority is attributed

to the scheme’s dual flexibility, enabled by the active STAR-RIS and collaboration with strong users.

Due to the high time complexity required by traditional convex approximation methods, they

remain impractical for real-time applications despite their optimization capabilities. To address this

challenge, we proposed a more time-efficient DRL framework using an actor-critic model. Simula-

tions show that while the DRL model is less robust than conventional techniques under strict power

constraints, it performs well with increased BS resources, achieving a significant portion of the
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optimal sum rate. The DRL solution also demonstrated substantial computational efficiency, sig-

nificantly reducing execution time compared to the SCA algorithm. Initializing the SCA algorithm

with DRL predictions reduced its execution time, suggesting potential for hybrid approaches.

Future work will focus on improving the model’s performance to achieve results closer to the

optimal by exploring various DRL architectures. Additionally, investigating hybrid approaches that

integrate DRL with classical optimization techniques could provide further improvements in both

efficiency and robustness.
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Chapter 4

RIS for Enhancing Resilience Against

MA-Enabled Jamming in Downlink

Wireless Networks

4.1 Introduction

The emergence of MA technology has marked a significant advancement in the field of wire-

less communication research, paving the way for enhanced connectivity, improved signal quality,

and adaptability across diverse environments. By allowing antennas to adjust positions dynami-

cally within a finite area at transceivers, this technology enables more favorable channel conditions,

optimizing performance across applications like mobile telecommunications and remote sensing.

Yet, as with every groundbreaking technology, the potential for exploitation by adversaries

looms large. While MAs can enhance connectivity, they may also be repurposed for malicious activ-

ities such as jamming. In this chapter, we rigorously analyze the implications of an MA-empowered

jamming system—featuring M movable antennas—within a downlink multi-user framework where

a BS equipped with N antennas transmits data to K single-antenna users.

Furthermore, we investigate the promise of RIS as a potent countermeasure against MA-based
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jamming in downlink wireless networks. RIS technology has gained attention for its ability to ma-

nipulate the wireless propagation environment, offering a promising approach to enhancing security

and resilience against adversarial interference. By intelligently controlling phase shifts and reflec-

tions, RIS can mitigate jamming effects, particularly when the jammer benefits from mobility and

adaptability.

Our comprehensive study evaluates the efficacy of RIS in safeguarding network integrity by

quantifying its impact on mitigating performance degradation induced by MA-enabled jammers.

We examine key performance metrics, including system sum rate and outage probability, under var-

ious configurations. Ultimately, this investigation aims to demonstrate the viability of RIS-assisted

security mechanisms and provide valuable insights into their potential to counteract the disruptive

influence of MA-based jamming in next-generation wireless networks.

4.2 State of The Art

The advent of MA technology represents an innovative shift in wireless communication sys-

tems, offering dynamic positioning capabilities to manage and improve signal propagation and

reception adaptively. Unlike traditional FPAs, MAs can adjust their location within a designated

region, exploiting spatial degrees of freedom (DoF) allowing them to optimize connectivity based

on environmental and system-specific parameters. These systems harness spatial diversity more ef-

fectively than FPAs, particularly in scenarios with low mobility or limited diversity options, such as

Industrial IoT, smart home applications and satellite communications [24].

While the implementation of MAs may vary, they are generally defined as antennas connected

to the radio frequency (RF) chain through a flexible cable, allowing mobility facilitated by a posi-

tioning mechanism or driver [25]. An early approach to MA design involved a reconfigurable linear

array in which dipole antennas, mounted on stepper motors, could move along semicircular paths

[38]. Another initial design allowed for the rotation of a uniform linear array (ULA) while main-

taining fixed antenna spacing, aiming to achieve line-of-sight (LoS) transmission capacity [39]. The

existing designs in the literature can be broadly classified into two categories: mechanical MAs and

fluid antennas, also known as fluid antenna systems (FAS). Mechanical MAs utilize actuators, such
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as stepper motors, to enable antenna movement in three-dimensional space [25]. In contrast, fluid

antennas are constructed using liquid metals or ionized solutions [40]. These antennas are designed

to move between discrete, predefined positions, referred to as ports, along a one-dimensional line.

The literature on MAs primarily emphasizes their potential for enhancing link reliability, reduc-

ing interference, and supporting flexible deployment in challenging propagation environments. In

[26], the authors compare the maximum channel gain of a single receive MA to that of its FPA

counterpart, demonstrating that the MA system achieves significant performance improvements

over conventional FPA systems, both with and without antenna selection (AS). The study in [25]

showed that the total transmit power of multiple access systems can be significantly decreased when

using MAs compared to conventional FPA systems employing AS. MAs can also significantly en-

hance physical layer security (PLS). In [41], the authors demonstrate that an MA array considerably

improves the secrecy rate compared to a conventional FPA array when transmitting confidential in-

formation in the presence of multiple eavesdroppers. Furthermore, [42] explores scenarios where

perfect CSI about the eavesdroppers is unavailable, focusing on the transmission of confidential data

from an MA-enabled array to multiple single-antenna receivers. The results reveal that MA-enabled

PLS systems outperform FPAs in maximizing secrecy rates.

While previous research highlights the significant advantages of MAs, this technology is also

susceptible to misuse, as has been the case with many innovations throughout history. Hackers and

malicious actors may attempt to exploit MAs for their harmful purposes. Therefore, it is crucial to

examine the potential implications of MAs when used maliciously, a topic that is yet to be explored

in the literature. One significant threat is jamming, where a malicious user aims to intensify interfer-

ence against legitimate users to disrupt or stop their communication. In this chapter, we investigate

how MAs can enhance jamming efforts by a malicious user targeting legitimate users.

In light of these vulnerabilities, we next shift our focus to a potential countermeasure using a re-

configurable intelligent surface. RIS technology offers a dynamic means of reengineering the wire-

less propagation environment by precisely controlling phase shifts and reflections. In our study, we

evaluate the efficacy of RIS-assisted defenses in downlink wireless networks confronted with MA-

based jamming attacks. Specifically, we simulate a scenario where an RIS is deployed to counteract

the disruptive influence of a malicious user leveraging MAs, assessing key performance indicators
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such as system sum rate and outage probability. This rigorous analysis aims to demonstrate that RIS

can substantially mitigate the deleterious effects of MA-enabled jamming, thereby reinforcing the

resilience and security of next-generation wireless networks.

4.3 Contributions

Our main contributions are as follows:

• We analyze the impact of an MA-assisted jammer in a downlink MISO system, where a BS

serves K users through SDMA.

• We formulate an optimization problem in which the jammer decides both the antenna loca-

tions and beamforming vectors to minimize the overall system sum rate. Due to its non-

convexity, the problem is divided into two sub-problems, which are alternately solved until

convergence.

• We perform numerical examples under different scenarios, comparing the system sum rate

and outage probability achieved with MAs versus FPAs. Results indicate that MAs reduce the

system sum rate 30% more than FPAs. Moreover, MAs raise the outage probability by 25%

compared to FPAs, resulting in a 20% increase in the number of users affected by outages.

• We rigorously evaluate the performance of RIS as a potential countermeasure against MA-

based jamming attacks. Our investigation encompasses extensive simulation studies that as-

sess key performance metrics—including system sum rate and outage probability—under

diverse adversarial conditions.

• We examine two key scenarios: one where the jammer has full access to the RIS configuration

and another where it does not, thereby establishing the upper and lower bounds of its impact.

Our findings highlight that protecting the RIS channel state information is essential, as its

compromise not only negates the benefits of RIS but can also turn it into a liability for the

system.
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Figure 4.1: Jamming system model

4.4 Analyzing MA-Enabled Jamming in Downlink Wireless Networks

4.4.1 System Model

Network Model

As shown in Fig. 4.1, a BS equipped with a ULA of size N serves K ≤ N single-antenna

users in downlink transmission at frequency f = c
λBS

. Meanwhile, a jammer attempts to disrupt this

communication using a device with M MAs, as illustrated in Fig. 4.2. Though structurally similar

to a ULA, the jammer’s antennas are mobile and can adjust positions according to the jammer’s

objectives. Each antenna has defined movement boundaries in the (X,Z) plane, ranging from

[xmin, xmax]× [zmin, zmax]. Along the y-axis, the antennas are unrestricted provided that the spacing

between any two consecutive antennas remains at least D = λJ/2 to avoid coupling effects [43],

where λJ denotes the jammer’s transmitted signal wavelength. The direct channel from the BS to

user k is represented by hBS,k ∈ CN×1, and the channel from the jammer to user k is denoted by

hJ,k ∈ CM×1 ∀k ∈ K ≜ {1, . . . ,K}. We denote nk ∼ CN (0, σ2
k) ∀k ∈ K, as the AWGN.

Unaware of the jammer’s presence, the BS optimizes its beamforming vectors based solely on

the BS-user channels. Consequently, the BS’s transmitted baseband signal can be expressed as

x =
∑

k∈K wksk, where wk ∈ CN×1 and sk are the BS beamforming vector and the information
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Figure 4.2: Movable antenna array

symbol for user k with zero mean and unit variance. The jammer aims to disrupt the communication

between the BS and the users by transmitting a signal z through its antenna array, expressed as z =∑
k∈K vkqk, where vk ∈ CM×1 is the jammer’s beamforming vector, and qk is the jamming signal

symbol directed toward user k. We suppose that the jammer transmits over the same frequency used

by the BS, i.e λBS = λJ = λ. Additionally, the jammer possesses CSI for all channels between

itself and the users1; however, the jammer lacks the CSI for the BS-user links. Given the above, the

actual received signal at user k is expressed as2:

yk = hH
BS,kwksk + hH

J,kvkqk + nk, ∀k ∈ K. (49)

The rate expression for each user depends on the multiple access technique employed by the

BS. In our case, the BS employs SDMA, thus the achievable rate for each user k is given by:

Rk = log2

1 +
|hH

BS,kwk|2∑
j∈K
j ̸=k
|hH

BS,kwj |2 +
∑

j∈K |hH
J,kvj |2 + σ2

k

 , ∀k ∈ K, (50)

where the term
∑

j∈K
j ̸=k
|hH

BS,kwj |2 represents the interference from other users,
∑

j∈K |hH
J,kvj |2 is

the interference from the jammer, and σ2
k is the noise power for user k.

1We assume the jammer performs prior channel estimation, storing estimated channels for various user locations
in a dictionary. During jamming, it selects channels based on users’ current locations. The effect of imperfect field-
response information (FRI) due to minor user location misalignment is minimal, allowing the algorithm to maintain
robust performance [25].

2In this study, we assume that M ≥ K, allowing the jammer to design a distinct beamforming vector for each user.
If K > M , the jammer can still effectively target a group of M users, making the problem equivalent to the scenario
discussed in this paper.
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Channel Model

In this work, we consider narrow-band channels with slow fading. The BS-user links are mod-

eled as Rayleigh fading, expressed as:

hBS,k =
√
PL(dBS,k) h

NLOS
BS,k , ∀k ∈ K, (51)

where PL(dBS,k) is the distance dependent path loss modeled as PL(dBS,k) = ρod
−αBS . Here,

ρo represents the path loss at the reference distance of 1 m, dBS,k signifies the BS-user distance,

and αBS denotes the path loss exponent for the communication link. hNLOS
BS,k represents the random

non-LoS component modeled using a distribution with zero mean and unitary variance.

The channel vector between the jammer and each user is determined by the propagation en-

vironment and the position of the MA at the jammer which is characterized by the field-response

channel model [26]. In this model, because the movement regions for the jammer’s antennas are

significantly smaller than the signal propagation distance, we assume that the far-field condition

holds. With this assumption, a plane-wave model can accurately represent the field response from

the jammer’s MA region to each user. Specifically, the angle of departure (AoD), angle of arrival

(AoA), and the amplitude of the complex coefficient for each channel path between the BS and

each user remain constant regardless of the MA’s position within its movement region, while only

the phase of each channel path changes with the MA’s position.

Let Lt
k and Lr

k, for 1 ≤ k ≤ K, denote the total number of transmit and receive channel paths

from the jammer to user k, respectively. The elevation and azimuth AoDs for the j-th transmit path

from the jammer to user k are denoted by θtk,j and ϕt
k,j for 1 ≤ j ≤ Lt

k. Similarly, the elevation and

azimuth AoAs for the i-th receive path to user k are denoted by θrk,i and ϕr
k,i for 1 ≤ i ≤ Lr

k.

For simplicity, we define the virtual AoDs and AoAs as:

ϑt
k,j = cos θtk,j cosϕ

t
k,j , φ

t
k,j = cos θtk,j sinϕ

t
k,j

ωt
k,j = sin θtk,j , 1 ≤ k ≤ K, 1 ≤ j ≤ Lt

k,

(52)
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ϑr
k,i = cos θrk,i cosϕ

r
k,i, φ

r
k,i = cos θrk,i sinϕ

r
k,i

ωr
k,i = sin θrk,i, 1 ≤ k ≤ K, 1 ≤ j ≤ Lr

k.

(53)

In light of the above, the transmit and receive field-response vectors (FRVs) for the channel

from the jammer to user k are obtained as follows.

fk(pm) =

[
ej

2π
λ
ρtk,1(pm), ej

2π
λ
ρtk,2(pm), . . . , e

j 2π
λ
ρt
k,Lt

k

(pm)
]T

, (54)

gk(uk) =

[
ej

2π
λ
ρrk,1(uk), ej

2π
λ
ρrk,2(uk), . . . , e

j 2π
λ
ρr
k,Lr

k
(uk)
]T

, (55)

where, uk ∈ R3×1 is the antenna position vector at user k and pm ∈ R3×1 is the m-th antenna

position vector at jammer. ρrk,j(uk) = Xkϑ
r
k,j + Ykφ

r
k,j + Zkω

r
k,j for 1 ≤ j ≤ Lt

k represents

the difference in signal propagation distance for the j-th receive channel path between the user

antenna position uk and the origin of the local coordinate system at user k. This indicates that the

phase difference of the coefficient of the j-th receive channel path for user k between user position

uk and Ok is given by 2π
λ ρrk,j(uk). Similarly, the transmit FRV, fk(pm), characterizes the phase

differences in all Lt
k transmit paths to user k, where ρtk,i(pm) = xmϑt

k,i + ymφt
k,i + zmωt

k,i for

1 ≤ i ≤ Lt
k represents the difference of the signal propagation distance for the i-th transmit channel

path between the m-th jammer-antenna position pm and the origin of the local coordinate system

at jammer O0. The path-response matrix (PRM), Σk ∈ CLt
k×Lr

k , represents the response between

all the transmit and receive channel paths from O0 to Ok, ∀k ∈ K. Specifically, the entry in the

i-th row and j-th column of Σk is the response coefficient between the i-th transmit path and the

j-th receive path for user k. Subsequently, the channel vector from the jammer to user k can be

expressed as:

hJ,k(P) = FH
k (P)Σkgk, ∀k ∈ K, (56)

where Fk =

[
fk(p1), fk(p2), . . . , fk(pM )

]
∈ CLt

k×M is the field-response matrix (FRM) at the

jammer targeting user k, and P = [p1,p2, . . .pM ] ∈ R3×M is the antenna position matrix at the

jammer. Since the positions of the antenna at each user are fixed, the field receive vectors gk, ∀k ∈ K

are constant.
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4.4.2 Problem Formulation

In this study, the aim of the jammer is to jointly optimize the MA location matrix P , while

designing the jamming beamforming matrix V = [v1,v2, . . . , vK ] ∈ CM×K to minimize the

network sum rate, while adhering to available power budget PJ and the antenna array hardware

constraints, which can be formulated as:

P : min
V ,P

∑
k∈K

Rk (57a)

s.t.
∑
k∈K
∥vk∥2 ≤ PJ , (57b)

− λ ≤ xm ≤ λ ∀m ∈ {1, . . . ,M}, (57c)

− λ ≤ zm ≤ λ ∀m ∈ {1, . . . ,M}, (57d)

− L ≤ ym ≤ L ∀m ∈ {1, . . . ,M}, (57e)

ym − ym−1 ≥ λ/2 ∀m ∈ {2, . . . ,M}. (57f)

Constraint (57b) represents the jammer’s power budget limit. Constraints (57c) and (57d) define the

permitted movement region for the MAs within the (X,Z) plane. The typical size of the antenna

moving region is in the order of several wavelengths [26], however the most common value in

research is a distance of ±λ around the x and z axes. As previously mentioned, the MAs in this

architecture are free to move along the entire length 2L of the array on the y-axis, as specified

in (57e), provided they maintain a minimum spacing of λ/2 between each other, as ensured by

(57f). Since the jammer lacks information about the BS-user links or the BS beamforming vectors,

its objective is to align its beamforming with each jammer-user channel to maximize interference.

Therefore, the problem is formulated as follows.

P ′ : min
V ,P

−
∑
k∈K
|hH

J,k(P ).vk|2 (58a)

s.t. (57b)− (57f). (58b)
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The problem P ′ is a non-convex optimization problem for two main reasons. First, the de-

pendence on antenna location matrix P in the jammer-user channel hH
J,k is non linear, making the

objective function non-convex. Additionally, constraints (57c)-(57e) are obviously non-convex.

4.4.3 Solution Approach

Given the non-convexity of problem P ′ and the coupling between variables P and V in the

objective function, we divide the problem into two sub-problems that will be solved iteratively until

convergence. In each sub-problem, we focus on optimizing a set of variables while fixing the rest,

which is usually referred to as block coordinate descent (BCD) or alternating optimization. The

detailed algorithm is described in Algorithm 2.

Algorithm 2 Joint Optimization of V and P

1: Input: p
(0)
m = [x

(0)
m , y

(0)
m , z

(0)
m ]T ∀m ∈ M, v(0)

k ∀k ∈ K, λ, ϵ, T1,max, T2,max, gk∀k ∈ K,
ϑt
k,i, φ

t
k,i, ω

t
k,i for 1 ≤ i ≤ Lt

k, ∀k ∈ K
2: Output: popt

m ∀m ∈M, vopt
k ∀k ∈ K

3: Set i = 0
4: while ∥V(i+1) −V(i)∥F > ϵ and ∥P(i+1) −P(i)∥F > ϵ and i < T1,max do
5: Set t = 0, V (t) = V (i)

6: while ∥V(t+1) −V(t)∥F > ϵ and t < T2,max do
7: Compute ∇VΨ(t) using the current value of P
8: Solve P1 to obtain V (t+1)

9: Update V(t) = V(t+1)

10: t = t+ 1
11: end while
12: Update V(i+1) = V(t)

13: Set t = 0, P (t) = P (i)

14: while ∥P(t+1) −P(t)∥F > ϵ and t < T2,max do
15: Compute∇PΦ

(t) using the current value of V
16: Solve P2 to obtain P (t+1)

17: Update P = P(t+1)

18: t = t+ 1
19: end while
20: Update P(i+1) = P(t)

21: i = i+ 1
22: end while
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Optimizing the beamforming matrix V

In this subproblem, the antenna position matrix P is fixed. Thus, the optimization problem can

be reduced to the following problem:

P1 : min
V

Ψ(V ) ≜ −
∑
k∈K
|hH

J,k(P ).vk|2 (59a)

s.t. (57b). (59b)

The function Ψ is concave, thus to have a convex objective, we apply a first-order Taylor expansion

around a point Ψ(t) as:

Ψ = Ψ(t) +∇VΨ(t) · (V −V(t)), (60)

where, ∇VΨ(t) is the Jacobian of Ψ with respect to V, evaluated at V(t) =

[
v
(t)
1 ,v

(t)
2 , . . . ,v

(t)
K

]
.

The new formulation for the problem is:

P1 : min
V
∇VΨ(t) · (V −V(t)) (61a)

s.t. (57b). (61b)

This convex problem is solved iteratively with CVX [34], beginning from a feasible starting point

V (0) and continuing until convergence, which is determined by reaching a specified tolerance ϵ or

the maximum number of iterations T2,max.

Optimizing the antenna-position matrix P

In this subproblem, the beamforming matrix V is now fixed, and the new optimization problem

can be expressed as:

P2 : min
P

Φ(P ) ≜ −
∑
k∈K
|hH

J,k(P ).vk|2 (62a)

s.t. (57c)− (57f). (62b)
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To alleviate the non-convexity from the objective function, we use a similar technique to the first

sub-problem as follows.

Φ = Φ(t) +∇PΦ
(t) · (P−P(t)), (63)

where, ∇PΦ
(t) is the Jacobian of Φ with respect to P, evaluated at P(t) =

[
p
(t)
1 ,p

(t)
2 , . . . ,p

(t)
M

]
.

Constraint (57f) is convex, however, (57c)-(57e) need to be transformed into the following convex

constraints:

xm ≤ λ, −xm ≤ λ (64)

zm ≤ λ, −zm ≤ λ (65)

ym ≤ L, −ym ≤ L. (66)

Using the above approximations, problem P2 is written as:

P2 : min
P
∇PΦ

(t) · (P−P(t)) (67a)

s.t. (57f), (64)− (66). (67b)

Similar to the first sub-problem, P2 is a convex problem that can be iteratively solved with CVX

[34], starting from a feasible point P (0) and continuing until convergence.

4.4.4 Simulation Results and Discussion

In this section, we analyze the performance of the proposed MA-enhanced jamming algorithm

through simulations, focusing on its effectiveness in maximizing interference against legitimate

users. We present key performance metrics to evaluate the impact of MAs in various jamming

scenarios, comparing these results to conventional FPAs.

Simulation Setup

The simulation setup is as follows: the BS is positioned at (0, 0), while users are uniformly

distributed within a circular area of radius 40 m centered at (50, 50). The jammer is located at

(100, 0). All coordinates are given in meters.
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Parameter Value Parameter Value
αBS , αJ 2.8 ρo -30 dB
PBS 40 dBm go -40 dB
PJ 30 dBm σ2 -80 dBm

K,N,M 4 Rth,k 1 bps/Hz
Lt, Lr 6 λ 0.01 m

Table 4.1: Simulation Parameters

(a) Sum rate change according to the available power
at the jammer

(b) Sum rate change according to the jammer’s loca-
tion

Figure 4.3: Comparison of sum rate variation with respect to jammer power and location

We adopt the PRM matrix model used in [25], where the PRM for each user k, Σk = diag{σ1,

σ2, . . . , σL}, is a diagonal matrix where each diagonal element σi follows a circularly symmetric

complex Gaussian (CSCG) distribution, CN (0,
c2k
L ). Here, c2k = g0d

−αJ
k represents the expected

channel power gain for user k, with g0 denoting the average channel power gain at a reference

distance of 1 meter, and αJ being the path-loss exponent.

The elevation and azimuth AoDs and AoAs for the channel paths of each user are modeled as

random variables with a joint probability density function (PDF) given by fθk,ϕk
(θk, ϕk) =

cos θk
2π ,

where θk ∈
[
−π

2 ,
π
2

]
and ϕk ∈

[
−π

2 ,
π
2

]
. Key simulation parameters are summarized in Table 4.1

and remain consistent across all simulations unless specified otherwise.

Impact on the system sum-rate

As previously mentioned, the jammer is assumed to possess only the CSI of its connections with

each user. To evaluate the performance of jamming with MAs against conventional FPAs, while
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(a) Outage probability versus the jamming power
budget

(b) Percentage of users in outage versus the jamming
power

Figure 4.4: Analysis of system outage probability with respect to jamming power

also considering the implications of lacking BS-user CSI and BS beamforming on the jammer’s

optimization, we define and compare the following baseline scenarios:

• Jamming with Fixed Antennas (Full CSI): The jammer employs an FPA to disrupt commu-

nication while having access to both its jammer-user channels and complete BS information,

which includes BS-user CSI and beamforming details.

• Jamming with Fixed Antennas (Partial CSI): In this scenario, the jammer utilizes an FPA

but only has CSI about jammer-user channels.

• Jamming with Movable Antennas (Full CSI): Here, the jammer employs MA-enabled jam-

ming, having full access to all system information.

• Jamming with Movable Antennas (Partial CSI): In this case, the jammer only possesses

jammer-user CSI while using an MA array.

The analysis of the impact of jamming on the sum rate performance, based on varying jammer

locations and power is conducted in Fig 4.3. The simulations were conducted using the Monte-Carlo

method, with results averaged over 100 different channel realizations. In the absence of jamming,

the system achieves a stable sum rate of about 36 bps/Hz, serving as a baseline. When a jammer is

introduced, its effectiveness varies significantly depending on its configuration.
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In Fig. 4.3a, we present the system sum rate achieved based on the power budget available at

the jammer. As anticipated, the intensity of jamming, whether using MAs or FPAs, increases with

the jammer’s power. Notably, jamming with MAs proved to be, on average, 30% more effective

than using FPAs, resulting in an average reduction of 4 (bps/Hz) across all simulation points. Addi-

tionally, MA-based jamming results in a 15% greater reduction in sum rate than its FPA counterpart

compared to the baseline value when no jamming is applied. This significant difference could be a

crucial factor in disrupting sensitive communication scenarios. Another noteworthy observation is

that the difference in results between having partial CSI and full CSI is minimal, demonstrating the

effectiveness of this jamming optimization despite its simplicity. In fact, the only requirement for

the jammer is to estimate the CSI of its channels.

The impact of the jammer’s location on the system sum rate is illustrated in Fig. 4.3b through the

variation of the jammer’s x-coordinate. The differences in values between jamming with MAs and

FPAs continue to reflect the same gain percentages discussed in Fig. 4.3a, thereby confirming the

validity of the results. Jamming is most effective when the jammer is closest to the users, particularly

near the center of the user distribution (xjammer = 50 m). When positioned at equal distance

from the center of the users, there is no significant difference in the achieved sum rate whether the

jammer is located on the side of the BS (xjammer = 0m) or the opposite side (xjammer = 100m),

indicating that the effectiveness of jamming primarily relies on the channel conditions between

the jammer and the users. However, jamming from the BS side is slightly more effective, as the

jammer can generate stronger interference with to BS-user links. This modest performance increase

encourages the jammer to position itself on the opposite side of the BS to maximize its distance.

Greater distance weakens the jammer’s signal at the BS, making it harder to detect through signal

strength-based techniques. Ultimately, as the jammer moves further from the center of the users,

the intensity of jamming decreases.

Impact on the system outage probability

A critical factor in physical layer security is the outage probability Psystem outage, defined as the

probability of at least one user having a rate below the rate threshold. Pout,k denotes the probability
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of outage of user k given as:

Pout,k = P (Rk < Rth), ∀k ∈ K. (68)

Since users are assumed to have independent channels, the probability that all users avoid outage

(i.e., each user k meets Rk ≥ Rth) is given by:

Pno outage =

K∏
k=1

(1− Pout,k) . (69)

Thus, the system outage probability is expressed as:

Psystem outage = 1− Pno outage = 1−
K∏
k=1

(1− Pout,k) . (70)

In Fig. 4.4, we evaluate the system outage probability when the jammer power varies between 1 and

5 W, through Monte Carlo simulation of 100 different channel realizations, where the rate threshold

for each user is Rth = 1 bps/Hz. In the absence of jamming, the system maintains an outage

probability of zero, as expected without interference. Fig. 4.4a illustrates that jamming with fixed

antennas yields an outage probability starting at 0.6 at 1 W and rising to approximately 0.95 by 5 W.

However, jamming with MAs proves more disruptive, with the outage probability beginning around

0.75 at 1 W and approaching 1 by just 3.5 W. This demonstrates that MAs increase the outage

probability more significantly—by about 0.2 across the power range—making MA arrays roughly

25% more effective than FPAs at disrupting service for legitimate users.

To deepen the analysis, we track the percentage of users experiencing outages among all users,

as shown in Fig. 4.4b. With jamming from FPAs, around 20% of users are in outage at 1 W, rising

moderately to 40% at 5 W. In contrast, jamming with MAs starts at 30% outage at 1 W and climbs

sharply to about 60% at 5 W, showing a linear-like increase in user disruptions. While the outage rate

with FPAs begins to plateau near 40%, MAs continue to increase steadily, with a performance gain

that becomes more pronounced as power increases. This suggests that MAs cause more widespread

outages, affecting roughly 15% more users than FPAs at low power levels and up to 20% more at

5W. Overall, the higher outage rates with MAs underscore the importance of implementing effective
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countermeasures in network design.

To sum up, our investigation into an MA-enhanced jamming system revealed significant vul-

nerabilities that arise when such advanced technologies are exploited for malicious purposes. The

results demonstrate that jamming using MAs is substantially more effective than FPAs. These find-

ings underscore the necessity of developing advanced security protocols that can adapt to the evolv-

ing landscape of wireless technology and counteract the threats posed by the unauthorized use of

MAs in communication networks.

4.5 Performance Analysis of RIS in mitigating MA-enabled Jamming

in Downlink Wireless Networks

4.5.1 System Model

Figure 4.5: System model

In this chapter, we consider the previously discussed system model, but now with an RIS, posi-

tioned at (50m, 50m), assisting BS-user downlink communication as depicted in Fig. 4.5. Specif-

ically, we consider a passive reflective RIS as described in Section 2.3.1, employing 32 reflective

elements. Under this setup, the received signal at user k is given by:
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yk = h̃H
BS,kwksk + hH

J,kvkqk + nk, ∀k ∈ K, (71)

where h̃BS,k ∈ CN×1 represents the combined BS-user channel, including both direct BS transmis-

sion and RIS reflection. It is expressed as:

h̃BS,k = hBS,k +GΘfk, ∀k ∈ K, (72)

where G ∈ CN×NRIS denotes the BS-RIS channel, and fk ∈ CNRIS×1 represents the RIS-user

channel. The achievable rate for user k is then given by:

Rk = log2

1 +
|h̃H

BS,kwk|2∑
j∈K
j ̸=k
|h̃H

BS,kwj |2 +
∑

j∈K |hH
J,kvj |2 + σ2

k

 , ∀k ∈ K, (73)

which closely resembles the rate expression in Section 4.4.1, except for the enhanced BS-user chan-

nel. The BS-user and jammer-user channels follow the definitions in Section 4.4.1, while the RIS-

related channels are defined analogously to Section 3.6.1. For clarity, we briefly remind the reader

with the key channel models as follows:

• hJ,k(P) = FH
k (P)Σkgk, ∀k ∈ K,

• hBS,k =
√

PL(dBS,k) h
NLOS
BS,k , ∀k ∈ K,

• fk =
√

PL(dRU )
kRU+1

(√
kRUf

LOS
k + fNLOS

k

)
, ∀k ∈ K,

• G =
√

PL(dBR)
kBR+1

(√
kBRG

LOS +GNLOS
)
.

4.5.2 Problem Formulation

Jammer’s Objective

The jammer’s objective remains the same as in the previous chapter: leveraging its MA-array to

minimize the system sum rate, thereby disrupting the communication links of legitimate users. The

problem follows the same formulation as in Section 4.4.2. However, we distinguish between two

cases in our analysis:
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• Scenario 1: The jammer is aware of the RIS and has full knowledge of the combined channel

h̃BS,k. This represents the most favorable scenario for the jammer and the most challenging

one for the BS.

• Scenario 2: The jammer is unaware of the RIS and only has knowledge of the direct jammer-

user CSI. This corresponds to the least favorable case for the jammer.

By analyzing the two described scenarios, we establish both the upper and lower bounds on the

jammer’s impact, and provide insights into the effectiveness of RIS in countering jamming under

varying levels of adversarial knowledge.

Base Station’s Objective

In this section, we detail how the BS leverages RIS to counteract jamming attacks. As jamming

intensifies, multiple users begin reporting communication failures, enabling the BS to infer the pres-

ence of a jammer. Once a jamming attack is suspected, the BS initiates a two-stage response. First, it

employs power sensing sweeps to localize the jammer based on its emission signature—techniques

such as the MUSIC algorithm or Capon’s beamforming method can be used for this purpose, al-

though a detailed discussion of these established localization methods is beyond the scope of this

work. Following localization, the BS estimates the jammer-user CSI across the network by solv-

ing an optimization problem analogous to that employed by the jammer. This process yields the

optimized MA positions and corresponding beamforming vectors, thereby approximating the CSI

for all jammer-user links. The primary unknown parameter remains the jammer’s power budget; to

address this, the BS adopts a worst-case approach, assuming the maximum reasonable power level

(e.g., 5W in our scenario).

For the purpose of our analysis, we assume that the BS has complete CSI knowledge of all

jammer-user links. Given this information, the BS aims to optimize its beamforming strategy to

mitigate the impact of jamming as effectively as possible. The optimization problem can be formu-

lated as follows.
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P3 :max
p

∑
k∈K

Rk (74a)

s.t.
∑
j∈K
∥pj∥2 ≤ PBS , (74b)

Rk ≥ Rmin,k, ∀k ∈ K, (74c)

|ejθi | = 1, ∀i ∈ {1 . . . N}, (74d)

where (74b) guarantees compliance with the power budget at the BS, and (74c) ensures the mini-

mum quality of service required by each user in the system. (74d) is the unit modulus constraint

related to the RIS. It is observed that P3 is a non-convex optimization problem due to the non-

convex objective function (74a) and the non-convex constraints (74c) and (74d). The solution to

this problem employs an approach analogous to the SCA-based algorithm outlined in Section 3.4.3.

For brevity, we have not repeated the detailed steps here.

4.5.3 Simulation Results and Discussion

Jamming impact on system sum rate

Figure 4.6 offers several key insights into the impact of RIS on system performance under dif-

ferent jamming conditions. As expected, the presence of RIS enhances the system’s sum rate, as

evidenced by the performance gap between the curves with and without RIS in the absence of jam-

ming. However, an intriguing finding emerges when the jammer possesses full CSI knowledge,

including RIS-related CSI—under such conditions, the RIS provides little to no advantage, regard-

less of whether the jammer employs FPAs or MAs. The near-identical performance of the “NO

RIS” and “known RIS” cases in both jamming scenarios, further shown in Fig. 4.7a, highlights a

critical vulnerability: without proper security measures, RIS becomes an ineffective resource, of-

fering no tangible benefits. This underscores the necessity of securing CSI information through

robust encryption techniques and countermeasures against information leakage, ensuring that RIS

can function as an asset rather than a wasted complexity.
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Another noteworthy comparison arises in the ”blind jamming” scenario, where the jammer lacks

RIS-user CSI and only has knowledge of its own channels to the users. As previously mentioned, the

jammer can estimate these channels before initiating its attack without requiring additional effort to

intercept RIS-related CSI. In this case, the RIS proves beneficial, mitigating the impact of jamming

and yielding a higher sum rate than the “NO RIS” case for both jamming techniques. Surprisingly,

however, the FPA-based blind jamming achieves a stronger jamming effect than the MA-based

approach, an observation that challenges initial expectations and warrants further analysis which

will be done in section ”Impact on system outage probability”. This observation is shown separately

in Fig. 4.7b for the reader’s convenience.

Finally, when the jammer has full CSI knowledge, the MA-based jamming strategy once again

proves superior, reducing the system sum rate by approximately 30% more than FPAs, as previously

observed in Section 4.4.5. The performance gain from full CSI access can be quantified as an

average improvement of 66% for MAs and 44% for FPAs. In other words, complete CSI knowledge

enhances the efficiency of MAs by 66% and FPAs by 44%, with the additional information providing

a 33% greater advantage to MAs compared to FPAs. This further reinforces the need for stringent

security measures to limit the jammer’s access to CSI, ensuring it remains as blind as possible.

The key takeaway from this analysis is that RIS deployment must be both strategic and secure.

If improperly secured, RIS can become a liability rather than an asset, offering no protection and

potentially worsening network performance when the jammer has full CSI access. However, when

effectively shielded from the jammer, RIS can mitigate the impact of jamming, particularly reduc-

ing the effectiveness of MA-based attacks, thereby preserving system sum rate and justifying its

inclusion in the network. It’s important also to note that the extent to which the RIS can help is

significantly reduced as the jammer’s power budget increases as it is expressed by the decreasing

nature of the curves for all the configurations.

Jamming impact on percentage of jammed users

From figures. 4.8 and 4.9, we observe a consistent trend across all configurations, mirroring the

insights drawn from the sum rate analysis. As the jammer’s power budget increases—enhancing

its disruptive capabilities—the number of users experiencing outages rises accordingly. Notably,
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when the jammer has full CSI knowledge, the presence of RIS offers no tangible benefit, reinforc-

ing the earlier conclusion that an unsecured RIS becomes an ineffective addition to the network.

Furthermore, in the blind jamming scenario, FPA-based jamming proves more detrimental than its

MA-based counterpart, leading to a higher number of jammed users. This aligns with the previ-

ously observed sum rate degradation and further emphasizes the need for securing RIS-related CSI

to prevent unnecessary system vulnerabilities.

Jamming impact on system outage probability

Figure 4.12 confirms that outage probability trends largely mirror those observed in the sum

rate analysis, while also revealing a noteworthy distinction. In the blind jamming scenario, MA-

based jamming outperforms FPA-based jamming in terms of outage probability—a reversal of the

behavior seen in figures 4.6 and 4.8 for the impact on system sum rate and number of jammed users,

respectively. To analyze this, recall that system outage probability is defined as the likelihood that

at least one user fails to meet its QoS requirements. Under MA-based jamming, the jammer appears

to consistently target and disrupt several users, suggesting a systematic, user-by-user approach. In

contrast, FPA-based jamming exhibits a ”hit or miss” pattern: it sometimes fails to jam users and,

when it does succeed, it tends to affect multiple users simultaneously, but with less consistency

overall.

This disparity can be understood by examining the underlying optimization strategies. Without

full system information, the MA-based approach seems to allocate its resources sequentially—ensuring

one user is effectively jammed before shifting focus to the next. This method, likely affected by

the greater degrees of freedom available in MA-based configurations, allows for a more consistent

degradation of user QoS. However, it could also be due to the abundance of available optimization

directions in a non-convex problem space leading to suboptimal choices or cause the process to

become trapped in local maxima preventing the MA-jamming from achieving a bigger percentage

of users in outage.

Conversely, FPA-based jamming relies on a single optimization strategy—beamforming—that

aims solely to reduce the global sum rate and deny QoS to as many users as possible. Under

limited information, this approach is inherently rigid. However, once complete CSI is available, the
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jammer can accurately identify the optimal jamming direction, allowing the more flexible MA-based

strategy to achieve a significantly greater impact than its FPA-based counterpart.

In summary, while MA-based jamming offers consistent performance in the absence of full CSI

by effectively targeting users sequentially, its greater number of optimization paths can sometimes

lead to suboptimal outcomes. FPA-based jamming, with its single strategic approach, may occa-

sionally deliver a stronger impact but suffers from inconsistency when operating blind. These ob-

servations underscore the importance of comprehensive CSI for optimizing jamming strategies and

reinforce the need for robust security measures to limit the jammer’s access to system information.

Impact Analysis of RIS Optimization

In the previous subsections, we evaluated the impact of jamming on a system employing RIS

as an initial defense line. Building on those insights, we now assess the effect of an optimized

RIS—hereafter referred to as the “Reacting VS Jamming” in the figures—on mitigating jamming

once the BS detects the jammer. For clarity, our figures focus solely on the MA-based jamming

scenario, comparing the cases where the jammer either has complete RIS-CSI or lacks such infor-

mation.

Our analysis, based on three performance metrics, consistently shows that optimizing the RIS

produces a tangible reduction in jamming impact, regardless of the jammer’s level of information.

However, the magnitude of this improvement depends on both the jammer’s power and the QoS

requirements imposed on the users.

For instance, when the QoS requirement is relatively low (Rth = 1 bps/Hz), Fig. 4.10 reveals

that the “reacting vs. jamming” curves remain close to zero over most of the jammer’s power range.

At its peak power (Pjammer = 5W), the maximum outage percentage reaches only 8%, reflecting

a reduction of roughly 70% in the jammer’s impact (from about 26% to 8% of affected users).

Moreover, under these conditions the curves for both “RIS known” and “RIS unknown” scenarios

nearly coincide, indicating that a low QoS requirement simplifies the RIS optimization task.

Conversely, with a higher QoS threshold (Rth = 1.5 bps/Hz), two key observations emerge

from Fig. 4.8: First, the overall effectiveness of the RIS is diminished. For example, at a jammer
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power of 3W, the outage percentage reaches 24% compared to only 2% for the lower QoS re-

quirement—demonstrating a performance sensitivity exceeding 91%. Additionally, at 5W the RIS

does practically nothing as the number of affected users is the same with and without an optimized

RIS which is demonstrated by the collision of the two curves ”MA Jamming with known RIS” and

”Reacting VS Jamming with known RIS”. Second, a notable discrepancy arises between the “Re-

acting vs Jamming” curves when the jammer possesses complete RIS-CSI versus when it does not,

with approximately 12% more users affected in the former case. This observation confirms that the

jammer’s access to RIS information becomes increasingly detrimental as QoS constraints tighten,

underscoring the challenges of defending against MA-based jamming in high-demand scenarios.
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Figure 4.6: Sum rate variation according to the available power at the jammer for all configurations

(a) Blind jamming vs Full-knowledge jamming (b) Full-knowledge jamming vs Jamming against a
system without RIS

Figure 4.7: Comparison of sum rate variation between MA and FPA based jamming as a function
of jammer power
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Figure 4.8: Variation in the percentage of users in outage according to the available power at the
jammer for all configurations, Rth = 1.5(bps/Hz)

(a) Blind jamming vs Full-knowledge jamming (b) Full-knowledge jamming vs Jamming against a
system without RIS

Figure 4.9: Comparison of variation in the percentage of users in outage between MA and FPA
based jamming as a function of jammer power, Rth = 1.5(bps/Hz)
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Figure 4.10: Variation in the percentage of users in outage according to the available power at the
jammer for all configurations, Rth = 1(bps/Hz)

(a) Blind jamming vs Full-knowledge jamming (b) Full-knowledge jamming vs Jamming against a
system without RIS

Figure 4.11: Comparison of variation in the percentage of users in outage between MA and FPA
based jamming as a function of jammer power, Rth = 1(bps/Hz)
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Figure 4.12: System outage probability variation according to the available power at the jammer for
all configurations, Rth = 1.5(bps/Hz)

(a) Blind jamming vs Full-knowledge jamming (b) Full-knowledge jamming vs Jamming against a
system without RIS

Figure 4.13: Comparison of system outage probability variation between MA and FPA based jam-
ming as a function of jammer power, Rth = 1.5(bps/Hz)
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4.6 Summary and Conclusions

In this chapter, we have explored a primitive study on the potential misuse of MA technology in

wireless communication, highlighting its associated risks. Our investigation into an MA-enhanced

jamming system revealed significant vulnerabilities that arise when such advanced technologies are

exploited for malicious purposes. The results demonstrate that jamming using MAs is substantially

more effective than FPAs, achieving, on average, a 30% greater impact on system sum rate perfor-

mance. Our analysis further illustrated that the jammer’s location plays a crucial role in jamming

efficacy, with proximity to users significantly enhancing the disruption potential. Moreover, jam-

ming with MAs significantly increases system outage probability compared to fixed antennas, with

approximately 0.2 higher outage probability across a jammer power range of 1 to 5 W, making MAs

about 25% more effective at disrupting communication. Additionally, MAs lead to a greater pro-

portion of users experiencing outages, affecting up to 20% more users at higher power levels. These

findings underscore the necessity of developing advanced security protocols that can adapt to the

evolving landscape of wireless technology and counteract the threats posed by the unauthorized use

of MAs in communication networks.

In light of the growing interest in RIS for next-generation wireless networks, we extended our

analysis to evaluate their potential in mitigating MA-based jamming attacks. Our comprehensive as-

sessment—spanning various performance metrics and jamming configurations—reveals several key

insights. Notably, when the jammer has full access to RIS-related CSI, the presence of RIS offers

no tangible benefit; indeed, the jamming impact remains virtually identical to the scenario without

RIS, effectively rendering it a liability rather than an asset. Conversely, when the RIS is prop-

erly optimized and its configuration is secured from full CSI exposure, it can substantially alleviate

the adverse effects of jamming. Under these conditions, particularly with lower QoS requirements

(e.g., Rth = 1 bps/Hz), the optimized RIS reduces both outage probability and sum rate degrada-

tion by up to 70%. However, as user QoS demands increase (as observed in the comparison between

Rth = 1 bps/Hz and Rth = 1.5 bps/Hz), the beneficial impact of RIS diminishes rapidly. These

results suggest that, by itself, RIS is not a standalone solution for mitigating MA-based jamming

attacks. Consequently, exploring advanced RIS architectures, such as active STAR-RIS, emerges as
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a promising avenue for future research to further enhance network resilience against sophisticated

jamming strategies.

Overall, while MA technology offers promising advancements in connectivity and performance,

it is imperative that researchers and practitioners remain vigilant to the security challenges it intro-

duces. Future work should focus on establishing comprehensive frameworks for protecting against

the malicious exploitation of MAs, ensuring that the benefits of this technology can be harnessed

without compromising the security and reliability of wireless communication systems.
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Chapter 5

Conclusion and Future Directions

5.1 Conclusion

This thesis set out to explore the transformative potential of RIS in next-generation wireless

networks, addressing both the need for enhanced performance and the imperative for robust secu-

rity. By combining theoretical analysis, advanced optimization techniques, and deep reinforcement

learning, the research provided a comprehensive framework for tackling the inherent challenges of

modern wireless communication systems. The following summary highlights the key contributions

and findings of this work:

1. Enhanced Communication Performance:

The integration of an active STAR-RIS into a C-RSMA downlink system demonstrated a remark-

able improvement in spectral efficiency and sum rate performance. By carefully optimizing key

system parameters, the proposed scheme consistently outperformed baseline alternatives across

diverse scenarios. Moreover, the adoption of a DRL framework—specifically using an actor-

critic model—showed promise in reducing computational complexity, thereby paving the way

for real-time applications. While the DRL approach exhibits some limitations under strict power

constraints, its synergy with traditional convex optimization methods indicates a fruitful avenue

for future hybrid techniques.
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2. Security and Vulnerability Insights:

On the security front, the investigation into MA-enhanced jamming systems uncovered critical

vulnerabilities. The analysis revealed that jamming with MAs significantly degrades system

performance—demonstrating a notable increase in outage probability and a more pronounced

impact on sum rate compared to fixed antennas. This work not only quantifies the threat posed

by MA-based jamming but also highlights the conditional benefits of employing RIS for jam-

ming mitigation. When RIS configurations are properly optimized and shielded from full CSI

exposure, they can substantially reduce the detrimental effects of jamming—though this benefit

diminishes under higher quality-of-service demands.

3. Interplay Between RIS Optimization and Security:

The dual exploration of RIS for enhancing both communication performance and network se-

curity underscores the technology’s transformative potential. While RIS can be leveraged to

optimize signal propagation and enhance network reliability, its effective application in coun-

tering sophisticated jamming attacks requires further refinement. The findings suggest that RIS

should be part of a broader, multi-layered security framework rather than a standalone solution,

especially in environments with elevated QoS requirements.

5.2 Future Directions

In summary, this thesis provides a comprehensive analysis of several RIS applications in modern

wireless systems, addressing both network performance enhancement and security vulnerability

mitigation. The insights lay a robust foundation for future research, which may focus on:

• Localize the error source more precisely and fine-tune the DRL model to achieve better results

while exploring other training strategies.

• Evaluate and optimize alternative DRL architectures while exploring hybrid strategies that

integrate classical optimization methods with machine learning.

• Investigate cutting-edge RIS configurations, such as active STAR-RIS, to further enhance

network resilience against sophisticated jamming attacks.
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• Examine the broader implications of MA-based threats, including eavesdropping and coordi-

nated attacker strategies.

• Investigate cooperative RIS deployment and analyze the best placement strategies for RIS in

wireless networks.

• Develop robust, adaptive security frameworks to protect next-generation wireless networks

from the emerging risks associated with advanced antenna technologies.
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