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Abstract 

Identifying and Analyzing False Information Discourses: A Text Mining Study of 
   COVID-19 Related Tweets in 2020 

 

Mohamad Kaddoura 

 

False information is an ongoing challenge to global health crises that influences public perception 
and weakens emergency response efforts. This study investigates how false information is 
structured and framed during pandemics by using COVID-19 pandemic as a case study. Focusing 
on COVID-19 related Twitter posts, our study filters tweets that possibly contain false information 
and groups them into conversations that are analyzed through two of the main topic modeling 
techniques: Latent Dirichlet Allocation (LDA) and Non-negative Matrix Factorization (NMF). 
The results of NMF, which was found to discover more coherent and interpretable topics, were 
considered for theme identification and framing analysis. We were able to identify eight dominant 
themes that shaped the entire COVID-19 narratives. These narratives were highly politicized, but 
also included themes like severity, virus origin, potential treatments, health measures and global 
responses. The framing analysis showed that linguistic characteristics across false information 
often included emotionally charged words and evolved through different political and social 
contexts. Frames like blaming, resistance and conspiracy were recurring across the identified 
themes, indicating mixed feelings that amplified the spread of false information and challenged 
public health efforts in combating the pandemic. By combining topic modeling with manual 
interpretation, this research presents a novel approach to understanding the context of false 
information and its dynamics during times of health crises. Our findings contribute to the studies 
of false information and crisis communication research by showing how narratives are framed and 
how they evolve over time.  

Keywords: False information, topic modeling, framing, COVID-19 
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1. Introduction 
In today’s world, the rapid flow of information across social media platforms has reshaped how 
we consume information and interpret events. The digital age provides people with unlimited 
access to information, giving individuals the privilege to receive global news after seconds of their 
occurrences. However, this instant access to information on social platforms often comes with real 
challenges. One of the challenges is that individuals are permitted to share whatever information 
they would like to without actually caring about its validity. In such cases, the spread of accurate 
and inaccurate information poses a threat, as it makes it difficult and confusing for people to 
differentiate between reliable news and fake ones.  

False information is categorized according to the intent of the author sharing it as either 
misinformation or disinformation (Kumar & Shah, 2020). Misinformation is defined as the spread 
of false information without the author’s intent to deceive others. Since it is extremely challenging 
for researchers to understand the intent behind sharing a piece of false information, Wu et al. 
(2019) described misinformation as an “umbrella” that holds inaccurate and false information. 
Unintentionally spread misinformation could be about contagious diseases like HIV and Ebola, 
urban legends, unverified information, spam messages, rumors, and other fake news. Although 
there are numerous debates around the exact definition for misinformation, it is worth mentioning 
that misinformation was classified as a global risk by the World Economic Forum (Muhammed & 
Mathew, 2021). As for disinformation, it can be defined as the opposite of misinformation, where 
the intent of their author is to deceive readers and mislead them (Shu, 2022; Tandoc Jr et al., 2020; 
Aïmeur et al., 2023). According to Diaz Ruiz and Nilsson (2023), disinformation proposes more 
threats and is carried strategically to leverage emotional appeals and divisive topics to manipulate 
public opinion and reinforce biases. In this research, all types of misleading content will be referred 
to as false information, given the complexity of understanding the actual intent behind sharing it.  

Social media platforms like Twitter have changed the way people share information and allowed 
rapid dissemination of content to users from different locations across the world. Although these 
platforms make it easier for users to share information, they also enable users to share false 
information widely and uncontrollably. To clarify this, algorithms of all social media platforms 
are designed to prioritize and personalize content according to the user behavior to maximize 
engagement (Dujeancourt & Garz, 2023). These algorithms, particularly on Twitter, rely on 
engagement metrics such as likes and replies to determine which content appears on the user’s 
feed. In fact, technological advancements enabled developers of these conglomerates to suggest 
content based on the time spent by users on each post (Farsi, 2021). Twitter’s ranking system still 
prioritizes tweets with higher engagement, meaning that tweets will become more visible as the 
number of likes and retweets increases. In the context of false information, this looks threatful as 
these kinds of narratives rely on emotions to deceive people.  

Furthermore, echo chambers and filter bubbles on social media expose users to content that 
matches their existing beliefs and desires. Echo chambers, as defined by Song et al. (2024), are 
homogeneous clusters created in selective social media environments where users with matching 
interests receive reinforcing feedback to strengthen their beliefs and limit their exposure to 
different views. Similarly, filter bubbles are personalized online environments where content is 
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automatically curated and shown for users with matching beliefs to strengthen their views and hide 
opposing opinions (Ross Arguedas et al., 2022). This selective exposure, although sometimes 
useful, becomes more dangerous under the scope of false information dissemination. Elon Musk, 
the CEO of X (previously Twitter), hinted about these new algorithmic advancements when he 
suggested that the use of hashtags is no longer needed (Smith, 2024). 

During global health emergencies, managing the flow of information is as critical as managing the 
outbreak itself. Previous crises, like the outbreak of Ebola in West Africa and the H1N1 influenza 
pandemic, highlighted the threats of false information (Allgaier & Svalastog, 2015; Chowdhury, 
Khalid, & Turin, 2023). False information usually spreads faster in times of emergencies, as people 
spend more time online looking for major news and announcements. This widespread of false 
information, often created by confusion and fear, leads to behaviors that dented public health 
efforts in containing the virus (Rodríguez et al., 2020). The spread of different and inaccurate 
claims about the origin of the disease, potential treatments, and its severity has weakened public 
trust and driven harmful actions.  

The challenges posed by the dissemination of false information have intensified as the world 
became more interconnected. This is where the term “infodemic” comes on-stream, a term created 
by the World Health Organization (WHO) in 2003 during the SARS outbreak. It describes the 
rapid spread of accurate and inaccurate information that possibly led to mistrust among the public 
during a disease outbreak (Pian, Chi & Ma, 2021). An infodemic worsens the impact of a health 
crisis, not necessarily through increasing fatality, by distorting public perceptions and obstructing 
public compliance with health measures (Chen & Fu, 2022). 

Circulating false information on social media platforms imposes many problems (Marwick, 2018). 
It can create panic among the public and influence their perceptions, often leading to unsafe 
behaviors that might be dangerous to their health and safety. For example, false information about 
the efficacy of certain treatments or specific health measures has been widely discussed and 
believed by many people (Van der Meer & Jin, 2020). The COVID-19 pandemic illustrates how 
fast false information can circulate and how challenging it is to retrieve public trust after the spread 
of such narratives (Eysenbach, 2020). This phenomenon highlighted the need for extensive 
research that tackles false information during pandemics, its nature and its impact on public 
compliance.  

During the COVID-19 outbreak, Twitter emerged as a key medium for public discussions about 
the virus, providing real-time updates and a space for users to share their beliefs, behaviors, and 
concerns. As WHO declared the outbreak as a global pandemic on March 11, 2020 (Cucinotta & 
Vanelli, 2020), people had already turned Twitter into a breeding ground of false information 
(Kouzy et al., 2020). They began spreading conspiracy theories and unverified health advice that 
contradicted public health efforts. This combination of legitimate and illegitimate information 
poses significant challenges to public health authorities whose main goal is to ensure public safety 
(Rathore & Farooq, 2020).  

The spread of false information does not only lead to the dissemination of false facts but also 
creates new discourses that are promoted by these falsehoods and sometimes overlooked by public 
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health agencies (Vasconcellos-Silva & Castiel, 2020). These discourses might introduce new ideas 
that affect public opinions and attitudes. In the context of false information, these discourses 
include conspiracy theories about the virus, its origin, and its severity to finally suggest that this 
pandemic is a “hoax” (Bolsover & Tizon, 2020). Such discourses target existing societal fears, 
political ideologies, and anxieties which make them hard to track and resistant to correct (Leão et 
al., 2021).  

Interpreting and analyzing these discourses are essential for developing strategies and public 
policies to limit the spread of false information during public health crises. By identifying the most 
common narratives during pandemics, public health officials and policymakers can design better 
health initiatives and become more prepared in the future in cases of new outbreaks. This research 
will contribute to the ongoing research on crisis management by considering COVID-19 as a case 
study, analyzing related false information narratives on Twitter, and interpreting the most 
persistent discourses and frames.  

The primary goal of this research is to identify and analyze the most common false information 
discourses related to health pandemics on Twitter. Using text mining techniques, the study aims 
to uncover the characteristics of key narratives containing false information. By analyzing these 
narratives, the research will provide insights about the themes that contain false information and 
how they evolved during the first months of the pandemic. Also, this research will explore how 
these narratives were structured and portrayed to understand the strategies taken by different 
people to amplify the false narrative and affect public trust.  

The objective of this study is to provide a clearer picture of the main false information discourses 
during health pandemics, including recurrent patterns in dissemination and prevalent subtopics. 
This research will contribute to public policy by offering insights that can help create more 
effective strategies and interventions during future pandemics. The analysis of our results will 
provide policymakers and public health experts with a better understanding of the nature of false 
information, allow them to develop better interventions, and ensure public compliance with their 
measures. This research aims to aid public health in mitigating the spread of false information and 
its associated risks.  

The significance of this research extends beyond the scope of COVID-19 pandemic to future health 
crises, when the spread of false information can again impose similar challenges that undermine 
public health efforts. This research has the potential to offer insights into how future pandemics 
might be affected by the spread of false information and how these narratives alternate and evolve 
in importance over time. Eventually, this would allow public health officials to counteract false 
information narratives early and promote accurate health information more effectively.  

Our research is grounded in Framing Theory, which explains how information is designed and 
structured to impact public perception. Frames present information in a way that emphasizes 
certain aspects while downplaying others, thereby guiding how individuals interpret narratives and 
react to them. Applying this theory will enable us to better understand how false information 
narratives reflect and influence how people perceive the pandemic.  

This study addresses the following research questions: 
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a. What are the most prevalent false information discourses related to COVID-19, and how 
can they be categorized using text mining techniques? 

b.  What are the linguistic differences used in false information narratives, and how are they 
related to framing strategies? 

Having established the research objectives and the significance of this study, and to better 
understand the foundations of this research, the following section reviews recent literature related 
to false information, its dissemination, and its dynamics.  

2. Literature Review 
Numerous studies have examined the spread and impact of false information related to COVID-
19 on social media platforms. These studies offered valuable insights into how these narratives are 
constructed, disseminated and received. The following literature review summarizes the key areas 
of research related to this topic, presenting findings into false information discourses, 
dissemination mechanisms, and detection methods.  

To ground this study within a conceptual framework, this literature introduces the base theory of 
this research which is the Framing Theory. This theory will help us understand how false 
information is amplified and framed. This theoretical approach acts as a solid foundation to analyze 
how certain narratives influence public perception and why specific frames resonate more than 
others. The next section provides an overview of the framing theory, its key principles, and its 
relevance to false information research in social media.  

Theoretical Framework: Framing Theory 
Framing Theory, initially introduced by Erving Goffman and later expanded Robert Entman, 
explains how the framing or presentation of information shapes public behaviors (D’Angelo, 
2017). In the context of health-related false information, frames are often created by hashtags, key 
words, and emotionally charged language for the purpose of evoking strong reactions. These 
frames shape how the public perceives false information and reacts to it.  

This study aims to analyze the framing strategies followed by users to uncover the characteristics 
of false information disseminated during pandemics. For instance, false information related to 
unproven cures could emphasize false hope while those related to approved vaccines might be 
framed through certain keywords that invoke distrust and uncertainty of public health institutions. 
Understanding the role of these framing techniques is significant for identifying the most 
prominent false information narratives and their role in influencing public perceptions during 
health crises.  

The ability to understand and address these frames is vital for ensuring that public health response 
during future pandemics is not weakened by false narratives. By understanding which of these 
frames resonate the most with the public and how they influence engagement, public health 
officials and policymakers can design their initiatives to counteract false information, potentially 
limiting their spread across people. This research contributes to building a clear and effective 
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framework for combating health pandemics to ensure that public behaviors are established on 
accurate evidence-based information rather than misleading fake news.  

Wang et al. (2024) highlighted how framing theory could be applied to analyze the dissemination 
on false information on social media platforms. They pointed out that false information often uses 
problem definitions, causal interpretations, moral evaluations, and treatment recommendations to 
influence public behavior. This signifies a growing trend in false information analysis that 
leverages the Framing Theory to understand how narratives are strategically constructed to amplify 
reach and shape public opinion.  

Mohammadi et al. (2022) also studied how COVID-19 false information narratives evolved over 
time, focusing on how prevalent discourses shift in prominence during different stages of the 
pandemic. They utilized the framing analysis to uncover the thematic patterns and structural 
elements, eventually providing a framework to analyze the content of false information and the 
context in which it spreads. They explained how framing strategies leverage emotional triggers 
and persuasive messaging to sustain and capture audience attention.   

Building on these two foundations, this research applies the Framing Theory to investigate how 
false information discourses were constructed and framed on Twitter. It examines the use of 
keywords and narrative structures as framing tools and analyzes their amplification. By identifying 
the most prominent themes and their evolution during the first months of COVID-19, this study 
aims to provide insights about the role of framing strategies in manipulating and shaping public 
perception during pandemics. 

The following section provides a detailed review of the literature, highlighting the themes that 
were most common to false information discourses, their dissemination patterns, and detection 
methods to position this study within the broader academic context.   

2.1. COVID-19 False information: Themes and Narratives 
Recent literature has focused on identifying the nature of COVID-19 false information on social 
media platforms. Studies have identified different related information that is based on false claims, 
such as conspiracy theories, unproven remedies, and political agendas. For instance, Chen et al. 
(2020) tracked the discourses related to COVID-19 pandemic by analyzing the most frequent 
hashtags and terms appearing during times of major global announcements. Moreover, 
Balasubramaniam et al. (2021) employed spatio-temporal topic dynamics, which seemed very 
efficient in analyzing how false information narratives change across distinct stages and different 
geographical locations. By using matrix tensor factorization, they revealed how false information 
patterns shifted over time and space. 

Conspiracy theories were among the most prevalent themes in COVID-19 false information 
research. Smith et al. (2021), Nguyen et al. (2021), and Van der Meer and Jin (2020) concluded 
that most of these theories were included in discussions about the origin of the virus, where people 
debated whether the virus was naturally spread or artificially created. Bolsover and Tizon (2020) 
found out that describing the pandemic as a “hoax” gained much attention on social media. These 
narratives persisted as users truly believed that credible media agencies abstained from sharing the 
real story due to political pressures. Ahmed et al. (2020) added to this by showing how false 
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information narratives focused on unverified treatments like “hydroxychloroquine” and 
disinfectants that contradicted with public health recommendations.  

2.2. Politically Motivated False Information 
Wang et al. (2021) were able to detect politically motivated false information in the United States. 
They showed how political speeches often lead people to downplay the pandemic severity even 
when cases surged. They explored how these narratives were used to decrease compliance with 
public health advice and politicize discourses related to mask mandates and vaccines. Influential 
users were found to amplify the reach and spread of fake news, which stands as a real concern to 
public health organizations. Therefore, it was concluded that politically motivated false 
information played a critical role in undermining public trust in official policies and measures.  

Nguyen et al. (2021) further highlighted that exposure to false information led to decreased trust 
in public health institutions and lower compliance with health measures. The results of their survey 
showed a strong direct link between online false information and offline behaviors. Similarly, Kim 
and Lee (2021) underlined the significant impact of politically motivated false information on 
public perception. They found out that these types of narratives contributed to increased 
polarization and impacted public support for health interventions.  

2.3. Dissemination Dynamics of False Information 
Lee et al. (2021) and Brown et al. (2020) investigated the dissemination patterns of COVID-19 
false information on Twitter. They discovered that false information tends to spread through echo 
chambers, where users are entitled to engage with content that most aligns with their existing 
beliefs. Through network analysis, they revealed that false information clusters within certain 
communities, where fact-checking efforts are minimal.  

Gisondi et al. (2022) analyzed the spread dynamics of COVID-19 false information by analyzing 
Twitter engagement metrics. They found out that false information narratives often received higher 
engagement, allowing it to gain more traction and spread faster than other posts. This difference 
in engagement poses another threat for public health officials, where controlling these narratives 
on social media platforms becomes hard to achieve. This puts more pressure on policymakers and 
urges them to design effective strategies to combat the spread of false information.  

Kim et al. (2021) conducted a time analysis and discovered that high false information spread 
coincided with major public health announcements, meaning that users who intended to share false 
information to deceive public perception strategically chose times of high public uncertainty. They 
timed their activities during critical periods to maximize the reach of false information and 
complicate public health efforts.  

2.4. Sentiment Analysis of False Information 
Several studies have tackled the emotional polarity of false information discourses. Nemes and 
Kiss (2021) used deep learning models to analyze how sentiment shaped these narratives. 
Surprisingly, they found a predominance of positive sentiment despite the ongoing spread of false 
information. Their findings emphasize the emotional appeal of certain false information narratives 
and how it supported the spread of fake news among many users.  
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Liu et al. (2021) explored how certain false information narratives used fear, anxiety and anger to 
manipulate public emotions. For example, false information about COVID-19 treatments often 
included fear emotions about side effects or government overreach. This emotional framing aided 
the spread of false information as it tapped into public anxieties and doubts. 

2.5. Detection and Classification of False Information 
There has been significant research on detecting and classifying false information content on social 
media platforms. Alonso et al. (2021) categorized over 5 million tweets as credible or misleading 
using machine learning. They found out that supervised machine learning methods like Random 
Forest and Support Vector Machines are effective in detecting false information based on linguistic 
characteristics. Similarly, Zhao et al. (2021) applied a hybrid model of deep learning and 
unsupervised clustering to categorize false information into relevant themes like politics, medical 
issues and conspiracy theories.  

Wong and Zhou (2020) used ensemble learning models that utilized both tweet content and 
network structure. They improved false information detection as their model outperformed 
traditional methods by identifying the influencers who played significant roles in spreading 
misleading content. Chen et al. (2020) identified the most recurring false information themes and 
analyzed how they target different population groups. They signified that different theme, such as 
conspiracy theories and vaccine reluctance target specific demographics. 

2.6. Framing of False Information 
The framing of false information related to health pandemics focuses on the critical role of social 
media in shaping public perceptions and amplifying false information. Tsao et al. (2021) found 
that infodemics is a central theme when it comes to global pandemics, emphasizing the spread of 
false information and conspiracy theories through platforms like Twitter and Facebook. They 
highlighted that false content could lead to widespread confusion and harm, especially when 
amplified by viral sharing. Malecki et al. (2021) added to this by grounding their discussion in risk 
communication theory, introducing the “hazard and outrage” framework. They explain how public 
responses are shaped by scientific facts and emotional reactions. They concluded that social media 
plays a dual role as both a tool for communication and a medium for false information that 
increases public outrage and undermines health initiatives. 

Wicke and Bolognesi (2020) explored the metaphorical framing of COVID-19 false information 
on Twitter. They identified recurring rhetorical language like war, storm, and monster that 
described how the public perceived the pandemic. Their analysis showed that war metaphors were 
among the most used, especially in tweets regarding treatment and containment, highlighting a 
combative and urgent framing of the crisis. However, they claim that this framing may be harmful 
when discussing other aspects like social distancing or emotional well-being. Together, the articles 
demonstrated that framing has significant implications on public behavior and must be 
accompanied with strategic communication during crises. 

The literature review has demonstrated that false information during health crises, particularly the 
COVID-19 pandemic, relies heavily on emotional appeals and narrative structures to shape public 
perception. Existing studies provided significant insights into how false information spreads by 
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exploring themes like political motivations, sentiment analysis, dissemination patterns, and 
classification methods. However, there are still some gaps in exploring how framing strategies 
influence user behaviors and amplify false information.  

The following Methodology section introduces the research design, data collection process, and 
topic modeling techniques used to address the study objectives and fill the specified gaps. 

3. Methodology 
 

 
Figure 1. Research Workflow 

 

3.1. Research Design 
This study uses a cross-sectional research design to analyze COVID-19 false information on 
Twitter, focusing on tweets posted between March and July 2020, during the initial outbreak of 
COVID-19. The first objective of this study is to identify and analyze the most prominent 
discourses found in Twitter conversations that possibly contain false information. To identify 
possible false information, and as shown in Figure 1, we flagged tweets that include links from 
unreliable websites. As we were not able to obtain private access to fact-checking websites’ lists, 
we relied on two publicly available lists of unreliable and questionable websites: False, 
Misleading, Clickbait-y, and/or Satirical News' Sources by Melissa Zimdars and MediaBias Fact 
Check list of questionable websites.  
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Figure 1 shows the overall workflow of our research. This study combines quantitative techniques 
with qualitative interpretations to analyze false information narratives related to COVID-19 on 
Twitter. First, we identified the prevalent discourses by applying Latent Dirichlet Allocation 
(LDA) and Non-Negative Matrix Factorization (NMF). Qualitative analysis was then applied to 
the results to categorize these narratives and discover the framing strategies used to amplify false 
information. This integrated approach provides a strong framework for studying the content and 
context of false information, providing interpretations about how framing techniques impact 
visibility and reach.  

3.2. Data Collection 
Twitter data was used to analyze public discourse during the early stages of the COVID-19 
pandemic, covering the period from March till July 2020. This period was characterized by 
widespread uncertainty and rapid spread of accurate and inaccurate information. An existing 
dataset, the “COV19Tweets dataset” created by Lamsal (2020), collected tweet IDs related to 
COVID-19 since October 2019. We rehydrated over 182 million tweets using the twarc library 
and stored full tweet content and its characteristics in a MongoDB database. Data preprocessing 
involved removing retweets, identified by the “RT” tag, to create a master dataset that contains 70 
million unique tweets. These tweets were compiled according to their publication month and by 
conversation ID to facilitate structured analysis. Other metrics were also extracted and they are 
presented in Table 1. 

Metric  Definition 
Tweet ID Unique identifier for the tweet  
Conversation 
ID Unique identifier for the conversation thread 
Text The body of the tweet including all mentions and hashtags 
Expanded 
URL The original URL referred to in the tweet 
Retweet count The number of times the tweet was retweeted 
Reply count The number of replies the tweet has 
Like count The number of likes the tweet received 
Quote count The number of times the tweet was quoted 
Impression 
count The number of views the tweet received 
Username The name of the Twitter user 
Followers 
count The number of followers the user has 
Tweet count The number of tweets the user posted 
Verified The verification status of the user 
Location The self-reported location of the user 

Country 
The real-time GPS-based location based on latitude and longitude 
coordinates 

Table 1. Attribute Definitions 
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3.3.Data Sources 
The Zimdars list was prepared by Melissa Zimdars, a communications professor at Merrimack 
College. She created a list of websites that contain different types of questionable sources ranging 
from fake news websites to satirical ones (Zimdars, 2016). The list was first intended for 
educational purposes until it gained much attention and became a reference for fact-checkers. 
Although the list contains different kinds of news sources, we only considered the websites tagged 
as “fake news”. Despite some criticism on the inclusion of certain websites, Zimdars list still serves 
as a significant tool for false information researchers and journalists. Sharma et al. (2020) relied 
on this list to classify and analyze tweets that contain false information. It allowed them to analyze 
the spread of misinformation narratives related to COVID-19 on Twitter. Similarly, Ai, Liu, and 
Hirschberg (2023) used this list to filter tweets related to unreliable sources and flag them as 
misleading.  

As for the MediaBias/Fact Check list of questionable websites, it is publicly available on their 
official website. This list includes websites that display extreme bias, publish fake news, and lack 
credible sourcing and transparency. It is also widely used by researchers to filter and analyze 
content that possibly contains false information. Chen et al. (2022) and Sharma et al. (2020) both 
used the Media Bias/Fact Check list to detect tweets containing links from questionable sources. 
They analyzed these tweets to discover the most prevalent false information narratives and analyze 
their engagement trends during the COVID-19 pandemic.  

3.4. Data Preprocessing 
The preprocessing phase was essential to clean and transform data to ensure it was suitable for 
quantitative analysis. We started by removing duplicate tweets to eliminate redundancy and 
standardizing text by converting it to lower case, removing special characters, and normalizing 
accented characters. We then expanded contractions to their original form and then removed 
hashtags, mentions, and URLs to prepare conversations for topic modeling. We also applied 
stopword removal and lemmatizations to delete all non-informative words and transform words 
into their base forms to enhance consistency. After that, texts were tokenized into individual words 
and n-grams were generated to capture common phrases related to false information narratives. 
The tokenization was extremely important to construct a document-term matrix through topic 
modeling.  

3.5. Topic Modeling 
Topic modeling is an unsupervised machine learning technique used in Natural Language 
Processing (NLP) to discover hidden thematic structures in large texts (George & Sumathy, 2023). 
It was first developed in the 1990’s after several advancements in probabilistic modeling that 
enabled researchers to extract meaningful patterns from unordered documents (Jelodar et al., 2019; 
Churchill & Singh, 2022). Over time, various topic modeling techniques have been developed to 
accommodate specific data relationships and structures (Lafferty & Blei, 2006; Yan et al., 2013; 
Li & McCallum, 2006). Topic modeling was found to be effective in analyzing social media posts 
as it helped in identifying recurrent narratives and categorizing them into meaningful themes 
(Ramage, Dumais, & Liebling, 2010).  
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The most common topic modeling techniques include LDA, which is a generative probabilistic 
model that discovers underlying topics in texts by considering each document as a collection of 
topics, where each topic is characterized by a distribution over words (Blei, Ng, & Jordan, 2003). 
In simpler words, it transforms documents into mixtures of topics. It uses the “bag of words” 
approach to generate topics that are represented as probability distributions over a number of words 
(Hong & Davison, 2010). Maier et al. (2021) describe how LDA models a corpus by decomposing 
it into two probability matrices:  

1. Word-Topic assignment matrix 𝜙𝜙 (K×V): It represents the probability 𝜙𝜙ₖ,𝓌𝓌 of each word 
𝓌𝓌 appearing in topic 𝓀𝓀 to define topic characteristics. 

2. Document-Topic assignment matrix 𝜃𝜃 (K×D): It represents the probability of topic 𝓀𝓀 
appearing in document 𝒹𝒹 to classify documents according to dominant topics. 

The second common topic modeling technique is NMF, which is a non-probabilistic model that 
uses matrix factorization (Egger & Yu, 2022). It relies on TF-IDF, which is a measure of evaluating 
the importance of a word in a collection of documents. NMF decomposes the term-document 
matrix (A) into a product of a terms-topics matrix (W) and topics-documents matrix (H) (Chen et 
al., 2019; Egger & Yu, 2022). Wang and Zhang (2013) explain how NMF models a corpus by 
factorizing the non-negative term-document matrix X into two lower-rank non-negative matrices: 

1. Basis Matrix W (K×V): It represents the contribution of each word 𝓌𝓌 to topic 𝓀𝓀 to define 
topic characteristics. 

2. Coefficient Matrix H (K×D): It represents the weight of topic 𝓀𝓀 in document 𝒹𝒹 to classify 
documents according to dominant topics. 

Both LDA and NMF will be applied and tested to uncover the dominant themes and narratives 
found in the conversations. These models will enable us to uncover the hidden structures of false 
information discourses and categorize them without prior knowledge of the topics. Our analysis 
will reveal the most prevalent discourses within the dataset and how they change across 
conversations and months. Only conversations with more than 10 tweets are considered to sustain 
contextual richness, each containing at least one tweet that references an unreliable website. This 
approach allows us to correctly identify the discourses that contain false information, even if other 
tweets belonging to the same conversation do not explicitly include false information. Both models 
will be tested with 10, 15, 20, 25, 30, 35, 40, and 50 topics to determine the optimal number of 
topics (k) that best represent the false information themes across conversations. 

Few configurations were tested for each number of topics to ensure the interpretability of these 
topics. Coherence and perplexity scores were used to evaluate the model's performance. According 
to Newman et al. (2010), coherence scores measure how interpretable and semantically related the 
keywords of a topic are. They evaluate whether these words have a meaningful theme that humans 
can label. Röder, Both & Hinneburg (2015) stated that they range between 0 to 1. A score of 1 
indicates perfect coherence while 0 indicates no coherence between words. Moreover, 
Neishabouri, Desmarais and Montreal (2021) explained that perplexity scores measure how well 
a probabilistic model predicts unseen data. Researchers often study perplexity scores to evaluate 
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different models and determine the optimal number of models by choosing the one with lower 
perplexity. 

As for the NMF model, we calculated the coherence and other scores for each number of topics. 
The performance of the model was evaluated using coherence and reconstruction error. 
Reconstruction error, as described by Ghaly and Laksito (2023), measures how well the result of 
the factorization of the non-negative matrix into matrices W and H can reconstruct the original 
matrix. The error is usually between 0 and 1, and a lower score means that the model is better at 
data reconstruction (Saha & Sindhwani, 2012). Coherence score definition remains the same for 
this model.  

In both models, we applied similar hyperparameter preprocessing techniques to ensure 
comparability and reliability. For NMF, we configured the TF-IDF with max_df=0.96 and 
min_df=20, aligning with the no_above and no_below thresholds used in the LDA dictionary 
filtering. This process was important to exclude extremely common and rare items from both 
models in order to improve topic quality. Additionally, for both models, we tested multiple 
numbers of topics (k), that range from 10 to 50, to evaluate model performance. These choices 
allowed us to make meaningful comparisons between LDA and NMF and choose the one with 
better results.  

We will be looking at the average score for the previously defined metrics for each number of 
topics across months in order to choose the optimal number of topics for each model. Once this 
number was determined for each model, we explored the topics and their keywords to proceed 
with topic labeling. This manual process ensures that these topics contribute to meaningful 
narratives rather than being clusters of words (Ahammad, 2024). We examined the top ten 
keywords for each topic under each model. During this step, we noticed how LDA and NMF differ 
in allocating words to topics as LDA keywords have the highest probabilities in each topic and 
NMF keywords have the highest weights in the topic-word matrix. Topics that contained similar 
words and overlapping narratives were manually grouped under the same theme. After rounds of 
assignments, we compared and merged topics in different months to achieve consistency in theme 
categorization. By merging topics into fixed themes, we confirmed that these themes are 
representative of the false information narratives included in the dataset.  

3.6. Manual Labeling and Validation 
A random sample containing 5% of the total dataset was then considered for manual labeling, 
yielding 650 conversations out of the 13,038 conversations. To ensure a representative distribution 
of false information discourses over time, we chose an equal proportion of unlabeled conversations 
from each month to minimize biases associated with temporal variations in topic prevalence.  

Each conversation was manually classified into two themes as twitter conversations often combine 
multiple narratives. Labeling was done based on the linguistic and contextual characteristics of 
conversations and without prior knowledge of the topic modeling results to make sure that model 
assignments did not bias the classification process. After an initial round of labeling, ambiguous 
conversations that were not assigned to a second theme were reviewed to ensure that each 
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conversation manual assignments can be compared to the two themes with highest probabilities in 
LDA and the two themes with highest weights in NMF.  

To systematically assess the performance of the topic models, we calculated the accuracy of topic 
models assignments. This accuracy computes the percentage of conversations where at least one 
of the two model themes matched a manually labeled theme. A higher accuracy score implies 
better thematic alignment between model-generated and human-labeled categorizations. 

Accuracy Formula = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑀𝑀𝑀𝑀𝑡𝑡𝑀𝑀ℎ𝑖𝑖𝑖𝑖𝑖𝑖 𝐶𝐶𝑜𝑜𝑖𝑖𝐶𝐶𝑁𝑁𝑁𝑁𝐶𝐶𝑀𝑀𝑡𝑡𝑖𝑖𝑜𝑜𝑖𝑖𝐶𝐶
𝑇𝑇𝑜𝑜𝑡𝑡𝑀𝑀𝑇𝑇 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝐶𝐶𝑜𝑜𝑖𝑖𝐶𝐶𝑁𝑁𝑁𝑁𝐶𝐶𝑀𝑀𝑡𝑡𝑖𝑖𝑜𝑜𝑖𝑖𝐶𝐶

 

The results of this validation process directed the final model selection, ensuring that the most 
accurate and interpretable topic modeling approach was adopted for further analysis. This manual 
labeling and validation framework contributed to establishing a benchmark for false information 
discourse analysis in social media contexts and strengthened the credibility of the model-generated 
false information themes.  

3.7. Conversation Assignments to Themes 
To ensure a structured and meaningful analysis of the themes generated by both models, 
conversations were assigned to themes according to different criteria for LDA and NMF, 
considering the difference in which each model represents topic distributions. Since further 
analysis relies on dominant and clear themes per conversation, we applied threshold-based filtering 
for LDA and weight-based approach for NMF. In LDA, each conversation is represented as a 
probability distribution over multiple topics, meaning that one conversation will have different 
probabilities for multiple themes. To ensure that we only consider conversations with dominant 
themes for further analysis, we implemented a probability threshold of 40%. This means that 
conversations were assigned to themes that have a probability higher than 40%. This approach 
allowed us to filter out an acceptably low number of conversations that tackled several themes as 
they do not provide meaningful insights in later analyses. We hereby prioritized conversations that 
strongly represent the false information themes generated by LDA rather than including those that 
contain a mix of multiple topics. In NMF, each conversation is characterized by a weighted 
representation across multiple topics, where weights do not necessarily add up to 1 compared to 
the probabilities for themes in LDA. We assigned conversations to the theme with the highest 
cumulative weight. This again ensures that each conversation was assigned to the most dominant 
false information discourse.  

By using different strategies for assigning conversations to themes in LDA and NMF, we 
confirmed that our final dataset includes only thematically strong and relevant conversations, 
enhancing the consistency of subsequent findings.  

3.8. Temporal Analysis for Theme Evolution 
To analyze the evolution of false information themes across months, we tracked the number of 
conversations assigned to each theme in each month. By looking into shifts in thematic prevalence, 
we will be able to reveal which false information discourses gained or lost attention as the 
pandemic progressed. Certain themes remained dominant across all months, indicating a strong 
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presence of these false information narratives, while others only peaked in alignment with public 
health announcements.  

As the number of conversations might not be the best indication of the theme presence, a theme 
strength score was computed which equals the sum of weight or probability assigned to each 
theme. Analyzing these trends provides insights into the continuity of certain false information 
narratives. While some themes became marginal as public interest changed, others increased in 
dominance in response to new developments. These patterns help us in recognizing how false 
information adapts to changing circumstances, what factors drive its amplification, and what 
frames enhance its influence over time. These temporal changes also offer insights into public 
health and policy as it enables them to predict the timing for interventions in future pandemics in 
order to limit the spread of false information.  

3.9. Term Frequency Analysis 
To understand the linguistic characteristics within each false information theme, term frequency 
analysis was conducted. Term Frequency (TF) refers to the number of times a specific word 
appears in a document (Azam & Yao, 2012). This analysis allowed us to look for the most 
occurring words in each theme in each month, providing insights into how each narrative was 
linguistically structured and how they evolved over time. In each month, we identified the top 50 
most occurring words for each theme. This selection allows us to discover the recurrent terms 
shaping each false information theme and enables us to quantitatively examine the term or 
language trends. 

Word clouds were then generated for each theme in each month to analyze the persistence and 
evolution of false information discourses. Certain words appeared consistently in each month, 
emphasizing the stability of some narratives, while others emerged or declined over time, signaling 
changes in public perceptions. These findings act as a foundation for further framing identification, 
where the repetitive use of specific linguistic choices implies the existence of unique frames that 
reinforce certain narratives. 

3.10. Framing Strategies 
To understand how false information is framed to influence public perception in each theme, we 
decided to analyze the most frequently occurring words within each theme. While some themes 
rely on emotionally charged terms to motivate distrust in public policies, others employ scientific 
skepticism and incorporate specific terms that dispute established medical practices. These 
differences in linguistic patterns allow us to identify strategies that are used to reinforce and 
legitimize false information narratives without need for sentiment or emotional analysis.  

As specific terms continuously appear across months, we realize that some framing strategies 
persist during the pandemic while others only appear in response to global updates. Themes related 
to politics often used politically charged language to frame these narratives as ideological struggles 
rather than a health-related issue. By exploring these framing strategies, we will be able to 
understand how false information adapts to different contexts and how they become more difficult 
to counter.  
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4. Results 

4.1. Topic Modeling Performance 
At first, we compared the evaluation metrics inside each model to determine the optimal number 
of topics. Since the performance of the model should be consistent across all the five months, we 
decided to consider the average values of these metrics.  

For LDA, the mean coherence and log perplexity scores were calculated and presented in the table 
below.  

Number of 
topics 

Mean 
Coherence 

Mean 
Perplexity(log) 

10 0.338 -7.043 
15 0.348 -7.036 
20 0.364 -7.035 
25 0.361 -7.042 
30 0.36 -7.04 
35 0.36 -7.045 
40 0.359 -7.049 
50 0.359 -7.051 

Table 2. LDA Evaluation Metrics 

 
Figure 2. Comparison of LDA Coherence and log Perplexity Scores by Number of Topics 

As can be seen from Figure 2, coherence score increased sharply from 10 topics to 20 topics, and 
the improvement peaked and stabilized at 20 topics (0.364), then it slightly decreased in 
performance at 25 topics, but the difference was minimal (-0.03). The score decreased after that as 
the number of topics increased. As for log perplexity, which favors lower values, showed 
continued improvement as the number of topics increased beyond 20 topics. At 25 topics, log 
perplexity reached -7.042, compared to -7.035 at 20 topics and -7.04 at 30 topics. This indicates 
that the model had a marginal yet noticeable improvement at 25 topics. Based on these 
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observations, 25 topics were selected as the optimal number of topics for the LDA model, 
balancing model performance and complexity, and ensuring a delicate representation of the data.  

As for NMF, the mean coherence scores and reconstruction errors were calculated and presented 
in Table 3. 

Number of 
Topics 

Mean 
Coherence 

Mean Reconstruction 
Error  

10 0.542 42.055 
15 0.561 41.532 
20 0.569 41.120 
25 0.576 40.809 
30 0.585 40.541 
35 0.589 40.300 
40 0.588 40.079 
50 0.595 39.681 

Table 3. NMF Evaluation Metrics 

 

 
Figure 3. Comparison of NMF Coherence and Reconstruction errors by Number of Topics 

As can be seen from Figure 3, coherence score showed a steady increase from 10 topics to 35 
topics with a peak value of 0.589, right before it slightly decreased and then reached a maximum 
value of 0.595 at 50 topics. As for the reconstruction error, which favors lower values, improved 
consistently as the number of topics increased. The reconstruction error graph shows a linear 
relationship between reconstruction error and number of topics. The error started dropping from 
42.055 at 10 topics, maintaining values between 41.0 and 40.0 at 25, 30, 35, and 40 topics, until 
reaching a minimum of 39.681 at 50 topics. Eventually, 35 topics were selected as the optimal 
number of topics in the NMF model as it maintains a good balance between coherence and 
reconstruction error, providing a well-structured representation of data and minimizing 
redundancy.  
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4.2. Topic Labeling 
After selecting the optimal number of topics for each model, we proceeded by manually labeling 
each topic in each month and assigning it into a general theme. Aggregating subcomponents of 
larger narratives into specific themes allowed for a better interpretation of false information 
discourses. We examined the top 10 keywords in each topic to look for common patterns and 
recurring patterns between topics. Topics that included similar words were grouped under the same 
theme. For example, topics containing words like “Chinese”, “virus”, “originate”, “bat”, “lab”, 
“Wuhan” were all merged into the “COVID-19 Origin” themes. Similarly, words like “injection”, 
“bleach”, “vaccine”, “hydroxychloroquine”, “disinfectant” were all grouped under the “COVID-
19 Treatments” theme.  

Under both LDA and NMF, we identified 7 common themes, with common words and different 
numbers of topics. NMF produced one additional theme, which is present in 4 different months. 
The results are shown in Table 4.  

Theme March April May June July 
LDA NMF LDA NMF LDA NMF LDA NMF LDA NMF 

Politics and 
Leadership 6 6 6 6 3 9 6 9 5 7 

COVID-19 Severity 4 5 2 4 4 3 4 5 4 6 
COVID-19 Origin 2 3 1 2 3 2 2 1 3 2 

COVID-19 
Treatments 1 2 4 3 1 2 1 2 1 2 

COVID-19 Impact 3 4 5 6 3 3 5 3 4 7 
COVID-19 Global 

Response 3 3 5 4 4 5 3 6 2 4 
COVID-19 Health 

Measures 6 4 2 3 7 4 4 3 6 2 
COVID-19 & Society N/A 3 N/A 2 N/A 2 N/A 1 N/A 0 

Total 25 30 25 30 25 30 25 30 25 30 
Table 4. Distribution of topics under topics models 

As shown in Table 4, across the 5-month period, the number of topics assigned to each theme 
varied in both LDA and NMF, reflecting shifts in false information focus. In LDA, the “Politics 
and Leadership” theme remained stable for 4 months (5-6 topics) but dropped to 3 in May. 
However, under NMF, the number of topics remained stable in the same 4 months but peaked in 
May to 9, suggesting differences in how each model handles linguistic characteristics and extract 
topics. “COVID-19 Severity” theme remained stable across all months in both LDA and NMF 
models. Discussions about “COVID-19 Origin” in both models were relatively brief as the theme 
had a low number of topics. As for the “COVID-19 Treatments” theme, discussions were 
consistent across all months and under both models, with a slight increase in April. “COVID-19 
Impact” theme was mostly represented by more topics under NMF than LDA, except for the month 
of June, where the number of topics under the LDA model was 5 compared to 2 under NMF. For 
the “COVID-19 Global Response” and “COVID-19 Health Measures” themes, the results 
fluctuated under both models to reflect changes in extracting topics with different algorithms. 
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Finally, the NMF model captured a new theme “COVID-19 & Society”, which was not found by 
the LDA model. It showed a gradual decline from 3 topics in March to 0 topics in July, which 
suggests that discussions about societal behaviors were more prominent in the early months of the 
pandemic.  

Each theme was represented by several discourses. These discourses reflect the different false 
information narratives that were circulated during the early stage of the pandemic. Table 5 shows 
the distribution of discourses among themes.  

Theme Discourse 

Politics and Leadership 

COVID-19 as a political hoax 
Political leaders' pandemic response 
Use of pandemic for political gain  
Political agendas 

COVID-19 Severity 

COVID-19 vs flu 
Cases/deaths/hospitalizations 
Asymptomatic transmission 
Herd immunity 

COVID-19 Origin 
Virus conspiracies 
Virus as a bioweapon 
Government cover-ups 

COVID-19 Treatments 
Potential cures/treatments 
Vaccine development and trials 
Vaccine side effects and microchipping 

COVID-19 Impact 

Economic harm 
Public closures 
Nursing homes 
Prisons 

COVID-19 Global Response 
International responses 
Governments' incompetence 
Religious groups' pandemic handling 

COVID-19 Health Measures 
Testing 
Masks 
Social distancing 

COVID-19 & Society 
COVID-19 as religious test 
Marginalized communities 
Government digital surveillance 

Table 5. Distribution of discourses within themes 

4.3. Manual Validation of Theme Assignments 
The results of the manual validation process confirmed that NMF outperformed LDA in terms of 
accuracy, demonstrating a better alignment with human-labeled categorizations. With an accuracy 
of 89%, NMF consistently produced theme assignments that were strongly aligned with the manual 
annotations. Although LDA achieved a reasonable accuracy of 85%, this indicates that LDA had 
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a lower precision regarding theme assignments and suggests that NMF was more effective in 
capturing dominant themes across conversations. The higher accuracy of NMF considers the 
model more suitable for extracting meaningful discourses. 

Given these findings and the differences in mean coherence scores shown in Tables 2 and 3, NMF 
was selected as the primary model for further analysis. Its superior accuracy and stronger thematic 
assignments made it the most reliable choice for studying false information discourses. By using 
NMF, the following examination of false information trends and framing strategies is grounded on 
the most robust and interpretable theme assignments. This decision guarantees that the analysis 
captured well-defined false information narratives, enabling us to understand how these discourses 
evolved, became popular, and amplified over time.  

4.4. Theme Distribution Across Conversations 
According to Table 5, roughly 2% of the total conversations extracted from the dataset were 
considered for this study. This approach ensures that all conversations have more than 10 tweets 
and contributes to the overall goal of the analysis. Below is a summary of the number of 
conversations considered for each month, compared to the actual number of conversations.  

Month Total Number of 
Conversations with 
false information 

Total Number of 
Conversations with 
more than 10 tweets 

Percentage of 
conversations with 
more than 10 tweets 

Percentage of 
conversations 
across months 

March 238,838 4,767 2.00% 36.56% 

April 73,284 1,039 1.42% 7.97% 

May 192,990 3,625 1.88% 27.80% 

June 115,119 2,567 2.23% 19.69% 

July 31,561 1,040 3.30% 7.98% 

Table 6. Conversation Statistics per month 

The number of conversations assigned to false information themes fluctuated substantially across 
the five-month period, reflecting changes in public discourse and false information focus. It is also 
worth noting that the number of conversations across months changed, and the percentage of 
conversations with more than 10 tweets varied as well.  

Theme March April May June July 
Politics and Leadership 1752 353 1375 1021 404 
COVID-19 Severity 1138 109 492 394 203 
COVID-19 Origin 632 51 188 63 33 
COVID-19 Treatments 123 110 289 113 57 
COVID-19 Impact 203 170 305 141 153 
COVID-19 Global Response 273 193 628 479 117 
COVID-19 Health Measures 286 38 272 299 73 
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COVID-19 & Society 360 15 76 57 0 
Total 4767 1039 3625 2567 1040 

Table 7. Conversation Statistics per theme 

According to Table 6 and 7, March recorded the highest number of conversations (4,767) across 
all months, followed by May (3,625), and June (2,567). “Politics and Leadership” was the most 
dominant theme across all months, represented by almost 40% of conversations in June. These 
numbers indicate that false information narratives related to the COVID-19 pandemic were 
centered around political responses and governmental actions. “COVID-19 Severity” was also a 
prevalent discourse, especially in March where it peaked with around 24% of total conversations. 
This signifies that people were discussing the severity of the pandemic, either downplaying or 
amplifying the health effects of the virus. “COVID-19 Origin” was mostly discussed in March as 
well, possibly meaning that people were debating about the origin of the virus when COVID-19 
was declared as a global pandemic by WHO. As for “COVID-19 Treatments”, there was a notable 
increase in the number of conversations during May, suggesting a rise in discussions about possible 
cures. “COVID-19 Impact” did not have a strong presence in March but fluctuated after to reach 
a maximum of 305 conversions in May, which shows an increase in the discussions around the 
impact of the pandemic on the economy. Similarly, “COVID-19 Global Response” peaked in May, 
suggesting a rise in the discussions regarding the various measures taken by different governments 
to combat the virus outbreak. As for the “COVID-19 Health Measures” theme, most of its 
discussions were in June, with fluctuating number of conversations across other months, which 
indicates varying public engagement with false information related to safety protocols. Finally, the 
“COVID-19 & Society” theme appeared mostly in March, then started to decline until it 
disappeared completely in July. This shows how specific false information narratives faded over 
time while others persisted.  

4.5. Term Frequency Analysis 
The top 50 frequent terms were extracted for each theme in each month and a summary of the 
common words were illustrated in Table 8.  



   
 

21 
 

Theme March April May June July 

Politics and 
Leadership 

virus, trump, hoax, 
president, 
american, 
democrat, obama 

covid, trump, 
american, 
president, country, 
world, hoax, 
pandemic, 
briefing 

covid, trump, death, 
president, state, 
case, country, 
pandemic, response 

covid, trump, 
pandemic, 
american, rally, 
president, state, 
economy 

covid, trump, 
pandemic, american, 
country, president, 
state 

COVID-19 
Severity 

virus, flu, people, 
death, rate, spread, 
test, number, 
symptom, kill 

covid, death, 
hospital, patient, 
died, rate, many, 
data, heart, 
disease 

covid, death, flu, 
number, case, 
hospital, patient, 
rate 

covid, death, 
case, number, 
hospital, flu, 
died, many, 
new, positive 

covid, death, case, 
pandemic, positive, 
flu, rate, died, 
testing, immunity, 
data 

COVID-19 
Origin 

virus, chinese, 
wuhan, racist, 
name, originated, 
started, blame 

china, death, 
wuhan, lab, 
january, first, 
human, make 

covid, china, trump, 
chinese, wuhan, 
blame, evidence 

covid, china, 
trump, angry, 
chinese, blame, 
ugly, racist, 
damage 

covid, china, 
american, mask, 
angry, blame, stop, 
population, fault 

COVID-19 
Treatments 

virus, vaccine, 
drug, patient, 
treatment, 
chloroquine, cure 

covid, trump, 
disinfectant, cure, 
bleach, treatment, 
drug, vaccine, 
injecting 

covid, drug, 
hydroxychloroquine, 
vaccine, treatment, 
malaria, cure, 
effective, risk 

covid, vaccine, 
drug, treatment, 
hcq, trial, cure, 
life 

covid, study, trump, 
drug, patient, 
hydroxychloroquine, 
treatment, vaccine, 
fda 

COVID-19 
Impact 

virus, trump, wall, 
stop, border, 
market, mexico, 
money 

covid, case, home, 
hospital, patinet, 
life, care 

covid, home, child, 
nursing, symptom, 
parent, family, wife, 
elderly, kid 

covid, 
pandemic, 
home, nursing, 
crime, cuomo, 
elderly 

covid, people, stop, 
school, job, case, 
child, home, work, 
open 

COVID-19 
Global 
Response 

virus, india, italy, 
china, spread, 
government, 
immunity, health, 
quarantine, stop 

corona, india, 
death, country, 
fight, spread, 
doctor, patient, 
china 

covid, death, home, 
lockdown, 
government, 
country, hospital, 
india 

covid, 
pandemic, 
lockdown, 
government, 
country, india, 
world, test, rate 

covid, lockdown, 
pandemic, country, 
case, government, 
social, mask, 
distancing 

COVID-19 
Health 
Measures 

virus, quarantine, 
mask, need, test, 
ppe, dying, spread 

covid, testing, 
mask, case, home, 
beach, hospital, 
open 

covid, mask, wear, 
home, spread, case, 
testing, nursing 

covid, mask, 
wear, social, 
distancing, 
spread, testing, 
positive, patient 

covid, mask, wear, 
hospital, social, 
distancing, spread, 
stop, risk 
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4.6. Frames Identification 
The frequent terms extracted for each theme in each month highlight recurring language patterns 
used in false information narratives. In the “Politics and Leadership” theme, the terms reflected a 
strong focus on political figures and leadership decisions during the pandemic. Across all months, 
terms like “Trump”, “american”, “president”, and “country” remained dominant, indicating that 
false information narratives around this theme are mainly discussing statements from political 
figures and national response to the pandemic. There was also a notable presence of words like 
“hoax”, “state”, and “economy”. These narratives evolved over time and discussed political 
briefings and rallies in later months.  

In the “COVID-19 Severity” theme, discussions included words that highlighted mortality rates 
and case numbers. Common words such as “virus”, “death”, “flu”, and “spread” suggest that false 
information narratives around this theme focused on minimizing or overstating the severity of the 
virus. The presence of words like “testing”, “positive”, and “immunity” suggests that people might 
be questioning the accuracy of testing and the long-term effect of the virus on the human body. 
Over time, discussions shifted from general concerns about case numbers to debates about 
mortality rates and credibility of official data.  

In the “COVID-19 Origin” theme, discussions were shaped by words that are related to 
geopolitical and conspiratorial ideologies. Discussions in early months were dominated by words 
like “Wuhan”, “Chinese”, “bat”, and “lab”, suggesting that people were questioning the origin of 
the virus as the first cases appeared in China. As the months progressed, new words started to 
appear as “blame”, “racist”, and “evidence”, reflecting continuous discussions around political 
accusations about the origin of the virus.  

In the “COVID-19 Treatments” theme, false information narratives were mainly about potential 
cures and alternative treatments. Common words like “vaccine”, “drug”, “cure”, and “treatment” 
remained prominent across all months, which indicates persistent desire to find medical solutions. 
Unverified medications like “hydroxychloroquine” and treatments like “bleach” and “disinfectant” 
appeared in different months, reflecting false information trends motivated by public political 
statements. In later months, discussions shifted from speculative treatments to vagueness about 
vaccine development.  

In the “COVID-19 Impact” theme, false information mainly focused on the social and economic 
consequences of the pandemic. Early discussions included terms like “market”, “border”, and 
“money”, which signals concerns about financial stability and restrictions. In the following 
months, there was an increase in words like “home”, “school”, “job”, and “work” to highlight the 

COVID-19 
& Society 

virus, trump, god, 
need, stop, spread, 
help, prayer 

covid, harvard, 
app, need, money, 
get, care, aid, 
help, fund, give 

covid, church, 
trump, death, god, 
virus, worship, 
service, care, pray 

covid, black, 
protest, death, 
racism, white, 
community, 
blame, social 

N/A 

Table 8. Monthly key term examples per theme 
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false information about lockdowns, school closures, and economic disruptions. The presence of 
emotionally charged words like “stop” and “crime” implies that some narratives accused the 
pandemic as an attack on personal freedoms. 

In the “COVID-19 Global Response”, false information suggests a focus on global efforts to 
handle the pandemic and the role of different governments and organizations in mitigating the 
virus spread. Common terms such as “government”, “country”, and “lockdown” highlight 
discussions about global policy decisions, while words like “India”, China”, and “Italy” indicate 
region-specific false information narratives. In later months, false information advanced to include 
concerns about vaccine distribution, testing policies, and the impact of international organizations 
which created public suspicion toward global health initiatives. 

In the “COVID-19 Health Measures” theme, false information focused on the impact of protective 
actions such as mask wearing, social distancing, and testing. Common words like “mask”, 
“quarantine”, “spread”, and “distancing” indicate that false information narratives were mainly 
about the efficacy of these measures. The presence of words such as “need”, “open”, and “risk” 
suggests that public debates on mandates and restrictions were overly stated in false information 
discussions. Over time, the appearance of words like “hospital” and “patient” signals that false 
information about the necessity of health measures extended into skepticism about hospital 
protocols and patient care. 

In the “COVID-19 & Society” theme, false information was mainly related to religion, community 
impact, and social movements. Early months featured words like “prayer”, “help”, and “god” 
indicating that some false information narratives framed the pandemic within religious contexts. 
Later months saw a shift toward protests, racism, and social justice, with words such as “black”, 
“white”, “protest”, and “community” emerging more frequently. The disappearance of this theme 
by July indicates that false information under this theme was either merged with other narratives 
or lost attention as the pandemic progressed. 

5. Analysis 
In the following analysis, we start by presenting the eight discourses separately. We then look at 
the changes of themes’ presence across the five months to identify key false information trends 
and explore how this generalizes on future pandemics. 

5.1. Themes 
1. Politics and Leadership: This theme included various discussions about politics all over the 

world with a notable concentration on U.S. politics. It reflects how political figures and policies 
became central topics in false information narratives. In the early months, these narratives 
focused on the reactions of political leaders with accusations and critiques against Trump, 
Biden and Pelosi. People were mainly debating how Trump was handling the pandemic and 
describing it as a “hoax”. Later, the focus shifted towards election-related narratives, with 
increased discussions about mail-in voting and Biden vs Trump. Discussions also expanded to 
include racial justice protests and their connections to COVID-19, along with relief funding 
and public policies. In June and July, false information narratives linked COVID-19 with 
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conspiracy theories (e.g. Hillary Clinton, Ghislaine Maxwell) and continued to focus on 
Trump’s rallies, leadership failures and political consequences. 
 

Example tweets: “The WH has legal authority to prevent a private citizen from speaking 
about the spread of a contagious, life-threatening virus???l didn't realize we were officially 
governed under a fascist regime yet.” 
 
“Trump doesn’t want to tell Americans the truth about coronavirus. The man is afraid of 
losing elections and put thousands of Americans at risk, with his disinformation 
campaign!! #PenceIsAntiScience #COVID2019 #TrumpVirus #TrumpLiesMatter 
#LetCDCHandleCoronavirusCrisis.” 
 
“My grandma died recently of the wuhan flu and I can’t believe these dems and their tricks. 
If it wasn’t for Trump shutting down all flights and getting everyone tested, we wouldn’t 
have known that the Dems had killed her”.  
 

2. COVID-19 Severity: This theme included narratives about the severity of the virus focusing 
on the reported positive cases and death rates. People were comparing the new virus to the flu 
and other common lethal infections. In March, they were downplaying the risks associated 
with the virus and questioning the mortality rates. Later on, there was an increased skepticism 
about inflated hospitalization cases. It was believed that hospitals were increasing cases on 
purpose and forging death certificates. In June and July, people discussed asymptomatic 
spread, herd immunity, and antibody testing, with many claiming that immunity has already 
developed.  
 

Example Tweets: “I know. Its mostly the hysteria that is causing this. Seriously hundreds 
more are killed by household accidents then this damn flu. People are just cowards.” 
 
“It’s fake, there is a virus but not as bad as they are saying. They are putting deaths down 
as covid when some people haven’t even been tested. It’s a plan for control and mass 
vaccination” 
 
“And try going online to find flu stats for this last season. Darn near impossible. Yet they 
can tell us what the COVID case and death counts are at any moment of the day.” 
 

3. COVID-19 Origin: This theme included narratives about the origin of the virus and scientific 
justifications. In March, there was heavy blame on China and the Chinese Communist Party 
(CCP), with racist accusations targeting the Chinese and Asian communities. In April and May, 
the discourse focused on lab-leak theories, with considerable mentions of Wuhan, bats, and 
research labs. By June, these discussions persisted with added anti-China sentiment and 
considerable mentions of the U.S., retaining a strong geopolitical tone. In July, these narratives 
remained prominent but incorporated more scientific language. 
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Example Tweets: “In #China, a #Wuhan resident claims that "critically ill #coronavirus 
patients [are] sealed up in body bags while 😱😱alive😱😱, then sent for cremation.” 
 
“The problem is... Covid-19 was detected in the Seattle area prior to October of 2019. So 
it was HERE months before the theoretical "patient zero" in Wuhan China. It would be just 
as accurate to theorize the virus originated here. Research Dr. Helen Chu.” 
 
“Now they’re cooking up some new pig virus. Like the “accidentally “ escaped Corona  
from Wuhan wasn’t enough. CHINA 🇨🇨🇨🇨  The country of the most virulent strains of the 
flu.” 
 

4. COVID-19 Treatments: This theme included narratives about the possible cures of the virus 
and the need for vaccine development. In March, discussions were filled with optimism around 
developing a vaccine and growing attention to hydroxychloroquine as a potential cure. In April, 
false information escalated with dangerous suggestions like injecting disinfectants, which was 
mentioned by Donald Trump, and continued promotion of hydroxychloroquine. In May, these 
treatments remained present but tied to doctors and lupus patients, while vaccine conspiracies 
increased in volume. June saw a persistent focus on hydroxychloroquine trials and an increase 
in anti-vaccine narratives linking Bill Gates and Dr. Anthony Fauci. By July, people kept 
discussing possible treatments and vaccine development, while focusing on international 
actors like India’s ICMR and Modi.  
 

Example Tweets: “Dr. Vladimir Zelenko, a board-certified family practitioner in NY, has 
now treated 699 Covid-19 patients with 100% success using Hydroxychloroquine Sulfate, 
Zinc and Z-Pak. All symptoms of shortness of breath resolved within 4-6 hr” 
 
“My chlorox wipes kill HIV my Lysol kills human coronavirus. That's where I put my money 
in the markets. Spray the chlorox wipe with some Lysol & viola.” 
 
“Covid vaccine is worse than we thought. A GlaxoSmithKline whistleblower says Covid 
vaccine contains anti-fertility drugs! Tests on 63 women caused 61 to become infertile. 
Men affected too. DNA in sperm is killed. They want the end of humanity.” 
 

5. COVID-19 Impact: This theme included narratives about the economic and institutional impact 
of COVID-19. In March, discussions were focusing on the economic disruptions caused by the 
pandemic like job losses, business closures, school shutdowns, and market crashes. In April, 
this discourse expanded to include nursing home deaths, protests against lockdowns, and the 
risks of reopening decisions. In May, the bad situation in nursing homes gained attention 
alongside continued concerns about the children’s health and education. In June, global 
economic narratives were discussed in addition to school safety and nursing home 
accountability. By July, this discourse expanded to include reopening controversies, 
unemployment, and travel resumption, while referring to the U.S. governors’ decisions.  
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Example tweets: “@ewarren Shut up you crazy woman , you want to open borders to let 
virus in and put us all in danger because you put illegals over Americans We have had it 
with you American hating dems who will do anything to help illegals. The wall keeps us 
safe from crimes, drugs, and diseases.”  
 
“Trying to save lives??? Trump built Cuomo a facility JUST FOR COVID cases & sent a 
navy hospital ship. No cases were sent there, instead NY's top idiot > @NYGovCuomo 
forced senior centers to admit COVID infected patients. THIS is why NY has such a high 
death rate.” 
 
“UNDER DRUM AMERICA, WE HAVE THE MOST CORONAVIRUS DEATHS IN THE 
WORLD, 130,000+3MILLIOM INFECTIONS AND THE MOST DEATHS FROM GUNS 
& FIREARMS, INCLUDING MASS SHOOTINGS, TENS OF THOUSANDS EACH YEAR, 
& MILLIONS UNEMPLOYED WITH RECESSION & MILLIONS UNINSURED WITH NO 
HEALTHCARE” 
 

6. COVID-19 Global Response: This theme included discussions about the international efforts 
taken by different countries to combat the pandemic. In March, narratives focused on U.K.’s 
herd immunity strategies, India’s lockdown measures, and Italy’s healthcare crisis. In April, 
false information linked the virus to religion, with narratives targeting Hindu and Muslim 
communities in India, while the U.K.’s management of PPE shortages and government 
decisions were criticized. In May, Sweden’s no-lockdown policy gained more attention as 
people were debating about freedom and restrictions. In June, discussions remained focused 
on India’s healthcare response, Sweden’s policies, and political tensions in the U.K., along 
with regional responses in Scotland and Leicester. By July, people were still analyzing broader 
global pandemic responses, with continued criticism of government policies. 

 
Example tweets: “Herd immunity is useless without a vaccine. Govt strategy is criminally 
reckless and against the expert advice of the W.H.O. We're the only country in the world 
proposing this nonsense.” 
 
“@guyverhofstadt Tell that to Italy, whom the EU couldn't even send medical equipment 
to. We all know that the only countries the EU has ever really cared about are Germany 
and France. And f**k everyone else. Especially the Italians and Greeks.” 
 
“@DGCAIndia Dear Hardeep, Can u please tell us how Banning International Flights has 
helped fight COVID? After banning international flights Covid number has only gone up 
in India!! Therefore this is pure greed on Indian Gvt part!! BJP Gvt is giving more grief 
than help!” 
 

7. COVID-19 Health Measures: This theme included narratives about the different health 
measures taken globally like testing, quarantine, and mask wearing, especially in the US. In 
March, people were discussing the efficiency of these measures in stopping the virus spread. 



   
 

27 
 

In April, discussions focused on testing rates by population, mask wearing in public spaces, 
and reopening parks and beaches. By May, false information regarding the mask mandate 
continued, along with discussions about antibody testing and prison releases. In June, all these 
narratives persisted as governments started reopening public spaces. By July, people were 
criticizing public health guidelines during political events and rallies.  
 

Example tweets: “Getting tested won’t do anything to treat the virus. If he becomes 
symptomatic, then test. Otherwise, practice social distance and good hygiene.” 
 
“Supposedly to protect someone from spreading it. however most masks, particularly cloth 
ones, are not dense enough to block the tiny microscopic covid molecules.” 
 
“Covid was found in fecal matter, so farts can also spread it. Wear your diaper too!” 
 

8. COVID-19 & Society: This theme included discussions about religion, media influence, and 
general societal issues. In March, people discussed religious protections from the virus and the 
role of prayer in limiting the virus spread. In April, false information narratives included 
discussions about privacy concerns over contact tracing applications. By May, people were 
criticizing religious gatherings, church reopening, and government digital surveillance. In 
June, these narratives shifted towards racial justice movements like BLM, alongside other 
general discussions about public violence and racism.  
 

Example tweets: “… these all the sign of judgement day ,the Quran already shows that the 
disease will spread critically but out technology and scientist and politicians can’t do 
anything against the nature” 
 
“In the UK, nearly two-thirds of people polled are in favour of using mobile data to track 
coronavirus sufferers and those they come into contact with—a reflection, perhaps, of the 
public’s desperation to see lockdown rules lifted.” 
 
“Corona virus is so intelligent it knows to attack only small businesses, church, and white 
people....🙄🙄” 

 

5.2. Theme Evolution 
 

Figure 4 shows the proportional strength of false information themes from March to July 2020. 
This visualization accounts for varying conversation volumes and highlights how each theme 
evolved over time. 
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Figure 4. Proportional Strength Scores of False Information Themes over Months 

Figure 4 shows that Politics and Leadership theme was the most salient theme across all 
months, peaking in May, when political narratives regarding presidential responses and 
election-related issues gained momentum. This theme alone accounted for around 32% of all 
false information discourses that month. This reflects users’ high engagement with political 
actors and decisions during the initial outbreak period of the pandemic. 

COVID-19 Severity theme was also leading in March. It represented around 21% of all 
narratives as the world was trying to understand more about the virus. After decreasing in 
April, it increased again in June and July. This shows that the public focus on health effects 
was renewed as the cases started increasing again in many areas. 

Another key theme, which is COVID-19 Origin was dominant in March as it accounted for 
more than 13% of the monthly discourse. Discussions were mainly concentrated on China and 
the first identified cases in Wuhan, and their relationship to the virus origin. However, this 
theme decreased with time and reached below 5% in June and remained marginal in July. This 
indicates that the initial hypothesis shifted toward more important concerns.  

According to Figure 4, the COVID-19 Global Response theme observed a significant 
trajectory. It was very prominent between March and April, which reflected comparisons 
between the measures used by different governments throughout the world. It stayed stable 
until June and July which suggested public interest in how governments handled the pandemic.  

COVID-19 Impact and COVID-19 Health Measures themes became more present as the crisis 
unfolded. For example, there was a steady growth in May and June in the COVID-19 Health 
Measures theme which aligns with the widespread public debates about preventive behaviors. 
Also, in April and June, the COVID-19 Impact theme observed an expected increase which 
reflected a rise in discussions around the impact of public closures and reopening on the 
economy.  
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Covid-19 Treatments theme remained minor and marginal throughout all months. It observed 
an increase in April when the attention of the public was shifted towards potential cures for the 
virus. Its low proportional presence shows that these hypotheses and speculations were purely 
extracted from the political reactions with limited information around treatments during the 
first COVID-19 wave.  

Finally, the COVID-19 & Society theme appeared prominently in March but rapidly decreased 
over time and then disappeared in July. This shows that although the societal and cultural 
narratives were part of the discourse, they became less prominent when the public discussions 
moved towards policy, politics, and pandemic management.  

These alternating proportions show what the public was most worried about at each stage. This 
allows for a more thorough analysis of how false narratives might shift during future public 
health crises.  

Brennen et al. (2020) and Motta et al. (2020) found out that political figures and policy makers 
are frequent targets of false information campaigns. This aligns with the findings of our study, 
where the dominance of the “Politics and Leadership” themes across all months show that false 
information during health pandemics is highly politicized. People were overreacting to how 
political leaders are handling the pandemic and questioning the measures they put into practice. 
Themes such as “COVID-19 Severity” and “COVID-19 Origin” were widely known during 
the early stages of the pandemic which shows that initial uncertainty fuels narratives 
questioning the threat level and the origin of the virus. This agrees with the research done by 
Swire-Thompson and Lazer (2020), who concluded that misinformation prospers in periods of 
low trust and ambiguity.  

As the pandemic progressed, other themes like “COVID-19 Global Response”, “COVID-19 
Impact”, and “COVID-19 Health Measures” became more noticeable, indicating a shift from 
uncertainty to criticism of institutional responses, public health protocols, and economic 
consequences, which is a pattern concluded from recent studies on the lifecycle of 
misinformation (Islam et al., 2020). Opposingly, “COVID-19 Treatments” theme only gained 
brief presence during specific moments when public figures promoted unproven remedies. 
This brief prominence highlights that specific narratives are event-driven rather sustained. As 
for the “COVID-19 & Society” theme, its early presence followed by marginalization suggests 
that social and moral narratives may only gain attention when tied with broader cultural 
movements.  

These findings imply that false information during future health crises may follow a similar 
trajectory, starting with doubts about origin and severity, escalating into political polarization 
and criticism of global responses, and finally disbanding across themes related to policy, 
societal disruptions, and treatments. Understanding these changes is essential for intervening 
in the spread of false information, especially during the early stages when public trust needs to 
be established. It also reinforces the importance of targeted communication strategies that 
evolve as the crisis unfolds and directly addresses the false information narratives right after 
they emerge.  
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In the next paragraphs, we analyze the word clouds for each theme across all months to 
discover the false information frames used by individuals.  

5.3. False Information Frames 
Politics and Leadership 

   

  
Figure 5. “Politics and Leadership” Theme Word Clouds 

1. Minimization Frame 

This frame was mostly prominent in March, when COVID-19 was downplayed as a mild 
illness and compared to less-severe diseases. As shown in Figure 5, words such as “hoax”, 
“flu”, “like”, and “get” suggest an ongoing effort to minimize the severity of the virus. These 
terms often coincided with political figures’ names like “Trump” and “Pelosi”, highlighting 
that minimization was performed through political messaging. This frame functioned to 
reduce public fear and delay governmental responses. 

Example tweet: “Trumps response to the Coronavirus saved lives. Unlike Obama’s 6 month 
delay response to the Swine flu. After thousands of deaths, Obama finally called a “state of 
emergency”. So grateful that Trump and his team are handling this and not some reckless 
Democrat.” 

2. Blaming Frame 

This frame spans the entire timeline and highlights how the pandemic became a tool for 
political conflicts. In Figure 4, key words like “Trump”, “president”, “democrats”, “Biden”, 
“Pelosi”, and “Obama” often came along emotionally charged words like “lie” and “hoax” to 
suggest that both sides accused each other of incompetence or using the pandemic for political 
gains. Blaming was directed toward either party leaders depending on the individual’s political 
stance.   

Example tweet: “Joe Biden helped rescue our economy from the Great Recession that the last 
republican president drove our economy into.  Trump golfing, holding parties, holding rallies, 
and doing nothing about covid for two months caused our economy to tank.  Republicans 
always tank the economy.” 
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Example tweet: “IF Trump had spent all his golf time this year working on solving the 
pandemic, reform for police (including the unions which both bills left out), and banning 
assault weapons, well he could have done some great things -- but he didn't and his time is 
up. We need Joe Biden change” 

COVID-19 Severity 

   

  
   Figure 6. “COVID-19 Severity” Theme Word Clouds 

1. Amplification Frame 

This frame increased in prominence from April through July as the death counts surged. It 
highlights the severity and lethality nature of the virus. As shown in Figure 6, key terms include 
“death”, “rate”, “high”, “hospital”, and “die”. It often expressed urgency in dealing with the 
outbreak, warning of overwhelmed hospitals and insufficient healthcare infrastructure. This 
frame was used manipulatively, sometimes promoting safety while other times intensifying 
fear.  

Example tweet: “How do deaths go down? The Lazarus effect?  Nearly 125 k Americans are 
dead. Cases are rising toward all time highs. The fatality rate may be lower but no one has 
risen from the dead. Shame on you for minimizing the importance of this pandemic.” 

COVID-19 Origin 

   

  
Figure 7. “COVID-19 Origin” Theme Word Clouds 
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1. Conspiracy Frame 

This frame was mostly present in March and April and persisted through May and June, 
suggesting that the virus originated from a laboratory in Wuhan, China. As shown in Figure 7, 
repeated words like “lab”, “bat”, “Wuhan”, and “China” suggests that there is a conspiracy 
speculation regarding the real origin of the virus. People considered COVID-19 a human made 
or manipulated virus, which aligned with narratives pushing geopolitical blame. 

Example tweet: “Unsanitary conditions in Chinese wet markets (Wuhan Providence) is 
believed to have caused it. Bats are the likely source of animal to human transmission.” 

2. Blaming Frame 

This theme persisted from March till May and targets China as solely responsible for the virus 
outbreak. As shown in Figure 6, words like “china”, “wuhan”, “government”, and “blame” 
dominate this narrative. The frame highlights the need for political accountability, describing 
China as deceitful or negligent. It is often accompanied with xenophobic language, framing 
the pandemic as a reason to blame and punish specific countries.  

Example tweet: “China lied, and now thousands of innocent souls have been lost, economies  
are at risk of collapsing... The world is at stand still... Let them be accountable for everything 
concerning the covid-19” 

COVID-19 Treatments 

   

  
         Figure 8. “COVID-19 Treatments” Theme Word Clouds 

1. Hope Frame 

This frame introduces unproven treatments as potential cures that could ease the symptoms of 
the virus. It was mostly present in March till May. As shown in Figure 8, it included terms like 
“hydroxychloroquine”, “treatment”, “cure”, “drug”, “good”, and “patient”. It was usually 
linked to endorsements from public figures and appealed to public optimism by suggesting that 
existing remedies could end the pandemic. It offered emotional reassurance but lacked 
scientific backing.  
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Example tweet: “My brother got CoVid. MDs gave him Hydroxychloroquine. It worked. We 
don't need or want your vaccine! We already have a cure and it's cheap, but you want to make 
your $” 

2. Conspiracy Frame 

This frame criticizes treatments and vaccines not just as medical issues but also as tools of 
control or political manipulation. It appeared in June and included terms like “bill”, “gates”, 
“trial”, and “vaccine”. These words appeared in narratives suggesting that the pandemic was 
directed to push pharmaceutical or geopolitical agendas. This frame extends into blaming 
scientific institutions and global leadership. 

Example tweet: “That’s the vaccine �������� Bill’s conglomerate has developed to control Muslims. 
Once infected, Bill uses his personally developed ‘X-Box Æ 12’ to control Muslim populations.  
NOTE: There is a bug in the current code, once fixed, will stop spreading #COVID19” 

COVID-19 Impact 

   

  
     Figure 9. “COVID-19 Impact” Theme Word Clouds 

1. Criticism Frame 

This frame emphasizes policy-level failures to decrease the effect of the pandemic on 
vulnerable populations which include the elderly and low-income workers. It emerged in April 
and continued till July, and the repeated words used include “trump”, “nursing”, “home”, 
“elderly”, “risk”, and “care”. The tweets within this frame blamed political figures for the 
unsafe conditions in nursing homes, ineffective support for essential services or prolonged 
school closures.  

Example tweet: “Especially when Cuomo sends COVID positive people to nursing homes 
where others caught it & died. It's like he *wants* to get rid of old people. Interesting as he's 
making cuts to Medicaid at the same time.” 

2. Resistance Frame 

This frame appeared when lockdown fatigue and anti-measures protests became more popular 
in July. As shown in Figure 9, words like “open”, “people”, “back”, “school,” “work”, and 
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“stop” appeared frequently. Tweets within this frame described the pandemic as limiting 
personal freedom. This frame included tweets that challenged lockdown orders or school 
closures and considered them as overreach rather than protection.  

Example tweet: “-Can’t go to church. -Can’t go fishing *by yourself* in your motor boat. -
And now you can’t buy seeds to garden at your house? In some states, the #coronavirus attack 
on freedom is out of control. Americans are right to demand their civil liberties back.” 

COVID-19 Global Response 

   

  
    Figure 10. “COVID-19 Global Response” Theme Word Clouds 

1. Comparative Frame 

This frame persisted across all months, and it focuses on how different countries handled the 
pandemic. It was often used to praise or criticize certain approaches and it included words like 
“India”, “Sweden”, “lockdown”, “government”, “Germany”, “country” and “response”. These 
comparisons were sometimes neutral but usually carried judgement to consider some nations 
as models of success and others as models of failure.  

Example tweet: “No-lockdown in Sweden is having no economic benefits, but also over five 
times more deaths per capita vs. Finland.” 

2. Blaming Frame 

This frame attacks specific populations or religious groups and blames them for worsening the 
pandemic through their non-compliance. As shown in Figure 10, words like “muslim”, “spit”, 
“religion”, “tablighi”, “freedom”, “iran”, and “uae” appear frequently in this frame. Tweets 
within this frame focused on isolated incidents or culturally charged narratives to accuse 
certain nations and spread false information. This frame contains xenophobic language, mainly 
about hygiene or public behavior. 

Example tweet: “What about those Muslims who spits on corona warriors? What about those 
Muslims who don't follow the lockdown and promotes religious gatherings?” 

COVID-19 Health Measures 
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   Figure 11. “COVID-19 Health Measures” Theme Word Clouds 

1. Preventive Frame 

This frame supports protective health measures like mask wearing, testing, and social 
distancing. It appeared consistently across all months and included words like “mask”, “wear”, 
“protect”, “spread”, “face”, “stop”, “please”, and “testing”, as shown in Figure 11. Tweets 
within this frame often encourage compliance with public health guidelines and shared factual 
updates on safety protocols. 

Example Tweet: “You need to close the whole STATE AND ENFORCE A LOCKDOWN! If 
you don’t lives will continue to be lost. Lives & economy. It’s like the government is completely 
ignoring the obvious solutions. I’m tired of seeing people in critical conditions!” 

2. Resistance Frame 

This frame opposes the previous frame and focuses on resisting health mandates. It reflects 
frustration and criticism of the mandates perceived as overreach. It appeared from May and it 
included words like “distance”, “social”, “people”, “event”, “gathering”, “rally”, “risk”, and 
“work”. Tweets within this frame criticized the prolonged lockdowns and mask rules as they 
neglect personal freedom.  

Example tweet: “Try to pay attention this time: Both the New England Journal of Medicine 
and the WHO say there is NO need and NO value in wearing a mask anywhere outside a health 
care facility unless you have Covid or are caring for someone with Covid. Period.  End.” 

COVID-19 & Society 
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    Figure 12. “COVID-19 & Society” Theme Word Clouds 

1. Religious Frame 

This frame interprets the pandemic from a religious perspective, and it mostly shows up during 
the first month. “God,” “pray”, “prayer”, “thank”, “bless”, “jesus”, “worship”, and “church” 
are the common words that were used as we look into Figure 12. In this frame, the tweets 
interpreted Covid-19 as a test of faith or a call for prayer. Also, the religious frame included 
narratives about spiritual protection and reopening places of worship.  

Example Tweet: “No fear.  God has a plan for us.  We just have to have faith. I believe God is 
using COVID-19 to remind us to love each other.” 

“His prayers aren't going to do anything more to stop COVID-19 then he was able to do with 
his requests that Catholic priests stop molesting your children. If you really want to do 
something, release some of the money the church has been hoarding and help people battling 
C-19.” 

6. Discussion and Limitations 
This study addressed two main research questions: identifying the most prominent false 
information narratives related to health pandemic with COVID-19 as the case study and 
investigating the framing strategies employed to structure these narratives. In response to RQ1, 
various major themes related to COVID-19 were identified. They include themes related to 
politics, severity, origin, treatments, measures and responses. These themes varied in 
prominence during the five-month period as they often aligned with major worldwide events. 
However, the Politics and Leadership theme remained the most present across all months. In 
response to RQ2, the framing analysis explored recurring strategies across themes. Frames like 
blaming, resistance, and conspiracy were identified in multiple themes. Additional frames like 
hope, minimization, and criticism were only present in specific themes. These findings 
demonstrate that false information is framed to align with different political and social 
contexts.  

The application of topic modeling on conversations, rather than tweets, offered more coherent 
textual insights. Findings of recent literature align with the outcomes of our study, where NMF 
outperformed LDA in extracting more coherent and interpretable topics, especially when 
thematic clarity mattered (George & Vasudevan, 2020; Latif, Shafait & Latif, 2021). We then 
performed manual validation on a random sample of conversations to compare the results of 
NMF and LDA and to enhance the reliability of this research. This was also done by Maier et 
al. (2018), who showed that human labeling should be compared to machine learning outputs 
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to measure their efficiency. By that, we concluded that the topics generated by NMF were more 
meaningful than those of LDA and aligned with the context of false information narratives.  

The temporal evolution of false information narratives witnessed in this research reflects 
different stages of health pandemics and how they associate with established crisis 
communication models. During the early months (March and April), narratives about COVID-
19 Severity and COVID-19 Origin were more prominent, as the public sought explanations 
and clarity in the initial stage of the pandemic. This aligns with the findings of Ophir et al. 
(2021) who concluded that false information narratives in the early stages of health pandemics 
often included confusion, comparisons to previous outbreaks and diseases, and questions about 
the origin. As the pandemic progressed, focus was shifted to global responses and institutional 
interventions, themes like Politics and Leadership, COVID-19 Treatments and COVID-19 
Impact became more dominant. This supports the findings of Tsao et al. (2021) and Wicke and 
Bolognesi (2020), which suggested that false information shifted toward blame, institutional 
criticism, and politicized narratives. Later on, false information around global governance and 
public health interventions became more embedded. This, again, aligns with the findings of 
Malecki et al. (2021), who explained how long-term crises are dominated by polarizing 
narratives and fatigue-induced resistance. These patterns justify how false information changed 
over time, either in response to major events or to match people’s feelings and demands during 
distinct stages of the crisis.  

As for the framing strategies presented in this research, the most dominant ones were blaming, 
resistance, and conspiracy. First, the blaming frame within health-related false information 
aligns with the findings of Chevalier et al. (2024) and Chang et al. (2020), who concluded that 
false information during the early stages of the COVID-19 pandemic targeted external actors 
like China and WHO before shifting to local governments and specific politicians. They 
targeted specific groups or authorities to trigger emotional responses. Second, the resistance 
frame aligns with the findings of Walter et al. (2023) and Xu et al. (2022), who found out that 
opposition to public interventions like lockdowns and mask mandates were regarded as defense 
of personal liberty and against government overreach. Users actively encouraged non-
compliance with these safety protocols and health guidelines by showing distrust in science 
and government. Third, the conspiracy frame agrees with the findings of Shahsavari et al. 
(2020), Jiang et al. (2021), and Walter et al. (2023) and supports the research conclusion that 
false information was systematically framed to appeal to ideological identities and motivate 
distrust in institutions.  

Overall, the findings of this study offer significant insights to academic researchers, 
policymakers, public health agencies, and social media platforms aiming to better understand 
the dynamics of false information during health pandemics. By identifying the most prominent 
false information discourses, this research offers insights that guide future efforts to detect and 
respond to false and misleading content in a way that is both timely and sensitive to the 
surrounding context.  

From a theoretical perspective, this study contributes to the growing and ongoing body of 
research on false information in the context of global health crises. The identification of 
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recurrent frames across themes supports the idea that false information is usually structured in 
ways that resonate with emotional rather than rational reasoning. The accuracy of content 
indeed matters; however, it is important to analyze the linguistic patterns that were used in 
order to amplify certain narratives and affect public perceptions. Additionally, by combining 
unsupervised topic modeling with frame analysis, this study contributes to communication 
research by bridging computational and interpretive approaches. Moreover, this study 
highlights the need for hybrid approaches that balance algorithmic efficiency with human 
interpretations when analyzing complex social media posts.  

On a practical level, the findings of this study offer valuable insights for public health analysts 
and policymakers. By understanding the recurring frames used in spreading false information, 
institutions become better prepared to counter these claims and design targeted messaging 
strategies that address unverified information. In addition to that, this study contributes to the 
continuing efforts of social media platforms to limit the spread of fake news. Building on 
generic fact-checking tools, social media developers could also incorporate the linguistic 
characteristics and framing tools found in false information to alert users exposed to such 
misleading content while maintaining user autonomy and freedom of speech. Furthermore, by 
mapping the evolution of themes over time, communicators can predict which types of 
narratives are most likely to appear and intensify in future health crises, permitting for more 
proactive content moderation and campaigns tailored to different public concerns.  

While this study offers valuable insights into the framing and thematic structure of false 
information narratives related to health pandemics, few limitations should be acknowledged. 
First, the identification of tweets possibly containing false information relied on publicly 
available lists of unreliable and questionable websites. While the lists from Zimdars and 
Media/Bias Fact Check are used in prior research, other fact checking databases like Poynter, 
PolitiFact, and Snopes were not utilized as we were not able to obtain access to them. This 
approach remained systematic and reliable in extracting false information content; however, 
we may have excluded tweets that included links not covered by these lists or tweets that did 
not contain any URL. Consequently, we ignored user-generated false claims. Moreover, the 
data was collected exclusively from Twitter, which limits the generalizability of the findings 
across the broader social media landscape.  

Second, although our method of analyzing full conversations added contextual richness, the 
framing analysis employed interpretive subjectivity. This means that frame identification was 
done qualitatively by interpreting word clouds and reading conversations. Different 
researchers might classify narratives under different frames as multiple framing strategies 
might be extracted from a single conversation. Similarly, NMF produced interpretable topics 
but it remains sensitive to preprocessing decisions and different parameter settings. This means 
that multiple topic model runs could yield to slightly different themes. Also, the study also 
lacked sentiment analysis which might discover additional emotions that are helpful in 
detecting frames across the themes.  

Finally, our analysis was limited to English-language conversations that occurred between 
March and July 2020, which only captures the early stages of the pandemic. As a result, the 
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identified themes and frames may reflect only the public reactions specific to that phase. Later 
developments in the pandemic are outside the temporal scope of this study. Similarly, the 
linguistic and cultural dynamics of false information were not analyzed for non-English 
contexts, which limits the generalizability of this study on other communities. Moreover, 
thematic labelling and manual validation of theme assignments was based on manual 
interpretation of keywords generated by the topic models and conversations, which introduces 
a degree of subjectivity. This means that the absence of multiple human coders may limit the 
replicability of theme assignments.  

7. Conclusion 
This research examined how health-related false information can be identified and understood 
on social media using the COVID-19 pandemic as a case study. By applying two different 
topic modeling techniques to conversation-level data, interpreting the results of the NMF-
generated themes as they showed better coherence and accuracy with human-labeled 
conversations, and exploring the common linguistic patterns across discourses, our analysis 
identified the key false information themes and the framing techniques used to affect public 
perception.  

Our study introduces a novel evaluation approach for topic modeling techniques by combining 
coherence-based comparison with manual validation. Rather than directly choosing the topic 
model with the higher coherence, we manually annotated a sample of conversations to compute 
classification accuracy. This approach enhances the interpretability and reliability of topic 
modeling in false information research and offers a replicable method for validating discourse 
analysis.  
 
This study also extends the themes and discourses of health-related false information. Instead 
of using the model generated topics for further analysis, we decided to assign topics to general 
themes to avoid having redundant topics. We were able to identify 8 dominant themes and 27 
discourses across all conversations. Although some of the themes were common among prior 
research, such as politics, treatments, origin, and impact, our study introduced a new unusual 
theme which we named “COVID-19 & Society”. This new theme mainly includes false 
narratives about religious coping and cultural practices during health pandemics.  

While our analysis offered key insights into how false information narratives were constructed 
and circulated, supporting public health agencies and policymakers, the framing of false 
information remains a complex subject influenced by different broader social, political and 
cultural contexts. The way individuals interpret and spread false information depends on the 
content and the other factors like political ideology, cultural values, and trust level in 
institutions. However, we strongly believe that this study contributes to future research that 
seeks to understand the persuasive strategies embedded in false information and the role of 
narrative framing in shaping public perception in future healthcare crises. Even though this 
study contains few limitations, it offers a structured and theoretically grounded approach to 
understand how false information narratives are constructed and potentially develop effective 
campaigns to mitigate their spread.  
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Future research could expand the scope of this research by incorporating more data sources to 
capture a broader range of false information discourses. Further studies might explore how 
frames differ across user types or how audiences from different communities react to false 
information over time. Applying sentiment analysis into the framing process could offer more 
insights about the emotional tone associated with each frame, which enhances our 
understanding of how emotional appeal contributes to the spread of false information. 
Additionally, more advanced methods, such as dynamic topic modeling and network analysis, 
could also help discover how themes and frames interact and shift over time.  
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