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Abstract

Automation and Intelligence in IT Operation Management: Machine

Learning for Capacity Planning and Load Testing Optimization

Arthur Vitui, Ph.D.

Concordia University, 2025

The increasing complexity and scale of modern IT infrastructures necessitate inno-

vative strategies to maintain efficiency, reliability, and cost effectiveness. Large scale

industrial systems require precise capacity planning to manage fluctuating demands,

prevent downtime, and operate within optimal cost parameters. However, traditional

capacity planning methods often fall short in today’s dynamic environments. This

dissertation introduces an agentic approach to AIOps (Artificial Intelligence for IT

Operations) aimed at enhancing the maintenance and operational stability of large

scale systems. Effective capacity planning is essential for stable system operations.

Over provisioning leads to resource waste, while under provisioning can cause failures

and diminished performance. By utilizing load testing data and advanced machine

learning (ML) models, we propose a blueprint process that optimizes system capacity

planning. Integrating ML into this process enhances predictive capabilities, enabling

proactive resource scaling, reducing costs, and increasing system resilience. A sig-

nificant challenge in optimizing this process is the inefficiency and time consuming

nature of traditional load testing. Existing methodologies often require substantial

manual effort and considerable time to simulate large scale workloads. To address

this, we propose a framework that streamlines load testing through automation and

early stopping rules based on spike detection techniques for system Key Performance

Indicators (KPIs). By leveraging a system’s ability to predict KPI spikes, we can dy-

namically adjust capacity as needed. We aim to integrate these processes into tools

utilized by LLM (Large Language Model) agents within an AIOps system. These

tools will act as intermediaries for monitoring and maintaining large scale systems.

This integration will establish a fully managed architecture, where AIOps agents en-

hance the IT operations team’s ability to perform proactive maintenance, respond



to new incidents, autonomously monitor system health, predict potential issues, and

implement proactive measures to maintain optimal performance. This dissertation

presents a novel approach to enhancing efficiency in large scale systems by combining

automation and load testing improvements with machine learning and LLM agents.

By developing a comprehensive, scalable framework, this research seeks to reduce op-

erational overhead and establish a new standard for IT system management and load

testing practices within the Software Development Life Cycle (SDLC) in industrial

settings.
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Chapter 1

Introduction

Modern large-scale systems are expected to handle a vast number of concurrent re-

quests every day. Any malfunctions or service degradations—resulting from sudden

traffic spikes or sustained load pressure—can cause companies to lose millions or

even billions of dollars [32]. Therefore, capacity planning and traffic spike detec-

tion and prediction are critical components in the quality assurance process of these

systems. Consequently, IT Operations teams must proactively ensure that services

remain operational by properly sizing the software ecosystem and swiftly detecting

and addressing any traffic spikes. Ideally, these measures should be taken before they

lead to service disruptions.

Load testing is essential for determining system capacity and is a key part of

the software development process. Its main goal is to ensure that the system behaves

correctly under load conditions. By simulating real-world usage, load tests collect data

during and after the simulation, helping load test engineers and software developers

evaluate the system’s performance and ability to handle capacity [56].

To address the functional complexity of modern large-scale systems, software de-

velopers offer configuration parameters to provide additional flexibility. Load test

engineers apply load to the system and analyze its behavior and performance [21].

The idea is to change the values of configuration parameters—such as thread pool

sizes, buffer sizes, and so on—without modifying the source code. During the pa-

rameter tuning process, load test engineers also need to consider different hardware

configurations, both in terms of compute resource availability and horizontal scaling

options.
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Large-scale systems often consist of multiple components, each of which may have

hundreds of configurable parameters and deployment settings [45, 70]. Due to limited

project resources and tight deadlines before releases, it is impossible and impractical

for load test engineers to evaluate all possible configuration settings during load tests.

This constraint prevents them from providing a comprehensive assessment of the

system’s capacity [42, 43, 45]. As a result, load test engineers typically test only a

few combinations of parameter values from the default deployment settings, using an

ad hoc selection process [70]. Moreover, the default parameters are only minimally

adjusted and rely on the domain knowledge of the load test engineer. Without a

thorough understanding of how parameter values affect system performance, this can

lead to load-related issues—such as high response times that may cause timeouts or

even component crashes—improperly utilized resources, or service level agreement

violations [20, 128].

Many studies have proposed various techniques for finding optimal parameter

values [9, 42, 43, 45, 101]. However, capacity planning differs from parameter op-

timization because the latter often focuses on tuning a single instance of a software

component under a small load (e.g., a few seconds of load). In contrast, capacity plan-

ning considers all the software components in the system to determine the system’s

capacity using key performance indicators (KPIs), given a load, a set of parameters

for each component, and a deployment setting. The goal is to provide customers and

product managers with tuning guidelines to meet service level agreements (SLAs) in

industrial settings for long-running loads.

Running long load tests presents another challenge in modern software develop-

ment, where release cycles are only a few weeks long. Executing lengthy load tests

becomes expensive—not just due to the significant resources required but also be-

cause of the time needed to reserve them. Therefore, it would be more economical to

stop failing load tests as early as possible. Additionally, it is important for load test

engineers to forecast the system’s performance trends based on load test results. This

ability would allow them to take appropriate actions to ensure the system’s stability

in the event of sudden load spikes.

Given the importance and critical nature of the aforementioned technical pro-

cesses, our research aims to expand the techniques applicable in industrial settings.

This expansion seeks to enhance the quality of the resulting software systems and

2



improve the cost and environmental efficiency of using such techniques.

The challenges previously mentioned are encountered daily by companies involved

in the development and delivery of large-scale solutions. Thanks to our industrial

partner, Ericsson Inc., we had access to such environments to conduct empirical

studies and propose new techniques to address these issues. Due to a Non-Disclosure

Agreement (NDA) with our partner, we are unable to disclose the complete details of

the subject systems. Consequently, we have validated our proposed approaches using

open-source software or custom-developed mock software that we have made publicly

available. This enables others to reuse our tools in their projects and experiments,

ensuring that our experiments can be reproduced.

To address the capacity prediction problem, we propose an approach called MLASP

(Machine Learning Assisted Capacity Planning) [114]. This process framework accel-

erates the load testing process through automation and then uses machine learning

algorithms to model the system’s KPIs. These models can assist in tuning the con-

figuration parameters of the software ecosystem to achieve the desired KPIs. The

MLASP framework offers non-intrusive methods for metrics collection and configu-

ration management. Combined with its automation features, this makes MLASP an

easily adaptable and adoptable blueprint for many software systems without requiring

code changes to the underlying software.

To solve the problem of failing load tests, we propose an approach called MLO-

LET (Machine Learning Optimized Load and Endurance Testing) [115]. MLOLET

leverages time series analysis and forecasting for spike detection capabilities to pre-

dict emerging traffic trends. It then uses a rule based decision algorithm to decide

whether a load test is failing.

The management of complex large-scale systems remains a significant challenge,

even with the introduction of new frameworks that leverage machine learning (ML)

to assist in task resolution. This difficulty arises primarily due to the extensive scripts

and configurations required for the overall tuning of such systems. Recent advance-

ments in natural language processing, particularly the emergence of Large Language

Models (LLMs), present new opportunities for IT Operations Management (ITOM).

By integrating LLMs to develop tool-based agents and assistants, organizations can

introduce varying levels of autonomy in AI-driven IT Operations, including tasks such

as configuration management for capacity planning. This approach helps ensure that

3



the KPIs of monitored software systems consistently meet desired SLAs. Ultimately,

businesses will benefit from more reliable services, efficient operations management,

and overall cost savings through this proactive and adaptive system optimization.

1.1 Research Statement

Industrial systems are often deployed on a large scale to handle millions of requests

daily. Some of these systems provide real-time, mission-critical services, making it es-

sential to maintain sufficient capacity to manage sudden spikes in demand. However,

determining the optimal capacity and dynamically adjusting system parameters to

ensure that Service Level Agreements (SLAs) and Key Performance Indicators (KPIs)

stay within business-defined thresholds is both challenging and costly, requiring sig-

nificant time, resources, and financial investment. An under-provisioned system can

negatively impact the business by causing substantial revenue loss during outages.

Conversely, an over-provisioned system may lead to revenue loss due to unnecessary

resource consumption and also increase the environmental footprint by raising carbon

emissions. Balancing these factors is crucial for maintaining operational efficiency, en-

suring reliability, and minimizing costs. Therefore, effective capacity planning and

adaptive system management are critical for the sustainable and profitable operation

of large-scale industrial systems. Based on these challenges and prior research, in

this thesis we focus further enhancing software development lifecycle (SDLC) tasks

as well as ITOM tasks as follows:

This thesis aims to to improve the practical efficiency of load testing

within the software development lifecycle through the use of automa-

tion and non-intrusive data collection techniques, as well as machine

learning. It leverages machine learning methodologies, combined with

Large Language Models (LLMs), to develop actionable AIOps solutions.

These solutions are tailored to tackle real-world capacity planning chal-

lenges in large-scale systems, fostering more effective resource manage-

ment and improved operational scalability.

Using non-intrusive data collection techniques is essential to our objective, as

it allows our proposed methods to generalize across a wider spectrum of software
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applications and systems. In the next section, we present the research overview and

its objectives that form the focus of this dissertation.

1.2 Research Overview

Overall, this dissertation presents techniques to enhance the efficiency of processes

related to both the software development life cycle (SDLC) management of large-

scale application ecosystems and their operational aspects. For the SDLC, we focus

on improving the load testing process through automation and introducing early

stopping techniques for failing load tests using spike detection. For capacity planning

in IT operations, we propose a novel framework that begins during the SDLC and

leverages load testing data to create models that can predict configurations based

on business needs. Critical to our objective is using non-intrusive data collection

techniques so that our proposed methods generalize for a larger spectrum of software

applications and systems. Lastly, the emergence of Large Language Models (LLMs)

has opened the door to a new era of chatbots and assistants that can aid in IT

operations management.

This dissertation is divided into three main parts. The first two provide perspec-

tives on the load testing process and its data. In particular, Chapter 3 proposes a new

framework for capacity planning using load testing data, while Chapter 4 proposes a

novel framework for increasing the efficiency of the load testing process itself. The

third part, Chapter 5, provides perspectives in the use of LLM agents in IT operations

management of modern software ecosystems.

1.3 Capacity Planning Challenge

As previously stated, load testing is essential for determining system capacity. Its goal

is to ensure that the system behaves correctly under load (e.g., simulated real-world

usage) and to help load test engineers and developers evaluate system performance

and capacity [21].

Due to the complexity of modern large-scale systems and deployment methods,

developers often provide configuration parameters for additional flexibility. Load test

engineers execute the same load against the system under different settings to analyze

5



its behavior and expected performance [21]. Developers or load test engineers can

adjust system performance by changing the values of configuration parameters (e.g.,

increasing the size of thread pools) without modifying the source code. When tun-

ing parameter values, load test engineers also need to consider different deployment

settings (e.g., horizontal scaling by adding more worker nodes) or hardware config-

urations (e.g., vertical scaling by adding more computational power) that customers

employ.

Large-scale software systems may consist of multiple components, each with up to

hundreds of configurable parameters and deployment settings [44, 69]. This creates

a huge search space for parameter combinations and due to limited resources and

tight time constraints before releases, it is impossible and impractical to perform

load testing on all possible combinations of configuration parameter values to provide

a comprehensive overview of the system’s capacity [42, 43, 44]. In practice, load test

engineers typically test only a handful of parameter combinations under the default

deployment setting, and their selection process remains ad hoc [69]. For example,

they often use default configuration parameter values provided by developers and

may only make marginal modifications during load tests.

Such configuration tuning is inefficient and largely depends on the load test engi-

neers’ domain knowledge of the systems, which may not be up to date as the systems

evolve. Failure to understand how parameter values affect system capacity under

specific deployment settings can lead to load-related issues (e.g., high response times

or even crashes), underutilization of resources, or violations of service level agree-

ments [20, 128].

Parameter configuration tuning for software systems has been a significant area

of interest in the research community over the years [9, 20, 42, 43, 45, 70, 101].

However, these studies primarily focus on finding the optimal parameter values in a

single setting—that is, on one instance of the tested software application—and mostly

involve tuning binary system configuration parameters. Recent advances in neural

networks have led to testing some of the earlier state-of-the-art approaches against

newer algorithms [45], still within single-instance use cases.

These prior studies mainly focus on techniques that optimize parameter values to

maximize performance of software applications. As stated before, although param-

eter optimization and capacity planning might appear similar, there are significant
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differences between them. Parameter optimization typically focuses on finding the

optimal performance of a single instance of a system (e.g., on one machine) using a

relatively small load (e.g., lasting only seconds). In contrast, capacity planning pri-

mary focus is to determine the system’s capacity—such as key performance indicators

(KPIs)—given a specific load, system configuration, and deployment setting. While

capacity planning aims to minimize the resource usage as its secondary objective, it

does not guarantee that the proposed configuration is the most performant one, as

opposed to parameter optimization. The idea here is to have a minimal, potentially

redundant, stable system that is able to perform long term under continuous load and

produce the desired KPIs and meet the Service Level Agreements (SLA). Addition-

ally, the goal is to provide guidelines so that different settings may be applied when

the KPIs and SLAs change. Therefore, capacity planning is usually conducted in a

larger test environment that mimics a production deployment and involves running

long-duration loads.

Chapter 3 addresses this challenge by proposing a new framework that uses au-

tomation, non-intrusive information retrieval and machine learning. The proposed

process has been tested in an industrial setting on two large scale enterprise systems,

as well as on two open source systems.

1.4 Load Testing Cost Efficiency Challenge

Load and endurance testing are crucial in the software development life cycle and dur-

ing operations because they ensure that software systems can handle expected and

unexpected workloads over time. Running workloads over extended periods of time

may cause malfunctions or service degradation resulting from spikes which may cause

companies losses in the millions or even billions of dollars [32]. Load testing simulates

real-world user demand on the system, helping developers identify performance bot-

tlenecks and optimize resource utilization before deployment. Endurance testing, also

known as soak testing, evaluates the system’s performance over an extended period

to detect issues like memory leaks, resource exhaustion, or performance degradation

that may not appear in shorter tests. There are, however, two main challenges when

considering the execution of load and endurance testing processes and monitoring

the production system’s performance. As a first challenge, due to the project time
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limits, detection of failing load/endurance tests must occur as early as possible in the

execution so that the load test engineers may stop their execution, and save resources

(time and money). These tests may be failing for various reasons, such as:

• A slowdown in the overall system performance can occur due to bottlenecks or

overload in any of the software system’s components. For example, the system’s

throughput might drop below a defined threshold for a specific duration—for

instance, if in the last 5 minutes the throughput fell below 50 transactions per

second (TPS).

• Intermittent information loss represents a worsening of the previous condition

where the system’s processing speed has decreased and is also losing some of

the incoming requests. For example, in the last five minutes, the throughput

dropped below 50 transactions per second (TPS), and/or three percent of the

messages were lost.

• Experiencing a malfunction or critical error in one or more components of the

software ecosystem—which is a worsening of the previous condition—can ulti-

mately lead to incorrect behavior throughout the entire system. For example,

if the database backend becomes unavailable, all processing operations result in

errors.

We can see that all of the above situations have in common the fact that they

are measured by KPI values over time and the changes in these values hold the key

to determine whether a load/endurance test is executing correctly or not. In other

words, we are talking about spike detection in time series data. This also means that,

during load testing, different types of spikes can occur within the software ecosystem,

potentially leading to adverse effects. This is a serious challenge that needs to be

addressed.

The second challenge, is the one faced this time by the operations team. They

need to know a load increase might occur so they can take preventive measures to

maintain the software system’s agreed-upon KPIs and SLAs.

We encountered both these challenges when working with our industrial partner.

In order to address them, we proposed a novel load testing process and framework.

Similar to the capacity planning challenge, we rely on automation, non-intrusive data

collection mechanisms and machine learning used in an online setting for the building
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blocks of the suggested load/endurance testing process improvements. Chapter 4

presents the details and specifics of the suggested improvements.

1.5 AIOps Challenge

The integration of Artificial Intelligence (AI) into IT Operations Management (ITOM),

often referred to as AIOps [2], holds significant promise for automating processes, im-

proving efficiency, and enhancing decision-making. However, implementing AI in IT

operations presents several challenges that organizations must address to realize its

full potential. Below we present some of the most important challenges:

1. Data Quality and Diversity: AI systems rely heavily on large volumes of

high-quality data to function effectively. In IT operations, data is generated

from various sources such as logs, metrics, events, and alerts. This data is

often unstructured, noisy, and inconsistent, making it difficult for AI algorithms

to process accurately. Ensuring data cleanliness, relevance, and consistency

requires significant effort in data preprocessing and management [22, 39, 62, 68,

79].

2. Complexity of IT Environments: Modern IT infrastructures are highly

complex and heterogeneous, encompassing on-premises systems, cloud services,

virtualized environments, and legacy systems [21, 22, 39, 79]. Integrating AI

solutions into these environments without disrupting existing services is a sub-

stantial challenge. AI models must be adaptable to various platforms and tech-

nologies, increasing the complexity of deployment and maintenance [22, 39, 62].

3. Interpretability and Transparency: Many AI models, particularly those

based on deep learning, are often considered ”black boxes” due to their lack of

explainability [39, 50, 60, 62, 79]. In IT operations, understanding the reasoning

behind AI-driven insights is crucial for trust, compliance, and effective decision-

making. The inability to interpret model outputs can hinder adoption, as IT

professionals may be reluctant to rely on recommendations they cannot fully

understand.

4. Skill Gaps and Expertise: Implementing AI in IT operations requires a

unique blend of expertise in both AI technologies and IT domain knowledge [39,
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62, 79]. There is a shortage of professionals who possess this combination of

skills, making it challenging for organizations to develop, deploy, and maintain

AI solutions effectively. This skills gap can slow down AI initiatives and reduce

their overall effectiveness.

5. Cultural Resistance and Change Management: The introduction of AI

technologies can be met with resistance from IT staff who may fear job dis-

placement or distrust automated systems. Overcoming this resistance requires

effective change management strategies, including education, clear communica-

tion about the role of AI, and involving staff in the implementation process to

build trust and acceptance [39, 62].

The above list is not exhaustive as there may be other considerations that slow

down adoption including security and privacy concerns, ethical and legal considera-

tions as well as cost and resource allocation [39, 62, 79].

Addressing these challenges requires a comprehensive approach, that requires de-

velopment of frameworks, tools and procedures [39, 62]:

• Implement robust data governance practices to ensure data quality and acces-

sibility. Employ data preprocessing techniques to clean and normalize data for

AI consumption.

• Upgrade infrastructure to support the computational demands of AI models.

Utilize cloud services and scalable architectures to manage resource allocation

efficiently.

• Develop and adopt AI models that provide transparency and interpretability,

enabling IT professionals to understand and trust AI-driven insights.

• Invest in training and development programs to build internal expertise. En-

courage collaboration between AI specialists and IT operations staff to foster

knowledge sharing.

• Engage stakeholders throughout the organization. Communicate the benefits

of AI and involve staff in planning and implementation to reduce resistance.

The emergence of Large Language Models (LLMs) may be key in addressing some

of the challenges, especially when dealing with data quality, IT environments com-

plexity and skill gaps challenges given their advances natural language understanding
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abilities. These features may help organizations analyze vast amounts of unstructured

data, such as logs, incident reports and system documentation and is motivating our

research. We aim to combine the traditional predictive ML models with generative AI

models such as the LLMs and propose new ways to address some of the earlier men-

tioned AIOps challenges. Chapter 5 presents the details and specifics of the suggested

improvements.

1.6 Contributions

In this dissertation, we study how to improve the load testing process and how using

load test results and automation contribute to improved capacity planning techniques.

We also study how the load testing data collected during this process may be used

to increase the efficiency and thus reduce the overall cost of the load and endurance

testing processes. Additionally, we explore the utilization of generative AI with large

language models agents to extend the capabilities of ITOM practices and increase

efficiencies through AIOps where LLMs and predictive models are used together to

solve everyday operational challenges. Our contributions are as follows:

1. We introduce MLASP [114], a framework that combines automation with pre-

dictive online machine learning models to enhance capacity planning for large-

scale industrial systems. This framework may be used during the software devel-

opment phase (managed by project teams) and the production phase (managed

by IT operations teams). We demonstrate how load testing data can be pro-

gressively used to help developers identify the most sensitive parameters in the

software ecosystem and expedite the load testing process. Additionally, we show

how automation and non-intrusive data collection techniques can be generalized

to increase efficiency and reduce costs throughout the software development life

cycle (SDLC).

2. We propose MLOLET [115], a novel process that employs predictive machine

learning models in an online setting. This process further assists load testing

and operational teams in improving the efficiency of load and endurance test-

ing. Additionally, IT operations can use these same models to predict traffic

trends, allowing them to anticipate when system tuning is needed to meet traffic

demands and uphold service level agreements (SLAs).
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3. We propose the use of generative AI and predictive ML as a means to im-

prove AIOps adoption for large scale industrial systems and allow organizations

to achieve higher levels of autonomy and adaptability in their IT operations,

leading to improved performance, scalability, and overall service quality.
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Chapter 2

Background and Related Works

In this section, we review existing literature and methodologies that use machine

learning based approaches related to capacity planning, load testing optimization,

traffic trend prediction. We also review the same for the application of AIOps in

industrial settings. We then describe the commonly used metrics for evaluation to

provide a comprehensive understanding of the effectiveness of these approaches.

2.1 Capacity Planning For Large Scale Systems

As previously mentioned, the research community has displayed a great interest for

running software with optimal configuration parameters. Based on the direction of

the approach, the research can be grouped as follows [9]:

• Analytical optimization: makes use of mathematical models to calculate the

effect of the configuration parameters over the software system. This method

is often used in the early development cycles of the software system [20, 101].

• Measurement based optimization - makes use of statistical approaches [42, 43]

• Search based optimization - this direction follows a black box optimization

approach using various search algorithms [70].

• Learning based configuration optimization - makes use of different machine

learning techniques [9, 101, 108].
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Guo et al. [42, 43] use statistical learning approaches to predict system perfor-

mance by randomly sampling various sets of system configuration parameters. How-

ever, their methods primarily focus on tuning binary system parameters. With the

increasing prominence of neural networks, Ha and Zhang [45] have proposed a novel

approach for performance prediction using deep sparse neural networks, called Deep-

Perf. In their research, they conducted experiments on eleven open-source projects

and compared their method with existing state-of-the-art approaches. They deter-

mined that their proposed method outperforms existing techniques.

Sayyad et al. [101] proposed an approach called the Indicator-Based Evolutionary

Algorithm (IBEA) for finding optimal configuration models in very large software

systems, such as the Linux kernel, which may have thousands of parameters. Their

method uses heuristics to determine a subset of configuration parameters that affect

specific parts of the system.

Chen et al. [20] utilize log analysis to understand system execution. With this

information, they employ Petri net models to recommend caching configurations. Au-

toConfig, by Bao et al. [9], proposed automated configuration for distributed message

systems (DMS) such as Apache Kafka [6] and RabbitMQ [96]. While their work fo-

cuses on the proposed type of systems, it may be extended to other systems too. When

it comes to large-scale industrial settings, Li et al. [70] share their experience from an

industrial environment where they worked with their partner to include autonomic

computing capabilities to address performance configuration tuning.

Unlike prior studies, our proposed approach, MLASP [114], considers the entire

set of configuration parameters, including environment and deployment settings. Our

focus is to assist load testers and operations engineers with capacity prediction, rather

than seeking the optimal configuration parameter for every component of the soft-

ware ecosystem. Additionally, we propose a blueprint for integrating automated test

pipelines.

Another key aspect of our approach is data collection: we concentrate on non-

intrusive information retrieval that does not require code changes to the underlying

system. This is important because, in industrial settings, source code profiling or

sampling is often not feasible due to performance overhead or the use of closed-

source systems where the source code is unavailable. This means lower-level design

documents are not always accessible, so the emphasis is on system integration aspects.
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As a result, a white-box approach is not always possible or may only be viable to a

limited extent.

2.2 Traffic Spike Detection and Load Testing En-

hancements for Large Scale Systems

Over the past few years, event forecasting and anomaly detection have also been of

great interest in the research community. However, they have rarely been studied

and applied simultaneously in industrial environments due to their different char-

acteristics. To identify anomalies, there are two general methods: online detection

and offline detection. Given our research objective to increase the efficiency of load

testing, we focus exclusively on online detection methods. While spikes can be con-

sidered a subclass of anomalies, they have special characteristics—such as extended

duration—that set them apart from typical anomalies, which are generally brief de-

viations from the normal or expected behavior of the system. It is important to note

that we view load testing data as a series of events over time. Therefore, we will dis-

cuss related work from two areas: time-series forecasting using deep learning models

and time-series-based spike detection in load test data.

2.2.1 Time-series Forecasting Using Deep Learning Models

Modern business applications frequently encounter daily challenges in event forecast-

ing. To address various business problems, prior research has developed and evaluated

architectures based on machine learning models.

Wei et al. [119] have demonstrated that Long Short-Term Memory (LSTM) based

auto-encoders (AE) models outperform other model architectures when applied to

modeling and predicting road traffic flow. Similarly, Laptev et al. [65] and Zhu and

Laptev [132] have also used an LSTM-AE (Long Short-Term Memory Autoencoder)

architecture at Uber to forecast the number of trips during special events like Christ-

mas or New Year’s Eve. In addition to event forecasting, they applied the model

for anomaly prediction during real-time data collection, predicting anomalies when

the forecasts fell outside the expected interval. Our proposal, MLOLET [115], differs

from these prior research as we focus on a different domain – load testing of software
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systems. As in the above mentioned work, we also plan on trying different machine

learning architectures.

An example of such an architecture is the Temporal Convolutional Network (TCN).

Lin et al. [73] demonstrated the effectiveness of TCNs in predicting long-term time

series events. While their approach combined two types of data for model training,

our work differs by focusing on a single dimension for training data—specifically, one

key performance indicator (KPI) at a time.

Combining different types of networks for distinct purposes is another promis-

ing approach for time series forecasting, as demonstrated by Shen et al. with their

SeriesNet architecture [105]. This approach employs two network architectures: an

LSTM-based network in the first step, followed by a causal convolutional network

(CN) in the second step. Shen et al. suggest that LSTMs are effective for learning

holistic features and reducing the dimensionality of multi-conditional data, while the

CN focuses on capturing patterns across different time intervals. Our work differs from

theirs as we evaluate only one architecture at a time. However, their proposed inte-

gration of the two-network architectures could be incorporated into MLOLET [115],

given its extensibility feature.

2.2.2 Time-series based Spike Detection for Load Tests

Chen et al, [16], proposed SPIKE as a method to predict cloud resource usage spikes

using regression trees. In their approach, they used supervised learning to classify

any data point above a certain threshold as an anomaly, identifying it as a traffic

event contributing to a spike. While we plan to use similar modeling features as

Chen and his team (e.g., service response time, transaction throughput, etc.), we

intend to adopt a different approach—specifically, unsupervised learning—for the

spike detection component, as we will not do a classification based on fixed thresholds.

Wen and Keyes [120] talk about the criticality of anomaly detection in automated

monitoring systems. Through their work, they demonstrate the significant role that

transfer learning can play when using Convolutional Neural Network (CNN) archi-

tectures, particularly in extending partially trained models to other systems. In our

research, we plan to leverage this idea by testing how models trained on specific time

series data perform when system conditions have changed. In other words, we aim

to assess how well previously trained models can predict spikes and forecast system
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traffic when the application is configured with a new, previously unseen configura-

tion. To verify this assumption, we plan to use several model architectures, including

CNNs.

2.3 Using Large Language Models for IT Opera-

tions Management

Integrating Large Language Models (LLMs) into Artificial Intelligence for IT Op-

erations (AIOps) is an emerging field poised to revolutionize the management and

maintenance of IT systems. LLMs like OpenAI’s GPT-4 and Anthropic’s Claude

have demonstrated exceptional abilities in understanding and generating human-like

text, which can be leveraged to enhance various aspects of IT operations.

There are different research areas on utilizing LLMs for AIOps. One such area

is related to log analysis, which includes sub-areas like log parsing [57, 80, 81, 125],

log anomaly detection [46, 74] and logging statement generation [71, 124]. IT sys-

tems generate vast amounts of unstructured and complex log data. Researchers are

exploring how Large Language Models (LLMs) can process and interpret this data

to identify patterns, detect anomalies, and predict potential system failures. By un-

derstanding the context within log messages, LLMs can proactively identify issues

before they escalate, thus reducing downtime and improving system reliability. Our

work differs from prior research because we are not targeting logs but focusing on

remediation workflows and procedures.

Another research path refers to automating incident management and response [41,

55, 100, 129]. Large Language Models (LLMs) can be trained to interpret alerts, cor-

relate events, and suggest remediation steps. They are capable of generating incident

reports, summarizing key findings, and even automating communication between IT

teams. This not only accelerates the incident resolution process but also reduces

the cognitive load on IT personnel, allowing them to focus on more strategic tasks.

While our work can be applied to incident management, the agents we develop—with

their associated toolsets—can also be used for preventive maintenance. Moreover, to

the best of our knowledge, our research is the first to integrate predictive machine

learning models with LLMs in AIOps specifically for capacity planning purposes.
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2.4 Evaluation metrics for Predictive Machine Learn-

ing Models in Capacity Planning and Load

Testing Optimization

The choice of metrics to evaluate machine learning models depends heavily on the

type of problem being addressed, as each metric provides unique insights into model

performance. Each metric emphasizes different aspects of performance, making it

crucial to select the most appropriate ones to ensure the model aligns with the specific

goals and requirements of the problem being solved. As we’ve seen earlier, the capacity

planning challenge is a regression problem and load testing optimization relies on a

time series forecasting problem. Below we provide the names and definitions of most

commonly used metrics to evaluate these types of machine learning models.

1. Median Percentage DeviationMPD, is the median of the measured percent-

age deviation between the predicted and actual target (system throughput) The

percentage deviation for a point in this set (given n points in the testing set) is

the fraction of the difference between the actual and the predicted throughput

from the actual, for each point i in the set. Thus, the MPD is calculated as:

MPD = Median(
actuali − predictedi

actuali
). (1)

2. Mean Absolute Percentage Error (MAPE), also known as mean absolute

percentage deviation (MAPD), is a measure of prediction accuracy of a fore-

casting method and measures the size of the error in percentage terms. It is

calculated by the formula (given n points in the testing set):

MAPE =
1

n

n∑
i=1

| actuali − predictedi
actuali

| (2)

3. Mean Absolute Error (MAE) is the average of the absolute errors, which is

the difference between the measured/predicted value and the actual value and

it is defined by the following formula (given n points in the testing set):

MAE =
1

n

n∑
i=1

| actuali − predictedi | (3)
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4. Mean Squared Error (MSE) measures the squared average distance between

the real data and the predicted data and it is defined by the following formula

(given n points in the testing set):

MSE =
1

n

n∑
i=1

(actuali − predictedi)
2 (4)

5. Root Mean Squared Error (RMSE) is the square root of the mean squared

error, thus defined as:

RMSE =

√√√√ 1

n

n∑
i=1

(actuali − predictedi)2 (5)

6. R2 score, or the coefficient of determination is a statistical measure of how

close the data are to the fitted regression line and it is defined by the following

formula:

R2 =
V ariance explained by the model

Total variance
=

SStot − SSres

SStot

,

SStot = sum of total squares,

SSres = sum of squares of residuals

(6)

The SSres is also known as the the unexplained variation.

7. Pearson Correlation Coefficient (PCC) is a measure of the linear correlation

(or dependence) between two data sets. In our case, we applied this metric only

for evaluation of the time series models performance, therefore the two data sets

in question are the true values set and the predicted set. In summary, the PCC

is defined as the ratio between the covariance of the two variables and product

of their standard deviations as follows:

ρact,pred =
cov(act, pred)

σactσpred

=

E[(Actual − µact)(Predicted− µpred)]

σactσpred

(7)

2.5 Evaluation metrics for Large Language Models

Large Language Models (LLMs) are evaluated using a variety of metrics that assess

their performance across different dimensions, depending on the specific tasks they
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are designed to perform. Since LLMs are technically text generators that predict

the next word in the sequence, some of the metrics used to evaluate LLMs are from

traditional Natural Language Processing (NLP) metrics or the rise of the pretrained

models (e.g., BERT [28]), as highlighted in prior studies [51, 82].

According to Sai et. al [99], LLMs should be evaluated by the task they perform

(e.g. classification, question and answering, summarization), therefore many other

metrics can be used. They also suggest that human expert evaluation that rate a

model’s outputs based on criteria like fluency, coherence, relevance, and appropriate-

ness are essential for open-ended generation tasks where quantitative metrics may

not capture nuances. In addition, there are also system performance metrics that

need to be taken into account. As a result, given their contextual nature, below we

present next only the metrics used in our research to determine the performance of

LLM agents used in an AIOps context:

1. Compliance with Instructions: Measures how well the model follows user

instructions or prompts. Since agents make use of tools, with the help of this

metric we are measuring the LLMs capacity to understand what tools it needs

to use and in what order.

2. Accuracy: Measures the ratio of correctly predicted instances to the total

instances. Although this metric is usually applicable for classification tasks, we

use it to measure, when asked repeatedly, the agent has been able to correctly

solve a task and provide the correct answer. The correctness of the answer is

made by human expert evaluation.

3. Human Evaluation: Involves human judges rating the model’s outputs based

on criteria like fluency, coherence, relevance, and appropriateness. This is essen-

tial for open-ended generation tasks where quantitative metrics may not capture

nuances, or for expert systems evaluation where the result is a chain of actions

decided by the chain of thought of the LLM [23, 117].

4. Latency and Throughput: Measures the time taken to generate responses

and the number of responses generated per unit time. This is important for real

time applications where the responsiveness is critical.

5. Cost: Measures the number of tokens by the LLM in the chain of thought to

process the user request, reach a conclusion and format the final response.
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Part I

Capacity Planning For Large Scale

Systems
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Chapter 3

Enhancing the Effectiveness of

Capacity Planning for Large Scale

Systems

This chapter presents an empirical study that examines the challenges of capacity

planning for large scale industrial systems and our proposed blueprint for a framework

and process that may be used both during the project phase and the production phase.

The blueprint we propose is extensible and generalizes on any configurable software

systems.

Prior research [32] has highlighted the significant economic impact on projects

and companies when applications cannot handle sustained load pressures and traffic

spikes. Similarly, the research community has shown that finding optimal parameter

values is a complex and time-consuming task [9, 20, 42, 43, 45, 70, 101].

However, although optimization is important, in industrial settings it makes more

sense to focus on optimizing Key Performance Indicators (KPIs) and Service Level

Agreements (SLAs), since these metrics ensure the correct functionality of the system.

Therefore, concentrating on capacity planning is more meaningful for the business.

This means that optimization efforts should target achieving optimal capacity for

the entire software ecosystem, rather than solely optimizing individual software con-

figuration parameters—even though the two are, to some extent, directly linked for

obvious reasons.
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We, therefore propose MLASP [114], a framework that uses automation and ma-

chine learning to address the capacity planning in industrial settings starting from

the project phase and continue into the production phase.

An earlier version of this chapter has been published at Empirical Soft-

ware Engineering (EMSE), 2021, Volume 26, Article Number 87. Vitui

and Chen [114]

3.1 Motivation

The motivation for our research was derived from the collaboration with our industrial

partner, Ericsson Inc. We present in this section the challenges faced by our partner

during the capacity planning process.

Load test engineers at Ericsson Inc. are tasked with testing and verifying the

capacity of software systems within a short time frame—the release cycle is only six

weeks. Software development teams rely on the load testing team’s results to deter-

mine whether the new release can be deployed to production. Depending on these re-

sults, a new Service Level Agreement (SLA) may also be provided if needed. However,

given the complexity of the software systems and the hundreds of performance-related

configurations, it is difficult for the load testing teams to execute comprehensive load

tests within the allotted time frame.

Ericsson’s systems consist of multiple components that combine both third-party

software and in-house developed software. The in-house components are maintained

by numerous developers and can encompass millions of lines of code. Depending on

requirements driven by capacity needs and project economics, these components are

grouped together either within the same application server or across different ones.

This approach addresses the need for increased capacity and redundancy. Sometimes,

redundancy is geographically distributed across several data centers. Each component

of the software system has various configuration parameters to provide increased

operational flexibility. However, this can affect the system’s performance and capacity

at both single-instance and clustered levels. The task of the load test engineers is

to estimate the software system’s capacity by considering not only the components’

configuration values but also the hardware settings, and to provide guidelines that

meet the performance and service level agreements expected by the customer.
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Generally, load test engineers do not know how each configuration parameter—or

combination of parameters—affects overall system performance. They rely on default

values provided by software developers. Similarly, developers may not know what type

of hardware or virtualization technology will be used to run the software. A prior

study by Li et al. [70] shows that developers may not even understand the effects

of parameter value combinations, so default values are sometimes provided based on

guessing or prior experience with similar systems. Load test engineers cannot afford

to test all possible combinations of parameter values, so they rely on their experience

and test only the most significant parameters.

Once an initial set of parameters has been selected, the load testing teams need to

perform additional endurance testing to ensure the software system’s stability under

sustained load. Throughout the endurance testing phase, the software components are

continuously monitored for capacity metrics—such as throughput and other KPIs—as

configuration values change.

One major drawback in capacity and performance evaluation is that when system

components are modified—such as through code changes, deployment settings, or

hardware configuration changes—the effects of the configuration parameters may also

change. This issue is known as the n-way feature interaction problem. Rerunning all

load tests to verify the effects of different parameter combinations becomes very time-

consuming and costly. Moreover, the number of parameters can increase exponentially

when new components are added to the software system. This makes it impossible

to test a sufficiently wide range of parameter values to confidently assert that a given

set leads to the desired capacity capable of sustaining SLAs under heavy load for

extended periods.

To meet time constraints between releases, load test engineers might consider ac-

celerating testing through parallelism by adding more computing resources, if avail-

able. However, this approach may not be feasible for large-scale solutions due to the

time required to deploy these resources, not to mention the significant cost increase

that the project would incur.

To summarize, poorly configured software can lead to suboptimal resource utiliza-

tion, resulting in performance issues and revenue loss. It can also cause deployments

to be larger than necessary, increasing capital expenditure costs for hardware, elec-

tricity, and other resources. Capacity planning for large-scale systems is an expensive
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and time-consuming process. These points highlight the critical importance of having

an efficient capacity planning and configuration analysis process for large-scale sys-

tems. In this section, we present a novel machine learning-based approach to help load

test engineers reduce the number of test runs needed to study and verify a system’s

capacity.

3.2 Case Study Setup

In this section, we present details about the studied systems. We then present the

methodology for the proposed framework blueprint.

3.2.1 MLASP Framework Proposal

Our objective for improving the capacity planning process is to provide a generic

process blueprint that can be adopted in an industrial setting with minimal effort.

The intention is to have a process that leverages existing and integrated toolsets used

by load testing engineers and developers for various tasks within their current capac-

ity planning and parameter tuning processes, preferably without requiring any code

changes. To achieve this, we propose a three-stage process called Machine Learning

Assisted System Performance and Capacity Planning (MLASP) [114] to effectively

address capacity planning challenges.

MLASP is a three stage process and its overview is presented in Figure 1. In the

first stage we aim to increase the load testing efficiency by the means of automation.

As mentioned before, we focus on non-intrusive data collection mechanisms. This is

imperative to follow as a generic approach which does not require access to the original

source code of a subject software component to extract valuable metrics. The second

phase presents the machine learning modeling and its associated activities: data

cleaning and feature engineering, model training and validation. The third and final

part is about using a trained model to answer the two applicable business situations:

”what if?” and ”find a valid configuration for a desired KPI” (i.e., throughput).

Noteworthy is the fact here that due to the nature of the problem we’re trying to

solve, it may be impossible to find a configuration set that yields precisely a KPI,

therefore we must consider searching for a configuration set that is close enough to a

desired target, in other words, it is within an acceptable percentage deviation from
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Figure 1: MLASP Process with its three stages: (1) Automated Load Testing, (2)

Feature Engineering and ML Training, and (3) Model On-Line Serving.

the desired KPI value.

Our proposed approach to automated load testing considers the following aspects

of the overall process:

• Automatic component configuration: at the beginning of each test cycle,

random values are generated and applied to the selected configuration parame-

ters. This operation is performed for every selected component.

• Automatic cluster configuration: at the beginning of each test cycle, within

the available resource boundaries, each component deployment is randomly

scaled.

• Automatic invocation of a dynamically configurable load driver: at the

beginning of each test cycle, a load driver is programmed to generate and apply

constant or variable load over the subject system as required by the business

test case scenarios.

• Automatic and consolidated data collection: throughout the execution

of the load test and as well as at its completion data is collected from the

components and underlying infrastructure using non-intrusive methods. These

data points form the desired KPI metrics data sets.
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Key to controlling the automation of the load testing part of the MLASP frame-

work is the random configuration parameter value generator which may be imple-

mented in various ways: as a generic script, or as a custom application written

in several programming languages. Alternatively, for regression testing purposes,

prior configurations may be retrieved from persistent storage solutions such as re-

lational databases (e.g., MySQL [87], PostgreSQL [91], etc.), no-sql databases (e.g.

CouchDB [7], etc.), or even a file versioning system. A new randomly generated, or a

previously defined configuration set is then applied to the target components (includ-

ing the load generator) by using either specialized tools (e.g., Ansible [5], Puppet [93],

or Chef [15]), or by custom scripts/applications. The load generator may also be im-

plemented through various ways: it may be a custom developed application or an

existing specialized tool such as JMeter [34], Jenkins [54], Soap-UI [107], etc. To col-

lect metrics using a non-intrusive approach, the software systems (applications and

the underlying infrastructure) must expose beforehand the KPIs of interest. These

KPI values maybe collected through logs (if available), or, by exposing counters that

may be queried by external agents, specialized for collecting such information. Most

modern systems follow the practice of exposing counters for querying either logs, for

tools such as Logstash [77] or Elasticsearch [29], or through specialized web services

where the information may be collected using specialized agents like JMX [58] (for

Java application only) or Prometheus (for any application that exposes Prometheus

style counters). The metrics information collected may also be aggregated and stored

in various types of databases (relational, time-series, no-sql).

The next phase in the proposed framework is the Machine Learning engineering

stage. This consists of a feature engineering pipeline and model training and vali-

dation step. Similar to the previous stage, there are many available tools for each

step in the stage (data engineering, model training and validation) such as: Apache

Spark [8], DeepLearning4J [27], Tensorflow [111], PyTorch [95], scikit-learn [103], etc.

The final stage of the MLASP blueprint is the model serving and inferencing

phase. Depending on the tools and libraries the model was created with, the final

trained and validated model may be served by frameworks such as Apache Spark [8],

Seldon [104], Flask [33], DeepLearning4J [27], etc. The resulting inferencing endpoint

may then be used for the two earlier mentioned business scenarios:

• What if – in this case the load test engineer provides the model with concrete
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parameter values and finds out the predicted KPI information from the model.

• Find valid configurations within provided ranges of parameter values that meet

a desired KPI value within an acceptable threshold. This scenario is very useful

for production capacity planning when a robust model (that has been trained

on a significant amount of data) is queried repeatedly to provide possible sets

of configuration parameter and deployment setting values. Using specialized

knowledge of the system, the load test engineers may then select one of the

proposed configuration sets and apply them to the software ecosystem.

Due to NDA reasons, we cannot disclose the integrations and tool sets our in-

dustrial partner has used in each phase of the MLASP process. However, as we

described above, several options are available for each stage. Furthermore, the pro-

posed blueprint is flexible may be extended or adapted to incorporate additional steps

as needed.

3.2.1.1 Feature Engineering and Selection

Feature selection and engineering are the precursor steps for machine learning model

training. They are necessary as they ensure that quality data is provided to the

machine learning models, which are very sensitive to this type of information. For

example, as prior studies show, multicolinearity may affect the stability of the model

(e.g., overfitting) [35, 47]. Therefore, we conduct an analysis to find correlated

features and only keep one of them in case a correlation of over 0.8 is detected [36].

As prior studies indicate [106, 108], some machine learning algorithms are sensitive

to the scale of the input data. There are various scaling techniques available, and

in our experiments, we use the StandardScaler and MinMaxScaler implementations

from the scikit-learn [103] library. The StandardScaler subtracts the mean and scales

the data to have unit variance, while the MinMaxScaler rescales the dataset so that

the entire feature set falls within the range [0, 1].

Also, for training purposes we consider only the configurations of successful load

tests, meaning that during a load test there were no errors recorded in the system

(i.e. all request were responded with 2xx OK type response).

It is important to note that the outcome of the feature selection process is closely

tied to a specific set of configuration parameters. This means that whenever a new
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non-constant parameter is added to the system, it becomes necessary to recreate

and retrain the model. The reason is that the existing model may no longer provide

accurate predictions if it does not take into account the newly introduced parameters.

3.2.1.2 Applying Machine Learning Techniques

To model and predict KPI responses based on a given set of parameter values, we

utilize different machine learning algorithms and architectures. This approach allows

us to capture various relationships between the features and the target variables, as

different models may excel in different aspects. By applying multiple techniques, we

study how effectively each algorithm models the given data. We apply the following

types of models:

Tree-based models:

• Random Forests - they are an ensemble learning algorithm that are constructing

multiple decision trees. Random Forests are less sensitive to outliers and can

identify important features [12].

• Extreme Gradient Boosting (XGBoost) - they are an optimizied version of the

gradient boosting machine learning method that is based on decision trees.

Prior research pointed out that this method is highly efficient for modelling

regression problems [18, 86, 90].

Deep Neural Network models:

• Multi-Layer Perceptron (MLP) - it is the base unit of a fully connected feed

forward neural network. Such a network is capable of modeling data with non-

linear relationship [130]. As pointed out by Cybenko’s theorem [17], MLPs are

universal approximators and are suitable for regression problems. It is impor-

tant to consider this factor in model selection because universal approximators

can extrapolate and make predictions using data that falls outside the sets and

ranges used during training. In contrast, tree-based methods do not perform

well when asked to make predictions on data that falls outside the feature ranges

they were trained on.

• Convolutional Neural Networks (CNNs) are regularized versions of Multi-Layer

Perceptron (MLP) networks. Although they were originally created for image
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analysis [38], CNNs have proven to be very effective at modeling regression

problems, as highlighted by prior research [66].

• Long Short-Term Memory (LSTM) networks [130] are a variant of recurrent

neural networks that capture and remember the order of data in sequences

during model training [30, 123].

Traditional model:

• The Linear Regression (LR) model serves as a fundamental baseline in machine

learning for regression problems. We use this model as a reference point to com-

pare its prediction performance with the more advanced models we mentioned

above.

For each model, we use the same training and testing data sets. Following the

Pareto principle [3, 126], we split the training data into 80% for actual model training

and 20% for validation. We then test the models using the test data sets.

3.2.1.3 Training Machine Learning Models

In this section we discuss aspects about ML model training. In our approach, we

implemented a sequential model hyperparameter tuning process, which can result in

longer training times. Specifically, we observed that searching for optimal hyperpa-

rameters in deep neural network models can take a significant amount of time (e.g.,

several hours for the open-source system) due to their complexity and the large num-

ber of parameters that require optimization. While deep neural networks generally

deliver excellent prediction results when sufficient training data is available, load test

engineers may still opt for algorithms like XGBoost. This is because XGBoost offers

significantly shorter training times while still providing strong prediction performance.

Based on our experience, as more test data becomes available, the optimal model

architecture (e.g., the number of neurons per layer in Neural Network models) or

hyperparameter values may change. For instance, we observed that the optimal hy-

perparameter values identified in research questions RQ1 and RQ2 differed when using

our model hyperparameter tuning approaches. Consequently, in addition to online

training, it is necessary to periodically retrain the models to determine new opti-

mal hyperparameter values. Similar findings were observed in the enterprise systems,
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prompting our industrial collaborators to incorporate model retraining and hyperpa-

rameter tuning into their CI pipeline once the number of new load tests exceeds a

certain threshold. This practice has been shown to improve prediction accuracy and

better capture the relationship between the system’s configuration parameters and

throughput.

Similar to the approach by Ha and Zhang [45], we developed an iterative method to

determine the optimal depth for the neural network that yields the best performance

on the validation subset. This iterative search involves testing network architectures

with different widths, such as 32, 64, and 128 neurons per layer, respectively. We

begin the evaluation with no hidden layers and incrementally increase the network

depth by adding one layer at a time, up to a predetermined maximum number of

layers (15 in our case). For each iteration, we record the following information:

• Model performance metrics: Metrics such as R2 score and Mean Absolute

Error (MAE) are calculated for the trained network’s performance on the test

data. These metrics help visualize the evolution of the loss function’s perfor-

mance with respect to the number of hidden layers.

• Training and validation data values: We store the training and validation

data values for each iteration to visualize their history. This allows us to identify

signs of overfitting or underfitting, such as when the training results deviate

significantly from the validation results.

• Predicted throughput: The predicted throughput values for the test data

are recorded to evaluate the model’s predictive performance.

• Model details: The trained model’s parameters and associated details are

saved in a file containing the best training score. These files allow us to reload

the fully trained model and deploy it within the CI process for further validation

and use.

This comprehensive recording process ensures that we can effectively evaluate and

refine our neural network architectures for optimal performance.

The process of expanding network depth can be either manual or automated. In

the manual expansion process, ML model developers follow an iterative approach to

determine the optimal maximum depth for neural networks or decision trees. For
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example, during the first trial, the maximum depth may be set to N = 5. After

reviewing the results, developers can decide whether the performance is acceptable

or if further modeling is required. If additional modeling is needed, the maximum

depth can be increased (e.g., to N = 10 or N = 15).

Although the manual process is straightforward to implement, it may not be the

most efficient method in terms of training time. To optimize the depth expansion

process, developers can adopt an automated approach [45]. This involves continuously

increasing the depth as long as the model performance metrics improve beyond a

certain threshold. For instance, the process can stop if the performance improvement

is less than x% after adding N additional layers, or if the results deteriorate by more

than y% after adding M additional layers. In our experiments, we chose a manual

approach for the open-source system, while we employed an automated approach for

the enterprise system.

During this iterative process, to optimize model performance we also tune other

neural network-specific parameters, including the following:

• Batch size: Determines the number of samples from the training set that the

model processes before adjusting its internal parameters (weights).

• Epochs: Specifies the number of complete passes (forward and backward)

through the entire dataset during the learning process. One epoch corresponds

to a single full pass through the dataset.

• Regularization values: Adjusts the L1 and L2 regularization parameters [88]

to help prevent overfitting by adding a penalty for large weights.

Regularization is a technique used to prevent overfitting by adding a penalty to

the model’s parameters (excluding the intercept). This penalty is incorporated into

the loss function, encouraging the model to generalize the data and avoid overfitting.

Prior research [88] recommends evaluating model performance using two standard

types of regularization procedures:

• Lasso regression [112]: Applies a penalty that minimizes the sum of the

absolute values of the model parameters (weights). This method is also known

as the L1 norm.
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• Ridge regression [89]: Uses a penalty that minimizes the sum of the squares

of the model parameters. This method is also known as the L2 norm.

These methods help ensure that the model remains robust and performs well on

unseen data.

For tree-based algorithms, we also use an iterative approach to determine the

optimal number of trees as well as the L1 and L2 regularization values to achieve

better prediction results. We gradually increased the number of trees until there was

little to no improvement in prediction performance. Similarly, we adjusted the L1

and L2 regularization values incrementally to optimize the model’s performance.

To further study if our models suffer from any overfitting, we also conduct a 10-

fold cross validation for all models on the existing test data. We find that when using

10-fold cross validation, the models show similar prediction results as before.

3.2.2 Studied Systems

We conduct our experiments on two sets of studied systems: enterprise and open

source.

3.2.2.1 Enterprise Systems

We evaluate and integrate our methodology on two large-scale enterprise systems de-

veloped by our industrial partner, Ericsson Inc. Due to a non-disclosure agreement

(NDA), we cannot provide detailed information about these systems. However, we

can offer a high-level description: these systems consist of millions of lines of code

and are maintained by a large team of software engineers. They provide business-to-

business (B2B) and business-to-consumer (B2C) telecommunication services related

to messaging, location-based services, and payments. These systems utilize Ericsson’s

in-house developed products, third-party commercial products, and some open-source

software. They process tens of millions of requests daily, serving millions of customers

around the world, including some in mission-critical operations. Owing to their criti-

cal nature, these systems are deployed with both local and geographically distributed

redundancy.

33



3.2.2.2 Open Source Systems

To validate our findings and ensure reproducibility, we also conduct experiments on

Apache Kafka [6]. Kafka is a distributed messaging streaming (DMS) system that

operates in clusters of one or more servers known as brokers. These clusters can

expand within a single data center or across multiple data centers. Within these

clusters, streams of records (also called messages) are stored. Similar messages are

grouped into topics, which are further divided into partitions. These partitions can be

distributed and replicated across any number of brokers in the cluster for redundancy.

We use Kafka as our first open-source subject system as it has similar high level

features as the enterprise systems as follows:

• Kafka is a highly configurable system.

• Kafka is supports non-intrusive key performance indicator measurements and

dynamic configuration changes (i.e., using JMX).

• Its performance depends on both vertical and horizontal settings.

• It supports both local and geographically distributed redundancy.

We perform our experiments with Kafka on a system using Amazon Web Ser-

vices (AWS) cloud resources, not using the AWS managed Kafka services. In our

experiments we use three different environments (i.e. deployment settings):

• one broker with one topic having one partition and without replication.

• one broker with one topic having two partitions and without replication.

• two brokers with one topic having two cross replicated partitions, meaning each

broker has one active partition and the replica of the other broker.

In addition to the Apache Kafka open source test environment, we verify the

experiments and provide a full scale reproduction of our proposed framework, MLASP,

in a Kubernetes [61] environment implementation, namely Red Hat OpenShift [97].

In this context, we provide comprehensive, step-by-step instructions and source code

for setting up the test environment. This includes the load testing framework, data

collection processes, machine learning (ML) procedures, and example operational

clients for utilizing the trained ML models. The two scenarios in which the ML
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models are applied are: (1) a ”what if” analysis, and (2) finding a valid configuration

to reach a target KPI within an acceptable margin. The complete instruction set and

source code are available in a GitHub-hosted project called MLASP on OpenShift [84].

This project uses WireMock [121] as the test subject—a popular open-source, generic

web service mocking application that can be adapted and extended to a wide range

of business applications. Through this project, we validate our experiments on an

additional open-source test subject and demonstrate our proposed blueprint on a

commercial-grade open-source software system. Noteworthy is the apsect that this

second open-source system verification based on Red Hat OpenShift was not part of

the original MLASP [114] research. The results presented in Section 3.3 refer only to

the ones from the MLASP [114] publication.

3.2.3 Performing Load Tests

We presented earlier in Figure 1 the three stage process of MLASP. Next, in Figure 2

we depict the overview of the load test execution setup. We use for each studied

system appropriate load scripts to generate traffic and exercise the system. We take

into consideration that a system may contain multiple components, therefore, we

collect the set of configuration parameters and the corresponding throughput in each

component. As mentioned, we rely on non-intrusive data collection and system control

techniques for reconfiguration such as specialized APIs (web-based APIs, RESTful or

SOAP, or Java Management Extensions - JMX), or periodic reloading of configuration

files. Throughput information about the studied software system may be collected

from logs or from API queries. If logs are used, depending on the their nature and

stored information, expert knowledge may be required to perform the calculations

of the desired throughput information. During these load tests, the input payload

was constant during the execution of the test, however different tests had different

payloads as different business request types were tested.

Next, we detail the process of running load tests for the studied systems.

3.2.3.1 Enterprise Systems.

The two enterprise systems are deployed on a large scale. Each system contains several

different products that work together to fulfill specific business requirements. Some

of these systems offer out-of-the-box capabilities for querying dynamically collected

35



Traffic
Generator

Kafka
BrokerKafka

BrokerComponent 1

Load
Script(s)

ML
modeling

Feature Set
Selection Pool

Agent 1

Feature
Engineering &

Selection

Kafka
BrokerKafka

BrokerComponent 2

Agent 2

Kafka
BrokerKafka

BrokerComponent n

Agent n

Studied System

Component 1
Config &

KPI Information

Component 2
Config &

KPI Information

Component n
Config &

KPI Information

ML Pipeline Module

Business Software
Module

ML Data Points

Online
Capacity

Prediction

Legend:

ML Model Exposure
Interface

Load Generator
Software

Test Data

ML Framework

Figure 2: A high-level overview of our approach and load test execution setup.

performance metrics (i.e., for calculating throughput), while others require additional

analysis to extract the necessary metrics.

To handle the distributed information, we aggregated the metrics based on times-

tamps. In large-scale deployments, the various components must be highly synchro-

nized. We leveraged the synchronous properties of the enterprise systems to extract

information from each component at the same synchronized time intervals. Once the

data collection endpoints were in place, the load test engineers executed load tests by

following a defined in-house process.

Due to the nature of the studied systems, load test engineers use in-house custom

scripts to generate and execute the load. The test generation and execution processes

are integrated into the Continuous Integration (CI) pipeline. At the end of each test,

we collect and calculate the throughput of the studied systems under the executed

load, along with the given configuration parameter values and the corresponding

deployment settings.
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3.2.3.2 Open Source System

As previously mentioned, concerning the studied open source systems, we shall only

refer to the one described in the existing MLASP [114] publication, namely the Apache

Kafka [6].

We consider three sets of configuration parameters in our study: environment

settings, broker (i.e., Apache Kafka), and load-generator (i.e., custom application).

Following recommendations from previous academic research focused on Kafka

performance [10, 67], as well as from commercial support suppliers for Kafka [24, 25],

we select and vary the most important Kafka broker configuration parameters in our

tests [6]:

• background.threads: The number of threads the broke may use for various

background processing tasks. The range of values we used in our experiments

for this parameter was [5-30].

• num.io.threads: The number of threads that the broker uses for processing

requests that refer to disk I/O. The range of values we used in our experiments

for this parameter was [4-16].

• num.network.threads: The number of threads that the broker uses for exchang-

ing requests and response message with the network. The range of values we

used in our experiments for this parameter was [3-6].

• num.replica.fetchers: The number of fetcher threads used to replicate messages

from a source broker. Increasing this value can increase the degree of I/O par-

allelism in the follower broker. The range of values we used in our experiments

for this parameter was [1-2].

For each environment setting, we vary the Kafka broker configuration parameters

as well as the load-driver parameters, using the same sequence of values from the

selected range applicable to each parameter.

Note that the three previously mentioned environment settings concerning the

Kafka cluster setup (i.e., the number of brokers and the number of partitions per

topic) are also part of the configuration parameters. From the load generator’s stand-

point, we use the message size and the number of client threads publishing messages

into Kafka as input variables. The measured target is the client-side throughput
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in relation to the server-side capabilities of the target Kafka environment. In other

words, given a specific configuration tuple (i.e., broker settings, environment, load

generator parameters), we calculate the throughput as the number of messages that

can be published to Kafka within 30 minutes. The load test results are aggregated

per environment and are used to build the machine learning models for capacity

prediction.

For the actual load test preparation and execution, we follow the steps below for

the open-source system:

• We used the load-driver to run tests for a fixed duration (i.e., 30 minutes).

• At the beginning of each test run, we update the configuration of both the

load-driver as well as of the Kafka brokers. We generate a total number of 300

distinct configurations.

• We executed load tests using the same 300 distinct configurations on each of the

three different Kafka environments (as described in Section 3.2.2.2). In total,

we executed 900 load tests with a total machine execution time of over 18 days.

We utilized expert knowledge to determine which configuration parameters to tune

on the Kafka broker side for each load test scenario [10, 24, 25, 67]. The range used

to vary each configuration parameter was defined as a list of values described by the

function f(x) = nx, where both n and x are positive integers. This range included

values both higher and lower than the default configuration value for the parameter

x. The upper and lower bounds of the range (i.e., n) were selected based on domain

knowledge for each configuration parameter considered in the test scenarios. For

example, in the open-source environment, the BackgroundThreads parameter values

of the Kafka broker were modeled by the function f(x) = 5x, where x ∈ [1, 6] and

the NumIoThreads parameter values were modeled by f(x) = 4x, where x ∈ [1, 4].

Using a custom-developed Java-based command-line application as the load driver,

we controlled the number of client threads used to send messages to the Kafka bro-

kers, as well as the size of the messages being delivered. The load-driver application

recorded the configuration parameter values and the measured throughput (i.e., the

KPI for the studied open-source system) in a log file for each test run.

On the Kafka broker side, we developed an agent that collects Kafka through-

put metrics at one-minute intervals. For each test run, we aggregated the broker’s
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throughput to correlate it with the load-driver’s recorded throughput, allowing us to

calculate the overall system throughput under a specific set of configuration parame-

ter values. The model’s source code and the test results for the open-source systems

can be found online [83].

Although we cannot disclose the details of the enterprise systems due to our NDA,

we follow a similar process by running load tests with varying configuration parameter

values. We use customized scripts for test execution and data collection, which are

integrated into the Continuous Integration (CI) process used by Ericsson Inc.

3.3 Case Study Results

In this section, we discuss the results of our research questions (RQs). For each RQ,

we present the motivation, our approach and the results.

To comply with the NDA requirements set by our industrial partner, we present

capacity planning information in a generic form applicable to both the enterprise

and open-source systems, focusing on application throughput. We define throughput

as the number of messages or requests processed by the software system within a

specified time period.

3.3.1 RQ1: What is the prediction accuracy on the system

throughput given variable system configuration param-

eters?

Motivation: Modern large-scale systems can be highly complex, comprising multiple

integrated components, each with a varying number of configuration parameters.

Consequently, there may be hundreds of combinations of configuration parameter

values, environment settings, and deployment options that can be applied to the

system. Studying the effects of these parameter combinations requires load testing,

which helps identify the configuration sets that support a desired capacity. However,

this is a lengthy process. In addition to running these tests, load test engineers need to

invest significant time in analyzing the results and creating baseline recommendations

for specific KPI targets, such as throughput.

Approach: To simplify and reduce the time required to accomplish this task, we
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propose using a series of generic machine learning models to determine which one

performs best on the provided data sets. To asses the performance of the models

we use metrics defined in Section 2.4. We perform the training and valiadion of the

models using the Pareto principle as described in Section 3.2.1.2. We also perform

ten-fold cross validation of our models to verify their robustness.

Results: We have found that the machine learning models can predict the Key

Performance Indicator (KPI), such as throughput, with high accuracy. Specifically,

XGBoost and fully connected neural networks (MLP neural networks) achieve the

best prediction results, and our findings are consistent across the studied systems. In

Table 1 and Table 2, we summarize the results for both one-pass and ten-fold cross-

validation training. We observe that some models exhibit high accuracy due to low

values in the model evaluation metrics—for example, the Mean Absolute Percentage

Error (MAPE) ranges from 0.68% to 4.5% for models like XGBoost and MLP neural

networks. In contrast, other models do not capture the relationship between the

configuration values and throughput as effectively; for instance, MAPE increases up

to 62% for architectures like CNN, LSTM, and classic linear regression.

Similarly, when we examine the Mean Absolute Error (MAE), which measures the

average magnitude of the errors, we see values between 2,200 and 5,500 in the case

of the open-source system for most ML models (due to our NDA, we cannot disclose

the values for the enterprise systems). Considering that the number of processed

messages ranges from 100,000 to 700,000, an MAE of 2,200 to 5,500 is considered

very small.

As an example, Figure 3 shows the predicted vs actual throughput across various

test runs from the MLP Neural Net model of the open-source system. We can easily

see that there is a very high overlap between the predicted and actual throughput

(i.e., there is a near-perfect alignment between the two types of dots in the figure).

Figure 4 illustrates the distribution, where each point represents the deviation

value for one load test result. The results show that the percentage deviation is small

for all models in the open-source systems, except for linear regression models. This

finding indicates that, in the open-source system, the model predictions are consistent

across various load tests given different sets of configuration parameter values. We

exclude the detailed distribution for the enterprise systems due to NDA constraints.

However, as shown in Table 1, the median percentage deviation is higher for models
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Table 1: Model evaluation results when using the entire data with separated training

and testing. We excluded the MAE, MSE and RMSE for the enterprise systems due

to NDA.

System Model R2 Score Median (%) MAPE MAE MSE RMSE

Type Deviation

Open-Src.

XGBoost 0.99964 0.0865 % 0.8060 % 2,193 2.4028e7 4,901

Random F. 0.99958 -0.1828 % 0.6617 % 2,266 2.8253e7 5,315

MLP NN 0.99969 0.1648 % 0.6822 % 2,110 2.0594e7 4,538

CNN 0.99949 0.1590 % 1.1940 % 3,555 3.4482e7 5,872

LSTM NN 0.99902 0.2583 % 1.4341 % 5,586 6.6280e7 8,141

Linear Regr. 0.90930 7.3951 % 41.3498 % 66,759 6.1744e9 78,579

Entprz. 1

XGBoost 0.99324 0.6323 % 2.3596 %

—–

Random F. 0.95078 -0.1450 % 4.5820 %

MLP NN 0.99512 2.2929 % 2.3435 %

CNN 0.98317 -1.0807 % 3.5182 %

LSTM NN 0.92908 -16.0805 % 8.0132 %

Linear Regr. 0.98830 4.6561 % 21.3450 %

Entprz. 2

XGBoost 0.99973 0.8091 % 4.5485 %

—–

Random F. 0.99647 1.5526 % 67.5510 %

MLP NN 0.99991 1.0868 % 3.3082 %

CNN 0.99067 -8.1808 % 23.6534 %

LSTM NN 0.97589 -5.9882 % 62.2091 %

Linear Regr. 0.92218 4.3187 % 10.4637 %
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Table 2: Mean of model evaluation results when using the entire data with a 10-fold

cross-validation. We excluded the MAE, MSE and RMSE for the enterprise systems

due to NDA.

System Model R2 Score Median (%) MAPE MAE MSE RMSE

Type Deviation

Open-Src.

XGBoost 0.99967 0.0473 % 0.9716 % 2,360 2.2792e7 4,742

Random F. 0.99963 0.0789 % 0.7673 % 2,295 2.5318e7 5,004

MLP NN 0.99921 0.4544 % 1.8316 % 4,250 5.4934e7 7,320

CNN 0.99181 -0.6284 % 6.8631 % 14,891 5.7416e8 22,665

LSTM NN 0.99759 0.4520 % 1.9627 % 7,286 1.7208e8 11,423

Linear Regr. 0.91294 4.2547 % 42.1498 % 64,867 6.0917e9 77,905

Entprz. 1

XGBoost 0.96281 1.4391 % 3.7316 %

—–Random F. 0.92250 -1.5916 % 7.0361 %

MLP NN 0.95681 3.3302 % 3.0288 %

CNN 0.91407 1.6746 % 5.8063 %

LSTM NN 0.90522 -18.5884 % 10.0907 %

Linear Regr. 0.91538 4.5912 % 19.1878 %

Entprz. 2

XGBoost 0.94997 2.2235 % 8.1909 %

—–Random F. 0.90843 -1.3599 % 57.8177 %

MLP NN 0.95196 -3.4797 % 6.9008 %

CNN 0.91448 9.1220 % 33.5975 %

LSTM NN 0.93642 4.1062 % 69.3470 %

Linear Regr. 0.85118 4.5878 % 27.0634 %
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Figure 3: An example of the predicted v.s. actual throughput for the open-source

system from the MLP Neural Net model results built using the complete dataset.

such as CNN, LSTM, and linear regression. Our findings demonstrate that CNN,

LSTM, and linear regression may result in a higher deviation between the predicted

and actual throughput. In contrast, XGBoost and MLP Neural Networks have the

highest R2 scores and relatively low deviations in the prediction results.

As mentioned earlier, to further investigate whether our models suffer from overfit-

ting, we conducted a ten-fold cross-validation. Table 2 presents the mean of the met-

rics obtained after applying a ten-fold cross-validation (following the same data split-

ting and training process). Our findings show that, using ten-fold cross-validation,

the models exhibit similar prediction results as before. Figure 5 displays an example

of the training versus validation loss for the MLP model obtained after training on

the training set. The convergence of the training and validation loss indicates that

the model is not suffering from overfitting.
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Figure 4: Distributions of the percentage deviation between the predicted and actual

value for the open-source system using the complete dataset with separated training

and testing dataset.

44



Figure 5: An example of train v.s. validation loss for the open-source system from

the MLP Neural Net model results built using a subset of the complete dataset.

Our prediction models can forecast a system’s throughput given a set of config-

uration parameter values with very high accuracy. Specifically, machine learning

models like XGBoost and Multi-Layer Perceptron (MLP) neural networks achieve

the best prediction results, with Mean Absolute Percentage Error (MAPE) val-

ues ranging from 0.81% to 8.2% and a low median percentage deviation. How-

ever, other ML models—such as linear regression, Convolutional Neural Networks

(CNN), and Long Short-Term Memory (LSTM) networks—have lower prediction

accuracy and exhibit higher variation in prediction results across the studied sys-

tems.

3.3.2 RQ2: What is the prediction accuracy by training the

models using a small number of test runs with different

configuration parameter values?

Motivation: Predictive ML models usually require large sets of data in order to

train [4, 98] in order to provide useful predictions. Since running load tests can be

resource intensive, load test engineers may not be able to run a large number of load

tests with a wide range of configuration parameter values in order to gather a large

data set for building a high performance capacity prediction model. Therefore, in
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this research question (RQ), we investigate whether we can accurately predict system

throughput using machine learning models trained on a smaller number of test runs.

The results would provide insights into the test execution time that can be saved

by using our approach to predict system throughput given different configuration

parameter values.

Approach: For the open-source system, we used a small subset of data—specifically,

30 test results out of a total of 900. These 30 test results were randomly selected

to build the models. We then evaluated the models on several hundred randomly

selected test results from the remaining data. We followed a similar process for the

enterprise systems, using only a small subset of the test results to build the models.

To evaluate the models, as in the first research question (RQ1), we reported the

R2 score, Mean Absolute Error (MAE), and the percentage deviation between the

predicted and actual throughput.

Results: We observe that when we used only a subset of the data for model training,

XGBoost achieves the best prediction results with the lowest variability compared to

other machine learning models. Table 3 shows the prediction results when using a

subset of the test results to train the model. We find that, in general, the prediction

accuracy has decreased compared to using the entire dataset.

The Mean Absolute Error (MAE) values for the open-source systems have in-

creased to a range of 4,154 to 64,867, compared to 2,110 to 67,751 in RQ1. Similarly,

the Mean Absolute Percentage Error (MAPE) values for the open-source systems

range between 1.06% and 36.44%, depending on the algorithm used to solve the re-

gression problem, where lower values indicate higher prediction accuracy. Notably,

XGBoost achieves a MAPE of 1.1% to 2.8%, demonstrating that the prediction re-

sults are comparable to those obtained when training the models using the entire

dataset. Our findings show that even though the overall prediction performance has

decreased, the models can still achieve good prediction results. We observe that some

algorithms are less stable, exhibiting a higher percentage deviation compared to oth-

ers (Table 3). Specifically, LSTM models are the least stable and have the highest

median percentage deviation across all studied systems, ranging from -13% to 6.5%.

Additionally, as shown in Figure 6, there are certain test results in the open-source

system where the percentage deviation between the predicted and actual throughput

is very high (i.e., outliers in the box plot).
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Table 3: Model evaluation results when using a subset of the entire data with

separated training and testing. We excluded the MAE, MSE and RMSE for the

enterprise systems due to NDA.

System Model R2 Score Median (%) MAPE MAE MSE RMSE

Type Deviation

Open-Src.

XGBoost 0.99889 0.5694 % 1.0672 % 4,154 7.8966e7 8,886

Random F. 0.99893 0.5315 % 1.4713 % 5,539 7.6122e7 8,724

MLP NN 0.99953 2.1227 % 2.6546 % 4,392 3.3086e7 5,752

CNN 0.96168 -2.2649 % 15.5894 % 29,567 2.7289e9 52,239

LSTM NN 0.96830 -13.0955 % 14.7153 % 37,675 2.1557e9 46,430

Linear Regr. 0.89828 10.4876 % 36.4431 % 67,751 7.2433e9 85,108

Entprz. 1

XGBoost 0.99159 0.0262 % 2.7578 %

—–

Random F. 0.94208 -0.6794 % 5.0949 %

MLP NN 0.98547 1.5053 % 5.7127 %

CNN 0.98269 1.3599 % 4.5767 %

LSTM NN 0.90235 6.5161 % 17.8877 %

Linear Regr. 0.96475 8.4154 % 14.4674 %

Entprz. 2

XGBoost 0.99954 -1.0259 % 1.7781 %

—–

Random F. 0.99367 -1.2040 % 7.8301 %

MLP NN 0.99192 7.1343 % 13.3365 %

CNN 0.94616 -4.2667 % 36.1945 %

LSTM NN 0.95059 -13.1491 % 13.9580 %

Linear Regr. 0.96084 2.5049 % 8.18635 %
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Figure 6: Distributions of the percentage deviation between the predicted and actual

value for the open-source system using a subset of data to train the models.
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Table 4 presents the mean evaluation metrics obtained when applying leave-one-

out cross-validation on the subset dataset. We observe that for some models (e.g.,

LSTM), the MAPE achieved in leave-one-out cross-validation is significantly differ-

ent from that obtained using separate training and testing subsets. This suggests

that, due to the smaller size of the training and testing data, some models may

experience overfitting issues (i.e., different runs yield varied results in leave-one-out

cross-validation). Nevertheless, XGBoost models achieve very similar results when

using both separate training and testing datasets and leave-one-out cross-validation.

Our findings indicate that XGBoost models provide the best prediction results and

are the most stable when trained on a subset of data. Therefore, future studies and

practitioners may prefer XGBoost models for capacity prediction when only limited

training data is available.

MLASP can still achieve excellent prediction results for throughput when trained

on a small subset of data (i.e., 3% of the open-source data and a subset of the en-

terprise systems data). We also find that XGBoost provides the best prediction re-

sults—with MAPE values ranging from 1% to 3% across all studied systems—and

exhibits the most stable performance when the training data is limited.

3.4 Discussion and Implication of Our Findings

In this section, we delve into the lessons learned from conducting our experiments

and integrating our approach into the enterprise systems. We highlight key insights

and practical implications that emerged during this process. We also highlight some

key findings from studying the Apache Kafka open source system.

3.4.1 Understanding the Effect of Configuration Parameters

As discussed in prior research [69], we find that developers may not fully understand

the impact of a configuration parameter once the system is deployed in a distributed

and complex setting. Consequently, load test engineers need to spend considerable

time testing the system under various configuration parameter values, which can be

costly or even impractical. By building models, we can comprehend the importance

of each feature (i.e., configuration parameter) in relation to the target variable (i.e.,
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Table 4: Mean of model evaluation results when using a subset of the entire data

with separated training and testing and leave-one-out cross-validation technique on

the training dataset. We excluded the MAE, MSE and RMSE for the enterprise

systems due to NDA.

System Model R2 Score Median (%) MAPE MAE MSE RMSE

Type Deviation

Open-Src.

XGBoost 0.99883 0.5632 % 1.0795 % 4,242 8.3032e7 9,092

Random F. 0.99877 0.7213 % 1.5241 % 5,857 8.7052e7 9,252

MLP NN 0.99660 -4.0275 % 7.8962 % 11,654 2.4191e8 14,454

CNN 0.88445 -4.8323 % 23.8084 % 51,175 8.2286e9 87,672

LSTM NN 0.83048 -33.5486 % 47.4998 % 73,846 12.149e9 90,930

Linear Regr. 0.89742 9.2974 % 36.4756 % 67,810 7.3047e9 85,466

Entprz. 1

XGBoost 0.96354 0.0879 % 3.6777 %

—–

Random F. 0.89339 0.7440 % 7.3675 %

MLP NN 0.91848 1.9285 % 5.7111 %

CNN 0.88238 2.6036 % 7.0554 %

LSTM NN 0.89979 7.2277 % 25.8928 %

Linear Regr. 0.86504 9.6058 % 21.4257 %

Entprz. 2

XGBoost 0.98516 0.5902 % 2.0413 %

—–

Random F. 0.94357 0.7911 % 13.3980 %

MLP NN 0.92409 8.1647 % 19.3214 %

CNN 0.88860 -6.4085 % 48.8870 %

LSTM NN 0.92140 -15.6541 % 21.1542 %

Linear Regr. 0.82025 3.0043 % 11.4730 %
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Figure 7: Feature Importance: Open source system parameters that have the most

impact over the load test results.

KPI). This approach allows us to detect upper boundaries where increasing the pa-

rameter values further does not significantly affect the KPI.

The importance of the features can be determined directly from the ML mod-

els using specialized libraries that provide such insight. Figure reffig:mlasp-feature-

importance, depicts the feature importance of the parameters for the open source

system, correlated with the performed load test data.

For example, in the open-source system, we observe that the throughput remains

unchanged once the number of background threads in a Kafka broker reaches a cer-

tain threshold. After examining the feature importance in the model, we find that

the combinational effect of configuration parameters is more significant than any sin-

gle parameter. In addition to the number of threads, the model results also indicate

that message size is an important feature. Our investigation reveals that the overall

input/output operations per second (IOPS) of the disk and network greatly influ-

ence the total number of messages the system can process, regardless of how many

background threads we use. By utilizing MLASP, we can model the combinational

effects of configuration parameters and environment/deployment settings while run-

ning fewer load tests. This approach enables us to provide more informed suggestions
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to load test engineers and developers regarding system capacity.

We observed similar benefits in the enterprise systems. Specifically, MLASP not

only enhances our understanding of the importance of configuration parameters but

also provides strong evidence for fine-tuning scaling strategies. For example, knowing

the IOPS limits and requirements of a system aids in virtual machine allocation and

relocation strategies for multi-tenant hardware within private clouds and data centers.

The models also assist in test automation by reducing the number of tests needed to

tune or verify less important configuration parameters, leading to an overall reduction

in load testing time. Overall, we find that MLASP can lead to significant cost savings,

streamline the CI process, and enhance the efficiency of load testing activities.

3.4.2 Integrating MLASP in Industrial Setting

There are various methods to integrate MLASP into industrial settings, such as mod-

ifying the source code to include self-monitoring and self-tuning functionalities. Ulti-

mately, MLASP employs a non-intrusive approach for data collection and configura-

tion parameter tuning. As discussed in Section 3.2, we calculate system throughput

by leveraging readily available information. Our approach requires no changes to the

system’s source code and does not affect the testing activities that are part of the

enterprise systems’ software development process. This non-intrusive method was

highly regarded by the project management team, as it avoided adding additional

costs to the project. Consequently, it did not jeopardize timely delivery plans and

release roadmaps, which ultimately led to the integration of MLASP. Future studies

may consider such a non-intrusive approach to increase the adoption of the developed

methods.

Beyond delivering excellent prediction results, MLASP also assists load test engi-

neers in identifying combinations of configuration parameter values that yield specific

outputs. When integrating our approach with the industrial system, we discussed

with our industrial partner—including project management and technical person-

nel—whether the models could be used for capacity planning in addition to capacity

prediction. For example, our industrial partner might be interested in knowing the ex-

pected throughput if the number of deployed nodes decreases by two. If the model can

provide accurate predictions by inputting the desired variable values into the trained

models, it can offer an accurate estimated outcome. Essentially, MLASP helps load
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test engineers model the scalability of the software system (e.g., determining the types

and amounts of resources needed to achieve a desired throughput based on forecasts

of future traffic needs). Such inverse prediction or classification is commonly used

in statistics and machine learning to understand the effect of variables and to aid in

business decisions [1, 19, 69]. MLASP also helps load test engineers identify poten-

tial physical limitations of the system hardware by studying the correlation between

features (i.e., configuration parameters) and throughput, as discussed in Section 3.2.

This information was highly valuable for reporting purposes to both management

and development teams when simulating ”what-if” scenarios. The results from these

simulations highlighted the relationships between different parameters—such as un-

derlying infrastructure and software configurations—and provided important insights

to development teams on where to focus improvement efforts in the next iteration.

Project management also gained a clearer understanding of the roadmap and were

able to create risk mitigation plans more quickly (e.g., determining when to order

additional hardware and when and what communications should be given to the cus-

tomer regarding the roadmap).

Given the high level of interest from our industrial partner, we also adapted this

tool for use with the open-source system. We added the adapted code to the public

GitHub repository, sharing the data and algorithms [83].

During our integration process, we also enhanced the existing load testing pro-

cess by improving automation. Specifically, we integrated the previously mentioned

random configuration generator tool and the machine learning model training capa-

bility. Due to the NDA, we cannot disclose which tools are used in each phase by our

industrial partner.

3.5 Threats to Validity

In this section, we discuss the threats to validity related to the MLASP framework.

3.5.1 External Validity

We conducted our experiments on both open-source and enterprise systems. Ulti-

mately, MLASP was well received by our industrial partner, and the prototype has

been integrated into their software development process. Although our findings are
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consistent across the studied systems, these results may not generalize to other sys-

tems. We believe that the approach may be easily extended to any type of IT system

that takes in a request, takes some time to process it and provides a response (the

input and output payloads may differ in structure and size).

3.5.2 Internal Validity

Since enterprise systems are continuously evolving, changes in the source code can

affect the system’s throughput. Therefore, we aimed to use the same release of the

system throughout the process to minimize the impact of new code changes. For the

open-source system, we did not use any system KPI metrics (e.g., CPU usage), as the

underlying hardware and virtual server capabilities may experience some noise (e.g.,

context switches or garbage collection overhead). Therefore, we chose to model the

KPI that better reflects users’ perception of the system—namely, throughput.

3.5.3 Construct Validity

Previous studies [44, 88] have shown that parameters in machine learning models can

significantly affect model performance. Therefore, in our experiments, we applied a

semi-automated analysis to tune a wide range of model parameters using a validation

set. Other potential issues with machine learning models include multicollinearity

and overfitting. To mitigate these risks, we split the data into training, validation,

and testing sets to avoid training biases. We also applied different regularization

methods to reduce the possibility of overfitting. Our prediction results on external test

datasets demonstrate that our models perform very well and are similar to the results

obtained on the validation set. Thus, the models are not suffering from the problem

of overfitting. However there is an aspect to consider that due to the technique we

used, the models are not guaranteed to cover the worst case scenarios.
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Part II

Load and Endurance Testing For

Large Scale Systems
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Chapter 4

Enhancing the Effectiveness of

Load Testing for Large Scale

Systems

This chapter presents an empirical study that examines the challenges of the load

testing process for large scale industrial systems and our proposed blueprint for a

framework and process that may be used both during the project phase and the

production phase. The blueprint we propose is extensible and generalizes on any

configurable software systems.

We have learned from prior studies [32] how costly load-related issues can be

for companies. Therefore, having proper capacity planning is critical for businesses.

However, capacity planning heavily depends on load testing, which, in turn, may

require significant resources and time; thus, having an efficient load and endurance

testing process is also crucial for the software development life cycle (SDLC).

Additionally, software systems under load may exhibit spikes in various metrics.

Neglecting these spikes has often led to more serious problems causing outages [40].

Therefore, it is important to understand the nature of spikes, their causes, and their

potential ripple effects within the system. In other words, having a good spike de-

tection system in place can help correlate events among the different components of

a software ecosystem, making it easier to isolate and study their effects. This aspect

is extremely useful when spikes cause ripple effects that destabilize later parts of the
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ecosystem, as those events are hard to reproduce—especially when the starting con-

ditions are unknown (e.g., a spike in the load of a component may have caused a

buffer overrun, leading to loss of messages or corruption of other data).

An earlier version of this chapter has been published in the Proceedings

of the 39th IEEE/ACM International Conference on Automated Software

Engineering - Pages 1956–1966 · Oct 28, 2024. Vitui and Chen [115]
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4.1 Motivation

In this section, we present the challenges faced by our industrial partner, Ericsson

Inc., during endurance testing execution.

Load test engineers are required to perform both load and endurance testing. An

endurance test is a specialized load test that aims to observe how a system behaves

under prolonged load conditions, potentially running for hours or even days [21, 56].

The first challenge is for load test engineers to identify as early as possible when a

load or endurance test is failing and to stop its execution, given the limited time and

resources available for the project. Endurance tests may fail for various reasons, such

as:

• Slowdown of the end-to-end system performance due to bottlenecks or

overload in any number of components within the software system. For ex-

ample, the system’s throughput drops below a defined threshold for a specific

duration—for instance, in the last 5 minutes, the system throughput fell below

50 transactions per second (TPS).

• Intermittent information loss, which is an escalation of the previous condi-

tion where the system’s processing speed has decreased and it is also losing some

of the received requests. For example, in the last five minutes, the throughput

decreased below 50 TPS, and/or three percent of the messages were lost.

• Encountering a malfunction or critical error in one or more components

of the software ecosystem—an exacerbation of the previous condition—that

ultimately leads to erroneous behavior across the entire software ecosystem. For

example, if the database backend becomes unavailable, all processing results in

errors.

This means that different types of spikes can occur in the software ecosystem

during load testing, potentially leading to adverse effects. This is a serious challenge

that needs to be addressed.

Another challenge, faced by the operations team, is to anticipate when an increase

in load might occur so that preventive measures can be taken to maintain the agreed

Key Performance Indicators (KPIs) for the software system. In other words, there is

a spike-capacity forecasting challenge that needs to be solved.
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4.2 Case Study Setup

4.2.1 MLOLET Framework Proposal

Our objective in improving the load and endurance testing process is to provide a

generic process blueprint that can be adopted in an industrial setting with minimal

effort.

We propose enhancing the load and endurance testing procedures by incorporating

an online spike detection mechanism for the load test data. We introduce an approach

called MLOLET (Machine Learning Optimized Load and Endurance Testing) that

aims to detect spikes in KPI data using an online method. Being an online detection

system means that MLOLET is expected to detect spikes while the load test is being

executed. Having an online spike detection system is the first step in addressing the

initial challenge presented by the load testing team of our industrial partner.

As mentioned before, an endurance test may fail if the system experiences a large

number of spikes (e.g., the system’s response time is outside the normal distribution)

within a given period. With this insight, load test engineers can stop failing tests

early, saving time and costs in the testing process.

To solve this challenge, we suggest including a configurable component in the load

testing practice that can provide the following functions:

• Alert (by email or on a central monitoring system dashboard) the load testing

team if the number of anomalous events in the load or endurance test exceeds

a certain threshold.

• Stop the load or endurance test if the number of spikes in the test exceeds a

certain threshold.

• Begin a new load or endurance testing cycle if the number of spikes in the test

exceeds a certain threshold.

To address the second challenge, we propose a time-series-based load testing frame-

work that:

• Forecasts the system’s trend in an online setting.

• Increases the efficiency and project economics of the load testing team.
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Figure 8: MLOLET framework overview.

• Improves the operational performance and economics of the operations team

regarding service upkeep and associated SLA fulfillment.

Figure 8 depicts the overall process of MLOLET.

One of the most important building blocks of the framework is the ‘Real Time

Spike Detection‘ one. The pseudo-code for this procedure is detailed in Algorithm 1.

Various tools are available for each stage of the process blueprint. Defining a

tool-agnostic process is important because it increases the likelihood of adopting the

framework in an industrial setting, where, depending on business needs and regula-

tions, certain tools must be used for specific processes. This is very similar to the
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Algorithm 1 MLOLET Real Time Spike Detection

Require: Y pred train ▷ The list of predictions on the train data

Require: Y true train ▷ The true values of the train data

Require: error selector ▷ The error function selector

Require: y pred test ▷ The prediction of the test/new data

Require: y true test ▷ The true value of the test/new data

Require: is train configuration flag ▷ Is 1 if the test values are from the training

set

function calculate error(Y true, Y pred)

if error selector is Absolute Error then

errors←| Y true− Y pred |
else if error selector is Squared Error then

errors← (Y true− Y pred)2

end if

return errors

end function

errors← calculate error(Y true train, Y pred train)

err mean← mean(errors)

std deviaton err ← std(errors)

up threshold← err mean+ 3 ∗ std deviation err

low threshold← err mean− 3 ∗ std deviation err

repeat

deviation← calculate error(y true test, y pred test)

if is train configuration flag ̸= 1 then

deviation← deviation+ std deviation err

end if

if low threshold ≤ deviation ≤ up threshold then

spikes← unchanged

else

spikes← increased

end if

until there is new data.
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MLASP [114] process we defined in Section 3.2.1. In fact, the automation part of

the load testing process defined by MLASP is vary much applicable here, with the

distinction that we are interested in collecting different type of metrics. We describe

next the possible tools tailored to the purposes of MLOLET.

The configuration generator is a component-specific tool that can be developed

by software engineers—testers and developers alike—using any available scripting

or programming language (e.g., C/C++, Python, Bash scripting, Java, Ruby). Its

purpose is to provide a base of meaningful configuration sets for testing and load

testing purposes of a specific software component within the overall software system.

The generated configurations can be stored in a repository, which may be a

database (relational or NoSQL), a Git repository, or simply a folder containing text-

like documents (e.g., YAML, CSV, XML, or JSON formatted files).

Subsequently, the controlled load generator will use the configuration repository

to select available configurations, apply them to the tested components, and then

initiate a load test. Automation is key in this case, and there are several specialized

tools available to accomplish the necessary steps. For example, specific component

configuration settings (i.e., the parameters of the tested software component) and

component scalability values within the test environment can be controlled by spe-

cialized tools such as Ansible [5], Chef [15], or Puppet [93], or by in-house automated

scripts or configurator applications. Selecting the right tool for the job will depend on

the specific behavior of a software component with regards to reconfiguration: some

software components may expose a reconfiguration interface (e.g., JMX interface)

that accepts commands to adjust internal parameter settings. Other software com-

ponents may require setting specific values in a configuration file and might need a

restart if the configuration is not automatically reloaded upon detecting a file change.

The load testing step can be accomplished using either custom-developed appli-

cations or specialized tools such as JMeter [34], Jenkins [54], SoapUI [107], etc.

To maximize system portability, we collect the desired metrics—including both

computing nodes’ resources and the application’s processing metrics (throughput per

unit of time and associated average response time)—in a non-intrusive manner. Meth-

ods for this include log parsing and aggregation using tools such as LogStash [77] or

ElasticSearch [29], or even through in-house developed scripts. The collected metrics

can then be stored in various types of databases (relational, time-series, NoSQL), or
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even as simple text files (e.g., CSV, JSON-formatted documents).

Next, we propose using machine learning to help solve the previously mentioned

challenges. There are many libraries available for data preprocessing and machine

learning-based modeling, such as Apache Spark [8], TensorFlow [111], PyTorch [95],

etc. Once a model is trained and validated, model serving can also be achieved

through various tools: Apache Spark [8], Flask [33], Seldon [104], etc. This step is,

however, somewhat dependent on the modeling tools and approach selected in the

previous step.

It is noteworthy that MLOLET’s spike detection relies on an online detection

approach. Machine learning offers several architectures that function in an online

setting; however, this is not a prerequisite, as other techniques may be used as long

as they operate in an online setting (e.g., the VARMA statistical method [78]).

Another important aspect of the spike detection is that we aim do detect both

upwards and downwards occurrences. This is important as a sudden drop may be an

indicator of a malfunction, where the sudden increase may be an indicator of a capac-

ity problem (a bottleneck processing flow). In Figure 9, we see traffic samples from an

application running under three different load and configuration settings. In the first

example the systems seems to struggle with requests processing and eventually fails;

the second scenario shows that everything performs as expected, where the third one

shows that despite some troubles (spikes), the system is eventually recovering and

able to continue performing nominally.

Figure 9: Traffic KPI information captured from a test application running under

different load and configuration settings.
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4.2.1.1 Using MLOLET Models for Traffic Trend Prediction

In Figure 8, we presented our proposed process for using spike detection to early-stop

failing load and endurance tests. However, this only addresses the first challenge.

To tackle the second challenge, we assess how suitable the models trained with the

existing load testing data are for predicting future trends in the load testing sequence.

The proposed process is depicted in Figure 10.

N-step Forecasting
Results Analysis 

+ Operational
Procedures Updates

Ground Truth
Comparison

Time Series Data
Pre-processing

Test Data
Trained Model

Selector

Figure 10: MLOLET traffic forecasting process overview.

Engineers can test how different models perform in trend forecasting by comparing

their predictions with the ground truth after a predetermined number of steps or

iterations (denoted by ’N’). Based on the conclusions drawn from this comparison,

engineers can devise new or update existing operational procedures to ensure that

the Service Level Agreements (SLAs) of the software systems are maintained within

the desired boundaries.

4.2.1.2 Defining Spikes

Spike detection involves identifying data points that significantly deviate from the

majority of the data. Anomalies are highly context-dependent, meaning that what

constitutes a spike can vary based on the situation. Generally, a spike is an event

that does not conform to any established pattern or group within the data. In the

context of time series, a single value may be considered a spike based on its timing

and the preceding values. For example, if an application’s CPU load typically hovers

around 10%, a sudden jump to 70% would be considered an extreme event or spike.

However, if the CPU load consistently remains around 70%, that jump is no longer

unusual and is instead part of normal behavior.

Based on this example, we found that simple threshold-based monitoring is insuf-

ficient to handle complex real-world situations. More advanced methods are needed.
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One such method uses the 3-sigma statistical rule (also known as the empirical rule)

to determine if the next point in a time series is a spike. The 3-sigma rule is a com-

mon guideline in science, stating that in a normal distribution, most values fall within

three standard deviations of the mean [52, 109, 131]. Therefore, we first measure the

mean and the standard deviation (σ) of the data points in the training data. Then,

we define our error thresholds as: ϵ1,2 = mean ± 3σ. Any data point value outside

of this threshold interval is considered a spike. As described earlier by Algorithm 1,

the data points considered here are actually the calculated error between the true

value of the measured indicator and its predicted value (produced by the employed

ML algorithm).

As previously mentioned, our experiments use point-in-time values from two KPI

indicators: request throughput rate and request response time, collected from the

software system. These data sets are gathered during load testing cycles, which may

vary in duration and load, as shown in the overall process diagram (Figure 8). Each

load testing cycle therefore provides two distinct time series that we can use for model

training.

4.2.1.3 Performing Load Tests

We performed load tests using various configurations. During these tests, we moni-

tored system configuration variables, including both internal component settings and

deployment factors (such as the number of component instances). Additionally, we

recorded the actual load applied to the system for each configuration.

The load applied to the systems used several types of request that had different

payloads, namely different structure and overall size (e.g. 50, 150 and 255 bytes

respectively). These requests were randomly selected. The response payloads for

these requests had also different payload sizes, and each payload depended on the

result of processed request.

With these settings, we collected time-series data for each key application met-

ric—specifically, throughput per unit of time and average response time—by running

multiple load tests with different workload types and configurations. This data allows

us to explore whether we can train a time-series model using data from one specific

test and then evaluate the model on other tests with different configurations.
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4.2.1.4 Model Classes in MLOLET

Based on MLOLET’s requirements for online testing and evaluation, two types of

spike detection algorithms are suitable for time-series analysis: traditional statistical

models and artificial neural network-based models.

Importantly, the MLOLET process does not mandate the use of a specific model.

Instead, it is designed to be horizontally extensible, allowing multiple models to be

used simultaneously if needed for different scenarios.

Traditional (or statistical) models. We use the Vector Auto-Regression Moving

Average (VARMA) [78] as our traditional reference model. The VARMA method

extends the ARMA model to handle multivariate stationary time series by combining

Vector Auto-Regression (VAR) and Vector Moving Averages (VMA) to predict the

next step in multivariate time series data. We have chosen VARMA as a reference

model because two of its characteristics make it well-suited for comparison with newer

deep learning algorithms.

First, like deep neural networks (DNNs [130]), the VARMA algorithm can take

a custom-defined input time series sequence to predict the next value. Second, the

length of the input sequence in VARMA can be adjusted as a hyperparameter during

training, similar to how it is done in DNNs. These two similarities make it easy to

use VARMA in an online prediction setting, just as you would with a DNN-based

model. Because of these shared features, comparing the results of VARMA and neural

network-based models becomes more straightforward.

Artificial Neural Network (ANN) based models. Artificial neural networks are

highly effective at generalizing across different types of datasets and are equally adept

at modeling time series data. Previous studies [53, 72, 110] have demonstrated that

specific types of neural networks are particularly well-suited for time series analysis.

In our tests, we evaluated the following architectures: Convolutional Neural Net-

works (CNN) [130], classical Recurrent Neural Networks (RNN) [130], and variants

such as Long Short-Term Memory networks (LSTM) [130] as well as Bidirectional

Recurrent Neural Networks [14]. For more advanced architectures, we also evaluated

ResNet [49]-type models and LSTM-AutoEncoder [132]-based approaches.

A Recurrent Neural Network (RNN) is a type of artificial neural network (ANN)

where connections between nodes form a directed graph along a temporal sequence.

Unlike traditional feedforward networks, RNNs have internal memory that allows
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them to process sequences of varying lengths by retaining information from previous

steps in the sequence. An LSTM is a variant of RNN that remembers the order of

data in sequences during the training process [30, 123].

A key limitation of standard RNNs is that they can only utilize past informa-

tion without access to future context. Bidirectional Recurrent Neural Networks (B-

RNNs) [102] overcome this limitation by employing two separate recurrent layers.

One processes the input sequence in the forward direction, while the other processes

it in reverse. Both layers are connected to the same output, enabling the network to

consider both past and future contexts for a more comprehensive understanding of

the input. Bidirectional LSTMs (B-LSTMs) combine the principles of bidirectional

networks and LSTMs [14].

As highlighted by Zhu and Laptev [132], neural networks can encounter prediction

uncertainties, which may result in false anomaly alerts. To mitigate this, they pro-

posed an autoencoder-based architecture. Similarly, in our case, we consider spikes as

anomalies, even though they may not always qualify as such, as discussed earlier. The

encoder-decoder layers in the autoencoder are designed to extract key features from

the input time series, leveraging the common use of autoencoders for dimensionality

reduction and feature extraction [11]. Essentially, the autoencoder functions as an

intelligent feature extraction mechanism [132].

Another type of network that excels at feature extraction is the Convolutional

Neural Network (CNN), renowned for its ability to automatically detect important

features without human intervention [37, 59]. This capability allows CNNs to learn

patterns from sequential data, making them valuable for both spike detection and

forecasting.

ResNet (Residual Networks), introduced by Microsoft Research in 2015 [49], is

an advanced Convolutional Neural Network (CNN) architecture designed to address

the vanishing and exploding gradient problems in deep neural networks. According

to He et al. [49], ResNet stands as one of the most sophisticated CNN architectures

available. Its effectiveness in time series analysis has been demonstrated by Fawaz et

al. [53].

We evaluated the efficiency of the different models by using the same input se-

quence length for each, while optimizing each model according to its own set of

hyperparameters.
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4.2.1.5 Data Processing and Machine Learning Models Tuning

Neural network inputs are scale sensitive, as prior studies have shown [106, 108].

Therefore, several normalization methods have been utilized in defining our approach:

MinMaxScaler provided by the scikit-learn [103] library and logarithmic based scaling

(i.e., log transformation). Note that we retrain the models using the different scaling

methods separately and only report the model that achieves the best performance.

The MinMaxScaler rescales the dataset so that the entire feature set is in the

range [0, 1]. Since in general traffic data is a positively skewed distribution, we also

considered log transformation as a second option for data normalization [113].

Furthermore, we also apply grid search optimization for hyperparameter tuning

in the case of the neural network based models.

We used the same range of values for all the parameters within the hyperparameter

tuning step. The following common neural network parameters have been tuned in

the process: number of neurons per layer [100 - 250], the learning rate [10e-4, 10e-3,

10e-2], and the number of hidden layers [1 - 10]. For each pass we consider different

data window sizes, in the range [5 - 120]. An input data window (T) is the number

of time steps to use for predicting the next value in the series. The offset represents

the number of steps forecasted from the selected data window (e.g., an offset of

one is equivalent with having one forecasted value). Figure 11 provides a visual

representation of the data windowing concepts with T = 6, the input width, label

width = 1 as the length of the time unit and offset = 1 being the number of steps

forecasted.

We evaluated our time-series forecasting models using several metrics: Mean Ab-

solute Error (MAE), Mean Squared Error (MSE), Mean Absolute Percentage Error

(MAPE) and the Pearson Correlation Coefficient (PCC) value. The definitions of

these metrics have been provided in Section 2.4.

4.2.2 Studied Systems

We verify our experiments on two sets of studied systems: enterprise and open source.
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Figure 11: MLOLET Models Data windowing.

4.2.2.1 Enterprise Systems

In this section, we present, within the limits of the NDA boundaries, the studied

enterprise system and the available metrics that may be monitored in order to im-

plement our proposed framework. The system offers Business-to-Business (B2B) and

Business-to-Consumer (B2C) messaging services, combining Ericsson’s in-house prod-

ucts, open-source software, and third-party commercial solutions. Since these func-

tions are business-critical, the system is built for high availability with local redun-

dancy across multiple data centers. It is used daily by millions of users worldwide

and processes tens of millions of requests.

In general, there are many metrics available to measure a complex system’s per-

formance when running load testing. Common performance metrics include CPU,

memory, and disk usage, and application specific metrics such as the throughput per

unit of time (transactions per second - TPS, and transactions per minute TPM, etc.)

and the associated average component response time for the selected unit of time.

To generalize the approach we imply the use of the following two metrics: 1) how

many requests the software component is capable of processing within a desired time

unit (i.e., throughput); and 2) how fast the software component is processing those

requests (i.e., response time).
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4.2.2.2 Open Source System

To validate our findings and ensure reproducibility, we also run our experiments on

open-source software. We use a custom developed load generator, code available in

this GitHub repository [76]. The reason we developed our custom load generator is

to have a fine tuned control over the load, including the capability of emitting spikes

as well as collect near-real time using Prometheus [92] metrics information about

the load test such as number of processed messages (both successful and erroneous)

and average latency of the responses. These three functions together are typically

not available in commercial or other open source software. The test subject is a

generic black box application created with the help of an open source mock applica-

tion framework, WireMock [121]. We extended the framework with Prometheus [92]

metrics generator and a global random string payload ResponseTransformer. The test

application responds to requests by providing a string payload of a specified length,

with a response delay following a user-controlled uniform distribution. Depending on

the deployment configuration, the application may recursively call itself several times.

This behavior, modeled in a generic way using a black-box approach, simulates a wide

range of business applications, which typically share the same process: receiving a

request, processing it, and returning a response. The source code for the test subject

is available in the following GitHub repository [122].

The test results related to MLOLET and the Machine Learning model prototypes

used by MLOLET are also available online [85].

4.3 Case Study Results

In this section, we discuss the results of our three research questions (RQs). To uphold

the NDA requirements with our industrial partner we present only limited information

from the enterprise system. We model generic KPI information applicable to a large

number of systems both enterprise and open source, namely throughput and average

response time.
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4.3.1 RQ1: How do different models compare in one-step

forecasting?

Motivation: To implement the early stopping mechanism proposed by the MLO-

LET framework, we first need to identify a highly effective forecasting model. The

best-performing model becomes the baseline for our subsequent research questions.

Identifying such a model and knowing its limitations is very important for the subse-

quent research questions.

Approach: We randomly select one load testing event. We use this event to train

and test several different machine learning model architectures as defined in Sec-

tion 4.2.1.4. We follow the process described in Section 4.2.1 to ensure consistency.

Our primary interest is in the one-step time forecasting accuracy of the various ma-

chine learning algorithms and architectures.

Results: We find that, in general, all the models provide a good one step forecasting

results. Table 5 summarizes, for the enterprise system, the best prediction result

for every type of model that we experimented, where Table 6 provides the same

information for the open source system. We used the normalized values of the datasets

(e.g., KPIs) when calculating the model results. We find that VARMA achieves the

worst results in terms of all the evaluated metrics (i.e., MAE is 0.1156 and MSE is

0.0743). On the other hand, LSTM-based models achieve the best results (i.e., MAE

ranges from 0.0386 to 0.0804, and MSE ranges from 0.0131 to 0.0207). In contrast,

CNN and ResNet have a slightly higher MAE and MSE compared to Autoencoder

LSTM.

From the results we see that in general, the ML models are able to predict the

normalized KPIs in the next time step with good accuracy. Although VARMA de-

livers the worst results, its training and execution time are much faster than DNN

models. In situations where computing resources are limited, VARMA could still be a

good option for online training and application. However, advanced neural networks

remain superior for delivering more accurate one-step predictions. While we cannot

disclose the specific ML model configuration values we identified for the enterprise

system due to an NDA, we found that choosing the correct time window size, T, is

crucial.
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Table 5: Enterprise System - One step forecasting results (MLOLET-RQ1).

Model MAE MSE MAPE (%) PCC

VARMA 0.1156 0.0743 8.290 0.5965

RNN 0.0644 0.0227 1.347 0.8217

LSTM 0.0756 0.0207 1.641 0.8611

Bidirectional LSTM 0.0804 0.0254 1.720 0.843

Autoencoder LSTM 0.0386 0.0131 1.0826 0.8999

CNN 0.07173 0.0282 1.494 0.8094

ResNet 0.0687 0.0177 1.457 0.8851

Table 6: Open Source System - One step forecasting results (MLOLET-RQ1).

Model MAE MSE MAPE (%) PCC

VARMA 0.0303 0.0236 26.6544 0.9888

RNN 0.0058 0.0010 3.5584 0.9888

LSTM 0.0072 0.0010 3.4166 0.9887

Bidirectional LSTM 0.0083 0.0010 6.0844 0.9887

Autoencoder LSTM 0.0078 0.0010 12.7623 0.9890

CNN 0.0086 0.0010 6.9289 0.9894

ResNet 0.0177 0.0013 55.3107 0.9854
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For 1-step forecasting, the LSTM-Autoencoder model architecture achieves the

best result. Noteworthy is that depending on the required accuracy of the de-

tection and from the project perspective, simpler models, like VARMA, may also

provide reasonable results.

4.3.2 RQ2: What is the generalizability of the forecasting

model when system deployment settings change?

Motivation: Spike detection mechanisms are typically designed for static systems,

meaning the system’s internal configuration remains unchanged regardless of the ap-

plied load. This setup doesn’t account for changes in the number of nodes added for

redundancy or capacity scaling. In load testing, however, applications or ecosystems

of multiple applications often require parameter tuning. It would be inefficient for

load test engineers to retrain the model every time the internal configuration changes.

Therefore, we compare the forecasting performance of each model both when the sys-

tem’s internal configuration changes and when the type of business request changes.

Approach: Each load test varies either the system configuration or the applied load

or both. For this research question, we take a model trained with one of the randomly

selected load tests data and verify the forecasting capabilities on all the remaining

data sets. In other words, we take the model trained on a specific configuration and

apply it for all other configurations and request types.

Results: Tables 7 and 8 summarize the prediction metrics for each model, on the

respective studied system. Similar to RQ1, we normalize the values of the dataset

when calculating the prediction metrics. Overall, we observe an increase in errors

compared to the results from RQ1. However, the average errors remain relatively

small, and most models show similar performance. Similar to RQ1, we find that,

even though VARMA has one of the worst performance, the prediction results are

still reasonable (i.e., MAE of 0.1236 and MSR of 0.0775). Therefore, in the case

of limited resources, practitioners may still consider VARMA as a possible choice.

We also see an increase in percentage error in convolution based models (CNN and

ResNet). We attribute this to the data training requirements of these models, that

these models may require more training data to correctly recognize the patterns in

the datasets.
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Table 7: Enterprise System - Forecasting results in an online setting using a previously

trained model on new system configurations (MLOLET-RQ2).

Model MAE MSE MAPE (%) PCC

VARMA 0.1236 0.0775 8.376 0.5825

RNN 0.2231 0.1534 7.213 0.7339

LSTM 0.9777 0.9218 2.603 0.8008

Bidirectional LSTM 0.9752 0.1354 1.928 0.7941

Autoencoder LSTM 0.0610 0.1179 3.7872 0.7524

CNN 0.8649 0.0785 10.885 0.8458

ResNet 0.3561 0.1604 6.721 0.8023

Table 8: Open Source System - Forecasting results in an online setting using a previ-

ously trained model on new system configurations (MLOLET-RQ2).

Model MAE MSE MAPE (%) PCC

VARMA 0.0401 0.0779 6.2584 0.9613

RNN 0.0690 0.0880 12.4745 0.9529

LSTM 0.0154 0.0037 4.7358 0.9525

Bidirectional LSTM 0.0124 0.0038 3.8204 0.9519

Autoencoder LSTM 0.0129 0.0036 3.8595 0.9528

CNN 0.0258 0.0044 8.5224 0.9451

ResNet 0.0751 0.0190 24.6865 0.8659

74



When testing a model on a different configuration we find that LSTM based ar-

chitectures still achieve the best results. Our findings indicate that practitioners

should consider LSTM based models for having the best prediction accuracy.

4.3.3 RQ3: How far in time can MLOLET forecast future

trends?

Motivation: As mentioned before, the operations teams are interested in knowing

how far models can predict traffic trends. Such forecasting may provide insight to

operations teams, and load testing teams, on how to adapt the resources configuration

to account for the new load.

Approach: To address this problem, a significant number of model coefficients must

be determined, along with the appropriate size of the sliding window. This is crucial

for defining a model that uses the last X time steps to predict the next N time steps.

If a model can accurately forecast far enough into the future, the operations team can

gain valuable insights that help them manage the software system more efficiently by

scaling it up or down based on projected traffic requirements. The process flow has

been presented in Section 4.2.1.1.

Results: While we are unable to share the detailed results due to an NDA, we can

share our findings on the maximum forecast steps (in seconds) that maintained rea-

sonable accuracy in our experiment. (Table 9). We provide, however, the MAE and

MSE details for the open source system (Table 10). For our subject system, our test

results show that many models have difficulties forecasting beyond 5-15 seconds in

the future. One exception is the AutoEncoder-LSTM model, for which we obtained

acceptable forecasts up to 120 seconds, followed by the B-LSTM architecture, for

which we obtained forecasts up to 30 seconds. Even though the forecasting capa-

bilities of some models may seem limited (5-15 seconds), they can still be practical

in real-world applications since many industry systems support online reconfigura-

tion features (such as JMX-based systems) or can be restarted in under 5 seconds,

particularly in containerized or Kubernetes-based environments.

To generalize, for an automated cutover process, we observe that n-step forecasting

remains effective as long as the MAE and/or MSE do not exceed ten times the baseline

measurements obtained in RQ2 4.3.2. However, different models exhibit varying
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Table 9: Enterprise System - Results of forecasting capabilities for different model

architectures (MLOLET-RQ3).

Model Name Max Forecast Steps (seconds)

VARMA 5

RNN 10

LSTM 10

Bidirectional LSTM 30

AutoEncoder LSTM 120

CNN 10

ResNet 15

thresholds for acceptable performance, indicating that the cut-off values at which the

forecasting remains reliable may differ across models.

We also observed that increasing the input data window size, T (the number of

time steps used to predict the next value in the series), does not always improve

performance. Additionally, a larger T typically leads to a more complex network,

often requiring more hidden layers rather than just more neurons per layer.

When forecasting traffic trends for operations, LSTM-Autoencoder models have

the longest trend prediction accuracy. This performance is however tightly coupled

with the input data window size, and, using more time steps in the training process

may not always help improve the model’s accuracy.

4.4 Discussion

In this section, we discuss the feedback from our industrial partner for the experiments

we conducted on the enterprise systems.

4.4.1 The Effects of Spikes and Online Spike Detection Ob-

servations

Addressing spike misclassification is a crucial part of model training, where different

metrics—such as Mean Absolute Error (MAE) or Mean Squared Error (MSE)—are
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Table 10: Open Source System - Results of forecasting capabilities for different model

architectures (MLOLET-RQ3).

Model Name Max Forecast MAE MSE

Steps (seconds)

VARMA 15 0.2827 0.3178

RNN 30 0.1198 0.0369

LSTM 30 0.1072 0.0342

Bidirectional LSTM 45 0.1228 0.0330

AutoEncoder LSTM 120 0.5149 0.3170

CNN 15 0.1717 0.0441

ResNet 10 0.1572 0.0395

used to determine dynamic thresholds. These metrics enable us to control the sen-

sitivity of spike detection relative to the previous data point (or sequence of points)

observed by the model, which are used to predict the next value in the sequence.

In our experiments, we found that using the Mean Absolute Error as a measure of

prediction deviation provided better results for KPI spike detection.

Additionally, software systems under load may exhibit spikes across various met-

rics. Neglecting these spikes can often lead to more serious issues, including out-

ages [40]. Therefore, it is important to understand the nature of the spikes, their

causes, and possible ripple effects within the system. In other words, having a robust

spike detection system in place and performing detection for various Key Performance

Indicators (KPIs) simultaneously can help correlate events among the different com-

ponents of a software ecosystem, making it easier to isolate and study their effects.

These factors play a significant role in the software development lifecycle (SDLC)

and solution operational processes. In the SDLC, improving the efficiency of the load

test cycle enables developers to gain accurate insights into when events occur. This

aspect is extremely useful when spikes cause ripple effects that destabilize later parts

of the ecosystem, as such events are hard to reproduce without knowing the initial

conditions (e.g., a spike in the load of a component may have caused a buffer overrun,

leading to loss of messages or data corruption).

Another important aspect of handling spikes and their ripple effects is knowing

when to act on them and determining the count threshold that signifies a failing load
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test, necessitating a decision to stop it. This often requires expert knowledge of the

software system to correlate different data points and logs collected from the system.

The challenge lies in understanding how the ripple effects of spikes may propagate

through specific components or affect other components. For instance, suppose that

during a load test, three detected problems do not occur simultaneously. If the load

test is stopped early after detecting the first problem, would the other two problems

still occur in subsequent load test runs, or were they consequences of the first error?

By correcting the first error, would we avoid encountering the others? This issue does

not generalize easily, and in the case of our industrial partner, it was often determined

that by detecting a certain problem, test engineers could, using expert knowledge,

predict where the next problem might occur. Therefore, performing an early stop

was more beneficial to the overall project economics.

4.4.1.1 Operational Insights

To reduce load testing time while enhancing process efficiency through spike detection-

based techniques, it is most effective to use a model that can be applied across different

configurations and multiple business case scenarios. In our experiments, we demon-

strated that it is possible to train a model using load testing data from one system

configuration and then utilize that trained model for spike detection in other configu-

rations and business scenarios. We observed that when using different configurations,

the signal reconstruction from the time series data improves when the predictions are

adjusted with the mean of the training data.

Overall, the outcomes of these tests had two significant implications for our in-

dustrial partner:

• For future iterations, it is not necessary to train a spike detection model for

each scenario, thereby reducing the overall effort of the load testing process and

improving project economics.

• The trained model can be deployed in production by the operations team, pro-

vided that the load test data resembles production load conditions.
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4.5 Threats to Validity

4.5.1 External Validity

Threats to external validity relates to the generalizability of our findings. We con-

ducted our experiments on a large enterprise system composed of numerous compo-

nents with different business functions. To ensure reproducibility, we also tested our

assumptions on an open-source system that generically models a vast number of busi-

ness applications using a black-box approach, characterized by the common process

of receiving a request, processing it, and returning a response. Future studies may be

necessary to evaluate our approach on other, more specific systems.

4.5.2 Internal Validity

Since the enterprise system is continuously evolving, changes to the source code from

one release to another can affect the system’s overall throughput, depending on the

specific modifications made. In our tests, we used the same release of the system to

avoid side effects introduced by such code changes.

4.5.3 Construct Validity

Prior studies [44, 88] have shown that model performance is closely tied to machine

learning parameters. In our experiments, we used grid search as a technique to tune

these parameters and reduce bias.

While we mitigated multicollinearity and overfitting by splitting the data into

training, validation, and testing sets, it is still possible that the models may suffer

from overfitting. However, in our experiments on external validation (as described in

Section 4.3.2), we found that the models continued to perform well.

We evaluated ML models as presented in Section 4.3. Although there may be other

models that could achieve better results, the models we implemented were sufficient to

address the challenges we encountered. Another aspect to consider is that due to the

technique we used, the models are not guaranteed to cover the worst case scenarios.

We also assumed that the different request types used during the load testing process

were well distributed and the payloads did not drastically differ in size. It is possible

that in case this assumption were not satisfied that the models would produce a lower
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accuracy in predictions. Future studies may consider including other ML models to

evaluate their effectiveness.
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Part III

Large Language Model Agents for

IT Operations Management
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Chapter 5

Using Large Language Models for

adding AIOps Capabilities to

Large Scale Systems

This chapter presents an empirical study that examines the adoption of Large Lan-

guage Models (LLMs) to help with IT Operations management in a form of AIOps [2]

agentic approach.

This approach enhances traditional AIOps by providing a deeper contextual un-

derstanding of system behaviors and automating processes such as incident manage-

ment, capacity planning, and resource allocation. LLMs, and LLM based agents,

can also facilitate communication between teams and systems by generating human-

readable reports, explanations, and action plans. In essence, the integration of LLMs

into IT operations transforms how businesses handle infrastructure and operations,

driving greater efficiency, reducing downtime, and improving the overall stability of

the software ecosystem.

The study focuses a viable example applicable in the industry for Kubernetes [61]

based platforms, more precisely, applied on the Red Hat OpenShift [97] platform. We

also incorporate in the LLM agents tool set models from our prior studies.

This chapter has submitted for publishing in Proceedings of the 40th

IEEE/ACM International Conference on Automated Software Engineer-

ing, Seoul, Republic of Korea
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5.1 Motivation

Red Hat OpenShift [97] is the industry’s leading Kubernetes based hybrid cloud

application platform. It is an enterprise grade Platform as a Service (PaaS) product

for containerized and virtualized application deployment at scale. One challenge

with deployment scaling within the Red Hat OpenShift platform is that out of the

box it offers only horizontal auto-scalers applicable only for Kubernetes pods. This

approach is often inefficient or insufficient as prior research shows [13, 26, 48]. A

major issue with linear scaling is that distributed applications are usually non-linear

in nature and therefore pure horizontal scaling inevitably leads to over-provisioning

of resources. By using MLASP’s dynamic capacity scaling we can address this issue

given that MLASP can have many models that run in parallel, addressing the needs of

different applications. Enhancing the application traffic monitoring with forecasting

models and capacity planning models we lay the foundation for dynamic scaling.

Furthermore, the platform allows control over Kubernetes resource deployments

and scaling, but this is not a simple task. Additionally, since the platform is designed

to host thousands of applications and run them at scale, integrating and monitoring

these applications and their deployments in IT operations requires significant effort.

The emergence of Large Language Models brings us a new generation of assistants

in form of agents and chatbots that IT Operations teams can use to simplify and

accelerate their work, namely for application reconfiguration and scaling.

To better understand how these different items can work together we present in

Figure 12 the AIOps platform conceptualization in the view of the Gartner analyst

who coined the term in 2016 [2].

5.2 Case Study Setup

5.2.1 Studied Systems

We validate our experiments on an open-source enterprise-grade Kubernetes system,

namely the Red Hat OpenShift [97] application platform. We use this platform to host

our custom workloads, which serve as test subjects for our experiments. The test sub-

ject application we employ is the generic WireMock extension application described

in Section 4.2.2.2, whose source code is available in a GitHub repository [122].
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Figure 12: Gartner’s AIOps platform conceptualization [2].

We selected Red Hat OpenShift as our test subject for agentic AIOps integration

as OpenShift is considered a state-of-the-art Kubernetes environment and Platform as

a Service (PaaS) because it extends Kubernetes with additional features that simplify

and enhance the development, deployment, and management of containerized applica-

tions. OpenShift provides an integrated set of tools for developers, including built-in

CI/CD pipelines, automated builds, and application catalogs, which streamline the

application lifecycle. It offers advanced security features, such as integrated authenti-

cation, authorization, and policy management, ensuring enterprise-grade compliance

and governance. Furthermore, OpenShift supports hybrid and multi-cloud deploy-

ments, allowing organizations to run applications consistently across on-premises and

cloud environments. Its robust ecosystem and developer-friendly interfaces make it

an ideal platform for accelerating the delivery of modern, cloud-native applications.

84



5.2.2 Large Language Model Agents

We use Large Language Models in the form of ReAct [127] (Reason and Act) type

agents equipped with various tools to perform IT Operations management functions

inside the Red Hat OpenShift platform.

ReAct is a framework designed to enhance Large Language Model (LLM)-based

agents by enabling them to perform both reasoning and action tasks in a unified

manner. ReAct-based LLM agents combine the natural language understanding and

generation capabilities of LLMs with the ability to interact with external tools and

environments, allowing for more sophisticated and context-aware responses.

Some of the key features of ReAct based LLM Agents include:

• Integrated Reasoning and Acting: ReAct agents interleave reasoning steps

(thought processes) with action steps (interactions with the environment). This

integration allows the agent to think through a problem, take necessary actions

(like querying a database or using an API), and refine its understanding based

on the results.

• Chain-of-Thought Prompting [118]: The agents use chain-of-thought prompt-

ing techniques to generate intermediate reasoning steps. This approach makes

the reasoning process transparent and improves the agent’s ability to handle

complex tasks that require multi-step solutions.

• Tool and API Utilization: ReAct agents can leverage external tools, APIs,

and databases to gather real-time information or perform computations beyond

their trained knowledge. This capability extends the agent’s functionality, en-

abling it to provide up-to-date and accurate responses.

• Enhanced Problem Solving Abilities: By combining reasoning with action,

the agents can tackle tasks that involve planning, decision-making, and dynamic

interactions. This makes them suitable for applications like virtual assistants,

automated research, and complex data analysis.

• Improved Transparency and Interpretability: The interleaving of reason-

ing and action steps allows developers and users to trace the agent’s thought

process. This transparency is valuable for debugging, refining agent behavior,

and ensuring alignment with user intentions.
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The typical ReAct instructions provided in the LangGraph [64] library (which we

used for conducting our experiments) is presented below:

Answer the following questions as best you can.

You have access to the following tools:

{tools}

Use the following format:

Question: the input question you must answer

Thought: you should always think about what to do

Action: the action to take, should be one of [{tool_names}]

Action Input: the input to the action

Observation: the result of the action

... (this Thought/Action/Action Input/Observation can repeat N times)

Thought: I now know the final answer

Final Answer: the final answer to the original input question

Begin!

Question: {input}

Thought:{agent_scratchpad}

With this approach, by leveraging the natural language processing capabilities of

the LLM, the IT Operations teams shall have a transformative approach to managing

deployed applications and resources. The LLM agents can interpret user commands

and by having access to OpenShift’s APIs and other tools (such as capacity planning

models from MLASP [114]) will be able to execute complex workflows without manual

intervention. This agentic approach enhances operational efficiency by reducing the

cognitive load on IT teams, enabling faster issue resolution, and facilitating contin-

uous deployment and scaling of applications. Furthermore, LLM agents can provide

contextual recommendations and predictive maintenance, ensuring that applications

remain resilient and performant within the dynamic environments managed by Open-

Shift. Ultimately, this integration fosters a more intelligent, responsive, and scalable
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IT infrastructure, driving superior business outcomes.

As an example, let’s walk through the process of how an LLM Agent chat bot

equipped with a Retrieval Augmented Generation (RAG) tool can help in IT Oper-

ations by efficiently summarizing procedures from extensive documentation:

1. User Query: An IT professional interacts with the chatbot by asking a ques-

tion or requesting a summary of a procedure: ”How do I reset a user’s password

in Active Directory?”

2. Query Interpretation: The LLM interprets the query, identifying key enti-

ties and intent. It recognizes that the user needs a step-by-step procedure for

resetting a password in Active Directory. It will parse the list of available tool

descriptions to identify which tool could possibly be used to provide an answer.

It identifies a RAG tool for Active Directory documentation that may provide

relevant content.

3. Document Retrieval: The RAG tool searches the organization’s documenta-

tion repositories for relevant content. It uses semantic search to find the most

pertinent procedures, even if exact keywords aren’t matched. It retrieves previ-

ously ingested content which may be sections from manuals, knowledge bases,

or previous incident resolutions.

4. Content Summarization: The LLM processes the retrieved documents to

generate a concise summary. It extracts essential steps and presents them in

an easy-to-understand format and filters out irrelevant information to focus on

actionable instructions.

5. Response Delivery: The chat bot presents the summarized procedure to the

user in a conversational manner that may include numbered steps, warnings, or

prerequisites. Here is an example response for our earlier user query:

• Open the Active Directory Users and Computers console.

• Locate and right-click the user’s account.

• Select ’Reset Password’ from the context menu.

• Enter the new password and confirm.

• Ensure ’User must change password at next logon’ is checked if required.
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• Click ’OK’ to apply the changes.

Looking at the earlier example, we can easily identify benefits for IT Operations,

such as:

1. Time Efficiency: Reduces the time spent searching through extensive doc-

umentation. Provides immediate access to necessary procedures, enhancing

productivity.

2. Consistency and Accuracy: Ensures that all team members follow stan-

dardized procedures. Minimizes errors by providing up-to-date and verified

instructions.

3. Knowledge Sharing: Acts as a centralized knowledge repository accessible via

natural language queries. Aids in onboarding new team members by simplifying

access to operational procedures.

4. Scalability: Handles multiple simultaneous queries without degradation in

performance. Supports large IT teams and complex operational environments.

5. Multilingual Support: Translate documentation and responses as needed,

therefore providing support in multiple languages is the IT team is global or

multilingual.

6. Integration with ITSM Tools: depending on the available tools, LLMs can

help automate ticket creation/updates/closures, retrieve system information or

application KPI information, execute application or system adjustments.

Although there are clear and powerful benefits from using LLM agents we must

still have the following considerations when implementing them:

1. Safety and Ethical Use: Developers must ensure the agent acts responsibly,

especially when interacting with external systems that can alter data or perform

transactions.

2. Error Handling: Developers must implement robust mechanisms to handle

failures in external tools or incorrect data.

3. Privacy and Security: Developers must ensure user data protection and

secure interactions with APIs and services.
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5.2.3 Integrating Tools for LLM Agents

We conduct our experiments with the help of the LangChain [63] and LangGraph [64]

frameworks. We use this approach as these frameworks provide a higher level ab-

straction for using different Large Language Models (different providers and different

variants from the same provider). This aspect is important to maintain consistency

across the tests, given that different LLMs use different prompt formats and infor-

mation is expected to passed in a specific way. In other words, by using LangChain

and LangGraph as LLM access libraries, we avoid writing custom code for conversing

with all the different language models.

We test the LLM agents in the form of chat bots as this is one of the easiest

ways to generalize their integration within IT Operations Management. Our chat-

bot, implemented as a Knative application, serves as an interface for IT operations

professionals by leveraging an LLM and specialized tools to process requests. The

chatbot’s key components include: (1) A user interface for receiving input, which was

bypassed in our testing as we used predefined queries. (2) An LLM client module

that connects to an LLM inference server. While an optional memory component can

enable conversational functionality, it may sometimes disrupt reasoning processes (see

Section 5.4).

For our experiments, we developed a set of custom tools, denoted as T < n >,

where n ∈ [1, 9], using the Python programming language and supporting libraries.

These tools are designed to assist with various ITOM tasks, including capacity plan-

ning, extracting procedure summaries, retrieving platform deployment and config-

uration information, and extracting platform and application KPIs for a specified

datetime range, with outputs in both CSV and graphical formats. In the next sec-

tion, we present the user query and tool list association the LLMs must use in order

to correctly respond to the each query. Below is the list of tools we created for our

experiments:

1. T1, mlasp-tool: to integrate the MLASP [114] based capacity planning ML

model for the WireMock based custom workload application. This tool gen-

erates a set of parameter configuration to support a desired KPI value within

a given precision boundary for the WireMock application. It searches for the

parameter configurations a given number of epochs.
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2. T2,rag-tool: a tool that gives the LLM the ability to search through a spe-

cialized vector database that contains encoded documentation about the Red

Hat OpenShift AI operator, including procedure description and howto infor-

mation. The LLM can inspect this database to obtain information based out of

the received query and then summarize a response to the user.

3. T3, time-tool: Tool to calculate the timestamp, the iso formatted string and

the timezone string of the requested time information. It returns a pydantic

object containing the timestamp value, the ISO formatted string of the date

time value, the timezone string.

4. T4, list-operators-tool: to find out information about operators installed

within a namespace. The response may contain information such as the name

of the operator, its version and deployment status.

5. T5, pod-summary-tool: Tool used to summarize information about the pods

that exist in a namespace. It returns an object containing the name of names-

pace and pod state and count information. For the running pods it also returns

its name and if available any service information such as service name, service

ports and route.

6. T6, service-summary-tool: Tool used to summarize services information in

an OpenShift namespace. It returns an object containing the name of names-

pace and a list of the available services and their properties such as name, port

numbers and route information.

7. T7, prometheus-metric-names-tool: Tool to List available metric names in

a Prometheus instance using an input filter. The input filter name and value

are expected as input (e.g. input filter name is ’namespace’ and filter value is

’demo’). Returns a list containing the available metric names.

8. T8, prometheus-metric-data-range-tool: Tool used to list the application

metric values and associated timestamps between a start and an end timestamp

interval for a given metric name stored within a Prometheus instance. It returns

a pydantic object containing the list of the desired application metric values and

associated timestamp information.
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9. T9, plot-prometheus-metric-range-data-as-file-tool: Tool used to create

a file with the plot of the instantaneous rate (irate) of an application metric

values and associated timestamps between a start and an end timestamp interval

for a given metric name stored within a Prometheus instance. It returns a string

containing the name of the file containing the plot.

The tools mentioned above allow us to evaluate a limited scope of IT Operations

Management (ITOM) operations and scenarios. Nonetheless, these use cases are ad-

equate to assess and report on the performance of various LLMs. Naturally, this

toolset can be extended with additional tools, thereby enhancing the ITOM man-

agement capabilities of the LLM-powered AI assistant and enabling support for a

broader range of operational tasks.

5.2.4 Evaluating Agents in AIOps Context

We test the LLM agents in the form of chat bots as this is one of the easiest ways to

generalize their integration within IT Operations Management. We provide the same

list of questions as detailed in Table 11. We form this list as a mix of general purpose

queries (e.g., Q-01, Q-02, Q-08, etc.) and very specific platform queries (e.g., Q-05,

Q-10, Q-13, etc.) as well as target application management questions (e.g., Q-21,

Q-23, Q-24, etc.).

To respond to these queries, the LLMs must rely on either their training data or

the provided list of tools. We classify these queries into two categories: Simple Rea-

soning (SR)—where the LLM generates a response based solely on its training data

or by utilizing a maximum of one tool; andAdvanced Reasoning (AR)—where the

LLM identifies and utilizes multiple tools, constructing a workflow that ensures the

tools are executed in the correct sequence. In advanced reasoning scenarios, the LLM

must also format the data appropriately before invoking a tool, with the possibility

of using the same tool multiple times with different inputs.

The intent is to see how different models understand the questions and use either

their internal knowledge or access the right tools in the right order in order to produce

an answer. We ask these questions to different large language models and different

variants of the same model and assess their responses for correctness, while collecting

KPI information such as response time and average tokens consumed to produce an

answer. We evaluate our queries on the following list of large language models: from
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Figure 13: An example workflow for LLM performance evaluation in an AIOps con-

text.

the OpenAI family: GPT 3.5 Turbo, GPT 4-o, GPT 4-o Mini, and GPT 4 Turbo;

from the Anthropic family: Claude 3.5 Sonnet, Claude 3 Haiku, and Claude 3 Opus;

from the Mistral family: Mistral Largest, Mixtral 8x22B, and Mistral Small 7B.

To assess a model’s robustness and consistency in providing answers, we ask each

model the same question ten times. The overall evaluation process is depicted in

Figure 13.

Table 11: Large Language Model Agents for AIOps Evaluation Queries and aasociated

tools for responding. Category shows the category of the question, where SR means

Simple Reasoning (use at most one tool) and AR means Advanced Reasoning (use

multiple tools).

Q#. Cat. Tools Query Text

Q-01 SR - Hi, who are you?

Q-02 SR - What tools do you have access to?

Q-03 SR - Give me the list of tools you have access to.
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Q#. Cat. Tools Query Text

Q-04 SR - Give me the list and a short description of the tools you

have access to.

Q-05 SR T4 What operators are in namespace demo?

Q-06 SR T4 What operators are in namespace demo? Please provide

only the name and the version for each operator.

Q-07 SR T2 How can I create a Data Science Project?

Q-08 SR - Can you describe Paris in 100 words or less?

Q-09 SR - Is there a river?

Q-10 SR T5 Tell me about the pods in namespace demo.

Q-11 SR T5 Give me a summary of the running pods in namespace

demo. Please include service and route information in

the response.

Q-12 SR T5 Give me the complete summary of the pods in names-

pace demo.

Q-13 SR T5 Give me a summary of the running pods in namespace

demo. Give me only the names and the route if they

have one.

Q-14 SR T3 What day is today?

Q-15 SR T3 What is the current date time?

Q-16 SR T3 What is the current timestamp?

Q-17 SR T3 What is the timestamp and date time for 3 hours ago?

Q-18 SR T3 What is the timestamp and date time for 3 hours from

now?

Q-19 SR T3 What is the timestamp and date time for 3 hours ago?

Q-20 SR T6 Is there a prometheus service running in namespace

demo? If so, give me its name and port values.

Q-21 AR T6, T7 Find out the service name and port number of the

Prometheus service running in namespace demo. Then

use that information to retrieve the list of metrics fil-

tered by namespace demo.
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Q#. Cat. Tools Query Text

Q-22 AR T6, T7 Find out the Prometheus service name and port num-

ber running in namespace demo. Give me all the met-

rics stored by it that have a name that starts with

load generator.

Q-23 SR T1 What configuration of WireMock supports a through-

put KPI of 307 within a 2.9 percent precision? Search

for 100 epochs to find the result.

Q-24 AR T3, T6,

T9

Find out the Prometheus service name and port

number running in namespace demo. Use it to to

plot all the prometheus metric data for the metric

load generator total msg starting 40 days ago until

now. Return only the file name and nothing else.

Q-25 AR T3, T6,

T8

Find out the Prometheus service name and port

number running in namespace demo. Use that to

get all the prometheus metric data for the metric

load generator total msg starting 40 days ago until

now. Print out only the metric values and their as-

sociated timestamp as a CSV table.

5.3 Case Study Results

In this section, we discuss the results of our three research questions (RQs).

5.3.1 RQ1: How accurately do different LLMs perform on a

set of IT Operations tasks?

Motivation: Large Language Models are different from one another from several

perspectives:

• Training Data: Different LLMs are trained on varying datasets, which can

affect their knowledge base, language proficiency, and domain expertise.

• Model Size: LLMs differ in the number of parameters (millions or billions),
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which affects their complexity, performance, and ability to understand nuanced

language.

• Architecture: While most LLMs are built on transformer-based architectures,

specific variations in model design (for example, GPT, BERT, T5) lead to dif-

ferences in processing language and generating outputs.

• Specialization: Some LLMs are fine-tuned for specific tasks (e.g., medical,

legal, or technical language), making them more effective in particular domains.

• Inference Speed: The response time of LLMs varies based on their archi-

tecture and model size, with smaller models generally being faster but less

accurate.

• Context Window: LLMs differ in how much previous conversation or text

they can retain in their context, affecting their ability to maintain coherence

over long exchanges.

• Fine-tuning and Adaptability: Some LLMs are more easily fine-tuned or

adapted to specific use cases or custom datasets, while others may be less flex-

ible.

Given these differences we want to evaluate how accurately different models perform

on the user queries detailed in Table 11.

Approach: We perform the procedure described in Section 5.2.4 and depicted in

Figure 13.

Results: Table 12 presents the summary of the accuracy for the models we evaluated,

based on the testing process described in our approach. We observe that some models

excel in simple reasoning tasks, others perform better in advanced reasoning tasks,

while a few demonstrate consistent performance across both types of tasks. Notably,

the Anthropic model family outperforms others in simple reasoning, whereas Ope-

nAI’s models excel in advanced reasoning tasks. For advanced reasoning specifically,

Claude 3.5 Sonnet and Claude 3 Opus exhibit high accuracy rates but tend to lack

the depth and completeness found in the responses provided by GPT-4 models.

We notice that, in general, larger models perform better. This is expected for a

number of reasons:
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• Representation Capacity: Larger models have more parameters, allowing them

to capture complex patterns and nuances in language data. This enables them to

understand idiomatic expressions, rare words, and intricate linguistic structures.

With increased capacity, models can differentiate between subtle differences in

context and meaning, leading to more accurate and relevant responses.

• Generalization Ability: Larger LLMs are trained on vast amounts of data, en-

compassing diverse topics and styles. This broad training helps them generalize

better to new and unseen inputs.

• Contextual Understanding: Bigger models can maintain context over longer

stretches of text, which is crucial to understanding and generating coherent

responses in conversations or long documents. They are also better at resolving

ambiguities by considering more extensive contextual information.

• Complex Reasoning and Inference: Multistep reasoning allows the model to

perform more complex reasoning tasks, like mathematical calculations, logi-

cal inferences, and following intricate instructions. Larger models can better

grasp relationships between concepts, aiding in tasks like question answering

and problem solving. They are also better at understanding and generating

figurative language.

However, smaller models are also quite efficient when it comes to reasoning and tool

selection to complete a task.

Table 13 provides the detailed results of the accuracy report of the models we

tested following the process mentioned in our approach. We provide further details

and explanation on various aspects of the model responses and their accuracy in the

Discussion section, Section 5.4, where we shall explain why models such as ChatGPT

3.5 Turbo (once a state-of-the-art model) are struggling with certain queries that

seem quite straightforward (e.g., query Q7).

96



Table 12: RQ1 - Summary of Large Language Model Agents solving task accuracy in

AIOps Context grouped by type of reasoning: Simple Reasoning, SR, (use at most

one tool), and Advanced Reasoning, AR (use multiple tools).

Model SR Task AR Task

(0..1 tools) (2+ tools)

Claude 3.5 Sonnet 95.23% 95%

Claude 3 Haiku 89.52% 30%

Claude 3 Opus 90% 95%

Mistral Largest 94.76% 45%

Mixtral 8x22B 2.38% 0%

Mistral Small 7B 76.19% 0%

GPT 3.5 Turbo 85.71% 0%

GPT 4-o 87.14% 100%

GPT 4-o Mini 85.71% 77.5%

GPT 4 Turbo 85.71% 90%

With the exception of Mixtral 8x22B, all tested LLMs followed the ReAct prin-

ciples and effectively utilized the available tools when the instructions were clear.

Among the models, the GPT family achieved the best overall performance in ad-

vanced reasoning tasks, with GPT 4-o excelling in accuracy and reliability. The

Claude model family, on the other hand, performed best on simple reasoning

tasks. In contrast, Mixtral 8x22B exhibited the poorest performance, frequently

hallucinating responses and failing to leverage the tools provided. Being a closed

model, we cannot say why it hallucinated most of the responses and did not use

the available tools to form the responses.
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Table 13: RQ1 - Detailed Results for Large Language Model Agents solving task accuracy in AIOps Context.

Query Claude Claude Claude Mistral Mixtral Mistral GPT GPT GPT GPT

No. 3.5 3 3 Largest 8x22B Small 3.5 4-o 4-o 4

Sonnet Haiku Opus 7B turbo mini turbo

Q-01 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%

Q-02 100% 90% 100% 100% 100% 100% 100% 100% 100% 100%

Q-03 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%

Q-04 100% 100% 100% 100% 100% 100% 0% 100% 100% 100%

Q-05 100% 90% 100% 100% 0% 100% 100% 100% 100% 100%

Q-06 100% 100% 100% 100% 0% 100% 100% 100% 100% 100%

Q-07 100% 0% 0% 90% 0% 0% 100% 30% 0% 0%

Q-08 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%

Q-09 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Q-10 100% 100% 100% 100% 0% 100% 100% 100% 100% 100%

Q-11 100% 100% 100% 100% 0% 100% 100% 100% 100% 100%

Q-12 100% 100% 100% 100% 0% 100% 100% 100% 100% 100%

Q-13 100% 100% 100% 100% 0% 100% 100% 100% 100% 100%

Q-14 100% 100% 100% 100% 0% 0% 100% 0% 0% 0%

Q-15 100% 100% 100% 100% 0% 0% 100% 100% 100% 100%

Q-16 100% 100% 100% 100% 0% 100% 100% 100% 100% 100%

Q-17 100% 100% 100% 100% 0% 100% 100% 100% 100% 100%

Q-18 100% 100% 100% 100% 0% 100% 100% 100% 100% 100%
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Query Claude Claude Claude Mistral Mixtral Mistral GPT GPT GPT GPT

No. 3.5 3 3 Largest 8x22B Small 3.5 4-o 4-o 4

Sonnet Haiku Opus 7B turbo mini turbo

Q-19 100% 100% 100% 100% 0% 100% 100% 100% 100% 100%

Q-20 100% 100% 100% 100% 0% 0% 0% 100% 100% 100%

Q-21 80% 10% 0% 0% 0% 0% 0% 100% 100% 100%

Q-22 100% 50% 100% 100% 0% 0% 0% 100% 100% 100%

Q-23 100% 100% 90% 100% 0% 100% 100% 100% 100% 100%

Q-24 100% 30% 100% 80% 0% 0% 0% 100% 100% 80%

Q-25 100%* 30%* 100%* 0% 0% 0% 0% 100% 10% 80%
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5.3.2 RQ2: How fast do different LLMs perform on a set of

IT Operations tasks?

Motivation: Building on the earlier mentioned differences between LLMs, we will

measure how quickly various models respond to user requests. Specifically, we record

the 50th percentile (median), 90th percentile, and maximum response times (in sec-

onds) for models that vary in size, architecture, context window, and training data.

This measurement is important because some tasks may be critical in time, partic-

ularly in real-time applications such as chatbots, virtual assistants, and customer

support systems. Preventive maintenance in applications is another area where quick

responses are critical. Slow responses can lead to user frustration, decreased engage-

ment, and a perception of unreliability. Evaluating the LLM’s performance over re-

peated requests using the 50th-percentile (median) and 90th-percentile response times

helps in understanding both typical and worst-case scenarios. The 50th percentile in-

dicates the response time that half of the users experience or is faster, reflecting the

general performance. The 90th percentile shows the response time below which 90%

of the requests are served, highlighting the tail-end delays that can impact user sat-

isfaction. Analyzing these percentiles allows developers to identify latency issues and

optimize the system to ensure consistent and timely responses for most users.

Approach: We perform the procedure described in Section 5.2.4 and depicted in

Figure 13.

Results: In Table 14 we present the results summary for the performance metrics

we observed and described in the motivation part of this research question. The

summary is aligned to the type of reasoning required to perform the task, namely

simple reasoning (SR) or advanced reasoning (AR). The detailed results are provided

in Table 15.

Response times must always be evaluated alongside accuracy to provide mean-

ingful insights into a model’s performance. This combined assessment is particularly

important in scenarios where both speed and correctness are critical. Without such

context, faster response times might overshadow inaccuracies, or highly accurate re-

sponses might fail to meet real-time requirements. Considering this, we observe that

for SR queries, OpenAI models generally respond the fastest, closely followed by

Anthropic models, with Claude 3 Haiku standing out as the fastest responder based
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on P-50 response times. The Mistral family models, excluding Mixtral 8X22B, also

deliver competitive response times for SR tasks. For AR queries, response times

among models capable of solving these tasks are relatively consistent.

Smaller models within a family generally respond approximately 50% faster than

their larger counterparts. When evaluating both response time and accuracy, OpenAI

models, particularly GPT-4o, stand out as the fastest and most reliable performers.

Conversely, the Mistral models, especially Mixtral 8x22B, performed the worst. Al-

though Mixtral 8x22B returned hallucinated responses quickly, it failed to resolve

any AR queries. However, for SR queries, the Mistral Small 7B model remains a

viable option due to its reasonable accuracy, as observed in RQ1. Its relatively fast

response times combined with acceptable accuracy make it suitable for specific ITOM

operations scenarios where high precision is not the primary requirement.

We notice that in general larger models take more time to respond, especially

where the query requires several reasoning and action steps in order to determine

the response (e.g., Q-21, Q-22, Q-24, and Q-25). These queries require the LLM to

piece together several instructions from the input and decide which tools and in which

order to use. In some cases, the results of one tool are input for the next; therefore,

the model performance is also dependent on the performance of the tools themselves.

We must remember that faster here does not necessarily mean better, since response

times must be correlated with the accuracy aspect of the associated responses. This

is in particular visible for the Mixtral 8x22B model, which has the smallest response

times. However, when correlated with the RQ1, we can see that this model has a

very low accuracy as it failed to respond to the majority of the queries.

Response times should always be assessed in context and alongside the accuracy of

responses to ensure a comprehensive evaluation. Within this framework, OpenAI

models generally exhibit the fastest response times for both SR and AR queries.

However, when considering the P-50 metric specifically, Claude 3 Haiku emerges

as the fastest model for SR queries, while GPT-4o demonstrates the fastest

performance for AR queries.
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Table 14: RQ2 - Summary of Large Language Model Agents solving task average

response times (in seconds) in AIOps Context.

Model Metric SR Task AR Task

(Average) (0..1 tools) (2+ tools)

Claude 3.5 P-50 6.41 19.14

Sonnet P-90 7.12 20.54

Max 7.52 21.01

Claude 3 P-50 3.14 9.07

Haiku P-90 4.38 16.08

Max 5.16 16.97

Claude 3 P-50 18.18 48.38

Opus P-90 20.97 55.12

Max 22.73 57.54

Mistral P-50 8.36 71.95

Largest P-90 12.31 88.04

Max 17.17 94.67

Mixtral P-50 4.73 6.88

8x22B P-90 5.72 7.17

Max 11.00 7.50

Mistral P-50 4.72 9.12

Small 7B P-90 5.17 9.42

Max 5.44 9.66

GPT 3.5 P-50 3.45 6.99

Turbo P-90 4.25 7.35

Max 4.50 7.71

GPT 4-o P-50 4.47 46.12

P-90 5.69 54.42

Max 7.13 69.40

GPT 4-o P-50 4.13 22.08

Mini P-90 6.06 28.61

Max 9.91 46.00

GPT 4 P-50 9.17 48.62

Turbo P-90 10.53 54.99

Max 11.47 57.10

102



Table 15: RQ2 - Detailed Results for Large Language Model Agents solving task response times (in seconds) in AIOps

Context.

Query Metric Claude Claude Claude Mistral Mixtral Mistral GPT GPT GPT GPT

No. 3.5 3 3 Largest 8x22B Small 3.5 4-o 4-o 4

Sonnet Haiku Opus 7B turbo mini turbo

P-50 1.81 0.77 7.07 1.16 2.06 1.38 0.71 0.87 0.93 1.85

Q-01 P-90 2.04 1.22 9.50 1.62 2.34 1.70 0.87 1.29 1.20 2.54

Max 2.07 2.16 12.97 2.07 2.77 2.23 1.18 3.13 1.23 2.73

P-50 6.39 2.81 23.05 8.38 7.56 6.32 2.02 5.15 3.68 13.33

Q-02 P-90 6.72 4.45 31.52 12.32 7.82 6.76 2.57 5.95 6.44 16.86

Max 6.83 4.94 39.60 18.01 7.87 7.03 3.13 8.07 14.86 17.72

P-50 3.86 2.79 20.63 11.10 5.17 2.72 2.06 4.77 4.40 10.96

Q-03 P-90 6.22 5.28 27.50 27.96 5.82 2.95 2.38 5.67 6.39 12.56

Max 6.35 6.84 28.23 42.01 6.22 3.26 2.44 6.00 9.74 12.64

P-50 7.00 4.13 24.35 25.17 7.97 6.21 1.64 8.39 5.48 14.84

Q-04 P-90 8.46 4.97 27.31 33.17 8.24 6.96 1.91 10.49 10.80 16.30

Max 9.03 7.47 33.90 34.49 8.26 7.18 1.95 15.49 43.94 19.60

P-50 5.99 2.9 17.73 5.31 2.29 6.42 3.77 5.47 4.08 12.63

Q-05 P-90 7.37 3.88 20.60 6.62 2.85 6.89 4.36 6.43 6.84 13.62

Max 7.49 4.13 20.94 7.53 3.11 7.08 4.38 6.67 10.80 13.62

P-50 4.95 2.09 16.37 5.53 2.53 4.86 4.02 4.12 3.76 9.48

Q-06 P-90 5.18 2.36 18.53 9.46 2.85 5.11 4.73 4.98 5.09 11.73
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Query Metric Claude Claude Claude Mistral Mixtral Mistral GPT GPT GPT GPT

No. 3.5 3 3 Largest 8x22B Small 3.5 4-o 4-o 4

Sonnet Haiku Opus 7B turbo mini turbo

Max 5.27 2.52 18.92 9.54 3.14 5.64 4.76 5.59 6.45 12.84

P-50 7.53 3.14 23.69 6.46 7.08 5.56 3.59 8.19 9.46 25.81

Q-07 P-90 8.62 4.95 26.87 11.74 7.99 6.36 4.08 11.28 17.28 28.15

Max 8.79 5.77 32.01 11.88 9.10 6.72 4.58 13.66 17.55 29.08

P-50 3.97 1.96 12.45 3.83 1.95 2.61 2.34 2.00 1.78 5.68

Q-08 P-90 4.47 3.71 13.30 6.50 2.58 2.76 3.43 2.51 2.31 6.66

Max 4.54 4.23 13.46 6.74 2.66 2.82 3.80 3.02 3.71 6.86

P-50 2.64 1.08 11.38 23.71 2.20 1.83 1.64 0.87 0.98 1.60

Q-09 P-90 2.93 2.17 13.67 28.07 2.63 1.92 1.72 1.79 2.20 2.66

Max 3.07 2.30 13.76 51.20 2.71 2.00 1.95 1.99 2.74 3.88

P-50 10.61 6.36 22.38 13.58 6.09 8.53 8.28 10.31 8.98 16.17

Q-10 P-90 10.97 7.06 23.45 18.39 6.36 8.85 10.60 12.01 14.82 18.78

Max 11.03 7.27 23.72 25.84 6.86 8.93 10.90 15.89 29.50 19.26

P-50 10.52 5.93 22.81 12.27 4.70 9.01 8.19 8.23 8.67 15.19

Q-11 P-90 11.17 8.42 23.28 14.58 4.89 10.02 8.94 9.36 9.86 16.32

Max 11.61 10.04 23.49 22.14 5.16 10.30 9.08 10.58 10.31 17.42

P-50 11.04 6.21 22.00 11.30 3.52 8.64 7.74 8.71 8.81 15.78

Q-12 P-90 11.72 6.98 26.90 19.09 15.42 8.88 8.57 12.04 10.93 17.68

Max 12.36 7.17 27.72 20.55 120.12 9.04 8.92 16.60 11.75 20.88

P-50 8.33 5.45 20.05 8.17 3.37 6.94 6.69 6.65 6.46 12.14
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Query Metric Claude Claude Claude Mistral Mixtral Mistral GPT GPT GPT GPT

No. 3.5 3 3 Largest 8x22B Small 3.5 4-o 4-o 4

Sonnet Haiku Opus 7B turbo mini turbo

Q-13 P-90 9.07 6.89 22.06 15.11 3.74 7.54 7.14 8.09 8.43 13.01

Max 9.32 7.27 22.96 15.48 4.49 7.74 7.58 9.36 11.30 13.76

P-50 5.03 1.77 15.89 2.66 5.26 1.39 1.59 0.57 0.67 0.90

Q-14 P-90 5.77 1.85 17.29 3.23 5.82 1.91 1.86 0.60 1.08 1.09

Max 6.27 2.15 18.10 3.46 6.14 2.58 2.03 0.62 1.09 1.11

P-50 5.39 1.86 16.80 3.44 2.53 2.55 1.77 2.07 1.70 3.53

Q-15 P-90 5.81 3.32 17.29 5.11 3.28 2.97 1.95 2.54 2.49 4.81

Max 5.83 4.02 18.10 10.68 3.38 3.11 2.03 3.02 6.39 5.57

P-50 5.55 2.29 16.24 3.81 3.33 2.98 2.06 2.19 1.97 4.41

Q-16 P-90 5.94 3.83 19.09 4.88 3.51 3.40 2.33 3.30 3.43 5.17

Max 6.10 5.85 19.31 5.15 3.69 3.52 2.50 4.39 3.62 5.69

P-50 6.36 2.32 16.42 4.60 8.77 3.18 2.10 2.44 2.06 4.34

Q-17 P-90 6.69 2.98 18.86 5.64 9.47 3.54 2.24 3.17 2.37 5.13

Max 7.01 3.53 18.97 6.36 9.54 3.60 2.64 3.62 2.43 7.40

P-50 5.73 2.04 17.34 3.87 5.45 3.17 2.16 2.19 2.47 4.67

Q-18 P-90 6.92 2.19 19.91 5.60 5.90 3.74 2.34 3.07 3.46 5.29

Max 6.95 2.78 20.39 5.80 6.35 3.96 2.52 5.46 4.51 5.34

P-50 6.19 2.29 16.35 5.81 8.84 3.13 2.09 2.27 2.13 4.38

Q-19 P-90 6.42 4.48 18.52 8.56 9.52 3.59 2.53 2.84 2.59 5.79
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Query Metric Claude Claude Claude Mistral Mixtral Mistral GPT GPT GPT GPT

No. 3.5 3 3 Largest 8x22B Small 3.5 4-o 4-o 4

Sonnet Haiku Opus 7B turbo mini turbo

Max 6.69 6.49 20.99 14.72 9.54 3.80 2.91 2.87 4.29 6.64

P-50 5.31 2.25 15.62 6.58 5.18 4.17 1.97 2.12 2.54 3.91

Q-20 P-90 5.72 3.31 18.28 8.42 5.37 4.77 8.02 4.75 2.84 4.90

Max 6.04 3.45 19.57 8.63 5.41 5.68 8.20 5.82 2.84 6.00

P-50 17.68 5.90 37.57 124.03 6.28 9.22 3.54 75.95 66.59 21.11

Q-21 P-90 20.51 6.97 42.13 126.67 6.60 9.42 3.76 91.96 75.10 26.04

Max 20.72 7.06 47.22 126.71 6.75 9.64 3.99 118.36 77.52 28.39

P-50 16.51 7.79 41.35 23.20 6.83 11.14 8.10 9.15 9.86 18.68

Q-22 P-90 17.74 10.38 47.66 26.49 7.27 11.81 8.23 10.37 11.68 20.98

Max 18.43 12.43 49.04 32.98 8.02 12.13 8.23 12.20 12.22 22.43

P-50 10.43 5.47 23.17 8.74 3.44 7.46 6.12 6.26 5.77 11.03

Q-23 P-90 11.38 7.62 25.48 12.47 3.76 7.89 6.71 7.33 6.61 12.10

Max 15.19 7.96 28.87 38.28 4.54 8.01 7.06 7.99 9.01 12.79

P-50 10.84 4.41 37.27 8.42 6.99 10.99 8.13 6.38 7.69 13.19

Q-24 P-90 11.20 9.94 42.08 24.29 7.20 11.21 8.59 8.00 13.26 14.88

Max 11.74 10.99 44.95 37.83 7.59 11.28 8.60 8.67 14.55 19.17

P-50 31.54 18.18 77.33 132.14 7.40 5.12 8.19 92.99 4.16 141.51

Q-25 P-90 32.72 37.02 88.60 174.69 7.62 5.22 8.80 107.35 14.42 158.07

Max 33.15 37.39 88.96 181.16 7.64 5.58 10.03 138.38 79.72 158.40
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5.3.3 RQ3: How verbose do different LLMs perform on a set

of IT Operations tasks?

Motivation: Building on the differences between LLMs mentioned earlier, we will

assess how verbose each model is in responding to user requests. This will be mea-

sured by calculating the average number of tokens that a model uses to answer a

specific request. We will determine this average by repeating the same request ten

times and recording the token count for each response. Similarly to the previous

research questions, our observations are made for different models that vary in size,

architecture, context window, and training data. This measurement is important as

it not only affects the response time (more tokens means more time to stream back a

response, more time for a human to spend on absorbing a response), but also affects

the overall operational costs for models hosted by third party providers where access

is paid on the number of utilized tokens. Additionally, a more verbose model with a

limited context window may also be limited in being able to answer complex questions

or execute workflows.

Approach: We perform the procedure described in Section 5.2.4 and depicted in

Figure 13.

Results: In Table 16 we present the summary of the results for the verbosity of the

different LLMs solving the AIOps-related tasks, grouped by the type of reasoning

required: simple reasoning (SR), or advanced reasoning (AR). The detailed results

are provided in Table 17. For the detailed results (Table 17), the numbers represent

the average token count, rounded to closest integer, for the ten-fold execution of each

query in Table 11.

As observed in previous research questions, a model’s verbosity is strongly tied to

its ability to solve tasks effectively. Larger models generally produce more verbose

responses. Additionally, verbosity levels vary across models from different providers,

even within the same class (e.g., Anthropic’s Claude 3.5 Sonnet, Mistral’s largest

model, and OpenAI’s GPT 4-turbo). These differences reflect provider-specific ap-

proaches to response generation and structuring.

Similarly to the prior research question, the verbosity of a model is tightly coupled

with its ability to solve a task. We notice that larger models are generally more

verbose in their answers. The verbosity also varies for different model suppliers,
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Table 16: RQ3 - Summary Average token count (verbosity) of Large Language Model

Agents solving tasks in AIOps Context.

Model SR Task AR Task

(0..1 tools) (2+ tools)

Claude 3.5 Sonnet 5420.3 42768.1

Claude 3 Haiku 5564.6 46535.7

Claude 3 Opus 5892.6 44648.5

Mistral Largest 6066.8 39877.6

Mixtral 8X22B 2803.4 3007.3

Mistral Small 7B 4162.7 4619.5

GPT 3.5 Turbo 3242.3 2722.6

GPT 4-o 3031.6 25965

GPT 4-o Mini 3065 20900.7

GPT 4 Turbo 3081.3 24308.5

despite the respective models’ belonging to similar model classes. (e.g., Anthropic’s

Claude 3.5 Sonnet versus Mistral Largerst versus OpenAi’s GPT 4-turbo).

In general, Anthropic’s Claude family models are the most verbose, despite their

responses being less complete or accurate compared to OpenAI’s GPT models. For

instance, Claude models consistently truncated their responses to query Q-25, whereas

GPT 4-turbo delivered a complete response. The verbosity of Mistral family models

is often comparable to that of the Claude family but only when they provided correct

responses. This demonstrates that verbosity does not always align with response

quality or completeness.

In RQ1 we mentioned that queries Q-04 and Q-21 were not resolved by the GPT

3.5 turbo model due to a model internal processing error (as reported by the inte-

gration library). The correlation between the token count and result of the query is

especially visible for these two queries as in RQ3 we see the count of tokens at zero,

despite the model taking some times before an error is provided, as per the results

from RQ2.
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Overall, the OpenAI model family is the most efficient in token usage for both

SR and AR queries, whereas the Anthropic models are the most verbose. This

difference is important because token usage directly affects the operational costs

of employing the models for ITOM tasks. Higher verbosity can substantially

increase costs, making such models less desirable from a project cost management

perspective.
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Table 17: RQ3 - Average token count (verbosity) of Large Language Model Agents solving task in AIOps Context.

Query Claude Claude Claude Mistral Mixtral Mistral GPT GPT GPT GPT

No. 3.5 3 3 Largest 8x22B Small 3.5 4-o 4-o 4

Sonnet Haiku Opus 7B turbo mini turbo

Q-01 2841 2789 3147 2519 2609 2550 1713 1662 1679 1728

Q-02 3189 5668 5065 2833 3021 2831 1810 1950 1917 2059

Q-03 3056 6123 5101 6958 2857 2636 1813 1951 1919 2004

Q-04 3265 6223 4752 7841 3061 2848 0* 2174 2011 2097

Q-05 6386 6021 6859 5488 2627 5685 3870 3856 3850 3982

Q-06 6307 6093 6849 5597 2664 5582 3912 3801 3803 3915

Q-07 7178 6203 3927 5697 2993 2799 4197 3083 2210 2386

Q-08 3003 2934 3252 2628 2621 2633 1831 1754 1764 1840

Q-09 2894 2823 3243 7064 2621 2580 4297 1664 1673 1720

Q-10 6505 6173 6946 5798 2877 5673 3988 3942 3922 4018

Q-11 6574 6230 6972 5792 2826 5712 3998 3944 3920 4025

Q-12 6566 6200 6925 5727 2466 5677 3973 3927 3965 4022

Q-13 6369 6174 6928 5621 2727 5617 3916 3813 3807 3930

Q-14 6044 5783 6605 5201 2843 2552 3508 1646 1646 1701

Q-15 6055 5809 6697 5239 2658 2623 3533 3423 3417 3527

Q-16 6094 5829 6655 5247 2696 5267 3550 3437 3438 3554

Q-17 6152 5890 6709 5277 3117 5286 3566 3457 3457 3570

Q-18 6142 5867 6721 5279 2868 5290 3569 3460 3460 3575
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Query Claude Claude Claude Mistral Mixtral Mistral GPT GPT GPT GPT

No. 3.5 3 3 Largest 8x22B Small 3.5 4-o 4-o 4

Sonnet Haiku Opus 7B turbo mini turbo

Q-19 6146 5886 6685 5278 3117 5287 3565 3457 3457 3570

Q-20 6187 5949 6724 20770 2859 2729 3693 3587 5374 3696

Q-21 34865 34023 35594 21463 2950 5062 0* 25882 28049 20108

Q-22 34822 25803 35862 33235 2994 5426 3601 11173 26946 21859

Q-23 6877 6191 6985 5551 2745 5562 3788 3678 3679 3791

Q-24 17319 12892 19398 19867 3021 5180 3638 11612 15648 11163

Q-25 84066 113426 87740 84946 3065 2810 3650 55193 12960 44105
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5.4 Discussion

In this section, we discuss the key observations of developing tools for LLM agents

and integrating them into the Red Hat OpenShift [97] platform.

To summarize our testing approach, we used the LangChain [63] and Lang-

Graph [64] framework for agent creation and LLM integration. Additionally, we used

for integration the Pydantic [94] library which allowed us to use the object-oriented

programming (OOP) approach for data exchange with the different LLMs. For the

agent setup, we used the default ReAct implementation from the LangGraph library,

without any other tuning. We used this approach to ensure that we do not introduce

any bias, by prompt manipulation, to any of the LLMs we tested. As mentioned

in Section 5.2.4, we used a set of different questions in our tests that ranged from

general knowledge, to platform knowledge (RedHat OpenShift), product documenta-

tion - through retrieval augmented generation (RAG), and application configuration

(using MLASP [114] predictions to configure an mock application for a desired KPI

throughput).

Chat agents may be implemented with a memory component (to retain aspects

of earlier queries) or without it. Using a memory component for the chat assistant

may seem beneficial, as it may follow up on queries from the user and behave like

an ongoing conversational agent. This proved to work well for queries Q-08 and Q-

09. However, it completely provided unexpected results when used later for queries

Q-15 through Q-25 when the LLM did not calculate updated timestamp information

anymore. To avoid this behavior, we disabled the memory component of the agent,

which allowed correct calculations for the real IT operations queries and an incorrect

response 100% of the time for query Q-09, as the LLMs were no longer capable of

inferring that the Q-09 query may be in context with query Q-08 (expected response

for query Q-09 would have been the LLM mentioning the river Seine). Since asking

the agent to always calculate timestamps may decrease the user experience, we opted

to remove the memory component from our agent setup. Another reason why we

opted to remove the chat history feature (through removing the memory component)

was that some models have a shorter context window which is directly affected by

the length of the chat history feature. Also, when performing IT operations tasks,

the response expected from the LLM may not be usable in future queries (e.g., Q-24

returns the name of a file). We recognize that in some cases the existence of a chat
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history may be beneficial. For example, after obtaining the response for Q-23 the

user may want to use the agent to apply the response on the system (if such a tool

were available to the agent).

Some of the queries we used for testing the agents’ reasoning capabilities require

detecting and using in the correct order of several tools, in some cases using the same

tool repeatedly withing the same workflow. As an example, Table 18 describes the

correct reasoning and steps taken by the LLM to solve the task. The LLM that

provided the response was OpenAi’s GPT 4-turbo.

Table 18: Query Q-24 correctly solved by GPT 4-turbo powered agent.

Step Agent activity

1 Input: Find out the Prometheus service name and port number running

in namespace demo. Use it to to plot all the prometheus metric data

for the metric load generator total msg starting 48 hours ago until now.

Return only the content string of the tool and nothing else.

2 Entering new AgentExecutor chain... To solve the question, I need to first

identify the Prometheus service name and port number in the ”demo”

namespace. Then, I will use this information to plot the Prometheus

metric data for ”load generator total msg” from 48 hours ago until now.

3 Action: Summarize Services Information In OpenShift Namespace

Action Input: {”namespace”: ”demo”}
namespace = ’demo’ svc summary = [ServiceInfo (name = ’grafana-

demo-service’, ports = [PortInfo (port=3000, name = ’grafana’,

protocol = ’TCP’)], route = ’http://grafana-demo.apps.cluster-

dnjmk.dnjmk.sandbox1590.opentlc.com/’), ServiceInfo (name =

’influxdb’, ports = [PortInfo (port = 8086, name = ’No name avail-

able’, protocol = ’TCP’)], route = ’unavailable’), ServiceInfo (name =

’load-generator’, ports = [PortInfo ( port = 9090, name = ’metrics-app’,

protocol = ’TCP’), PortInfo (port = 9100, name = ’metrics-node’,

protocol = ’TCP’)], route = ’unavailable’), ServiceInfo (name =

’prometheus-operated’, ports = [PortInfo (port = 9090, name = ’web’,

protocol = ’TCP’), PortInfo (port = 10901, name = ’grpc’, protocol =

’TCP’)], route = ’unavailable’)]
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Step Agent activity

4 From the observation, the Prometheus service in the ”demo” namespace

is named ”prometheus-operated” and it uses port 9090 for web access.

Next, I need to get the current time and the time 48 hours ago to define

the time range for plotting the metric data.

5 Action: Get timestamp and time ISO

Action Input: {”time value”: ”now”, ”time metric”: ”seconds”,

”ago flag”: 0}
timestamp = 1730500568.411993 date time iso format string = ’2024-11-

01T18:36:08.411993-04:00’ timezone = ’America/New York’

6 Now I have the current timestamp. Next, I need to calculate the times-

tamp for 48 hours ago.

7 Action: Get timestamp and time ISO

Action Input: {”time value”: 48, ”time metric”: ”hours”, ”ago flag”: 1}
timestamp = 1730327770.333979 date time iso format string = ’2024-10-

30T18:36:10.333979-04:00’ timezone = ’America/New York’

8 Now I have the timestamp for 48 hours ago. With both timestamps, I

can proceed to plot the metric data for ”load generator total msg” from

48 hours ago until now using the Prometheus service details.

9 Action: File create plot irate

Action Input: {”prom service”: ”prometheus-operated”,

”prom namespace”: ”demo”, ”prom port”: 9090, ”metric name”:

”load generator total msg”, ”metric range start”: 1730327770.333979,

”metric range end”: 1730500568.411993}
file name=’FILE-plot-load generator total msg-1730327770-

1730500568.png’

10 I now know the final answer

Final Answer: FILE-plot-load generator total msg-1730327770-

1730500568.png

We can see that in the first step, the agent receives the input query. In the second

step, the agent provides a brief summary of the reasoning it needs to use to solve the

task. We identify a first tool that the agent will use in solving the task in the third
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step where the Summarize Services Information In OpenShift Namespace tool shall

be used to find the Prometheus service name and port number of the Prometheus

operator instance running in the specified namespace, in our case called demo. The

response from the tool returns as a list of Pydantic objects. These items are then

parsed by the LLM and provided as an observation in step four. In the same step,

the LLM informs what the next steps will be. In steps five through eight, it uses

twice the Get timestamp and time ISO tool in order to obtain the timestamps for

the time range needed in step nine by the File create plot irate tool. Naturally, the

tool execution in this step returns the plot as a file which is then used by the agent

executor in step ten to draw the conclusion that the response is now complete and

final, thus returning the file name as its final answer.

As depicted in Table 12, we can see that seven of the ten models we tested were

able to respond with various degree of accuracy to Q-24, six models providing over

80% accuracy. Looking into the chains call logs we can see that when the models fail

they do for the following reasons:

• The model hallucinates the date range instead of using the tool to calculate the

time interval.

• The model simply hallucinates a response by saying what the user should do to

obtain the response.

• The model does not create the right workflow and chain of tools that it should

use and responds that it did not find anything.

In some cases, for the Anthropic model family, the LLM does not determine

the correct order in which to use the tools (particularly the timestamp calculation

tool), but it eventually manages to correct itself. While this demonstrates a positive

capability—the model can recover from erroneous reasoning—it may incur significant

costs in both response time and the number of tokens consumed. Ultimately, this

approach could be economically inefficient for the operations team.

Surprisingly, although Q-25 is almost identical in terms of reasoning with Q-24,

with the exception of the GPT 4-turbo and GPT 4-o models, all other models en-

countered some challenges in providing the response. The challenges were as follows:

• Truncate the response (to some extent) - the case of Anthropic models. The

impact of truncation depends on how the user intends to utilize the resulting
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information. If the truncated result is solely for review or display purposes, it

may not pose an issue. However, if the result is subsequently used as input for

a reporting tool to perform additional calculations, the truncation should be

regarded as an error in processing.

• Improper use of tools (especially the timestamp calculation tool) - Anthropic

Claude 3 Haiku, OpenAi’s GPT 3.5 turbo and GPT 4-o mini

• Hallucinate a response: MistralAI’s Mixtral 8x22B and Mistral Small

• Timeout from the model - Mistral Largest.

MistralAI also provides an LLM variant that functions as a mixture of experts in

the Mixtral8 family (with different weight variants). However, our tests—following

the framework and approach outlined in Section 5.2.4—showed that this model per-

formed the worst. It frequently produced hallucinations related to IT operations tasks

and failed to use the provided tools for calculations. As the model is closed-source,

we cannot determine the root cause of this behavior. We recommend future stud-

ies that involve further tuning the agentic approach and reevaluating this model’s

performance.

We further report that in some cases the GPT 3.5 turbo model has failed to

provide a response since the response exceeded the context window of the model.

To summarize, the best-performing models were the larger ones in the GPT-4 fam-

ily, namely GPT-4 turbo and GPT-4-o. Notably, when we adjusted the Q-07 query

to include the product name from the documentation stored in the RAG database,

the model’s performance on this query improved, highlighting once again the impor-

tance of specificity in the query prompt. The worst-performing model was Mixtral

8x22B, while Mistral Small 7B delivered acceptable results in most cases. This makes

Mistral Small 7B a suitable candidate for local deployments, where improvements in

performance and cost are relevant, as discussed in RQ2 5.3.2 and RQ3 5.3.3.

Overall, when we conducted an anonymous survey at various events showcasing

AIOps capabilities for managing a Kubernetes-based infrastructure using an agentic

approach with large language models, the respondents provided positive feedback.

The concept was well received by diverse groups within the software industry, includ-

ing development, infrastructure, and operations teams. This feedback aligns with cur-

rent industry trends, where a more agentic AI-based approach is increasingly sought
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to manage operational tasks. The code and results of the experiments from this study

are available in the following GitHub repository [31].

5.5 Threats to Validity

5.5.1 External Validity

Threats to external validity concern the generalizability of our findings. Our experi-

ments were conducted using a single family of frameworks for Large Language Model

integration: LangChain [63] and LangGraph [64]. These libraries provide abstractions

over the implementation details required to interact with specific LLMs by leveraging

the SDK (software development kit) provided by the model provider. However, other

frameworks, such as LLamaIndex [75], offer similar functionalities and could be worth

exploring in future studies.

Additionally, abstraction frameworks like LangChain and LangGraph may intro-

duce limitations compared to using the native SDKs of specific models. This is be-

cause these frameworks aim to provide a unified interface that works across multiple

models, potentially overlooking unique features offered by model-specific SDKs. As a

result, not utilizing the specialized functionalities available in a dedicated SDK could

negatively affect the performance of the overall agent.

5.5.2 Internal Validity

As we mentioned earlier, we performed our experiments using only the LangChain [63]

and LangGraph [64] libraries, the python programming language variant. We did not

test the behavior using the Javascript variants of the integration libraries.

5.5.3 Construct Validity

We conducted our experiments using specific versions of the LangChain [63] and

LangGraph [64] libraries, specifically versions 0.2.12 and 0.2.10, respectively. It is

possible that newer versions of these libraries may behave differently, potentially

offering enhancements to the client-side instance of the LLMs. Another aspect of

our experimental setup is the reliance on the serving capabilities provided by the
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LLM model owners (OpenAI, Anthropic, MistralAI) and their assurance of runtime

compatibility with the integration libraries we employed.

As Anthropic and OpenAI models are fully closed, we could not test their agentic

functionality in custom, locally deployed runtimes. While testing the MistralAI model

family in a local environment is feasible, the compute requirements (both CPU and

GPU) for larger models made it cost-prohibitive. However, we tested Mistral Small 7B

locally using a vLLM [116] runtime but were unable to replicate the results obtained

from the MistralAI endpoints. This discrepancy was due to a missing feature in the

vLLM-LangChain integration library at the time of our experiments, specifically the

bind tools function. Further testing may be feasible with other runtime servers or with

updated vLLM serving runtimes once the missing functionality becomes available.

Future studies will aim to address these limitations.
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Chapter 6

Conclusion

In this chapter we summarize the contributions of this dissertation. We also propose

future work related to AIOps and agentic AIOps practises for large scale systems.

We presented a series of empirical studies, each one covering a particular goal

in the scope of improvements to load testing, capacity planning and to operational

efficiency of software systems with emphasis on large scale and distributed systems.

Load testing is a critical activity in the software development lifecycle (SDLC)

as it ensures that the software system behaves correctly within defined SLA ranges

under loads as close as possible to real world usage. As a result, it is recommended

that load test engineers run as many tests as possible using different loads and system

configurations. Furthermore, the results of load testing are also critical in calculating

the required software, environment and deployment settings for the components of a

software ecosystem required to have a desired capacity for business processing.

The use of frameworks that accelerate and offer cost savings to businesses when

performing the tasks related to both load testing and capacity planning are highly

appreciated, especially when the frameworks are extensible, and non-intrusive in their

approach. Using a non-intrusive approach for KPI information retrieval is very impor-

tant as it simplifies the integration of these methods with existing software ecosystems.

Including Machine Learning models in the proposed frameworks leverages cutting

edge technologies for solving the challenges raised by the use of traditional methods.

Furthermore, the rise of Large Language Models opens new possibilities for man-

aging large scale systems. Incorporating LLM powered agents equipped with tools
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can lift operational burdens. Having LLM powered agents equipped with predic-

tive machine learning (ML) tools is a game changer for modern IT operations and

business processes. These agents combine the natural language understanding and

contextual reasoning capabilities of LLMs with the powerful data analysis and fore-

casting abilities of predictive ML models. This synergy enables them not only to

interpret complex queries, but also to proactively offer actionable insights and pre-

dictions to uphold service level agreements (SLAs). By integrating predictive tools,

these agents can go beyond reactive responses, offering a forward-thinking approach

that enhances decision making, reduces downtime, and optimizes resource utilization,

ultimately improving overall operational efficiency.

6.1 Contributions

In this dissertation we focus on improvements to different processes that are part of

the software development life cycle (SDLC) for distributed large scale systems. In

particular we focus on improvements to load testing, capacity planning and use of

AIOps for IT Operations management. Our studies managed to fill in process gaps in

the practice of the aforementioned processes. Below, we outline the key contributions:

1. MLASP - Machine Learning Assisted Capacity Planning [114] is an in-

dustrial report that introduces a novel approach to capacity planning for large-

scale industrial systems using automation and machine learning. A central

aspect of this approach is the use of non-intrusive data collection, which en-

hances its applicability to a broader range of systems, including closed-source

ones. Our findings demonstrate that leveraging machine learning (ML) en-

ables highly accurate predictions of key performance indicators (KPIs), with

the difference between predicted and actual throughput being less than 1%.

Additionally, we show that effective results can be achieved even when train-

ing on a smaller subset of data—for instance, just 3% of the total data in the

case of the open-source system. By adopting MLASP, our industrial partner

experienced substantial cost savings in the load testing process and reduced

operational costs in production environments.

2. MLOLET - Machine Learning Optimized Load and Endurance Test-

ing [115] is an industrial report presenting a novel approach to improving the
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efficiency of load and endurance testing processes through the early detection

and termination of failing tests. This approach leverages machine learning (ML)

for time series modeling to identify spikes, which are then validated against

business rules to assess the health of ongoing tests. Our findings indicate that

adopting MLOLET in an industrial environment can lead to significant cost

savings across multiple areas. For instance, it can reduce the setup and execu-

tion time for load testing by up to 50% and cut the time required for analyzing

load test data for spikes by up to 65%. Moreover, the number of load and en-

durance tests that can be conducted within the project timeline may increase

by up to 100%, depending on the specific business scenario. Lastly, we show

that time series models trained on load testing data may be used in production

environments to help with IT Operations management processes.

3. Using Large Language Models for Adding AIOps Capabilities to Large-

Scale Systems - an empirical study evaluating the effectiveness of LLM-

powered agents in performing IT Operations management tasks, including ca-

pacity planning. The study assesses the agents’ performance based on their

accuracy in resolving user queries, the time taken to address these queries, and

their associated costs (measured in token usage). We compare the performance

of various state-of-the-art models across different scenarios. Our findings in-

dicate that OpenAI’s fourth-generation GPT family consistently delivers the

best results within the proposed testing framework. However, other models

also demonstrate acceptable performance, depending on the specific scenario

and business requirements.

6.2 Future Research Directions

While we have introduced approaches to enhance the efficiency of various IT oper-

ations management processes, several challenges remain that warrant further explo-

ration. These challenges are discussed in the following sections.
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6.2.1 Evaluating Agentic frameworks

In Chapter 5, we discussed that our LLM-powered agents were implemented using

one family of frameworks: LangChain [63] and LangGraph [64]. While these libraries

support a variety of models, other libraries, such as LLamaIndex [75], also offer similar

capabilities and may be worth investigating. Additionally, constructing agents using

native SDKs could provide certain benefits compared to generic abstraction frame-

works like LangChain and LangGraph. Leveraging dedicated functionalities available

in native SDKs might enhance performance and flexibility, offering advantages over

the generalized features provided by abstraction frameworks.

6.2.2 Improving Cost Efficiency for Agentic AIOps

As discussed in Chapter 5, the use of LLM-powered agents in IT Operations manage-

ment can be expensive, both in terms of the time required for the agent to generate a

response and the financial cost associated with token usage. As LLMs become more

advanced and open-source models increasingly emerge, it would be valuable to inves-

tigate the performance of these agents when deployed locally, on the same platform

(e.g., RedHat OpenShift [97]) where tools, data and other managed workloads are

hosted. Running LLMs locally could potentially lead to significant operational expen-

diture (Opex) savings. This cost reduction could enable the testing and deployment

of autonomous monitoring agents capable of continuous 24x7 application ecosystem

oversight. Such agents could also utilize tools to perform preventive maintenance,

including adjustment of parameters on the fly (e.g. use the ideas from MLOLET and

MLASP simultaneously) and recovery actions for monitored applications. This ap-

proach could broaden the accessibility and scalability of agents for AIOps purposes,

offering enhanced operational efficiency and reduced costs.
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