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Abstract

Auditory Processing During Sleep: A Causal Approach to Manipulate Memory

Consolidation Through Event-Locked Stimulation

Hugo R. Jourde, Ph.D.

Concordia University, 2025

Sleep represents a considerable part of our lives and its important roles in cognition and

health are constantly being emphasized by emerging research. Investigations of sleep’s role in

human memory consolidation have primarily focused on correlative relationships with sleep

architecture or characteristic patterns of electrical activity, such as brain oscillations. While

non-invasive neuroimaging studies cannot provide direct causal evidence of oscillations’ func-

tional roles, emerging brain stimulation techniques fill this gap by allowing direct interaction

with endogenous brain activity. Closed-loop auditory stimulation, which uses quiet sounds

time-locked to neural events, shows promise in research and clinical applications, particularly

for targeting neural events previously correlated with, and therefore hypothesized to be

involved in learning and memory. The present thesis investigates the bidirectional relation-

ship between auditory processing and sleep using a combination of electroencephalography,

magnetoencephalography, and behavioural paradigms. This dissertation comprises six studies.

In our first studies (Chapters 2 and 3), which used source-localized magnetoencephalography,

we demonstrated that cortical sources of auditory evoked responses are affected by sleep depth,

while subcortical regions remain unaffected. We also identified the source of sleep-specific

evoked responses that are involved in closed-loop auditory stimulation effects. The next study

(Chapter 4) challenges a widely held assumption in sleep science by showing that auditory

input can still reach the cortex during spindles and their refractory period. This finding

is key to our goal of manipulating sleep spindles with sound. In the next group of studies

(Chapters 5 and 6), we validated a deep learning-based tool to modulate neurophysiology

by stimulating spindles in real-time, and explored the optimal timing for its delivery. This

work established the foundation for our behavioural study. Finally, the last study (Chapter

7) assessed the behavioural effects of slow oscillation and spindle stimulation on simple

laboratory tasks and on a complex, music-based learning task. We evaluated relationships

between stimulation-evoked responses and memory performance across tasks. Our findings

provide mechanistic insights into how non-invasive brain stimulation affects neurophysiology

and memory and offer a framework for linking brain activity with its function.
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Chapter 1

Introduction

This dissertation concerns the roles of neural patterns that are unique to sleep and are

thought to play particularly important roles in memory, and how we can better understand

their functions using non-invasive causal manipulation techniques. In the following sections,

I will first provide an overview of sleep architecture and the specific neural phenomena that

constitute the foundation of this research, reviewing relevant background concerning sleep’s

role in memory consolidation. Subsequently, I will briefly present the auditory system’s

functional organization and introduce tools for measuring its responses to environmental

stimuli, which will be our entry point for altering sleep processes. I will then review what

is known concerning how sound can be used to manipulate sleep, before establishing the

concept of closed-loop auditory stimulation. These foundational elements contextualize the

experimental findings that motivate the projects of my doctoral work.

1.1 Sleep and cognition

Sleep is a homeostatically regulated process known to be essential for many cognitive

functions in the brain extending beyond simple physical rest. From flushing toxic waste from

the cerebrospinal fluid (Hauglund et al., 2020) to reorganizing synapses through selective

strengthening and deletion (Blanco et al., 2015; Timofeev & Chauvette, 2017), sleep is

indispensable for overall brain health. Studies on sleep-related brain dynamics reveal a

fundamental reorganization of functional neural connectivity, characterized by enhanced

long-range communication facilitated by global neuronal synchronization. The specialized

neurophysiology of sleep is thought to subserve its functions, and is hypothesized to be

incompatible with the cognitive processes required during the wake state. The effectiveness

of these cognitive processes therefore relies on maintaining sleep continuity, as frequent

disruptions can impair the restorative and consolidation functions of sleep (for a review see

1



1.1. SLEEP AND COGNITION

McCoy & Strecker 2011). It also likely relies on the neural patterns that are unique to sleep,

notable instances of which are ‘sleep spindles’ and ‘slow oscillations’.

1.1.1 The electrophysiology of sleep

Sleep is a biological process regulated by two mechanisms: the circadian rhythm and sleep

pressure. The former, controlled by an internal biological clock in the suprachiasmatic

nucleus of the hypothalamus (Hastings et al., 2018; Evans & Silver, 2022) responds to various

environmental cues—with light being one of the most powerful—and orchestrates many

physiological functions, including sleep. Jet lag provides a relatable example of circadian

rhythm disruption, wherein rapid travel across time zones temporarily desynchronizes the

internal biological clock from local environmental cues. The latter refers to a homeostatic

mechanism that builds up during wake and drives our need for sleep as we experience

cumulative fatigue (Holst & Landolt, 2015). The balance between the two controls sleep

onset, duration, and depth.

Sleep is thought to be homeostatically regulated because of its crucial role in neurological

processes supporting brain function during wakefulness such as clearing metabolic waste

products through the glymphatic system (Hauglund et al., 2020), regulating synaptic strength

through homeostatic scaling (Tononi & Cirelli, 2006; Blanco et al., 2015; Timofeev &

Chauvette, 2017), and of particular interest in this work, transforming newly acquired

memories into long-term representations (Diekelmann & Born, 2010; Schabus et al., 2004;

Antony et al., 2019; Klinzing et al., 2019). This process, known as memory consolidation,

relies on effective communication between several distant brain structures, notably, the

hippocampus, the thalamus and the neocortex (see Section 1.1.2). The nature and timing

of neural activity, which is the basis of these interactions, differs considerably in sleep as

compared to the wake state. Linking features of sleep neurophysiology to their functional

roles has therefore been a prominent focus of research in recent decades to understand the

underlying mechanisms of memory consolidation.

In humans, neural activity is most often studied using electroencephalography (EEG),

a non-invasive neuroimaging technique that measures the summed activity of postsynaptic

potentials from large groups of neurons via electrodes placed on the scalp. To study sleep,

EEG is frequently supplemented with electrooculogram (EOG) and electromyogram (EMG)

channels, which are helpful to categorize it into REM (rapid eye movement) and NREM

(non-rapid eye movement) phases. NREM sleep is further subdivided into stages according

to the presence and prevalence of neural oscillatory patterns in the EEG (from NREM1

representing light sleep to NREM3 representing deep sleep). Within NREM sleep, three types

Hugo R. Jourde Page 2
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of brain oscillations have been linked to memory consolidation processes: slow oscillations

(including K-complexes), sleep spindles, and hippocampal ripples.

Slow oscillations are high-amplitude, low-frequency fluctuations in brain activity. The

specific frequency thresholds used to identify them vary across studies, with upper limits

ranging from 1.0 to 4.0 Hz (Carrier et al., 2011; Ngo et al., 2013b; Jaar et al., 2010; Vyazovskiy

& Harris, 2013). They are thought to reflect synchronized transitions between periods of

high and low excitability across cortical and subcortical networks during NREM sleep. These

oscillations appear to play a role in all major sleep functions mentioned above, serving as

a fundamental organizing element of sleep-dependent processes. K-complexes are a special

type of slow oscillation that can occur either spontaneously or in response to sensory input

during NREM2 and NREM3 sleep (Riedner et al., 2011; Latreille et al., 2020; Bellesi et al.,

2014). When evoked by external stimuli, they manifest as an initial negative wave appearing

about 550 ms after stimulus onset followed by a positive wave appearing at about 900 ms

(‘N550-P900 complexes’). Although spontaneous and evoked K-complexes may have slightly

different characteristics, both appear to originate from the same neurobiological mechanisms

(Amzica & Steriade 1997; see also Neske 2016, for a review). Slow oscillations originate

in deep cortical layers, especially in the frontal cortex, and propagate as large-scale waves

across the brain (often in an anterior to posterior direction; Massimini et al. 2004). They can

occur independently in de-afferented cortical tissue, but can be instigated, modulated, and

coordinated via thalamic input (see Sanchez-Vives 2020, for a recent review of the origin and

dynamics of slow oscillations).

Sleep spindles are transient bursts of neural activity within the 11-16 Hz frequency

band that reflect thalamocortical neuronal activity (see Fernandez & Lüthi 2020, for a

comprehensive review of spindles’ mechanisms and functions). Sleep spindles are posited

to arise from intricate thalamocortical circuits involving reciprocal interactions between

the thalamic reticular nucleus (TRN) and the neocortex. In brief, GABAergic neurons in

the thalamic reticular nucleus generate rhythmic bursts via intrinsic oscillatory properties,

which provide strong and synchronous inhibition of thalamocortical (TC) relay neurons.

These TC cells subsequently produce a rebound burst discharge and send projections back

to TRN cells close to those that initially inhibited them, creating a feedback loop that

sustains spindle oscillations and enhances synchronization. TC cells also project to the cortex,

which further promotes spindle synchrony through corticoreticular cells. This feedback leads

to stronger inhibition from the TRN cells and stronger rebound responses from the TC

neurons, also maintaining the spindle. However, repetitively bursting TC cells produce

an ‘after depolarization’ that decays slowly over tens of seconds, eventually suppressing

rebound burst generation in TC cells and ultimately leading to spindle termination. Cortical

Hugo R. Jourde Page 3
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desynchronization (i.e. following a slow oscillation) results in weaker corticothalamic inputs

which can also contribute to spindle termination. After spindle offset, new spindles tend to

not occur spontaneously for a refractory period of several seconds (Antony et al., 2018). Sleep

spindles are temporally organized on an infraslow (i.e., 0.02 Hz) timescale that mirrors the

fluctuating stability of NREM sleep and other physiological markers such as brain temperature

(measured in murine sleep; Csernai et al. 2019). Their role in processes that might preserve

sleep continuity has been subject to debate (see Section 1.1.3), with evidence for both a

protective (Dang-Vu et al., 2011), meaning that they might attenuate sensory input; and a

reactive role, meaning that they are stimulated by sensory input during sleep (Sela et al.,

2016).

Hippocampal sharp-wave ripples are transient episodes of synchronized high-frequency

neural activity (80-200 Hz; Axmacher et al. 2008). They are best recorded in local field

potentials (LFP) and are not easily measured on scalp EEG, for which reason they do not

feature prominently in our experimental work. However, they are proposed to serve as a

critical mechanism for memory consolidation and spatial processing with their occurrence

during periods of inactivity allowing the brain to replay and strengthen neural patterns

formed during active experiences. For example, in rodent studies, selective suppression of

hippocampal sharp-wave ripples led to deficits in spatial memory tasks suggesting that their

integrity is essential for effective memory consolidation (Roux et al., 2017). In contrast to

slow oscillations and sleep spindles, hippocampal ripples also occur in the wake state, in

which they are engaged in replay and tasks such as rapid navigational planning (Roumis &

Frank, 2015).

In NREM sleep, slow oscillations, spindles, and sharp-wave ripples frequently exhibit

temporal relationships in which the higher frequency oscillations are nestled within a specific

phase of the slower oscillations (see Figure 1.1B). Spindles occur frequently during the

up-states of slow oscillations, and ripples occur in the down states of spindles (Staresina et al.,

2015; Mölle et al., 2006). This ‘phase-amplitude coupling’ is believed to facilitate memory

consolidation, a topic that will be explored in the next section. While the importance of

nested oscillations in sleep-related neural processes explains many extent observations, it

should be emphasized that there are numerous unexplained or unexplored aspects of how

electrophysiological indices of sleep processes relate to one another, and their functional roles.

For example, coupling rates are typically quite low, in the order of ∼10%; if nesting is critical

to function, what are the 90% of uncoupled oscillations doing? Furthermore, sub-classes

of these oscillations have been found to have different phase-amplitude relationships with

one another. For example, while higher-frequency spindles (12–15 Hz) tend to cluster at SO

peaks, slower frequency spindles (9-12 Hz) instead are more frequently found within the SO
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plays a fundamental role in allowing reorganization of memory traces from temporary storage

in the hippocampus to more permanent storage in the neocortex (see Figure 1.1; Rasch et al.

2007; Diekelmann & Born 2010; Rasch & Born 2013; Staresina et al. 2015, 2023).

Understanding the neural mechanisms of memory consolidation during sleep requires

first examining the fundamental categories of memory systems themselves. Memories are

commonly categorized into two subtypes: declarative memories, which involve information

that can be consciously recalled (Tulving et al., 1972; Milner et al., 1998) such as retrieving

the Spanish word for ‘antepenultimate’ or remembering the lyrics of your favourite Celine

Dion song; and non-declarative memories, which are typically accessed without conscious

awareness (Squire, 1992; Squire & Zola, 1996). An example of non-declarative memory is

procedural learning, such as riding a bike or playing the violin. The consolidation of newly

acquired memories appears to follow a similar pattern for both types of memories. Sensory

information acquired during learning is preserved briefly in sensory memory, and information

attended to is passed into short-term memory, allowing manipulation of the information with

working memory and other executive functions (Nairne & Neath, 2012). These temporary

memories are useful for online computations, but are fragile and evanescent. Through the

process of memory consolidation, a subset of short-term memories are reorganized into more

stable long-term forms across memory systems (Cabeza & Nyberg, 2000). This process is

thought to rely heavily on the brain’s ability to undergo structural and functional changes,

in a process referred to as ‘neuroplasticity’. Such modifications, including the reorganization

and strengthening of existing pathways and creations of new connections, are essential for

both memory stabilization and improved behavioural performance (Goto, 2022; Walker &

Stickgold, 2004). In terms of neuroanatomy, memory consolidation is thought to orchestrate

the communication of large neural networks throughout the brain with the hippocampus and

neocortex playing central roles. Newly learned information encoded in the hippocampus is

gradually transferred to distributed neocortical networks for long-term storage (Neves et al.,

2008). Other brain regions are involved in this process such as the amygdala (highlighting the

influence of emotions on learning; Phelps 2004), and the prefrontal cortex, which is responsible

for working memory and higher-level cognitive processes (Jung et al., 2008; Funahashi &

Kubota, 1994).

While declarative and procedural memory share these common neuronal mechanisms

(Ullman, 2004; Brown & Robertson, 2007), certain brain regions show preferential activation

patterns specific to each memory type. For example, the initial encoding of declarative memory

predominantly engages the parahippocampal gyrus, the entorhinal cortex, and the perirhinal

cortex within the medial temporal lobe (Manns & Eichenbaum, 2006; Eichenbaum, 2000;

Squire & Zola, 1996). In contrast, procedural learning depends more heavily on subcortical and
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motor-related structures, including the basal ganglia (particularly the striatum), cerebellum,

and various cortical motor areas (Doyon et al., 2002; Barnes et al., 2005; De Zeeuw &

Ten Brinke, 2015; Molinari et al., 1997; Censor et al., 2014). The hippocampus may also be

involved in early stages of procedural learning (Albouy et al., 2013), either because procedural

memory is experienced in the context of specific episodes implicating that they are always

embedded into hippocampus-dependent episodic representations (Brodt et al., 2023), or

because many procedural skills engage the hippocampus’ presumed function of generating

sequential content-free structures to access and organize sensory experiences distributed across

cortical modules (Buzsáki & Tingley, 2018). In the piano learning task we will later use as a

model for complex human neuroplasticity, for example, activity in the right hippocampus in

response to hearing music predicted individuals’ ability to learn to reproduce simple melodic

sequences (Herholz et al., 2015).

Regardless of the specific brain regions involved, memory formation relies on complex

interactions between neural systems that work in concert to encode, consolidate, and retrieve

information. Researchers have therefore attempted to investigate correlations between the

brain’s electrical activity during sleep and the strengthening of memory traces. From

observational and correlational paradigms to the development of experimental manipulations

to evoke brain rhythms, many studies have sought to decipher the functional role of each

type of sleep oscillation. Next, I will describe SO’s roles only briefly, before turning to known

relationships between sleep spindles and memory.

Slow oscillation characteristics (e.g., amplitude, density, and duration) are strongly linked

to behavioural improvements in declarative memory tasks (Rasch & Born, 2013). For instance,

Born et al. (2006) demonstrated that enhanced slow oscillation power during NREM sleep

correlates with improved post-sleep recall in word-pair association and spatial navigation tasks.

These types of correlational findings are further supported by studies showing that naturally

occurring variations in slow oscillation activity between individuals predict differences in

memory retention capabilities (Wilhelm et al., 2011). Furthermore, individual differences in

SO-related properties such as the degree of coupling between SOs and spindles present in

natural sleep can predict the degree of memory benefit obtained from methods to enhance

SOs’ occurrence (e.g.,Dehnavi et al. 2021). Invasive recordings in non-human animals have

also established mechanisms by which cortical slow oscillations encourage hippocampal input

to the cortex, enhancing synaptic strength via preferential replay of cortical firing sequences

(e.g., Wei et al. 2016).

Given that modulating sleep spindles is the main novelty of my work, we will take a

deeper dive into their known functional relationships with memory. Sleep spindle density has

been linked to several cognitive processes such as high-level general mental ability (Bódizs
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et al., 2005; Nader & Smith, 2001), performance IQ (Fogel et al., 2007a) and autism-spectrum

disorders and schizophrenia via genetic-wide association studies (Krol et al., 2018), but most

importantly to the work presented here, in their suggested role in memory consolidation

(Clemens et al., 2005; Briere et al., 2000; Gais et al., 2002; Lustenberger et al., 2015; Schabus

et al., 2006, 2008; Tucker & Fishbein, 2009).

Sleep spindle power has been correlated with neuronal structural characteristics involved

in memory processes such as white matter integrity around the thalamus, corpus callosum,

and forceps minor in young adult subjects (Gaudreault et al., 2018; Piantoni et al., 2013).

Moreoever, in vitro studies showed that electrically introducing repetitive burst discharges

in the thalamus, mimicking sleep spindles, promote neuroplasticity (Rosanova & Ulrich,

2005). As hallmarks of NREM2 sleep, sleep spindles are thought to be responsible for the

widely reported role of NREM2 in the learning of both declarative and non-declarative

tasks of increasing complexity (for reviews, see Ackermann & Rasch 2014; King et al. 2017).

Supporting this association, research has consistently demonstrated that the density of sleep

spindles (i.e., the number of sleep spindles detected per unit of time in NREM2 and 3)

correlate with various aspects of memory performance, including both consolidation of novel

declarative memories (Schabus et al., 2004; Clemens et al., 2005; Schmidt et al., 2006) and

their integration into existing knowledge (Tamminen et al., 2010, 2013).

Interestingly, this relationship appears to be bidirectional, as increased learning activity

also induces greater spindle density. For instance, in their 2002 study, Gais et al., showed

that a word-pair task performed before sleep induced higher spindle activity compared to

a task that lacked a learning requirement (e.g., counting letters with curves), with spindle

activity positively correlating with post-sleep recall performance (Gais et al., 2002).

Doyon and Ungerleider developed a model explaining how the adult brain’s cortico-striatal

and cortico-cerebellar systems undergo cerebral plasticity during the acquisition of new

motor skills (Doyon et al., 2002). This theoretical framework was later supported in a

series of studies highlighting the role of sleep spindles in this process (Morin et al., 2008;

Barakat et al., 2011, 2013; Doyon et al., 2009). According to this model, the brain actively

reprocesses newly acquired movement sequences through ‘offline’ mechanisms. This neural

reprocessing strengthens the pathways formed during initial learning, significantly improving

both performance quality and long-term retention of motor skills—a process believed to

depend heavily on sleep spindle activity. In a 2008 study, Morin and colleagues provided

compelling evidence that the observed increase in spindle activity following motor learning was

related to the consolidation process itself, rather than being a byproduct of nonspecific motor

activity during the learning phase (Morin et al., 2008). Additionally, research using targeted

memory reactivated paradigms, have shown that changes in sleep spindle characteristics (i.e.,
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amplitude, duration and frequency) during reactivation mediate the relationship between

experimental conditions and next-day performance improvements (Laventure et al., 2016).

Finally, brain imaging research has also provided additional evidence supporting the link

between spindles and memory consolidation processes. In their 2012 study, Barakat and

colleagues showed a positive correlation between gains in performance and amplitude of sleep

spindles (Barakat et al., 2013). They reported higher blood-oxygen-level-dependent (BOLD)

signal in both motor-related areas and previously identified memory regions of interest,

particularly the hippocampus and various regions of the neocortex. This work provided

strong correlational evidence that sleep spindles predict neural changes in motor areas as well

as improvement in motor learning, strengthening the link between these brain oscillations

and changes in performance.

Although earlier work seemed to support the preferred involvement of slow oscillations in

declarative memory (Gais & Born, 2004; Walker, 2009) and of sleep spindles in procedural

memory (Choi et al., 2019; Barakat et al., 2013), more recent work challenge this simplistic

perspective. For example, Menicucci et al. (2020) reported that slow oscillation activity

was correlated with procedural memory. Similarly, the cognitive role of sleep spindles is not

limited to procedural learning, as they are also implicated in declarative tasks. For example

Schabus et al. (2004) showed that word pair learning improvements correlated with increased

overnight spindle activity. Relationships to spindle density or amplitude were also found with

improvements in cognitively more complex tasks such as the mirror tracing task (Fogel et al.,

2007a,b; Holz et al., 2012; Rasch et al., 2009; Tamaki et al., 2008), a visuomotor learning task

(Fogel et al., 2015; Huber et al., 2004), or the tower of Hanoi task (Fogel et al., 2015, 2007b).

These results show that while spindles do seem to be involved in memory consolidation, their

role is not confined to a specific type of memory. Further evidence for the involvement of

sleep spindles in memory consolidation comes from pharmacological studies in animal models.

These investigations have shown that increasing sleep spindle density through pharmaceutical

interventions in rodents results in enhanced memory consolidation, further supporting the

causal relationship between these neural oscillations and memory processes (Kaestner et al.,

2013).

While correlative studies have initially suggested separable roles for these oscillations, more

recent research indicates a more intertwined relationship (Baena et al., 2024). This theory,

referred to as the ‘active system consolidation model’ emphasizes the importance of their

combined action through temporal co-occurrence, rather than individual contributions (Born

& Wilhelm, 2012). As described in Section 1.1.1, the coordinated activity of slow oscillations,

spindles, and hippocampal ripples may facilitate the transfer of newly acquired information

from short-term to long-term memory. In brief, neocortical slow oscillations are hypothesized
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to exert control over memory consolidation by orchestrating the transfer of information

between neocortex and hippocampus (illustrated in Figure 1.1). The up phases of slow

oscillations are believed to trigger memory representation reactivation in the hippocampus,

which subsequently generates both sharp-wave ripples and thalamocortical spindles. This

precise temporal coordination generates coupled events where sharp-wave ripples carrying

reactivated memory information become nested within the troughs of individual spindles.

This structured alignment facilitates effective communication between hippocampal and

neocortical networks. This triple-oscillation coupling is thought to create an optimal time

window for neuronal communication between brain regions, promoting synaptic plasticity

and ultimately enhancing memory consolidation processes during NREM sleep.

1.1.3 Sleep spindles’ role in protecting the sleep state

Of interest in this work is the brain’s responsiveness to auditory stimulation. Auditory

processing in sleep has been shown to differ from the wake state (an idea that will be further

developed in Section 1.2) as evidenced by reduced sensitivity to external input (Ogilvie et al.,

1991), differences in auditory evoked responses (Mai et al., 2019) and limited higher-level

processing (Makov et al., 2017), leading to the idea that sound processing might be blocked

or attenuated in sleep (Schabus et al., 2012; Mai et al., 2019; Dang-Vu et al., 2011; Lüthi,

2014). This idea is however somewhat at odds with the finding that auditory stimulation has

quite strong effects on neurophysiology during sleep (Ngo et al., 2013b). How can sounds be

capable of influencing sleep and sleep-dependent cognitive processes, if incoming information

is suppressed to protect those same cognitive processes from interference?

The majority of the work suggesting that sleep spindles block sensory information is

indirect, as it is based on conceptual understanding of the sensory gating role of the thalamus.

Because of the documented role of the thalamus during wakefulness, serving as a selective

filter and attentional controller for sensory inputs and modulating their transmission based on

relevance and attention (e.g., Koch 1987; Ward 2013; Jaramillo et al. 2019), this regulatory role

has been proposed to extend to thalamo-cortically generated sleep spindles. The transition

from tonic firing of the thalamic reticular nucleus during wake to bursting mode during spindle

generation is thought to prevent normal sensory transmission to cortex. Therefore, sleep

spindles are hypothesized to represent a mechanism through which the thalamus restricts

external sensory information flow to the cortex, reducing environmental responsiveness

(McCormick & Bal, 1994; Dang-Vu et al., 2011; Schabus et al., 2012). This selective gating

process is believed to help maintain stable sleep states by preventing awakenings in response

to external stimuli. The alleged function of sleep spindles in blocking auditory information
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from reaching the cortex is particularly relevant to my ultimate goal of targeting them with

auditory stimulation to probe their function. If spindles suppress sensory information, then

targeting them with sound might prove futile.

1.2 The auditory system

Sleep stages and their characteristic oscillatory events reflect the brain’s internal state changes.

They also influence how our brain processes and reacts to incoming sensory information. Of

particular interest for the work described in this thesis, auditory stimuli have the capacity

to non-invasively influence endogenous sleep oscillations and memory processes (Ngo et al.

2013b; these topics will be discussed in more detail in Section 1.3.

Before diving into the realm of brain manipulation, it is important to first understand

how the auditory system works during wakefulness and how it is impacted by sleep. The

overall role of the auditory system is to transduce physical energy, in the form of sound waves,

into neural information that can be processed by higher cognitive functions (e.g. speech,

music, threat detection) through electrical signals in the brain. This rapid process occurs

within milliseconds and recruits multiple brain structures, both cortical and subcortical. For

an overview of auditory system neurophysiology, please see Eggermont & Ponton (2002).

In summary, sound waves entering the ear canal cause vibrations in the eardrum which then

propagate to the cochlea. Vibrations are transformed into neural signals by specialized cells

mounted on the cochlea’s basilar membrane. These neural signals, which encode properties of

sound such as onsets, offsets, frequency, and amplitude, are then sent to the cochlear nucleus

(CN) in the brainstem, via the auditory nerve. From this point onward, the central auditory

system consists of two ascending pathways: a primary (lemniscal) pathway and a secondary

(non-lemniscal) pathway.

The lemniscal pathway, which carries temporally-precise information, continues to the

inferior colliculus (IC) and finally to the ventral division of the medial geniculate body of

the thalamus (MGB) before reaching the primary auditory cortex (AC) in the the temporal

lobe of the cerebral cortex (see Figure 1.2A for an illustration). Far from being merely relay

stations, early auditory regions are activity involved in processing, filtering, and integrating

acoustic information, via top-down and bottom up connections (see also Figure 2 inMarsh

& Campbell 2016 for a wiring diagram of afferent and efferent connectivity in the auditory

system). Although additional structures are involved along the auditory pathway (e.g.,

superior olivary complex, nuclei of the lateral lemniscus), we focus on CN, IC, MGB and

AC as these structures include neurons that phase-lock their firing to the periodicity of the

signal and can be recorded non-invasively (Coffey et al., 2016b). These characteristics will
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sensory and cognitive processing of stimuli independent of behavioural response. The majority

of research to date on auditory evoked responses has used EEG. EEG signals recorded at the

scalp mainly come from the activity of cortical pyramidal cells (layers 3 and 5; Kirschstein &

Köhling 2009). This technique’s very high temporal resolution, with possible sampling rates

up to 20,000 Hz (although sampling rates in the 256 to 512 Hz range are more commonly

used), allows the collection of neural signals with sub-millisecond precision. This property

allows researchers to investigate high-frequency brain signals involved in human perception

and cognition (Kucewicz et al., 2014; Lachaux et al., 2012). By recording brain signals from

multiple locations on the scalp simultaneously, researchers can also study the topography of

brain activity and to estimate its sources (Stropahl et al., 2018).

Event related potentials (ERPs) are electrophysiological brain responses evoked by a

sensory or cognitive event, usually averaged over hundreds of repetitions. They can be elicited

by different sensory modalities including auditory stimuli (Gehring et al., 2012), and are

frequently used in human neuroscience as they are non-invasive, reliable, consistent, and

relatively easy to measure. ERPs are typically presented as averaged time series data, which

show peaks and troughs representing cumulative fluctuations in neural activity over time.

The different peaks observed in the averaged brain response measured at the scalp correspond

to the weighted sum of activity of one or more neural sources in the brain. Peaks and troughs

are named based on their polarity (‘P’ for positive, ‘N’ for negative), and either based on their

approximate timing relative to onset (e.g., P100, a positive deflection approximately 100 ms

after onset), or based on their ordinal position (‘P1’, ‘N1’, etc.). By comparing ERPs across

conditions or subject groups, and by using experimental manipulation (Tanaka & Curran,

2001), researchers can quantify experimentally relevant differences in sensory processing.

Peaks evoked by short, relatively standard stimuli such as syllables, words, or tones have

been intensively studied and have been attributed to cognitive processes like covert attention

(N2pc; Eimer 1996), language processing (N400; Kutas & Hillyard 1980) and categorization

(P300; Bashore & Van der Molen 1991).

Changes in the appearance and latency of evoked responses across brain states inform us

about the state of the central nervous system and its degree of reactivity to sensory stimulation

such as sound. Some of the first evoked response observed in sleep were ‘K-complexes’ (Colrain

& Campbell, 2007; Loomis et al., 1938), a subset of slow oscillations named for their shape,

that can be elicited by stimulation or can occur spontaneously (described briefly above, in

Section 1.1.1). Evoked K-complexes are used to investigate how sensory processing shifts

with varying sleep depth, as detailed in Colrain’s review (Colrain & Campbell, 2007).

Subtle changes in amplitude and latency have been reported in the characteristic peaks

and troughs (Niiyama et al., 1994; Ogilvie et al., 1991) of auditory ERPs (sometimes
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called ‘auditory evoked responses’, though we will use the more general term ‘ERP’) as

sleep deepens. Notably, the N100 component tends to diminish during sleep, while the

P200 component often exhibits increased amplitude in deeper sleep stages (Campbell, 2010).

Besides the changes observed on well-known peaks already measured in wakefulness, new

evoked potentials occurring later than 300 ms post stimuli only appear during sleep (Bastien

et al., 2002). Interestingly, their appearance consistently coincides with the incapacity of

subjects to respond to external stimuli (Ogilvie et al., 1991). These peaks labelled N350

and N550 begin to emerge at NREM sleep onset and their amplitude increases with sleep

depth until reaching very large values (five times bigger than other components). Their large

amplitudes represent synchronized burst firing of many pyramidal cells. N350 is thought

to reflect an active inhibition of sensory processing (Ujszászi & Halász, 1988) and N550

amplitude is thought to measure the brain’s capacity to generate delta activity, one of the

hallmarks of deep sleep (Colrain et al., 2010). Together with the positive peak observed

900 ms post stimulation (i.e. P900), they form part of the very large amplitude elicited

K-complex mentioned above. Interestingly, these evoked waves share many similarities with

endogenous SOs and have been linked to sleep continuity and arousal (Halász, 2016). Due to

their common origin with endogenous slow oscillations and their similar characteristics, it is

reasonable to suggest that they might play a similar role in memory consolidation and be

the basis of the behavioural effects observed following auditory stimulation paradigms (Ngo

et al., 2013b).

Another auditory evoked response used by researchers to probe auditory processing is the

‘Frequency Following Response’ (FFR). The FFR indexes the brain’s ability to encode pitch

information. Generated by neurons along the lemniscal pathway, this response is phase-locked

to the periodicity in stimuli and is used by researchers and doctors to measure the strength

and quality of pitch encoding, which is vital for speech and language functions. It can

also be used to measure the long-lasting impact of learning on neuroplasticity such as the

difference observed in FFR strength between musicians and non-musicians (Kraus, 2011;

Parbery-Clark et al., 2013; Musacchia et al., 2007, 2008). More pertinent to our current

focus, FFRs are subtly affected by attention (Galbraith et al., 2003) (likely via corticofugal

pathways), and potentially by sleep depth (Mai et al., 2019), making them a valuable tool

for investigating how neural encoding and transmission of basic sound features (pitch) up

the lemniscal auditory system changes in response to sleep depth and oscillatory events.

Furthermore, the neural sources of FFRs can be separated, using magnetoencephalography

(MEG), the benefits of which are described in the next selection.
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1.2.2 The advantages of magnetoencephalography

A challenge to interpreting results using EEG is that signals originating from different neural

populations mix together at the scalp, where they are recorded, meaning that changes in an

ERP component’s amplitude or latency can not easily be attribute to a specific neural source.

Although some source separation is possible using high density EEG (e.g., Stropahl et al.

2018), spatial resolution is inherently limited by the properties of electrical fields; they are

influenced by interfaces between tissues through which they pass. Because the complex and

highly heterogeneous conductivity profiles of head tissues cannot be measured with precision

in vivo (Baillet, 2017), considerable uncertainty remains in any biological model of EEG

source origin. Therefore although EEG has excellent temporal resolution and is appropriate

to use for research questions that test whether there are differences in evoked responses across

groups or experimental conditions, many questions that require knowledge of neural origins

cannot be adequately addressed using it. For example, EEG is not well-suited for investigating

whether evoked responses are coming from similar sources as endogenous activity, or tying

cognitive function to specific brain regions or circuits as a means of developing mechanistic

models.

Magnetoencephalography offers a powerful alternative to EEG for investigating these

questions (Baillet, 2017). Contrary to the previously-mentioned spatial resolution limitations

of EEG source localization due to signal propagation being impacted by brain tissues, MEG

source localization maintains its spatial accuracy, because magnetic fields propagate through

heterogeneous tissues without significant distortion (Baillet, 2017). This difference between

magnetic and electrical signals favours more precise source reconstruction in MEG. While

MEG has traditionally been used to study the neocortex, recent evidence (including from

our own work, see Appendix C) suggests that, given a sufficient amount of data and source

modelling techniques that are optimized for deep sources such as volume models, MEG can

also be used to detect sub-cortical activity (Piastra et al., 2021; López-Madrona et al., 2022;

Pizzo et al., 2019), including in the hippocampus, amygdala, thalamus and even brainstem –

despite these sources being further from sensors (Attal & Schwartz, 2013; Bénar et al., 2021;

Pu et al., 2018; Ruzich et al., 2019; Coffey et al., 2016b). By using MEG we are therefore able

to measure the neurophysiological activity of the entire brain with sub-millisecond temporal

resolution, with excellent spatial and spectral differentiation, and minimum bias (Baillet,

2017). In this thesis, I make use of both EEG and MEG to study evoked auditory responses

and their interaction, taking advantage of MEG’s superior spatial resolution for research

questions that benefit from knowing neural origins, and benefiting from the relative simplicity

and low-cost of EEG for questions that do not.
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1.3 Manipulating sleep with sound

Non-invasive brain modulation methods, including electrical and magnetic stimulation

approaches, have emerged as powerful investigative tools, allowing researchers to systematically

manipulate neural activity in healthy individuals. Through either enhancement, disruption,

or generation of specific brain events, researchers can now causally manipulate brain activity

to examine brain oscillations’ functional roles (Kumar, 2021; Occhionero et al., 2020; Antony

et al., 2012). Closed-loop brain stimulation is a sub-class of brain stimulation that involves

timing sensory, magnetic, or electric stimulation to coincide with and modulate endogenous

brain activity. To do so, physiological signals, typically from electroencephalography (EEG),

are continuously monitored by real-time algorithms that detect specific neural patterns to

rapidly trigger stimulations.

1.3.1 Closed-loop auditory stimulation of slow oscillations

As regards our interest about sleep’s role in memory, in a seminal paper, Ngo et al. 2013b

showed that closed-loop auditory stimulation of slow oscillations (SO-CLAS) during non-rapid

eye movement sleep evoked both additional SOs and spindles, and improved overnight

memory performance (see Figure 1.3.1 for a comprehensive table of replication studies). The

timing of stimulation proved to be important, with stimulation during SO peaks (up-states)

promoting subsequent SO activity and sleep spindles, thereby enhancing sleep-related memory

consolidation (Navarrete et al., 2020). Conversely, stimulation during troughs (down-states)

decreases spindle activity and delta power (Moreira et al., 2021; Ngo et al., 2013b). While

stimulation effectiveness varies across subjects (Nasr et al., 2022), research has relatively

consistently shown neurophysiological responses to CLAS, which are linked to behavioural

improvements. These findings have been subsequently extended, demonstrating that precisely

timed non-invasive auditory stimulation can successfully modulate neural events, establishing

its value as a tool for investigating the neural substrates of memory processes (Harrington

& Cairney, 2021; Fehér et al., 2021; Choi et al., 2020; Salfi et al., 2020). However, the

physiological processes underlying the observed responses – particularly the pathway through

which auditory stimulation influences memory processes – is still unknown (Girardeau &

Lopes-Dos-Santos, 2021). Furthermore, only a very small subset of stimulation targets and

timing variations have been explored, suggesting that the full potential of CLAS to probe

the functions of brain circuits has yet to be realized.
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1.3.2 Closed-loop auditory stimulation of sleep spindles

Previous research showed that sleep spindles can be experimentally induced through various

brain stimulation approaches, either as an evoked response to SO-CLAS stimulation (Ngo et al.,

2013b) or through responses to open-loop (i.e., presented randomly) frequency-modulated

stimulation (Antony et al., 2019). In their 2017 study, Antony & Paller (2017) successfully

increased spindle activity using white noise that had been modulated at various frequencies

(12 Hz, 15 Hz, or 50 Hz) during NREM2 and 3 sleep. Their study also revealed timing

dependencies, showing an enhanced effect of stimulation performance when stimulation was

delivered 2.5 seconds after spindle offset compared to immediate post-spindle stimulation,

suggesting the existence of a spindle ‘refractory period’ (Antony et al., 2018). Additionally,

Lustenberger et al. (2016) demonstrated that transcranial alternating current stimulation

(tACS) at 12 Hz led to improvements in motor memory consolidation correlating with changes

in fast spindle activity. While their open-loop investigations provided valuable information,

technological constraints prevented the direct targeting of sleep spindles, limiting the ability

to examine the effects of real-time spindle stimulation. Early work in closed-loop auditory

stimulation of sleep spindles was conducted through a series of nap studies by (Choi et al.,

2018, 2019, 2020; Choi & Jun, 2022). Despite technical limitations resulting in only 20-23%

of stimulations successfully coinciding with target sleep events (even though mostly close to

their offset), their findings revealed that spindle stimulation enhanced both slow wave and

spindle activity (Choi & Jun, 2022), consistent with general observations about open-loop

stimulation during NREM2 and NREM3 (Bastien et al., 2002; Colrain & Campbell, 2007).

They reported less fragmented sleep, and tentative improvements in procedural memory

consolidation, suggesting that stimulating even towards the end of a spindle might offer

some benefit compared to randomly timed stimulation. While these studies have advanced

our understanding of the interaction between sleep spindles and auditory stimulation, the

technical challenges in achieving precise temporal targeting of spindles has constrained our

ability to fully elucidate the timing-dependent effects of stimulation on neural oscillations

and their cognitive and behavioural consequences.

1.3.3 Recent technological development

In the pursuit of deciphering the roles of brain oscillations in human cognition, technological

advances provide us with new opportunities. For example, the miniaturization of electrical

components has made it possible to develop smaller devices without compromising data

quality. This development opens new possibilities making data collection more practical both

in the laboratory environment and at home. The shift towards portable EEG is particularly
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important in sleep research, as traditional polysomnography, while comprehensive, presents

significant limitations regarding cost and the requirement for technical expertise for electrode

application and signal monitoring. Furthermore, both the amount of equipment applied

to the sleeper and the laboratory environment can substantially impact sleep quality. By

allowing sleep to be recorded in familiar home environments, portable devices improve the

ecological validity of sleep research; by decreasing cost and complexity of use, they make

multi-night and longitudinal studies more feasible. In the context of CLAS, portable, low-cost

devices are particularly needed as existing real-time equipment is prohibitively expensive and

cumbersome. Existing CLAS systems also suffer from insufficient temporal resolution for

detecting certain fast oscillations, and lack flexibility in experimental parameters for both

detection and stimulation.

Recent advances in artificial intelligence and electrical engineering have led to improved

signal processing technology and the development of better, more efficient algorithms, some

of which can run with modest computing requirements. This improvement in computational

capabilities is particularly relevant for CLAS, as previously available algorithms were not able

to detect some neural activity of interest quickly enough to interact with it. By combining

these technological developments in both hardware and software, the development of portable,

cost-effective closed-loop stimulation systems addresses a significant need in this field, as it

will allow for the investigation of new research questions such as the closed-loop stimulation

of sleep spindles. While detection performance has been extensively documented in offline

analyses (Lacourse et al., 2020, 2019), the physiological responses to precisely timed auditory

stimulation during spindles remain to be thoroughly investigated. Understanding these

neurophysiological effects and confirming the successful targeting of sleep spindles under

experimental conditions represents a critical stepping stone toward applying these techniques

to elucidate the roles of spindles in learning and memory processes.

1.4 The present work

My doctoral research investigates the complex interaction between auditory sensory processing

and endogenous neural oscillations in the human brain. This dissertation comprises six main

studies, with four additional works presented as Appendices that either were directly relevant

to development of the tools used in this work (Valenchon, ..., Jourde, et al., 2022; Sobral et

al., ..., Jourde, in review), extended our work on sleep in naturalistic environments to extreme

conditions (Paas & Jourde et al., 2024), or made use of developments in MEG deep source

imaging that were developed in the context of the present work to study thalamocortical

spindles in the thalamus (Rattray,..., Jourde et al., in review).
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In Chapters 2 and 3, we investigated both the impact of sleep on early auditory processing

and the mechanisms by which the auditory system can influence endogenous oscillations in

sleep using source-localized magnetoencephalography. In Chapter 4, we addressed a previously

accepted hypothesis and educed evidence that auditory input to the cortex is not blocked at

the thalamus during spindles and their refractory period. This enabling investigation was

needed to pursue our ultimate goal of manipulating them with sound. In Chapters 5 and 6,

we explored the neurophysiological effects of the timing of CLAS with respect to coupled and

uncoupled SOs and spindles. This work, along with previous studies, lays the foundation

for a behavioural study examining the effects of spindle CLAS. In Chapter 7, we therefore

compared the behavioural outcomes of SO and spindle stimulation on simple declarative and

procedural tasks, as well as on a complex task.
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Chapter 2

Sleep state influences early sound

encoding at cortical but not

subcortical levels

2.1 Abstract

In sleep, the brain balances protecting processes like memory consolidation with preserving

responsiveness to significant external stimuli. Although reductions in higher-level auditory

processes during deeper sleep have been described, the sleep-dependent changes across levels

of auditory hierarchy, particularly as regards early sound representations, remain undefined.

The frequency-following response (FFR) is an evoked auditory response that indexes neural

encoding of sound periodicity. It is generated by neural populations in the brainstem,

thalamus, and auditory cortex that phase-lock to periodic auditory stimuli and encode pitch

information. The FFR’s neural sources, which can be resolved using magnetoencephalography

(MEG), allow evaluation of neural representation strength throughout the auditory neuraxis

as a function of sleep state, as well as neural events like slow waves and sleep spindles that are

hypothesized to attenuate acoustic processing as a means of preserving the sleep state. We

recorded FFRs during a 2.5 hour nap from fourteen healthy male and female human adults

to investigate how sleep depth and microarchitecture affect auditory encoding. We show that

FFR strength is maintained across non-rapid eye movement sleep stages in subcortical nuclei,

yet decreases in deeper sleep in the auditory cortex. FFR strength was not influenced by slow

wave or spindle activity, but rather by reduced communication between the thalamus and

cortex. This differentiation in sound representation across the auditory hierarchy suggests a

means by which the brain might balance environmental monitoring with preserving critical
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restorative processes.

2.2 Introduction

Sleep is a unique neurophysiological state that is actively involved in cognition, learning, and

memory (Paller et al., 2021; Simon et al., 2022). In deep, non-rapid eye movement (NREM)

sleep, people become less responsive to the external world, possibly as a means of protecting

these important sleep-dependent processes from disruption (Velluti, 1997; Coenen, 2024).

However, sensory stimuli continue to be processed to some degree, and selectively – salient

and meaningful sounds such as a person’s own name or those charged with emotional prosody

are preferentially processed (Perrin et al., 1999; Blume et al., 2018). How the brain navigates

the need for protecting sleep-dependent processes with that of preserving responsiveness to

significant external stimuli is an unsettled question (Hennevin et al., 2007; Coenen, 2024),

with proposals ranging from deeper sleep states reducing the amplitude of encoded sensory

activity through thalamic inhibition (Coenen, 2024), specific neural events such as sleep

spindles disrupting transfer to cortex selectively when they are present (Schabus et al., 2012),

to generation of reactive elements (including as K-complexes and sleep spindles) that might

counteract microarousals to stabilize and preserve the sleep state following sensory input

(Blume et al., 2018). Clarifying how sensory information is processed by and interacts with the

sleeping brain is relevant to several research directions, including those attempting to study

or enhance memory processes via neurostimulation (see Harrington & Cairney (2021); Fehér

et al. (2021); Choi et al. (2020); Salfi et al. (2020) for reviews), and because abnormalities in

arousal patterns are involved in a range of pathologies (Halász et al., 2004).

The effects of sleep depth on auditory processing have been investigated by examining

brain responses to sounds of varying complexity across different sleep stages in both human

and non-human animals (Colrain & Campbell, 2007). In deeper non-rapid eye movement

(NREM) sleep (i.e., stage 3), cortical evoked responses (50–250 ms) generally show similar

or only slightly attenuated amplitudes compared to wake states; these signals originate in

primary and secondary auditory cortex in the superior temporal gyrus (Colrain & Campbell,

2007; Jourde et al., 2024). Feed-forward information flow to primary and secondary auditory

areas seems to therefore remain functional in deeper sleep; however, neural feedback signalling

may be reduced (Hayat et al., 2022). Some aspects of higher-level sensory integration and

discriminative capacity that are processed further downstream in the auditory hierarchy

are preserved even in deeper sleep stages (Hennevin et al., 2007). Meaningful speech is

transiently amplified compared to irrelevant signals, but this amplification decreases with

sleep depth, with slow waves appearing to suppress neural indices of speech tracking in
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deeper sleep (Legendre et al., 2019). In general, brain activation associated with speech

processing is increasingly attenuated as sleep deepens, from thalamus in which responses

are relatively preserved to high order language representations in inferior frontal gyrus

which are absent during NREM sleep (Wilf et al., 2016). While reductions in cortical and

higher-order auditory processes during deeper sleep have been reported, the involvement of

lower levels within the auditory hierarchy, their interaction with cortical regions, and how

specific information-bearing signals such as neural markers of acoustic encoding are affected

by sleep states, remains unclear.

The frequency-following response (FFR) is an evoked auditory response indexing neural

encoding of sound periodicity associated with pitch information (∼80-400 Hz) (Skoe & Kraus,

2010; Coffey et al., 2019; Krizman & Kraus, 2019). It is generated by neural populations in

the brainstem, thalamus, and auditory cortex that phase-lock to periodic auditory stimuli

and encode frequency information. The FFR’s neural sources, which can be resolved using

magnetoencephalography (MEG) (Coffey et al., 2016b; Gorina-Careta et al., 2021), allow

evaluation of the strength of neural encoding of sound periodicity throughout the auditory

neuraxis. These properties make it suitable to assess auditory encoding in relation to sleep

states and to transient neural events that occur during NREM sleep, such as slow waves and

sleep spindles.

This study aimed to investigate how sleep depth and microarchitecture influence auditory

encoding across the auditory hierarchy. We recorded FFRs during a 2.5 hour nap in 14

healthy young adults using magnetoencephalography (MEG) and electroencephalography

(EEG), examining changes in early sound representations with sleep state and specific neural

events. Clarifying how, when, and where basic auditory processing is altered in NREM sleep

may have implications for our understanding of how the sleeping brain balances environmental

monitoring with preservation of critical sleep-dependent neural processes.

2.3 Methods

2.3.1 Participants

Fourteen neurologically healthy young adults who reported being able to sleep in a supine

position and being capable of napping mid-afternoon were recruited. One was later excluded

due to inability to sleep in the scanner during the experiment. The mean age of the remaining

participants was 24.8 years (SD, 4.0; range, 21-36), 9 were female, all were right-handed, and

all reported having normal hearing and no history of neurological disorders. We confirmed

that all subjects had a regular sleeping schedule (6.5-8.5 hours per night, with habitual

Hugo R. Jourde Page 23



2.3. METHODS

bedtimes). Informed consent was obtained and all experimental procedures were approved by

the applicable ethics committees (Montreal Neurological Institute Research Ethics Board and

Concordia’s University Human Research Ethics Committee), and subjects were compensated

for their time.

2.3.2 Study design

Considerations for sample size

Given limited literature relating to our main research questions, which concern changes

in FFR magnitude as a function of sleep depth and neural events, our study lacked a

basis for calculating an a priori sample size. Sample size and stimulation parameters were

therefore selected with reference to previous work on the MEG-FFR (Coffey et al., 2016b;

Gorina-Careta et al., 2021; Hartmann & Weisz, 2019; Coffey et al., 2021); with consideration

that the study design is within-subjects and therefore has greater statistical power than

do between-subjects designs due to reduced variability; noting that the research questions

concern basic aspects of physiology that should be conserved across participants; and with

consideration for experimental resources (noting that each nap experiment required ∼4 hrs

of scanner time). An analysis of the effect of number of epochs on signal-to-noise ratio (SNR)

for MEG-FFR suggested that 2000-4000 FFR epochs should be sufficient to achieve SNRs

of about 1.5 (FFR strength relative to baseline; see Figure 6.3 in Coffey (2016)), which is

sometimes used as an exclusion criterion for FFR signal quality (Skoe & Kraus, 2010). We

therefore chose to maximize the nap period and number of stimuli presented for a small group

of individuals.

Selection of neurophysiological measures

Our main focus was on assessing where state-dependent changes can be observed in the

auditory system’s representation of pitch information, for which MEG is most suitable due

to its superior spatial properties. However, because much of the FFR work to date has used

the EEG-based FFR, and to extend the work of (Mai et al., 2019) showing that EEG-FFR

in young adults is sensitive to alertness levels as measured by the occurrence of spindles,

we collected both EEG and MEG data, simultaneously. EEG-FFR is a composite signal

arising from the summation of multiple generators at the scalp, and can be interpreted as a

global measure of FFR strength with multiple contributors (Coffey et al., 2019; Tichko &

Skoe, 2017; Coffey et al., 2016b). We thus first assess whether the EEG-FFR magnitude is

affected by sleep stages and presence or absence of discrete sleep events, and compare it with
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MEG-FFR results. EEG also has a higher SNR, making it suitable for analyses of conditions

that have few epochs.

Overview of the experimental procedure

Upon arrival at the laboratory, participants were prepared for EEG and comfortably settled

into the MEG scanner in a supine position (as in Jourde et al. (2024)). A 5 min resting

state data acquisition with eyes open was collected, as a contribution to an open-access

database (Niso et al., 2016). Lights were dimmed, and subjects were asked to close their

eyes and relax for a 2.5 h nap opportunity. Sound stimulation was started immediately,

with the subject in the awake state, to allow them to get used to the sound and so that

the brain response to the wake state could be measured as a baseline for each individual’s

FFR strength (which can vary considerably even between healthy young adults Coffey et al.

(2016a)). Standard T1-weighted anatomical magnetic resonance images were acquired in a

separate session to enable distributed source localization of the MEG signals.

2.3.3 Data acquisition

EEG data were collected for several purposes: capturing the EEG-FFR, determining sleep

depth (i.e., sleep staging), and detecting sleep events (i.e., sleep spindles and slow oscillations).

A three-channel (Cz, C3, C4; 10–20 International System) EEG montage was applied with

a forehead ground and earlobe references. Bipolar electrooculography (EOG) electrodes

around the eyes and electrocardiography (ECG) electrodes on the chest were applied for

later use in detecting corresponding artefacts in the MEG traces. Two pairs of additional

electromyography (EMG) channels on the chin and neck were used to assist in sleep scoring.

Head shape and the location of head position indicator coils were digitized (Polhemus Isotrak,

Polhemus Inc., VT, USA) for co-registration of MEG with anatomical T1-weighted MRI.

Two hundred and seventy channels of MEG (axial gradiometers), along with the five

channels of EEG data, EOG and ECG, and one audio channel were simultaneously acquired

using a CTF MEG System and its in-built EEG system (Omega 275, CTF Systems Inc.).

All data were sampled at 2,400 Hz. The MRI scans acquired in a separate session used a 3T

Siemens scanner. The anatomical images were T1-weighted and obtained using an MPRAGE

sequence with the following parameters: 176 slices, field of view = 256 x 256, TR/TE/TI =

2300/2.98/900 ms, and 1 mm isotropic voxel size.
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2.3.4 Stimulus presentation

To characterize the brain’s response to sound over arousal states, we used a 120 ms synthesized

speech syllable (/da/) with a fundamental frequency in the sustained vowel portion of 98

Hz. This syllable is favoured by many FFR researchers for its acoustic properties, ecological

validity in speech (the fundamental or lowest frequency in human speech typically ranges

from 80 to 400 Hz), and its ability to produce robust FFRs in most subjects (Skoe & Kraus,

2010).

The stimulus was presented binaurally at 55 dB SPL, continuously throughout the nap

opportunity, in alternating polarity, through Etymotic ER-3A insert earphones with foam

tips (Etymotic Research). The sound level is experienced subjectively as quiet but clearly

perceivable within the acoustically-shielded imaging chamber. Volume was kept constant for

all participants, as the study included only young, healthy individuals with normal hearing.

Stimulus onset synchrony (SOA) was randomly selected between 195 and 205 ms from a

normal distribution (i.e., stimulus presentation rate of ∼5 Hz). This design maximizes the

number of epochs acquired and thus the SNR of the FFR, which is necessary particularly

for studying deep FFR sources in the brainstem (Coffey et al., 2016b). The audio signal

was recorded as a channel in the EEG/MEG data such that each stimulus onset could be

precisely determined. To decrease electromagnetic contamination of the data from the signal

transducer, ∼1.5 m air tubes between the ear and the transducer were used such that the

transducer could be placed >1 m from the MEG gantry, as in previous work (Coffey et al.,

2016b, 2021).

2.3.5 Data processing

Sleep scoring and sleep microarchitecture

Sleep recordings were manually scored according to AASM practices (Iber, 2007) by one

researcher and confirmed or challenged by others, with discrepancies being resolved via

discussion and consensus. Based on band-pass filtered EEG (.1–20 Hz, channels ‘C3’, ‘C4’

and ‘Cz’ referenced to right mastoid), EOG (.1–5 Hz) and EMG (10–58 Hz) signals; each

30 s window of data was visually inspected and categorized into Wake, N1 (NREM sleep

stage 1) to N3 (NREM sleep stage 3) and REM sleep. Sleep events (i.e. sleep spindles and

slow oscillations) were detected on a down-sampled version of the EEG data (250 Hz) from

a central EEG electrode (position ‘Cz’), referenced to the right mastoid. In the case of

three subjects, signal quality at ‘Cz’ was of poor quality for at least part of the recording;

another central electrode (‘C3’), which received very similar signals due to the broad spatial
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distribution of both auditory and sleep oscillations across the dorsal and frontal scalp, was

used as an alternative.

Spindles were detected across N2 and N3 sleep (Schulz, 2008) using a freely available

algorithm which emulates human scoring (Lacourse et al., 2019). The detection method

uses four key criteria: absolute power in the sigma frequency band (the range associated

with sleep spindles), relative sigma power, and both correlation and covariance between the

sigma band-filtered signal and the original EEG recording. The default parameters were

used. Slow oscillations were detected in N3 sleep only using the method described in Carrier

et al. (2011). Four criteria were used for detection: peak-to-peak amplitude exceeding 75 µV,

negative peak amplitude greater than 40 µV, negative peak duration between 125 and 1500

ms, and positive peak duration under 100 ms (Rosinvil et al., 2021).

EEG and MEG pre-processing

Data pre-processing was performed using Brainstorm (Tadel et al., 2011) and custom Matlab

scripts (The Mathworks Inc., MA, USA). MEG channel signal quality was confirmed by visual

inspection; one channel in one subject was removed due to poor signal quality (MRT51).

Cardiac artefacts were removed from MEG data using Brainstorm’s in-built cardiac detection

algorithm, and source signal projection algorithm (Tesche et al., 1995), using the recommended

procedure: projectors were removed when they captured at least 12% of the signal and the

topography of the components matched those of ocular or cardiac origin upon visual inspection.

Eye blinks were not detected nor removed, as participants had their eyes closed during the

recording.

Both EEG and MEG data were bandpass filtered in the FFR frequency range, to remove

the low frequency components of the evoked response (80-450 Hz; 43,506-order linear phase

FIR filter with a Kaiser window and 60 dB stopband attenuation; the order is estimated

using Matlab’s kaiserord function and filter delay is compensated by shifting the sequence to

effectively achieve zero-phase and zero-delay, as per Brainstorm default settings (Tadel et al.,

2011)), and a notch filter to remove power line noise was applied at 120 and 180 Hz (power

line harmonics falling into the frequency band of interest for FFR). A simple threshold-based

artefact rejection was applied (±500 fT in MEG or ±50 µV in EEG) for each channel and

epoch, noting that the same epochs were retained for both EEG and MEG analyses. This

step removed approximately 5% of epochs (final numbers of retained epochs are presented in

Table 2.1).
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MEG source modelling

As in previous work (Coffey et al., 2016b, 2021), we used FreeSurfer (Fischl et al., 2002; Fischl,

2012) to prepare cortical surfaces and automatically segment subcortical structures from each

subject’s T1-weighted anatomical MRI scan, imported the anatomy into Brainstorm (Tadel

et al., 2011), and combined the brainstem and thalamic structures with the cortex surface

to form the image support of MEG distributed sources: the mixed surface/volume model

included a triangulation of the cortical surface (∼15,000 vertices), and brainstem and thalamus

as a three-dimensional dipole grid (∼18,000 points). We computed an overlapping-sphere

head model for each run, which explains how an electric current flowing in the brain would

be recorded at the level of the sensors. A noise covariance matrix was computed from 2-min

empty-room recordings taken before each session. The inverse imaging model estimates the

distribution of brain currents that account for data recorded at the sensors. We computed

the MNE source distribution, which is robust and frequently used in literature (Hämäläinen,

2009), with unconstrained source orientations for the subcortical volume and constrained

sources of the cortical surface elements of the model, for each run using Brainstorm default

parameters.

Region of interest definition

The auditory cortex regions of interest (ROIs) were defined using the Destrieux atlas (Destrieux

et al., 2010), by combining the regions labelled as ‘S temporal transverse’, ‘G temp sup-Plan-

tempo’, and ‘G temp sup-G T transv’ for the left and right hemispheres, respectively. The

left and right auditory cortex regions (rAC, lAC) cover the posterior superior temporal gyrus,

as has been used in previous work (Coffey et al., 2021; Jourde & Coffey, 2024; Jourde et al.,

2024). The rAC ROI is depicted in Figure 2.3D. We used small spherical regions centred on

each subcortical nucleus, as subcortical regions were modelled as a volume. The centre of

each subcortical ROI was defined using standard space (MNI152) coordinates, transformed

to the subjects’ T1-weighted MRI image, and visually inspected to confirm location. The

coordinates of subcortical ROIs were: rCN: 8 -36 -38; lCN: -4 -36 -38; rIC: 6 -36 -10; lIC: -4

-36 -10; rMGB: 14 -30 6 and lMGB: -10 -32 6. Each ROI was between 0.4 and 0.5 cm3, as in

previous work (Coffey et al., 2021). The locations of the subcortical structures are depicted

in Figure 2.4A.

FFR extraction

Data from each auditory cortex (AC) and bilateral pairs of subcortical auditory system region

of interests (ROIs; medial geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
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nucleus, CN), were extracted and categorized in two steps: first by the sleep stage during which

they occurred, and then by whether they coincided with sleep spindles or slow oscillations.

Events that occurred during N2 or N3 stages without overlapping with these discrete sleep

events were classified into a ‘Clear’ comparison condition. Epochs were created around each

auditory stimulation, spanning from 50 ms before to 250 ms after sound onset.

To quantify magnitude of the brain’s phase-locked response to sound at the sound’s

fundamental frequency (98 Hz), FFR averages were first computed by averaging epochs of

each polarity and then summing negative and positive polarity averages, for each subject,

condition, and region of interest. A Fast Fourier Transform was then applied to each FFR

average (0 to 140 ms) to obtain frequency spectra. For subcortical structures the left and

right hemisphere homologues were averaged. Based on previous work (Coffey et al., 2016b)

showing stronger FFR response in the right auditory cortex (due to lateralization of pitch

encoding; Coffey et al. 2017b; Albouy et al. 2020), we focused our cortical analysis on the right

hemisphere only (spectra for the lAC are also reported in Supplementary Figure S1C). We

then extracted the magnitude at a peak within a 88-108 Hz frequency band (i.e., surrounding

the stimulus’ fundamental frequency) for each subject and condition. Note that individuals’

average peaks can be slightly offset from the stimulation frequency of 98 Hz, likely due to

entrainment; Coffey et al. 2021).

FFR signal conduction delay by sleep stage in the rAC

To assess the effects of deepening sleep stage on the timing of the MEG-FFR at the cortical

level (i.e., that extracted from rAC), we used a cross-correlation algorithm to compute

relative timing between the FFR timeseries during the wake state vs. each of the sleep states.

Correlation maxima were selected by constraining the search window to ±3 ms, which is

highly likely to encompass any timing differences in the FFR caused by differences in brain

state, whilst avoiding potential confounds of selecting an alignment with the subsequent cycle

in a periodic signal, and which is unbiased as regards the direction of potential time-shift.

After extracting the values for each subject across pairs of states, we test one-tailed hypotheses

at the group level that NREM sleep causes the pitch representation to be delayed in the

auditory cortex. Although the same approach is not possible in the present study with the

subcortical regions, due to difficulty reconstructing a single clear FFR time series from the

three dimensions derived from volume-based models, prior results from intracranial recordings

suggest that delays due to sleep stage are unlikely at subcortical levels (Amadeo & Shagass,

1973; Murphy & Starr, 1971); we therefore focus on the cortical level.

Hugo R. Jourde Page 29



2.3. METHODS

Thalamocortical functional connectivity

To examine how sleep stages influence communication within the lemniscal pathway, we

analyzed functional connectivity between the right auditory cortex (rAC) and the right medial

geniculate body (rMGB). We used imaginary coherence (iCOH) to measure this connectivity,

focusing on the steady-state portion of the frequency-following response within the (25-125

ms) time window. We then also calculated it in overlapping 50 ms segments to track changes

over time. Since the rMGB is a three-dimensional structure, we computed iCOH between the

rAC and each dimension, then used the maximum value to represent the overall functional

connectivity between these regions.

2.3.6 Signal quality and statistical approach

The study design focused on comparing FFR strength across sleep stages, within-subject. We

opt for non-parametric statistical tests throughout, as the normality assumption required by

parametric tests is difficult to confirm in small sample sizes, and becuase FFR magnitudes in

a population tend to be non-normally distributed.

We first report the number of epochs after sorting into each sleep stage, for each participant,

noting that averaged FFRs in EEG are typically obtained from averaging ∼2000 epochs (Skoe

& Kraus, 2010). Due to lower SNRs in the source-localized MEG signal, a higher number

is needed (i.e., at least ∼3000-4000 epochs) to achieve similar SNRs (Coffey, 2016), though

signal clarity also depends on the neural source, with thalamus (MGB) typically yielding

the weakest signal (Coffey et al., 2016b, 2021) – and the strength of an individuals’ FFR,

which can vary considerably even amongst healthy young adults (Coffey et al., 2016a). As

a measure of signal clarity, we compute the SNR as the ratio between the FFR strength

at its fundamental frequency; selected by taking the peak between 88-108 Hz; and the

mean magnitude between the 3rd and 4th harmonics (320–380 Hz), both during stimulus

presentation. Within this frequency range, the averaged spectra are relatively flat, lacking

meaningful signals, and can therefore be used as a proxy of the background noise levels of

the filtered data (as in Coffey et al. (2021)).

For each of the analyses concerning the main research questions, we compute FFR magni-

tude differences with respect to the wake period, as a within-subjects baseline normalization,

using Wilcoxon signed rank tests for independent samples [W] (effect sizes are reported

using rank biserial correlation [rrb]). This approach allows us to determine the effects of each

individual sleep stage on the standard wake FFR.

To investigate how the impact changes across successively deeper sleep stages, we performed

a second analysis, using a Friedman test [X2
F
], and Conover’s Post Hoc Comparisons [T] to
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2.4.3 Global FFR strength by sleep stage

We use the EEG-FFR as a global measure of FFR strength, as it comprises signal from

a mixture of FFR-generating neural sources. The strength of the fundamental frequency

representation decreases in EEG (see Figure 2.3C) during deep sleep as compared with Wake

(N3 vs Wake: W = 1.00, p = .012, rrb = -.96), but did not differ from Wake in N1 and N2

sleep (N1 vs Wake: W = 53.00, p = .706, rrb = 1.65; N2 vs Wake: W = 32.00, p = .282, rrb

= -.29).

The results of the Friedman test indicated a statistically significant difference between

sleep stages (X2
F
(2) = 14.89, p < .001), with a large effect size (Kendall’s W = .83). Post-hoc

analyses showed a statistical difference between N1 and N2 (T(16) = 2.67, p = .02, rrb =

.56), N1 and N3 (T(16) = 8.56, p < .001, rrb = 1), and N2 and N3 (T(16) = 5.88, p < .001,

rrb = 1).

2.4.4 Cortical FFR strength by sleep stage

We use source analysis of the MEG signal to measure FFR strength at both cortical and

subcortical levels. The FFR extracted from the right auditory cortex showed a similar pattern

to that observed in the EEG-FFR (see Figure 2.3E), with a significant difference between

deep sleep and Wake (N3 vs Wake: W = 3.00, p = .03, rrb = -.87). The difference between

N1 and Wake (N1 vs Wake: W = 49.00, p = .61, rrb = .07) was not significant, and the

difference between N2 and Wake (N2 vs Wake: W = 20.00, p = .06, rrb = -.56) did not reach

significance after correction.

The results of a Friedman test indicated a statistically significant difference between sleep

stages (X2
F
(2) = 6.89, p = .03), with an effect size (Kendall’s W) of .38. Post-hoc analyses

showed a statistical difference between N2 and N3 (T(16) = 3.11, p = .03, rrb = .82). The

differences between N1 and N2 (T(16) = 1.13, p = .36, rrb = -.02) as well as N1 and N3

(T(16) = 1.98, p = .13, rrb = .60) did not reach significance.

2.4.5 Subcortical FFR strength by sleep stage

The FFR extracted from the subcortical sources of the FFR in the lemniscal pathway (i.e.,

the medial geniculate body (MGB), the inferior colliculus (IC) and the cochlear nucleus (CN);

see Figure 2.4A), showed a different pattern. We observed no differences in FFR strength in

these subcortical sources as a function of sleep depth (see Figure 2.4B; MGB: N1 vs Wake:

W = 15.00, p = .09, rrb = -.67; N2 vs Wake: W = 29.00, p = .27, rrb = -.36; N3 vs Wake: W

= 10.00, p = .24, rrb = -.56; IC: N1 vs Wake: W = 16.00, p = .12, rrb = -.64; N2 vs Wake:
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W = 28.00, p = .24, rrb = -.38; N3 vs Wake: W = 11.00, p = .30, rrb = -.51; CN: N1 vs

Wake: W = 15.00, p = .09, rrb = -.67; N2 vs Wake: W = 32.00, p = .38, rrb = -.29; N3

vs Wake: W = 13.00, p = .45, rrb = -.42). These results suggest that sound processing in

subcortical regions is maintained across brain states.

The results of the Friedman tests did not indicate a statistically significant difference

between sleep stages in any region of interest (MGB: (X2
F
(2) = 2.00, p = .37) ; IC: (X2

F
(2)

= 1.56, p = .46) ; CN: (X2
F
(2) = 4.22, p = .12)).

2.4.6 FFR signal conduction delay by sleep stage in the rAC

To assess whether deepening sleep causes delays in processing periodic sound at the cortical

level, we applied a cross-correlation analyses to pairs of FFRs between Wake and each NREM

sleep stage, extracted from the rAC, for each subject. In this analysis, the two timeseries are

progressively shifted against one another in time, to determine the delay at which correlation

is maximum. The mean delay of N1 relative to Wake was -0.26 ms (SD, 0.671); mean delay

of N2 vs Wake was 0.16 ms (SD, 0.60) and the mean delay of N3 vs. Wake was 0.463 ms

(SD, 0.79).

Wilcoxon signed-rank tests did not show significant differences from zero in these inter-stage

latency comparisons (N1 vs Wake: W = 12.0, p = .91, rrb = -.47; N2 vs Wake: W = 36.5, p =

.19, rrb = .33; N3 vs Wake: W = 23.0, p = .07, rrb = .64). However, a trend was observed in

that within-subject, successively deeper NREM sleep stages appeared to result in increasing

delays (see Figure 2.5). To assess the consistency of this observation, we included only

subjects who had FFRs for all 3 sleep stages (N=9) in a non-parametric repeated measures

Friedman Test.

The results of the Friedman test indicated a statistically significant difference between

sleep stages (X2
F
(2) = 8.97, p = .011), with an effect size (Kendall’s W) of .63. Post-hoc

analyses showed a statistical difference between N1 and N2 (T(16) = 2.70, p = .03, rrb = -.91)

as well as between N1 and N3 (T(16) = 3.89, p = .004, rrb = -1). The difference between N2

and N3 (T(16) = 1.18, p = .34, rrb = -.29) did not reach significance. These results show

that deeper sleep results in slower transmission of periodic information to the cortex.

2.4.7 Thalamocortical functional connectivity

To evaluate whether functional connectivity between thalamus (MGB) and cortex differed as a

function of sleep stage, we used imaginary coherence to measure non-zero phase-lag functional

connectivity between these two regions of interest, focusing on the maximally-different states:

Wake and N3.
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2.5.1 Global FFR strength decreases in deep sleep

Previous research on auditory processing during sleep in humans has primarily focused on

linguistic and higher-order processing of auditory stimuli. Available evidence suggests that

neural responses to speech and other sounds are modulated by sleep depth in cortical regions,

showing reduced activity during deeper sleep in brain regions responsible for higher-level

processing, including prefrontal cortex (Czisch et al., 2002; Wilf et al., 2016; Czisch et al.,

2004). Mai et al. (2019) were the first to investigate lower-order or early auditory processing

during sleep using the FFR, documenting a systematic decrease in its strength as a function

of arousal state as study participants drowsed and periodically fell asleep during a long,

passive listening experiment. This study did not deliberately include a sleep element, but

rather used the density of sleep spindles as an indication that participants had fallen asleep.

To extend this work, we examined a broader range of sleep stages and neural events in a

nap study design. We first investigated the effect of sleep depth on periodicity encoding

of auditory stimuli, using EEG-FFR as a composite measure of frequency encoding across

the brainstem, thalamus, and cortex (Coffey et al., 2016b). Compared to the waking state,

EEG-FFR fundamental frequency magnitude was significantly reduced during stage N3 sleep.

No significant differences were observed between N2 or N1 and Wake states when directly

compared, but successively deeper sleep stages had significantly lower EEG-FFR magnitude

(see Figure 2.3C). These results confirm that non-rapid eye movement sleep depth attenuates

frequency encoding in the human brain.

2.5.2 Strength of FFR decreases in deep sleep only in cortical

structures

Scalp-recorded EEG-FFR captures global evoked responses from multiple sources along the

auditory pathway, including subcortical structures (cochlear nucleus, inferior colliculus, and

medial geniculate nucleus) and cortical regions (Coffey et al., 2016b). By using source-

localization approaches in magnetoencephalography, we are able to extracted FFRs directly

from regions of interest along the auditory pathway and thereby more precisely identify which

cortical or subcortical regions are modulated by sleep depth. We found that FFR magnitude

in the rAC was significantly reduced during deeper sleep compared to wakefulness (N2 and

N3), while no significant differences were observed during lighter sleep (N1). This pattern

of results is similar to that observed in the global EEG-FFR (a finding that is consistent

with previous work suggesting that the EEG-FFR includes a strong contribution from the

auditory cortex; Coffey et al. (2016b)).

In contrast, we observed that FFR magnitude remained stable across all sleep stages in all
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subcortical regions of interest (Figure 2.4). These results suggest that the representation of

pitch within the auditory brainstem and thalamus is preserved during sleep. Maintenance of

subcortical auditory processing aligns with previous research in invasive non-human animal

recordings showing that early, subcortical responses are generally preserved while later

responses vary considerably as a function of sleep depth (Meeren et al., 2001). For example,

Morales-Cobas et al. (1995) reported that in cellular recordings from the guinea pig IC, the

majority of neurons showed no change in discharge rates in deep sleep as compared to wake.

2.5.3 Cortical sound processing may be attenuated by changes in

thalamocortical connectivity across sleep stages

In a seminal study, Massimini et al. (2005) demonstrated reduced signal propagation during

NREM sleep compared to wakefulness, indicating a breakdown in cortical connectivity.

Subsequent research has corroborated these findings. For instance, Jobst et al. (2017)

documented a global decrease in cortical interactions during slow-wave sleep, measured

through fMRI functional connectivity. Thalamocortical functional connectivity was also

reported to decrease during deep sleep, correlating with responsiveness to sensory stimulation

Hale et al. (2016); Picchioni et al. (2014).

Further evidence came from a follow-up transcranial magnetic stimulation (TMS) study by

Massimini et al. (2010), in which the neural responses to magnetic stimulation were examined

for complexity and timing as a means of assessing global neural communication patterns.

The authors reported that in deeper NREM sleep, thalamocortical circuits remain active and

reactive but lose their ability to interact and to produce complex, long-range patterns. The

brain’s response to stimulation by TMS in deep sleep evokes a simpler wave than it does when

participants are awake, an observation which is consistent with local processing (conversely,

levels of connectivity in REM sleep remain comparable to those observed in wakefulness).

Because sleep stages coincide with broader changes in brain neural communications

patterns, we investigated changes in functional connectivity between the auditory thalamus

(i.e., MGB) and the primary auditory cortex (represented by rAC) as a function of sleep

depth, specifically in the FFR frequency range. Functional connectivity analysis revealed

reduced thalamocortical interactions during the steady-state portion of the FFR (Figure

2.6B).

Furthermore, comparison of response latencies in the auditory cortex between wake and

deep sleep showed increased response latency (Figure 2.5). Together, these findings suggest

that neurophysiological states characteristic of deeper sleep underly the FFR magnitude

reduction we observe in auditory cortex.
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2.5.4 Slow oscillations and sleep spindles are not responsible for

decrease in EEG-FFR strength

Slow oscillations appear to play a role in reshaping these communication patterns, disrupting

the dynamic processes needed for complex long-range information processing. The observed

decrease in FFR magnitude in both EEG and right auditory cortex occurred during sleep stages

characterized by slow oscillations events, suggesting a possible relationship. Furthermore,

previous work using a combination of EEG and fMRI suggested that sound might be selectively

attenuated in the presence of sleep spindles (Dang-Vu et al., 2011). Mai et al. (2019) also

hypothesized that, because FFR attenuation was correlated with sleep spindle density, spindles

might play a direct role in decreasing transfer of auditory information to cortex. Our findings

showed decreased FFR magnitude in cortical levels and decreased thalamocortical connectivity

in deeper sleep, in which discrete events such as sleep spindles and slow oscillations are

present. We therefore investigated whether EEG-FFR magnitude was affected by the presence

or absence of these events. After sorting epochs according to whether each type of sleep

event occurred and compared the evoked responses with epochs from N2 and N3 sleep in

which no event was present, we found no direct effect of either spindles or slow oscillations

on FFR magnitude. These results suggest that neither spindles nor slow oscillations drive

the observed attenuation across sleep stages (see also Jourde & Coffey (2024) for further

discussion of sleep spindles’ role in attenuating sound processing).

Limitations and future directions

While MEG has considerable advantages as regards being able to non-invasively record

neural signals from the whole brain with decent spatial resolution (Baillet, 2017), it is

also resource-intensive, particularly for longer experiments such as those needed to record

naps. The physical constraints also make it challenging to record REM sleep, which is most

abundant towards the end of a night’s sleep. Nevertheless, the high number of observations

per participant produced robust results, as evidenced by the strong signal-to-noise ratios

across our analyses (in-line with studies using similar techniques; e.g., Coffey et al. (2016b,

2021); Hartmann & Weisz (2019); Gorina-Careta et al. (2021)). Future research could benefit

from recruiting participants specifically based on their ability to sleep comfortably in a supine

position. Additionally, while our very high stimulation rate was optimized for FFR analysis,

several methodological changes could enhance future studies. For instance, separating the

Wake and Sleep data collection sessions could minimize the impact of continuous auditory

stimulation on sleep onset.

Finally, our study investigated one aspect of basic auditory processing, pitch encoding,
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seem to take place during N2 and N3 sleep?

2.6 Conclusion

Our results revealed a dissociation between subcortical and cortical auditory processing

during sleep. While early auditory encoding in subcortical regions remained stable across

sleep depths, both indices of cortical pitch representation (i.e., FFR magnitude extracted from

the right auditory cortex) and the more global EEG-FFR measurements, showed significant

magnitude attenuation as sleep deepened. These results were not directly attributable

to the interaction between sensory processing and specific sleep events, but rather may

reflect broader sleep-depth-dependent changes in information flow and cortical processing.

This interpretation is supported by our observation that reduced activity was limited to

higher-order structures in the auditory pathway, while subcortical responses remained intact.

Furthermore, our additional analyses indicate that the changes in auditory processing during

sleep, previously documented in previous studies, likely arise from alterations in cortical

effective connectivity rather than a reduced ability for sensory processing linked to the loss

of consciousness. The current study advances our understanding of how the brain processes

sensory information during deeper sleep stages.
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Chapter 3

The neurophysiology of closed-loop

auditory stimulation in sleep: a

magnetoencephalography study

3.1 Abstract

Closed-loop auditory stimulation (CLAS) is a brain modulation technique in which sounds are

timed to enhance or disrupt endogenous neurophysiological events. CLAS of slow oscillation up-

states in sleep is becoming a popular tool to study and enhance sleep’s functions, as it increases

slow oscillations, evokes sleep spindles, and enhances memory consolidation of certain tasks.

However, few studies have examined the specific neurophysiological mechanisms involved

in CLAS, in part because of practical limitations to available tools. To evaluate evidence

for possible models of how sound stimulation during brain up-states alters brain activity,

we simultaneously recorded electro- and magnetoencephalography in human participants

who received auditory stimulation across sleep stages. We conducted a series of analyses

that test different models of pathways through which CLAS of slow oscillations may affect

widespread neural activity that have been suggested in literature, using spatial information,

timing, and phase relationships in the source-localized magnetoencephalography data. The

results suggest that auditory information reaches ventral frontal lobe areas via non-lemniscal

pathways. From there, a slow oscillation is created and propagated. We demonstrate that

while the state of excitability of tissue in auditory cortex and frontal ventral regions shows

some synchrony with the EEG-recorded up-states that are commonly used for CLAS, it

is the state of ventral frontal regions that is most critical for slow oscillation generation.

Our findings advance models of how CLAS leads to enhancement of slow oscillations, sleep
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spindles, and associated cognitive benefits, and offer insight into how the effectiveness of

brain stimulation techniques can be improved.

3.2 Introduction

Closed-loop brain stimulation is a technique in which sensory, magnetic or electric stimulation

is timed to modulate endogenous brain activity or states (see Antony et al. (2022) for a

discussion of terminology). Its main appeal to neuroscientists is the ability to test relationships

between brain activity and function causally, thus adducing strong evidence for the roles of

neural events and processes. Closed-loop auditory stimulation (CLAS) of slow oscillations

during non-rapid eye movement (NREM) sleep has enjoyed particular attention, perhaps

due to the unique (and still somewhat mysterious Girardeau & Lopes-Dos-Santos 2021)

physiological processes that take place in sleep.

Sleep is a collection of neurophysiological states with several crucial functions includ-

ing cleaning waste produced during wakeful activity (Hauglund et al., 2020), rescaling

synapses (Blanco et al., 2015; Timofeev & Chauvette, 2017), and transforming temporarily-

stored memories into lasting ones in a process known as memory consolidation (Diekelmann &

Born, 2010; Schabus et al., 2004; Antony et al., 2019; Klinzing et al., 2019). These processes

seem to rely on sleep-specific neurophysiological events that are most often measured in EEG:

slow oscillations, K-complexes (also referred to as ‘N550-P900 complexes’ when evoked by

external stimuli), and sleep spindles. Slow oscillations (SOs) refer to low frequency brain

activity that is defined variously as <1.0, 1.5, 2, or 4 Hz (Carrier et al., 2011; Ngo et al.,

2013b; Jaar et al., 2010; Vyazovskiy & Harris, 2013). These high-amplitude fluctuations in

cortical and subcortical excitability occur during NREM sleep (stages N2 and N3) and appear

to be involved in all three processes (Neske, 2016; Timofeev & Chauvette, 2017; Hauglund

et al., 2020; Klinzing et al., 2019). N550-P900 complexes are a particular kind of evoked

slow oscillation that also occur during stage N2 and N3 sleep (about 550 to 900 ms after

sensory input) (Bellesi et al., 2014; Latreille et al., 2020; Riedner et al., 2011). They are

highly related to and often considered to be K-complexes, although K-complexes can be

generated in the absence of external stimulation. N550-P900 complexes have been linked to

sleep continuity and arousal (Halász, 2016). Sleep spindles are transient (<2.5 s) 11-16 Hz

bursts of activity that are generated through thalamocortical interactions. They frequently

co-occur with slow oscillations, may be evoked by sensory stimulation (Sato et al., 2007),

and are linked to memory and consolidation processes (see Fernandez & Lüthi (2020) for a

comprehensive review).
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Closed-loop auditory stimulation of slow oscillations, and subsequent enhancement of

memory consolidation of performance on a declarative memory task (e.g. word list learning),

was first reported by Ngo et al. (2013b). CLAS of SOs has since been repeatedly used

in sleep research due to its convenience, ease of use, and temporal precision (see recent

reviews Harrington & Cairney (2021); Choi et al. (2020)). As with other forms of brain

stimulation, effectiveness can vary considerably across subjects (Nasr et al., 2022). Timing

of stimulation seems crucial, and stimulation close to SO peaks (i.e., the ‘up-state’) evokes

subsequent SO activity, as well as sleep spindles, and best enhances sleep-related memory

consolidation processes (Navarrete et al., 2020). Stimulation during the trough (i.e., the ‘down-

state’) can result in a decrease in spindle activity and delta power (Ngo et al., 2013b; Moreira

et al., 2021). It is thought to be through evoked neural events that memory consolidation is

enhanced (Bellesi et al., 2014); however, the neurophysiological mechanisms underlying the

effects of CLAS to slow oscillation up-states are poorly understood, and thus it is difficult

to optimize and improve stimulation effectiveness. Notably, states are measured most often

using a single EEG channel (frontal or central electrode referenced to earlobe or mastoid);

this technique captures large-scale, global changes in excitability of cortical tissue. During

up-states, neurons are thought to be closer to their firing thresholds, meaning they are more

readily activated upon auditory stimulation. However, slow oscillations are not homogeneous

phenomena; they originate at different sites and travel along the cortex (Massimini et al., 2004).

These dynamics are poorly captured in single-channel EEG. Spatially-resolved techniques

such as magnetoencephalography (MEG), which yields information about the relative timing

and amplitude of brain responses across brain regions (Baillet, 2017), are needed to explore

regional differences in tissue state when stimulation occurs, and to localize its effects.

Evoked brain responses (i.e., event-related potentials in electroencephalograpy; ERPs)

are used in sleep research to characterize the evolution of sensory processing according to

the depth of sleep (reviewed in Colrain & Campbell (2007)). The amplitude and latency

of typical patterns of peaks and troughs, sometimes called ‘components’, are somewhat

affected by deepening sleep stage (Niiyama et al., 1994; Ogilvie et al., 1991). The N100

component (i.e., a negative peak occurring about 100 ms after sound onset), is often reported

to be attenuated during sleep, whereas P200 (i.e., a positive peak about 200 ms after onset)

increases in deeper sleep (Campbell, 2010). Some evoked components occurring more than

300 ms after stimulation only appear during sleep (Bastien et al., 2002). Three of these

components, labelled N350, N550 and P900 (i.e., negative deflections occurring at about 350

and 550 ms and a positive deflection at about 900 ms post onset) begin to emerge at NREM

sleep onset (stage N1) and their amplitude increases with sleep depth (stages N2 and N3).

The N550-P900 complex has an asymmetrical shape composed of a trough in which cortical
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neurons are hyperpolarized, followed by a longer rebound of cortical activity during which

neurons are comparatively depolarized and thus more excitable (Latreille et al., 2020). Recent

work using electrical source localization models suggests that the spontaneous K-complex,

which is similar to the sensory-evoked N550-P900 complex (Halász, 2016), originates in ventral

limbic cortex, including medial temporal and caudal orbitofrontal cortex (OFC) (Morgan

et al., 2021).

Because the specific auditory pathway involved in closed-loop auditory stimulation is

not yet well understood, we must consider the anatomy of the auditory system. There

are two main ascending auditory pathways: the lemniscal or primary pathway, and the

non-lemniscal or secondary pathway. In the lemniscal pathway, the primary auditory cortex

receives projections from the cochlear nucleus via the central nucleus of the inferior colliculus

and the ventral division of the medial geniculate body of the thalamus. The non-lemniscal

pathway consists of many sets of fibres that send and receive feed-forward and feedback

projections widely in midbrain, cortical and limbic areas (Lee, 2015). Of interest here are

fibres originating in the brainstem which project to the dorsal division of the medial geniculate

body of the thalamus and to secondary auditory cortex, and those which interact with the

ascending reticular activating system (ARAS). The ARAS is comprised of many nuclei with

connections to the rest of the cortex (Yeo et al., 2013). It also has connections to the locus

coeruleus, a group of large nuclei in the brainstem (Poe et al., 2020; Bellesi et al., 2014). The

locus coeruleus is the principal source of norepinephrine/noradrenaline in the brain and has

widespread (though sparse) projections to the cortex. Both the locus coeruleus and ARAS

are involved in transitioning among arousal states, meaning that there is overlap between the

auditory non-lemsniscal pathways and the arousal-promoting systems (Bellesi et al., 2014;

Wijdicks, 2019).

Evidence suggests that elements of the auditory system, as well as general arousal

mechanisms that are independent of the auditory modality (Riedner et al., 2011), are

involved in generating the slow oscillations observed in the CLAS effect (Bellesi et al., 2014).

However; how, where, and when these systems conspire to produce SOs is unknown, and

their contributions to the more commonly-studied cortical EEG evoked responses are not yet

understood. Next, we define four possible variations of models of auditory-arousal system

interactions, based on the auditory system anatomy described above, ideas proposed in

Bellesi et al. (2014), and extent research concerning the origins of evoked and endogenous

slow oscillations (e.g., Riedner et al. 2011; Halász 2016; Morgan et al. 2021). Each leads to

different predictions in the location, amplitude, and timing of evoked responses to sound in

NREM sleep, which can be assessed with temporally- and spatially-resolved neuroimaging

methods.
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The four models, which vary in the timing and involvement of arousal networks and

the location of initial SO generation, are illustrated in Figure 3.1. In the first model,

auditory sensory information reaches the auditory cortex (AC) through lemniscal auditory

pathways, where it generates a slow oscillation that propagates locally. In this case, only

the auditory cortex should exhibit early auditory evoked components (P100, N100, P200),

and in NREM sleep, the evoked slow oscillations should occur earlier and with higher

amplitude in auditory cortex as compared with other regions. In the second model, auditory

information reaches auditory cortex as above, but then propagates to other cortical regions

including frontal areas via structural connections (see Plakke & Romanski (2014)). Upon

arrival in the ventral frontal regions, the neural impulse induces a slow oscillation locally,

which then propagates across the cortex as previously reported for endogenously-generated

SOs (Massimini et al., 2004). In this case, the auditory cortex is not the primary generator

of evoked slow oscillations, but the process of SO generation is dependent upon a robust

response in the auditory cortex. This model would predict a delayed or absent auditory

response in the OFC (orbitofrontal cortex), and that late components would appear first and

strongest in ventral frontal regions (like OFC), and then later in other cortical regions. In

the third model, as auditory information travels simultaneously through the lemniscal and

non-lemniscal pathways, non-lemniscal neurons interact with arousal systems in the brainstem

(possibly involving LC) and/or thalamus, which then result in diffuse changes in cortical

excitability, leading to the generation of slow oscillations throughout the brain. An early

auditory-like response followed by a slower late component should be observed throughout the

cortex, although due to the previously-observed tendency for ventral limbic areas (including

OFC) to generate endogenous slow oscillations (Massimini et al., 2004; Morgan et al., 2021),

we would expect larger-amplitude SOs in the OFC.

In the fourth model, as in the third, auditory information primarily generates the CLAS

effect via the non-lemniscal auditory pathway. Contrary to Model 3, in Model 4 the impulse

would preferentially stimulate SOs in the OFC, which then propagate to other cortical areas.

In Model 3, the SOs would be generated locally (in each region of interest) via common

ARAS inputs, whereas in Model 4, the slow OFC activity would induce SOs in other cortical

areas. These models can be differentiated using directional functional connectivity metrics in

the slow frequency band.
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3.3 Methods

3.3.1 Participants

Six neurologically healthy young adults without sleep or neurological conditions were recruited

from the local community. One dataset was unusable due to a technical problem with the

EEG system that precluded scoring. The mean age of the five remaining participants was

21.2 (SD: 1.33; range 19-23), and 3 were female. All subjects reported being in good health

with normal hearing, were non-smokers, were not taking medication, had not changed time

zones or conducted shift work in the 6 weeks preceding the experiment, and had a normal

6-10 hour sleeping pattern in the three days prior to the experiment (confirmed by sleep log).

The night prior to the experiment, participants were asked to stay up one hour later than

their habitual bedtime to increase sleep pressure. The day of the experiment they were asked

to refrain from consuming caffeine, alcohol, nicotine, and cannabis. Subjects gave written

informed consent, and were compensated for their time. The experimental protocol was

approved by Concordia University’s Human Research Ethics Committee, and the Research

Ethics Board at McGill University. This study was not pre-registered.

3.3.2 Study design

On the experimental evening, participants first completed a health questionnaire to confirm

eligibility; the Munich Chronotype Questionnaire (MCTQ) to document their habitual diurnal

rhythms (Roenneberg et al., 2003); and the Pittsburgh Sleep Quality Index (PSQI) (Buysse

et al., 1989), which contains 19 self-rated questions which are scored from 0-3 points, where

‘0’ indicates no difficulty, and ‘3’ indicates severe difficulty. The PSQI seven component scores

are added to yield a global score between 0 and 21 points. Scores of 5 or more indicates

poor sleep quality; the higher the score, the worse the quality. Participants also completed a

subjective fatigue scale concerning their current state, which consisted of 7 questions rated

on a 5 point Likert-scale. Items on the scale asked about subjects’ levels of tiredness, activity,

motivation, interest, concentration, relaxation and general feeling; all ratings were moderate.

Participants were prepared for EEG with electrodes positioned at Cz, C3, and C4; 10-20

system (Homan et al., 1987), noting that the majority of closed-loop studies (whose effects

we are trying to better understand) used similar frontal-central electrode positions. To

avoid discomfort due to contact with the MEG helmet, occipital electrodes were not used.

Participants settled into the MEG scanner in a supine position. A five-minute resting state

data acquisition with eyes open was collected, as a contribution to an open-access database

(which also houses the current dataset (Niso et al., 2016)). Lights were dimmed to full
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darkness, and subjects were asked to close their eyes and relax. Sound stimulation was started

immediately, with the subject in the awake state, to allow them to get used to the sound

and so that the brain response to the wake state could be measured. Standard T1-weighted

magnetic resonance anatomical images (1 mm3 isotropic voxels) were acquired in a separate

session to enable distributed source localization of MEG signals.

3.3.3 Auditory stimulation

We used a 120 ms synthetic speech syllable (/da/, 10 ms consonant burst, a 30 ms formant

transition, and an 80 ms steady-state vowel with a fundamental frequency of 98 Hz), to

facilitate comparison of the evoked responses in simultaneously acquired EEG and MEG with

previous work (Coffey et al., 2016b, 2017a, 2021). The stimulus was presented binaurally

through Etymotic ER-3A insert earphones with foam tips (Etymotic Research), at 55 dB

SPL, which we determined through pilot testing was clearly audible but did not awaken

sleeping participants. The stimulus onset interval range was 2800 to 3000 ms (mean ∼2900

ms), where jitter was selected randomly from a uniform distribution.

One of our main goals is to better understand the neurophysiology behind the CLAS effect,

and how it can be optimized. Stimulating only up-states as measured by single-channel EEG

would a) limit the total number of stimulations sent, and b) limit our ability to explore the

optimal phase of stimulation with respect to excitability state in specific brain locations using

MEG, which is not well-captured in the global electrical fields measured using single-channel

EEG. We therefore elected to use a continuous sound presentation rather than exclusively

stimulating EEG up-states. This design has some potential limitations.

The first is that regular sound presentation might limit the depth of sleep achieved. We

started presenting sound before sleep, and confirmed that participants were able to fall asleep,

and slept adequately, using polysomnography. All participants achieved deep sleep (and

even some REM sleep; (see Table 3.2), suggesting that the auditory stimulation did not

impair sleep quality. Second, it is possible that brain responses were reduced due to the

frequency and regularity of sound presentation. We included some temporal jitter to reduce

predictability, but the inter-stimulus interval is nonetheless kept short in an effort to maximize

the number of trials. Bastien et al. found that some components of the evoked responses in

sleep are affected by presentation rate (i.e., N350, N550), but not others (P900) (Bastien &

Campbell, 1994), suggesting that the slower evoked responses is preserved even with shorter

intervals (of around 5 s). We confirmed that we were able to observe these evoked responses

across sleep stages using the present inter-stimulus interval (Figure 3.3). Third, it is possible

that brain state at the moment of stimulation is impacted by the previous stimulation, when
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using short inter-stimulus intervals. In the present study, baseline levels of activity appeared

to be restored before 2.5 s following stimulation, implying that processing of new incoming

sounds was not strongly influenced by residual activity caused by the preceding sound.

Notably, existing studies that have used closed-loop stimulation and have found memory

effects (e.g. Ngo et al. 2013b) often stimulate either pairs or trains of SO peaks, resulting in

even shorter inter-stimulus intervals of around ∼1 s, sometimes with no-stimulation periods

of only ∼2.5 s (Ngo et al., 2013b, 2015). For similar reasons, although it is possible that short

inter-stimulus interval results in less spindle activity generation due to some stimulations

arriving towards the tail end of a spindle refractory period (Fernandez & Lüthi, 2020; Antony

et al., 2018), past results with short intervals in a closed-loop setting did successfully generate

spindles. We can therefore conclude that the auditory stimulation parameters are compatible

with existing CLAS studies and are appropriate for addressing the present questions.

3.3.4 EEG and MEG data collection

Two hundred and seventy MEG channels (axial gradiometers), five EEG channels (C3, C4, Cz,

M1 and M2), two bipolar EMG channels (chin and neck), EOG, ECG, and one audio channel

were simultaneously acquired using a CTF MEG System and its in-built EEG system (Omega

275, CTF Systems Inc.). All data were sampled at 2400 Hz, and were recorded in 30-minute

‘runs’. Prior to each run, the head was localized, and head position was stored for use in

MEG source localization. Data pre-processing was performed with Brainstorm (Tadel et al.,

2011), and using custom scripts (The Mathworks Inc., MA, USA), according to recommended

practices (Gross et al., 2013).

3.3.5 Sleep scoring

Sleep scoring of the data, in which 30 s windows of data are visually inspected and categorized

into wake, non-REM sleep stages 1-3, and REM sleep, was accomplished according to AASM

practices (Iber, 2007) based on band-pass filtered EEG (0.1-20 Hz, channels ‘C3’, ‘C4’, and

‘Cz’ referenced to left mastoid), EOG (0.1-5 Hz), and EMG (10-58 Hz) channels, which were

then down-sampled for ease of handling to 150 Hz. Each epoch was scored by one researcher

and confirmed or challenged by a second observer. Discrepancies were resolved via discussion.

3.3.6 Statistical approach

We elected to study a small number of subjects in an overnight design rather than a larger

number of subjects for shorter sleep periods (as is used in most nap studies and studies
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inve (Baker et al., 2021)stigating behavioural correlates) so as to be able to capture brain

responses across all sleep stages, and to have a very high number of stimulations per subject

that hit sleep features of interest (e.g. SO troughs and peaks), or missed them (e.g.,

stimulations that occurred in the absence of SOs, spindles, and their refractory periods). This

design also facilitated an in-depth exploration of phase relationships between EEG and specific

brain regions. It is increasingly being recognized that statistical power is dependent upon the

amount of data available per subject, particularly in cases in which the within-participant

variance is larger than the between-participants variance (Baker et al., 2021). The approach

of collecting a large amount of data in a small number of subjects is best suited to research

questions that address low-level mechanisms that are likely to be highly similar across

participants. It has a long history in non-human primate research, in which research resources

and ethical considerations limit sample sizes (please see Smith & Little (2018); Brysbaert

& Stevens (2018); Baker et al. (2021) for a discussion and demonstration of the trade-offs

between number of subjects and number of observations).

Analysis for basic confirmations of well-established results (e.g., the presence of an evoked

N550-P900 complex in NREM sleep stages 2 and 3) were conducted using non-parametric

Wilcoxon signed-rank tests on subject means. With our small number of subjects, these

results are valid, but are only significant if all five subjects show the same pattern of results.

They serve only to confirm that well-replicated phenomena (like the existence of a N550-P900

complex in sleep) are clearly and consistently observed across subjects in this study, as a

starting point for addressing the study’s specific objectives. Each subject’s mean values

across sleep stages were normalized by dividing by their maximum value, for visualization

purposes; this approach was used in Figures 3.3 and 3.6.

For the main research questions, we applied linear mixed effects (LME) models (Pinheiro

& Bates, 2006), which model the relationship between dependent data and independent data

when there is a correlation between observations (e.g., multiple measurements taken from

each subject; subject is modelled as a random factor). This class of models takes advantage

of the high number of observations per subject (i.e., between 5,000 and 116,000 depending

on the research question). LME analyses were conducted in R using the lme4 and emmeans

packages (Bates et al., 2015; Lenth, 2022). Alpha values of .05 were used throughout, and

FDR corrections for multiple comparisons were applied over the dimensions of interest (e.g.,

frequency bins) when necessary, using the Benjamini-Hochberg procedure (Thissen et al.,

2002). For each linear mixed effects models used in analysis, we visually inspected the

histograms and quantile-quantile (Q-Q) plots of the residuals for deviations from normality

and homoskedasticity. In models in which clear deviations were present, we excluded outliers

by removing values based on thresholds that were defined as 1.5 times the interquartile range
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(i.e., below Q1 and above Q3; this methods removes data which lie beyond 2.7 σ from the

mean), and re-ran the models. The use of outlier removal is indicated for each analysis.

3.3.7 EEG auditory evoked responses across sleep stages

For EEG analysis, we used a ‘Cz’ to left mastoid channel. We first filtered the raw data

between 0.1 and 200 Hz (87010-order linear phase FIR (finite impulse response) filter with a

Kaiser window and 60 dB stop-band attenuation; the order is estimated using the MATLAB

‘kaiserord’ function, and filter delay is compensated by shifting the sequence to effectively

achieve zero phase and zero delay, as per Brainstorm default settings (Tadel et al., 2011)).

Data were then down-sampled to 500 Hz, epochs from 1 second pre-stimulus onset to 3

seconds post-stimulus onset were extracted, and the mean during the pre-stimulus baseline

period was subtracted from each epoch. Epochs were separated according to the sleep stage

during which they occurred, and grouped across an individual’s runs. Subject averages were

computed for each sleep stage, a 40 Hz low-pass filter was applied to the average so as to

maximize comparability with previous work looking at auditory evoked responses, and mean

values from -0.5 s to 0 s were subtracted for better visual alignment across sleep stage time

series. Grand average means and standard error were computed for each time series, for

visualization purposes.

To quantify the amplitude of the P200 ERP component, we computed average amplitude

for each stage between 165 and 205 ms (based on a previously-observed P200 peak in both

EEG and MEG to the same stimulus at ∼185 ms (see Coffey et al. (2017a)). The latency of

the N350 component appeared to increase in deeper NREM sleep stages (see Figure 3.3). For

Wake, N1, and REM, we used a window of 240 to 280 ms; for N2, the window was defined as

265 to 305 ms, and for N3, 290 to 330 ms after sound presentation. To compute the amplitude

of the slowest evoked responses, we first averaged a time window 500 to 600 ms to capture the

N550 component, and 800 to 1000 ms for the P900 component. We then subtracted the N550

mean value from the P900 value to get an amplitude measure of the N550-P900 complex.

Note that we favour this terminology when referring to activity occurring within this time

window to avoid assumptions about whether or not K-complexes are evoked on individual

trials. However, ‘P900-N550’ is used in figures to indicate the direction of subtraction in the

case the amplitude difference between the two components is measured (i.e., P900 amplitude

minus N550 amplitude, which results in a positive peak-to-trough value in case of a successful

evoked response).

Later components have broader peaks and are generally less temporally-aligned across

subjects, motivating the use of longer windows. We used simple non-parametric Wilcoxon
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signed-rank tests (one-tailed) to test whether the amplitudes of P200, N550, and N550-P900

complexes differed in N2 and N3 sleep as compared with responses within each time window

during wakefulness. We calculated effect sizes for between-condition comparisons used the

probability of superiority (PSdep), which is calculated as the number of positive difference

scores divided by the total number of paired scores (Grissom & Kim, 2012).

Because CLAS is thought to affect memory through the generation of not only slow

oscillations, but also sleep spindles nested within them (Ngo et al., 2013b), we also investigated

changes in spindle band power following sound stimulation, across sleep stages. For each

epoch, we computed time-frequency power over a 1-30 Hz frequency band (central frequency:

15 Hz, full-width half-maximum: 0.2 s), using spectral flattening (i.e., power values are

multiplied by frequency), in Brainstorm (Tadel et al., 2011). All epochs were averaged by

sleep stage within subjects, and a subject grand average difference for N3 minus Wake was

computed to define a time and frequency window of interest for further analysis, by visual

inspection, which was 0.6-1.2 s after sound onset in a 11-14 Hz frequency band. We then

computed the difference between this window and an equivalent window preceding sound

offset (-0.6 -0 s after sound onset, 11-14 Hz), for each subject and sleep stage.

It is worth noting that the time window used to measure baseline activity occurs /sim2s

after the onset of the previous sound, which could mean that an incoming sound overlaps

with long-range responses to the previous sound. However, as mentioned in the description

of auditory stimulation above, baseline levels of EEG activity, including sigma power, seem

to be restored /sim2 s following stimulation making this specific time-window (2.3-2.9 s)

adequate for baseline measurement (see (Figure 3.6b). As above, we used a non-parametric

Wilcoxon signed-rank test (one-tailed) to confirm that spindle power amplitude increased

across subjects following sound presentation as compared with baseline, specifically in N3

when the effect should be most prominent, and in N2 as a basis for merging of N2 and N3

epochs. These EEG-based analyses serve to select parameters (e.g., time and frequency

windows) for further analysis in MEG source space.

In past work, epochs have sometimes been divided into those which produce a strong

response (K-complex), and those which do not (e.g., Bastien & Campbell (1992); Dang-Vu

et al. (2011)). To explore whether evoked responses are unimodally or bimodally distributed,

as would be the case in an all-or-nothing response, we selected stimulations which fell into

N2 and N3 sleep stages, yet coincided neither with a slow oscillation nor sleep spindle

(as measured in the Cz-to-mastoid EEG channel). We extracted average amplitudes for

each epoch during the N550 and P900 windows (as in the analysis above), and computed

their difference as a measure of the strength of the N550-P900 complex. We then plotted

the distribution of trough-to-peak amplitudes for each subject. Epochs were then sorted
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into those containing the top 25% and bottom 25% amplitude values. To investigate the

relationship between elicited N550-P900 complex and spindle generation, time-frequency

plots were computed and averaged for each condition and each subject. Each subject’s mean

values across conditions were normalized by dividing their maximum value, for visualization

purposes.

3.3.8 SO detection and phase-binning

We used a Cz-to-mastoid channel to detect slow oscillations using an offline detection algorithm

developed by Carrier et al. (2011). In brief, EEG was filtered between 0.16 and 4 Hz and

four criteria were evaluated to detect the emergence of a slow oscillation: a peak-to-peak

amplitude greater than 75 µV, a negative peak amplitude higher than 40 µV, a duration

of the negative peak between 125 and 1500 ms, and a positive peak lasting less than 100

ms (Rosinvil et al., 2021). Detected slow oscillations were then divided into bins representing

cortical states.

To explore the impact of up-states and down-states of slow oscillations and question the

mechanism of CLAS, 150 ms time windows centred on the detected peak and trough of each

oscillation were defined and stimulation occurring approximately simultaneously (defined

as occurring within a 150 ms window centred on the detected peak or trough) were sorted

accordingly ‘Up-state’ and ‘Down-state’ categories. Stimulation occurring during N2 and N3

NREM sleep stages and outside of a detected slow oscillation (or sleep spindles and their

associated refractory periods) was sorted into an additional bin referred to as ‘Clear’. Based

on the definition by Antony et al. (2018), the spindle refractory period was defined as a fixed

time window lasting 2.5 seconds after the offset of the detected sleep spindle. To maximize

the number of stimulations per bin, we combined N2 and N3 NREM sleep stages. On average,

the number of stimulations during detected slow oscillations per subject across all phases

was 411.8 (SD = 180.7, range = 196-608), and the number of stimulations during the ‘Clear’

condition was 2055.5 (SD = 535.6, range = 1474-2764).

3.3.9 Spindle detection

Sleep spindles were detected as input to sort stimulations into the Clear condition, such that

they coincided neither with a slow oscillation nor with a spindle. Sleep spindles were detected

on the Cz (referenced to mastoid) channel, because it is centrally located, near where spindles

peak (Cox et al., 2017). Spindles were detected offline using an algorithm which emulates

human scoring (Lacourse et al., 2019). In brief, the algorithm filters the EEG signal in the

sigma band, 11-16 Hz (as per Lacourse et al. (2019)), and applies four criteria: absolute
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sigma power (default = 1.25), relative sigma power (default = 1.6), and both correlation

(default = 0.6) and covariance (default = 1.3) of the sigma band-passed signal to the original

EEG signal. After consultation with the authors, we adjusted the parameters slightly to

work better with our EEG data (absolute sigma power = 0.8; relative sigma power = 1.0;

covariance = 1.0; correlation = 0.4), and a trained expert confirmed successful detection

visually for each subject. As in the analysis of slow oscillations, N2 and N3 sleep stages were

merged.

3.3.10 MEG data processing

Cardiac artifacts were removed from MEG data using Brainstorm’s in-built cardiac detection

and source signal projection algorithms (Tesche et al., 1995). Projectors were removed when

they captured at least 12% of the signal and the topography of the components matched

those of ocular or cardiac origin upon visual inspection. Eye blinks were not detected nor

removed, as participants generally had their eyes closed during the recording. Data were

filtered between 0.1 and 200 Hz, and down-sampled to 500 Hz. For ERP and ERF analyses,

data were further low-pass filtered below 40 Hz, which is common practice to measure the

amplitude of evoked auditory response components (e.g., P200).

Auditory event markers were used to define epochs that started 1 s before sound onset

and ended 3 s after sound onset as in the EEG analysis. Similar to previous work (Coffey

et al., 2021), we used a distributed source-modelling approach. This process estimates activity

originating throughout the brain, constrained by spatial priors derived from each subject’s T1-

weighted anatomic MRI scan (Baillet et al., 2001; Gross et al., 2013). We imported anatomical

data into Brainstorm, and cortical and subcortical (thalamus, hippocampus, and amygdala)

structures were combined with the cortex surface (∼15,000 vertices). An overlapping-sphere

head model was computed for each run; this forward model explains how an electric current

flowing in the brain would be recorded at the level of the sensors (Tadel et al., 2011). A

noise covariance matrix was computed from 2 min empty-room recordings taken before each

session. We computed the minimum-norm estimate (MNE) source distribution model using

source orientations constrained to brain structure surfaces, for each run (Hämäläinen, 2009).

Source models for each run were averaged within-subject.

3.3.11 MEG topographies

To explore the topography of the evoked slow oscillations (as indexed by N550-900 complex

amplitude), we prepared subject averages in source space for stimulations occurring in Wake,

N2, and N3 sleep stages, and extracted time series using the Destrieux brain atlas (Destrieux
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et al., 2010). As our source models included thalamus, hippocampus, and amygdala in

addition to the cortex, we created ROIs for these areas. Because the first two structures are

large and averaging source-spaced signals over large, elongated or round regions can degrade

the signal, we divided them each into three equally-sized ROIs, and visually confirmed that

each subject’s divisions were similarly positioned and numbered, thus roughly corresponding

across subjects and allowing for meaningful group averages. To maximize the number of trials

and thus signal clarity for the sleep analyses, we calculated a weighted average across N2 and

N3 sleep stages, proportional to the amount of N2 and N3 sleep collected for each participant

(see Table 3.2). We then created weighted grand averages for each of the Destrieux regions

of interest for Wake and combined N2 and N3 sleep (‘N2 & N3’), taking into consideration

the proportion of data recorded for individual participants. Each ROI time series was

baseline-corrected (-0.5 to 0 s relative to stimulus onset). The amplitude of the N550-P900

complex was computed as described in the EEG analysis (i.e., an average over 500-600 ms was

subtracted from an average over 800-1000 ms), and the absolute value was taken. A difference

was then computed between the Wake and N2 & N3 conditions. ROIs having outlying values

+/- 3SD of the mean across all ROIs was set to +/-3SD, and the values were mapped to colour

scales such that red indicates greater activity change relative to pre-stimulation baseline,

in sleep). To explore the spatial trajectory of brain activity over time in NREM sleep, we

conducted a similar analysis, except that brain activity was computed over six consecutive

500 ms windows starting at -0.5 s relative to stimulation, and the absolute value over each

window was displayed on a black-to-red colour scale where red indicates more activity change

relative to the pre-stimulus baseline period.

To explore the topography of evoked responses in the spindle range, we computed spindle

band power as in the EEG window in Wake and NREM (N2&N3) for each region of interest,

and mapped the power difference to a blue-red scale where red indicates more spindle activity

in sleep. These average activity topographies were used to present spatial information

concerning evoked responses qualitatively, and as input to confirm and select regions of

interest for further investigation of evoked responses in source space.

For a visual comparison of the topography of the evoked slow responses and spindle band

activity, we used the FOOOF algorithm (https://fooof-tools.github.io/fooof/) as implemented

in Brainstorm (frequency range of analysis: 1-40 Hz; otherwise using default parameters:

peak width limits: 0.5-12 Hz, maximum number of peaks: 3, min peak height = 3 dB,

proximity threshold: 2 standard deviations) to separate oscillatory from 1/f (frequency) brain

activity (Donoghue et al., 2020), and averaged peak values for slow oscillations (0.5-1.5 Hz)

and spindles (11-17 Hz) separately. We used the wider spindle frequency range here for

best comparison with prior literature, although it is slightly different than the 11-14 Hz
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range selected based on the evoked spindle power in our own dataset. Note that due to

the study design, brain activity captured in this analysis includes a combination of evoked

and endogenous activity, meaning that we limit our analysis to a qualitative observation

of similarities; a specialized study design that clearly separates evoked from endogenous

oscillations would be needed to quantitatively investigated questions of similarity more

thoroughly. Note that endogenous slow oscillations and stimulus-evoked K-complexes share

many similarities and there is currently no normative data for discriminating evoked responses

from other slow waves (Halász, 2016).

3.3.12 MEG time series analysis

Based on the models that we propose to evaluate (Figure 3.1) as well as the topographical

analysis showed in Figure 3.5, five bilateral cortical regions of interest (ROIs) based on the

Destrieux atlas (Destrieux et al., 2010) were defined in subject space for each participant.

The selected ROIs are based on: ‘pre-central gyrus’, ‘post central gyrus’, ‘occipital lobe’, and

‘sub-callosal gyrus’, and the ‘transverse temporal’ and ‘planum temporale’ gyri, which were

merged to capture the auditory cortex. Each ROI was defined in each hemisphere. The size

of each ROI was manipulated by progressively increasing or decreasing ROI area, so as to be

similar across ROIs and hemispheres (across all ROIs, all subjects, mean area: 10.3 cm2, SD:

0.2 cm2, range: 9.99 to 10.88 cm2). We preferred to use ROIs of similar size, as we extract

the mean activity from each ROI. In general, we kept left and right hemisphere homologue

ROIs separate during the analyses so as to explore the possibility of hemispheric differences,

for which there is some limited support. For example, Morgan et al. (2021); Achermann et al.

(2001) found that slow oscillatory activity was stronger in left than right ventral limbic areas,

using EEG.

For MEG analysis investigating the contribution of specific ROIs, we sorted epochs (i.e.,

-1 to +3 s relative to sound onset) by sleep stage, and produced evoked response plots, as in

the EEG analysis (see Supplementary Figure 1). We have not included SNR measurements,

because they are confounded by the nature of the evoked design. That is, if we measure

an evoked response we can be confident that we have adequate SNR to measure it, but if

we do not, we cannot clearly distinguish between a region not producing a response and

our inability to pick it up due to insensitivity (note that we compare results within-region

whenever possible). To evaluate the presence or absence of specific peaks in the evoked

response, we then measured the mean amplitude over a window centered on P200 in EEG

(165 and 205 ms post stimulation) as well as the difference in amplitude within a time window

capturing the N550-P900 slope as observed in EEG ERPs (i.e., the average amplitude over
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500ms to 600 ms subtracted from the average amplitude from 800ms to 1000ms) for each run

and for each ROI. Extracted values for each epoch were then used in LME statistical models

to assess the impact of sleep stage on responses elicited by sound across sleep stages.

3.3.13 Directed phase-transfer entropy

Functional connectivity between the AC and OFC was estimated using directed phase-transfer

entropy (Lobier et al., 2014), in N2 and N3 sleep only, as these contain the evoked responses of

interest (i.e., SOs and sleep spindles). In brief, the time series is described by its instantaneous

phase, in a similar fashion to Wiener-Granger causality (Hillebrand et al., 2016).

We used common frequency band divisions: ‘delta’, ‘theta’, ‘alpha’, ‘beta’ and ‘low

gamma’, with the additional separation of 0.5−1.5 Hz and 11−17 Hz as ‘slow oscillation’ and

spindle or ‘sigma’ bands, due to their relevance to the research questions, and because there

is some evidence that very slow oscillations (<1.5) are somewhat distinct in characteristics

and function from 2–4 Hz oscillations (Steriade et al., 1993; Brodt et al., 2023; Kim et al.,

2019). Note that while slow oscillations within the 0.1 to 0.5 Hz range have been included in

our slow oscillation analyses elsewhere, for example to detect slow oscillations or visualize

time-locked evoked responses, the 4 s epochs used for the connectivity analysis only allow us

to characterize frequencies above about 0.25 Hz (i.e., 1/4 s); we therefore raised the filter to

0.5 Hz. In sum, signals were band-pass filtered in the following frequency bands: 0.5−1.5,

2−4, 5−7, 8−10, 11−17, 18−29, and 30−58 Hz.

Directed phase-transfer entropy was computed for each pair of ROIs within each frequency

band, and normalized between -0.5 and 0.5. The sign of the result indicates the dominant

direction of functional connectivity. Directed phase-transfer entropy results for each trial

were then entered in LME statistical models.

3.3.14 Up-state and down-state detection in EEG and MEG

We explored the role of tissue state in specific regions and its relationship to EEG by detecting

up and down-states in extracted time series from each ROI over each ∼30 min recording. We

used the same detection algorithm for the MEG data (extracted from regions of interest in

source space) as had been used for EEG (Cz) signals, to maximize comparability. We first

isolated periods of sleep that had been manually scored as N2 or N3, and filtered the data in

the slow wave frequency band (0.1 to 2 Hz). Troughs and peaks were automatically detected

(using the ‘findpeaks’ function implemented in MATLAB), and the amplitude difference

between peak and trough amplitude was computed for each detected peak. Trials were sorted

by amplitude differences, and epochs containing the top 25% of peak-trough amplitude for
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each subject were selected as our Up-state condition for further analyses. Similar processing

pipeline was used to select troughs (Down-states) by detecting peaks after inverting the signal

(i.e., multiplication by -1).

Epochs were defined around the detected peak (Up-state) in the EEG signal (-2 to +2

s) to examine the correlation between the EEG signal and MEG signal extracted from

ROIs. Correlation of the signal from the EEG sensor Cz and each extracted signal was then

computed and the correlational relationship between signals was investigated using LMEs.

The instantaneous phase of the signal in EEG as well as in each ROI was extracted using the

Hilbert transform of the signal.

Finally, to investigate the role of cortical tissue excitation state on EEG brain evoked

responses, incoming sounds were sorted according to whether they coincided with a local

up-state or down-state in each ROI (as defined by a 150 ms window centred on the detected

peak or trough), and as before, 4 s epochs (-1 s pre-stimulation onset to 3 s post-stimulation

onset) were defined. The elicited N550-P900 complex amplitude was measured as previously

described and the sigma power post-stimulation was calculated using the root mean square

(RMS) value of the signal filtered between 11 and 14 Hz, 0.6 to 1.2 s after stimulation from

which a pre-stimulus value (-0.6 to 0 s) was subtracted to emphasize sound-evoked spindle

band power, as in previous analyses.

3.4 Results

3.4.1 Sleep

Although sleep quality was not optimal, all subjects were able to sleep sufficiently in the

physically-restricted and unfamiliar scanner environment so as to have a large number of

trials (see Table 3.2). Sound stimulation was started before sleep onset and all subjects

were able to fall asleep, but as sleep pressure wore off, participants sometimes reported that

when they awakened, the stimulation distracted them from falling asleep again. Participants

could ask for the stimulation to be turned off until they were once again asleep. Two of the

five participants availed themselves of this option. Once they were sleeping, turning on the

sounds did not re-awaken them. Unstimulated periods were not included in the analyses and

30 s epochs containing movement were discarded. On average, participants had 246.6 mins of

movement-free, stimulated recordings in sleep (including NREM and REM sleep, but not

Wake; SD = 26.6 mins). Every subject, except one (‘Sub2’), had >10 mins of N3 and REM

sleep. See Table 3.2 for details. In analyses which combined N2 and N3, weighted averages

within-subject were used to account for the differences in sleep stage duration. As the study
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topographies. We also take advantage of MEG’s temporal resolution to visualize the time

course of the evoked responses, see Figure 3.5. In the earlier time window (0 to 0.5 s), the

auditory cortex is bilaterally active (blue arrow). In later periods (e.g., 1.5 to 2.0 s), the

orbitofrontal regions show greater change with respect to pre-stimulus baseline. The auditory

regions also show activity changes in later periods. Note that the P900 component is not

prominent in this representation, which displays difference from baseline, because as shown in

the time series average (Figure 3.5 (bottom)), amplitude peaks close to the pre-stimulus level

(at 0.9 s) before once again decreasing (at 1.5 s). We nonetheless see activity in the OFC

related to the late component of the EEG response around 1.5-2 s (blue arrow). The evoked

response returns to baseline ∼2-2.5 s post stimulation, which is prior to the next stimulation

(∼2.9 s ).

Hugo R. Jourde Page 68





3.4. RESULTS

greatest enhancement in slow oscillations and evoked spindle power (Ngo et al., 2013b). In

the current analysis, however, we focused on periods of time in which sound presentation did

not coincide with slow oscillations or sleep spindles (in EEG), to observe the evolution of the

evoked response in the absence of endogenous sleep-related events (later sections explore the

effect of cortical tissue excitability on the EEG evoked response).

We first identified trials that occurred within spindle and SO-free stage N2 & N3 sleep

(as identified by automatic detection algorithms). The mean number of trials included per

participant was 2284.2 (SD = 650; individual totals: Sub1 = 2762, Sub2 = 1325, Sub3 =

1910, Sub4 = 2850, Sub5 = 2574). In general, each subject’s N550-P900 complex amplitude

distribution was centred around zero (means (SD) by subject: Sub1: 4.76 µV (43.2), Sub2

= -.04 µV (22.1), Sub3 = 4.54 µV (42.5), Sub4 = 14.89 µV (54.3), Sub5 = 4.26 µV (37.7)).

Interestingly, we do not observe a bimodal distribution that might suggest that sound produces

a clear evoked slow oscillation in a binary fashion (see Supplementary Figure 2). This analysis

does not bear directly on our main research questions concerning the information flow leading

to generation of evoked slow oscillations, but rather contributes to an ongoing discussion of

the nature of ‘successful’ sound stimulation, and the optimization of the CLAS technique. We

further investigate the relationship between evoked N550-P900 amplitude and spindle-band

activity in the next section, using the present analysis to separate trials into those producing

relatively higher amplitude N550-P900 complexes (i.e., top 25%) and those which had lower

values during the same time window (i.e., bottom 25%).

Sleep spindles evoked by sound in sleep

To evaluate differences in how sound evokes sleep spindles across stages of consciousness,

we calculated mean time-frequency plots for Wake and N2 & N3 across all subjects and

epochs, and computed their difference, to identify a time and frequency window for further

analysis (see Figure 3.6a). Evoked responses were maximally different between Wake and N2

& N3 starting about 0.6 s and ending about 1.2 s after sound onset, and within a 11-14 Hz

frequency band, by visual inspection. All subjects showed greater spindle power in N2 and

N3 than Wake using simple non-parametric Wilcoxon signed-rank tests (one-tailed) across

subject means (Z = 15, p = .031, PSdep = 1.0 in both cases; see Figure 3.6a (right)).

To more robustly evaluate differences in evoked spindle power as a function of the

N550-P900 complex’s amplitude, we conducted LME analyses at the single trial level, using

subjects as a random effect. We removed outliers from each Condition (Top 25%, Bottom

25%) by excluding values based on thresholds defined as 1.5 times the interquartile range

(i.e., below Q1 and above Q3). The mean percentage of retained epochs across subjects was

95.8% (SD = 4.0). We compared a model with N550-P900 complex’s amplitude Condition
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(either Top 25% or Bottom 25%) as a fixed effect to a null intercept-only model and found

that the addition of Condition significantly increased model fit (χ2(1) = 67.04, p ¡ .0001).

The intercept estimates the mean spindle power increase post-stimulation generating low

amplitude N550-P900 complexes (Bottom 25% condition). There was a significant main effect

of Condition, indicating statistically stronger spindle power in the Top 25% of epochs than

in the Bottom 25% of epochs (β = 3.83e-01, SE = 4.66e-02, t(5454) = 8.21, p < .0001) (see

Figure 3.6b).

The topography of evoked spindle activity differences between Top vs. Bottom 25% of

evoked N550-P900 complexes is displayed in Figure 3.6c. Increased activity was observed

mainly in medial regions (e.g., Destrieux regions ‘G cingul-Post-dorsal’, ‘G and S cingul-

Mid-Ant’, ‘G cingul-Post-dorsal , ‘S subparietal’), and also in lateral occipital regions (e.g.,

‘G and S occipital inf’). An increase in thalamic activity is also observed. For visual

comparison only, we plotted topographies of spindle-band (11-17 Hz) oscillatory activity

during N2 & N3 stages (using FOOOF). In general, we observed considerable overlap between

the evoked spindle topography as described above (Figure 3.6c) and activity measured in the

spindle band across N2 and N3 sleep stages using the FOOOF algorithm (Figure 3.6d), with

the strongest activity observed in medial regions. As noted in Methods, the study design does

not allow us to cleanly separate and therefore quantitatively compare evoked vs. endogenous

spindle topographies. These analyses take advantage of our MEG approach to inform us

about the spatial distribution of the co-occurrence of the strongest evoked SOs and coupled

spindles.
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Temporal evolution of auditory evoked responses in MEG source space

To address the main research questions evaluating evidence for slow oscillations generation

models, we first explore the time course of neural events in specific brain regions to compare

activity within cortical regions between sleep and wake states. We extracted time series

from cortical regions thought to be involved in the generation of cortical auditory evoked

responses (AC and OFC) as well as other sensory regions used as controls (S1/M1 and V1).

We averaged the extracted signals across trials and hemispheres according to sleep stage and

measured the amplitude of activity during specific time windows (P200 and the N550-P900

complex), for each subject (see Figure 3.7). We observed peaks of activity in the AC and

OFC at about 100 and 200 ms after sound onset (P100, P200), with OFC peaking slightly

later than AC, and troughs in OFC and AC occurring around 350-550 ms post-onset (N350,

N550). There is some evidence of brain activity in V1, M1 and S1 within 300 ms of sound

onset, but peaks appeared delayed or indistinct with respect to AC and the EEG timeseries

(in Figure 3.3).

We then conducted LME analyses on P200 amplitude, using subjects as a random effect

to compare amplitude between Wake and N2&N3. We removed outliers from each ROI by

excluding values based on thresholds defined as 1.5 times the interquartile range (i.e., below

Q1 and above Q3). The mean percentage of retained epochs across subjects was 90.4% (SD

= 5.90). Using a null-intercept linear mixed effect model we found that only AC (β = 10.14,

SE = 0.48, z(5.63) = 21.14, p < .0001) and the OFC (β = 2.81, SE = 0.48, z(5.6707) = 5.84,

p = .001) across Condition (Sleep and Wake merged) are statistically greater than zero, as

suggested by Figure 3.7. This analysis shows that auditory information is present at P200

across sleep and wake states only in the OFC and AC regions of interest, and motivates

focusing on them to assess the impact of sleep state (Condition).

Using a new linear mixed effects model with ROI as fixed effect and Subject as random

effect (Amplitude ∼ 1+ ROI +(1—Subject)), we found a main effect of ROI, meaning that

both AC and OFC are significantly different across the sleep and wake Conditions (F(1,76138)

= 832.77, p < .0001). Adding the interaction between Condition and ROI improved model fit

(Amplitude ∼ 1+ ROI + Condition + ROI * Condition + (1—Subject)) as compared with

fixed effects of ROI and Condition only (χ2(1) = 29.87, p < .0001). We do not find a main

effect of Condition (Wake, Sleep on P200 amplitude across ROIs (F(1, 72083) = 0.18, p =

0.67) but there is a main effect of ROI (F(1, 76138) = 832.77, p < .0001) as in the ROI-only

model, with AC estimated mean amplitude (M = 10.17, SE = 1.08) being higher than OFC

estimated mean amplitude (M = 2.78, SE = 1.08). There is a main effect of interaction

between ROI and Condition (F(1, 76134) = 29.46, p < .0001), meaning that the ROIs do

not behave similarly across wake and sleep states. Post-hoc analysis using estimated means
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showed that AC amplitude in Sleep is lower than in Wake (Sleep-Wake difference, M = -1.80,

SE = 0.44, p = .0003) and that OFC amplitude is higher in Sleep than Wake (Sleep-Wake

difference, M = 1.52, SE = 0.46, p = .0052).

This pattern of results shows that auditory information is present in the AC and OFC

in both wake and sleep states. However, these regions are differently impacted by sleep

state, with AC showing smaller P200 responses and OFC showing larger P200 responses in

NREM sleep as compared with wake. This result is most consistent with Models 3 and 4, in

which auditory information coming from the non-lemniscal pathway is leading to changes

in excitability of tissues within the OFC. At this stage we cannot rule out Models 1 and 2,

because feed-forward information via the lemniscal pathway could subsequently reach OFC

from AC, albeit with a neural conduction delay. However, diminished P200 amplitude in the

AC during sleep suggests a lower likelihood of the lemniscal pathway through AC playing the

key role in SO generation in OFC in sleep.

In an exploratory basis, we also tested Hemisphere (Left and Right) as a fixed effect,

as compared with the null model (χ2(1) = 71.49 , p < .0001). The results suggest that on

average across Condition and ROI, P200 amplitude is greater in the left hemisphere than in

the right hemisphere (Left-Right difference, M = 2.17, SE = 0.26, p < .0001).

Next, we conducted LME analyses to investigate the elicited N550-P900 complex amplitude,

testing our hypothesis that change in amplitude would be greater in Sleep than in Wake

(as seen in the time series average, see Supplementary Figure 1). We removed outliers from

each ROI using the same process as defined in the P200 analysis. The mean percentage of

retained epochs across subjects was 89.4% (SD = 6.18). First, using a null-intercept linear

mixed effect model we found that only the OFC across Condition (Sleep and Wake merged) is

statistically greater than 0 (β = 1.15, SE = 0.26, z(8.1545) = 4.5, p = .002). Focusing on the

OFC only (Amplitude ∼ 1 + Condition +(1—Subject)), we found a main effect of Condition

(F(1, 3946.3) = 20.7, p < .0001). Post-hoc analysis using estimated means showed that OFC

N550-P900 complex amplitude in Sleep is higher than in Wake (Sleep-Wake difference, M =

2.17, SE = 0.48, p < .0001).

The absence of a significant N550-P900 complex in the AC argues against Models 1

and 3, which both posit AC generating a local SO. The absence of N550-P900 complex in

V1, M1 and S1 further argues against Model 3, which posts the generation of widespread,

simultaneous SOs. The biggest change in late components occurs in the OFC, in-line with

models that propose that the SO generator is primarily in orbitofrontal regions, consistent

with Models 2 and 4.

On an exploratory basis, we also tested Hemisphere (Left and Right) as a fixed effect, as

compared with the null model (χ2(1) = 9.66, p = .002). The results suggest that on average

Hugo R. Jourde Page 74



3.4. RESULTS

across Condition, elicited N550-P900 complex amplitude is greater in the left OFC than in

the right OFC (Left-Right difference, M = 1.19, SE = 0.38, p = .002).

Together, the data also suggest that regional contributions to the global cortical ERP differ

by brain state (Wake vs. Sleep), with earlier components (as measured via the amplitude of

P200) being associated mainly with activity in the auditory cortex and to a lesser extent

other regions including the OFC, and later EEG components (as measured via the amplitude

of the N550-P900 complex) generated primarily in the OFC. For subsequent analyses of

evoked oscillations and functional connectivity, we focused on the OFC and AC regions, as

they seem most affected by brain state and are most relevant to evaluating evidence for and

against the remaining SO generation models (i.e., 2 and 4; Figure 3.1).
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Functional connectivity between auditory and orbitofrontal cortex following sound

stimulation in sleep

The results of the connectivity analysis are represented schematically in Figure 3.8. LME

analyses were conducted to investigate functional connectivity between AC and OFC in

successive non-overlapping frequency bands (0.1-1.5 Hz, 2-4 Hz, 5-7 Hz, 8-10 Hz, 11-17 Hz,

18-29 Hz, 30-58 Hz). Functional connectivity was computed separately in each hemisphere.

The mean percentage of retained epochs after outlier removal across subjects was similar in

both hemispheres (Left, M = 98.7% SD = 0.9 and Right, M = 98.8%, SD = 0.6).

In both the right and left hemisphere, directed phase-transfer entropy values were

significantly lower than 0 in the 0.1-1.5 Hz frequency band, indicating connectivity from OFC

to AC (Left: β = -2.22e-02, SE = 6.89e-04, t(5.99) = -32.24, p < .0001; Right: β = -2.46e-02,

SE = 9.54e-04, t(5.53) = -25.77, p < .0001). In the higher frequency ranges, the pattern is

reversed, with modest but statistically significant directional connectivity from AC to OFC

(between 5 Hz and 29 Hz on the left and similarly for the right side except that the 11-17

Hz bin was non-significant; see Figure 3.8 for trends and Supplementary Table 1 and 2 for

numerical values).

Together these results provide evidence for an OFC to AC directed connectivity in the

slow oscillation frequency band. This indicates that the N550-P900 component is generated

in the OFC before propagating to other cortical areas, including the AC. These functional

connectivity measurements in the low frequecies therefore are consistent with Models 2 and

4. However, we cannot rule out Model 2 at this stage, due to the possibility that information

carried from AC to OFC in higher frequency bands stimulates a slow oscillation in OFC

upon its arrival (which would be mediated by the lemniscal pathway). After exploring the

relationship between the single-channel EEG timeseries and regional extracted time series

from MEG in the next section, we will present a final analysis that is informative to distinguish

Models 2 and 4.
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lOFC). The average time series for EEG and the ROIs are presented in Figure 3.9(top).

Consistent with the assumption of most CLAS studies, when the EEG is in an up-state, AC

and OFC also generally seem to be in an up-state.

We conducted LME analyses using subjects as a random effect to identify which ROI’s

activity correlates most with scalp EEG recorded at Cz, a commonly used electrode placement

in SO-CLAS paradigms. Due to the intrinsic property of correlation values to be bounded

between -1 and 1, no outlier removal process was implemented. Using a null-intercept linear

mixed effect model with ROI as fixed effect and Subject as random effect, we found that

correlations of both AC (β = 0.11, SE = 0.02, t(5.02) = 4.87, p = .005) and OFC (β = 0.08,

SE = 0.02, t(5.02)= 3.35, p = .02) activity with EEG activity were significantly greater than

0 across subjects. Using a new linear mixed-effect model to compare ROI (Correlation ∼

1 + ROI + (1 — Subject), we found a main effect of ROI. The EEG-OFC correlation was

significantly lower than EEG-AC correlation (β = -3.49e-02, SE = 2.68e-03, t(6.590e+04)

= -13.03, p < .0001). The strong representation of AC in this EEG montage is consistent

with the scalp distribution of brain activity generated in auditory cortex (Stropahl et al.,

2018); frontal activity may be less well represented due to distance from sensors or tissue

orientation (Ahlfors et al., 2010).

We also further explored the lateralization effect noted in the previous analyses. Adding

Hemisphere as a second fixed effect increased model fit (χ2(1) = 483.62, p < .0001), with

overall EEG activity being more correlated with ROI activity in the left hemisphere (F(1,

65899) = 485.40, p < .0001). This result is coherent with the previously observed dominance

of the left hemisphere in other analysis.

Investigation of phase relationships between regions of interest and EEG up-state

To further explore the relationship between single-channel EEG and regional brain activity,

we calculated the instantaneous phase of the extracted ROI signals at the time EEG up-states

were detected. Because phase angles are bounded between −π and π rad, no outlier removal

process was implemented. As shown in Figure 3.9 (bottom), phase distribution from the four

key regions of interest were far more dispersed than in the EEG, and only a small percentage

of trials were aligned with a simultaneous EEG up-state (phase difference between EEG and

ROI +/− π

6
rad; lAC M = 11.5 % SD = 0.9; rAC M = 12.7 %, SD = 1.6; lOFC M = 13.7

%, SD = 4.6; rOFC M = 9.5 %, SD = 1.7). We then computed F-scores to compare the

variance of the EEG distribution with that of each ROI. The variance of phase distribution

(i.e., dispersion) of each ROI was significantly greater than that of EEG (F(16487) = 0.33,

p < .001), lAC phase distribution (F(16487) = 0.33, p < .0001), lOFC phase distribution

(F(16487) = 0.26, p < .001) and rOFC phase distribution (F(16487) = 0.31, p < .001). These
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Comparison of EEG evoked responses as a function of regional tissue state

Returning to the main research questions concerning models of information flow leading to

evoked slow oscillations, we now investigate the effect of tissue excitability on amplitude

of the evoked response, a measure of stimulation success. Two pieces of information from

previous analyses make this analysis relevant: first, evoked N550-P900 amplitude is normally

distributed (see Supplementary Figure 2), indicating that auditory stimulation varies on a

trial-to-trial basis in its effectiveness; this observation suggests room for optimization. Second,

because up-states in EEG only partially coincide with local up-states in key cortical regions

(Figure 3.9), it is possible that stimulation effectiveness could depend on the phase of tissue

in specific regions.

To identify the impact of regionally-specific cortical tissue excitability level on the evoked

brain response, we take advantage of the open-loop nature of the study design, which allows

us to observe the effects of stimulations occurring over the full cycle of tissue excitability. We

detected up-states and down-states of slow activity (0.1 - 2.0 Hz) in each key region of interest.

We then computed the amplitude of the elicited N550-P900 complex and spindle activity

across condition (Up-state vs. Down-state). We focused on evoked responses as measured in

EEG for comparability with previous literature. Concerning the elicited N550-P900 complex

amplitude, we conducted LME analyses to investigate the impact of up and down-states of

both the OFC and the AC.

Including Condition (Up-state vs. Down-state) as a fixed effect in a linear mixed-effect

model increased model fit (Amplitude ∼ 1 + Condition +(1—Subject)) as compared to

a null intercept-only model (χ2(1) = 4.08, p = .043), indicating across ROIs, stimulation

occurring during an up-state elicited a larger-amplitude N550-P900 complex as observed in

EEG, compared to down-states. Adding the interaction of ROI and Condition (Amplitude ∼

1 + Condition*ROI +(1—Subject)) resulted in a better-fitting model (χ2(2) = 15.34, p =

.0005). Post-hoc analysis using estimated means showed that tissue state in the OFC was

critical to the generation of N550-P900 complex (OFC: Up vs. Down-state difference, M

= 8.43, SE = 2.01, p = .0002), whereas tissues state in the AC did not significantly affect

N550-P900 complex amplitude as measured in EEG (AC: Up vs. Down-state difference, M =

-2.56, SE = 1.96, p = 0.56).

These results provide additional evidence for a critical role of the OFC in SO generation.

Auditory cortex excitability state instead does not seem to matter, further implicating the

non-lemniscal auditory pathway in the CLAS effect and decreasing the likelihood of Model 2,

in which the auditory information passes first to the AC via the lemniscal pathway. Together,

these results are best explained by Model 4.

On an exploratory basis, we also tested Hemisphere (Left and Right) as a fixed effect,
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as compared with the previous model (χ2(1) = 0.03, p = 0.86). The comparison suggests

that Hemisphere does not account for more variance in the data, meaning that differences in

tissue state across left and right OFC does not clearly impact the N550-P900 complex as

observed in EEG.

Recalling the importance of elicited sleep spindles in the memory consolidation effects of

CLAS (Ngo et al., 2013b; Harrington & Cairney, 2021; Fernandez & Lüthi, 2020), and that

stronger N550-P900 complexes are related to greater evoked spindle activity (Figure 3.6b), we

investigated the effect of cortical state in ROIs on spindle activity. For each epoch, root mean

squared values of the EEG sigma filtered in the previously defined frequency band of interest

(11-14 Hz) was computed in the time windows of interest (0.6 to 1.2 s post-stimulation), as

well as before stimulation to serve as baseline (-0.6 to 0 s). Note that these analyses do not

assist us in distinguishing between models of information flow leading to generation of evoked

slow oscillations, but as spindles are integral to memory consolidation processes, they are

nonetheless helpful to better understand the CLAS effect.

We first investigated the conditions affecting the production of spindle power via auditory

stimulation, using zero-intercept models (Spindle Power Change ∼ 0 + ROI + (1 — Subject)

and Spindle Power Change ∼ 0 + Condition + (1 — Subject)). In each ROI, across Condition

(Up and Down-state merged), auditory stimulation statistically increased spindle power as

compared to a pre-stimulation baseline (AC, β = 0.51, SE = 0.19, t(5.3522) = 2.74, p = .04

and OFC, β = 0.55, SE = 0.19, t(5.42) = 2.82, p = .04). Collapsing instead across ROIs,

auditory stimulation statistically increased spindle power in Up-states (β = 0.58, SE = 0.18,

t(5.31) = 3.16, p = .02), but not Down-states (β = 0.44, SE = 0.19, t(5.51) = 2.35, p = .06).

To compare between ROIs, we used a LME with Subjects as random effect (Spindle

Power Change ∼ 1 + Condition + (1 — Subject)). We find a main effect of Condition

(tissue excitability as measured with ROI Up and Down-state, (F(5716) = 4.14, p = .04))

with Up-state stimulation eliciting greater spindle power, as measured in EEG, than Down-

state stimulation. Adding the interaction between ROI and Condition (Amplitude ∼ 1 +

Condition*ROI +(1—Subject)) did not improve model fit (χ2(2) = 2.18, p = 0.34). These

results show that while being in an up-states in either regions of interest when sound arrives

is associated with greater evoked spindle activity, we do not observe regional dependencies.

For completeness, we also tested Hemisphere (Left and Right) as a fixed effect (Spindle

Power Change ∼ 1 + Condition + Hemisphere + (1 — Subject)), as compared with the

Condition-only model (χ2(1) = 1.69, p = 0.19). The comparison suggests that Hemisphere

does not account for additional variance in the data, meaning that differences in tissue state

across left and right OFC do not clearly impact spindle generation.
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3.5 Discussion

Evaluating evidence for SO generation models

Understanding the neurophysiology of closed-loop auditory stimulation requires identification

of the origin of auditory evoked brain responses during sleep. The main goal of this work

was to define potential mechanistic models based on previous literature (Figure 3.1) and to

evaluate their ability to explain spatially-resolved evoked brain responses in the sleeping brain,

including slow oscillations and sleep spindles, and by association, the beneficial effects on

memory consolidation that have been reported in literature (Harrington & Cairney, 2021; Choi

et al., 2020; Nasr et al., 2022), as well as other sleep-related physiological functions (Besedovsky

et al., 2017; Kelley et al., 2022).

According to the first potential model we described (Figure 3.1), slow oscillations would

be generated locally within the auditory cortex upon the arrival of sound information through

lemniscal auditory pathways at primary auditory cortex in the superior temporal gyrus. If

this were the case, we would expect SOs to occur first in this region before propagating to

subsequent cortical regions. Although we do observe clear evoked auditory responses in sleep

that are similar to those in the Wake state up to and including 200 ms (P200), the evoked

slow oscillations appear strongest in the orbitofrontal region (Figure 3.5, 3.7). Additional

evidence against this model comes from the functional connectivity analysis (see Figure 3.8),

which shows that in the slow oscillation frequency range (0.5-1.5 Hz), information flows in

the reverse direction; from OFC to AC (replicated in both left and right hemispheres). These

findings align with previous reports that the primary generator of (endogenous) SOs is found

in ventral frontal areas (Morgan et al., 2021).

In the second of the proposed models (Model 2 in Figure 3.1), sound information would

arrive at the auditory cortex via primary auditory pathways and would then be passed

forward to frontal regions, which would generate slow oscillations. This model relies on the

progression of auditory information from auditory cortex to ventral frontal regions. Although

we did observe connectivity from AC to OFC in higher frequencies (i.e., > 5Hz), it was of

very low strength. The majority of the energy in auditory evoked responses is captured in

the < 5 Hz frequency range (confirmed by applying filters with different band pass limits).

Although it cannot entirely be ruled out on the basis of the present analysis, it seems unlikely

that the modest AC to OFC connectivity we observed in high frequency ranges is the trigger

for SO generation in OFC. Additionally, the finding that early auditory evoked components in

AC and OFC are differentially impacted by sleep state, with amplitude in AC decreasing and

OFC increasing, suggests that auditory information travelling through lemniscal pathways
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to AC may not be the most critical to activate SOs within OFC. Moreover, the observation

that SOs are more likely to be generated when tissue in OFC is in an up-state at the time of

stimulation as compared with AC, suggests that the non-lemniscal auditory pathway is most

relevant for the CLAS effect.

Models 3 and 4 consider the involvement of the non-lemniscal pathway as a potential

mechanism for auditory evoked responses as suggested by Bellesi et al. (2014). They

hypothesized that CLAS is likely mediated by the activation of the non-lemniscal ascending

auditory pathway, which projects broadly to association areas including frontal regions and

secondary auditory areas (Bellesi et al., 2014; Kjaerby et al., 2022). They proposed that the

modulation of noradrenaline levels by the locus coeruleus is critical for the generation of

N550-P900 complexes, and that low noradrenaline levels might be a necessary factor for the

emergence of an evoked N550-P900 complex, whereas elevated levels of noradrenaline would

result in arousal.

In Model 3, a signal generated in the arousal network via interactions with the non-

lemniscal auditory system in the brainstem and thalamus would cause changes to neural

activity in widespread areas, and generate slow oscillations throughout the cortex. Although

this domain-generality is plausible from work showing that visual, tactile, and auditory

stimulation can all generate slow oscillations (Riedner et al., 2011), we do not find that slow

oscillations are generated via auditory stimulation in any of the other selected cortical regions

(V1, M1, S1), nor do we observe activity within the whole brain maps during the evoked

N550-P900 complex (Figures 3.5 and 3.7). Moreover, the significant functional connectivity

in the slow wave frequency band from OFC to AC would not be observed if both the OFC

and the AC were generators of slow oscillation receiving simultaneous stimulation from a

common source (Figure 3.8).

Finally, in Model 4, the general arousal system is implicated, but it is the ventral frontal

regions that generate slow oscillations. This model is supported by the finding that frontal

and ventral regions show the strongest SOs (Figures 3.5, 3.4, 3.7), as well as the functional

connectivity analysis, which shows that information flows from OFC to AC bilaterally in

the slow wave frequency range (Figures 3.8). Furthermore, the result that tissue excitability

state in OFC significantly affects the success of stimulation to generate a strong N550-P900

complex but AC does not, further supports Model 4 (Figures 3.10).

Evoking sleep spindles

Although the primary objective of this work is to evaluate evidence in support of the four

models of information flow leading to the generation of evoked slow oscillations, we also
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investigated the generation of spindles evoked by auditory stimulation, due to their importance

in sleep’s memory consolidation function and in the CLAS effect (Fernandez & Lüthi, 2020;

Ngo et al., 2013b). Previous research focused on the increase in spindle activity when auditory

stimulation is time-locked to the up-state of the targeted slow oscillation (Ngo et al., 2013b).

However, a study by (Sato et al., 2007) showed that non-arousing stimulation using different

sensory modalities (somatosensory, auditory, or visual) during light non-rapid eye movement

(stage N2) sleep also induced higher spindle activity in related sensory cortical areas. Spindle

generation is often not reported in sleep studies focusing on ERPs (Colrain & Campbell, 2007),

as they are not precisely time-locked to stimulation events and disappear when independent

trials are averaged (in the time domain). By using time-frequency analyses and analyzing

sigma power within specific time windows following stimulation, we replicated the observation

that sleep spindles are elicited in N2 and N3 sleep (Ngo et al., 2013b). Furthermore, we showed

that spindle amplitude was bigger in trials that successfully generated higher N550-P900

complexes. MEG topographies of these evoked spindles show a pattern of activation in medial

and dorsal brain regions including the precuneus, which is similar to the pattern of activity

in the spindle frequency range throughout N2 and N3 sleep stages (see Figure 3.6).

Interestingly, even if their presence is linked to the amplitude of the evoked N550-P900

complex (as seen the Figure 3.6b), the elicited spindle activity does not seem to depend

on the local activity of the key regions of interest we selected for our analysis; both AC

and OFC up-state stimulation induces an increase in spindle activity which is greater than

down-state stimulation. We can hypothesize that even if the spindle and the N550-P900

generation mechanisms are intertwined, they are not identical. Other factors, potentially the

state of activity in other regions, might modulate the degree of spindle activity generated.

This observation opens the possibility that the two mechanisms might be independently

manipulated, which could be useful for restoring ideal functional coupling between SOs and

sleep spindles, which degrades with age and is linked to memory consolidation (Hahn et al.,

2020; Helfrich et al., 2018).

Improving the effectiveness of CLAS

While the effect of CLAS on physiology and memory largely replicates across studies (Wun-

derlin et al., 2021; Choi et al., 2020; Harrington & Cairney, 2021), there are inter-individual

differences in the effectiveness of non-invasive brain stimulation (Ziemann & Siebner, 2015;

Guerra et al., 2020), and effectiveness appears to change over the lifespan (Schneider et al.,

2020). Attempts have therefore been made to identify the best timing for CLAS with

respect to tissue excitability state as detected in a single EEG channel (in younger and older
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populations) (Navarrete et al., 2020), and to target local SOs in different brain regions using

the spatial information that is available in multichannel EEG data (Ruch et al., 2022). Our

investigation of phase in EEG and MEG makes several contributions to this area. Notably,

we found that although EEG up-states detected in single channel over frontal areas does

on average correlate with up-states in both AC and OFC (Figure 3.9a), only ∼10-15% of

slow oscillation up-states detected in EEG correspond to up-states in each of these regions

(Figure 3.9b). As the state of the OFC is most critical to successful generation of N550-P900

complexes and their associated spindles (Figure 3.10), which both play important roles in

memory consolidation, particularly when they are coupled (Mikutta et al., 2019; Muehlroth

et al., 2019; Hahn et al., 2020; Helfrich et al., 2018), it is likely that increased efficiency and

reliability of CLAS can be obtained by selectively targeting up-states in ventral frontal regions.

This goal could be achieved by detecting patterns in multichannel EEG (e.g., (Ruch et al.,

2022)), and/or machine learning-approaches that can detect fine-grained signatures on one or

several channels to stimulate the brain with optimal timing (e.g., Valenchon et al. (2022)),

and perhaps adapt detection parameters in real time to an individual’s idiosyncratic neural

signals. These ideas are in alignment with the emerging concepts of ‘precision neuroimaging’

and ‘person specific methods’, in which reliable individual differences in brain activation or

connectivity are studied to understand (and sometimes make use of) individual differences in

brain function and behaviour Michon et al. (2022).

As regards the origins of the auditory evoked responses in sleep, our results suggest the

following contributions: the first components (i.e., P100, P200) originate mainly in bilateral

auditory cortex (as expected (Stropahl et al., 2018)), perhaps with some contribution from

other brain regions including OFC via non-lemniscal pathways. Later components of the

observed brain response in the EEG appear to come mainly from the OFC upon its activation

through a non-lemniscal pathway (Figure 3.5).

Limitations and next steps

A limitation of our investigation of is that while we have evidence against Models 1 and

3 and there is generally stronger evidence for Model 4 as best explaining information flow

leading to the generation of evoked slow oscillations, we cannot entirely rule out Model 2,

because we do observe some feed-forward activity from AC to OFC in the higher frequency

ranges (i.e., above 5 Hz). Notably, auditory information does not pass through the lemniscal

or non-leminiscal branches, but rather both on its way to other cortical regions, in both sleep

and wakefulness. It seems likely that the small amount of connectivity we observed from

AC to OFC may be capturing information flow that is unrelated to SO generation in OFC.
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However, invasive methods would be required to confirm this hypothesis. For example, if

auditory stimulation continued to generate SOs in OFC when bilateral AC had been ablated

or disconnected would provide definitive evidence against Model 2. Another limitation of our

study is that due to the nature of its design, we were not able to distinguish between elicited

(evoked) and endogenous brain activity. The topographies of endogenous SOs and spindles

offered in Figures 3.4b and 3.6d for visual comparison with the evoked activity are therefore

approximations that are strongly weighted towards endogenous activity, but nonetheless

also capture evoked activity. Comparing periods of evoked oscillations in stimulated sleep

and endogenous oscillations in unstimulated sleep in the same individuals would allow for a

more rigorous evaluation of the similarities and differences in slow oscillations and spindles

generated by sound (which was not an aim of the present work). The current work does

not empirically address how generating slow oscillations through sound stimulation causes

the memory consolidation processes that have been observed in previous work Ngo et al.

(2013b, 2015); Choi et al. (2020); Harrington & Cairney (2021), because we did not have a

memory-related experimental manipulation. The apparently common origin of evoked and

endogenous slow oscillations in ventral frontal brain regions Riedner et al. (2011); Morgan

et al. (2021) suggests that memory consolidation processes are activated through stimulation

in the same way as they occur spontaneously (see Brodt et al. (2023); Staresina et al. (2023)).

However, direct comparison of spontaneous vs. evoked memory processes is needed to confirm

this assumption.

Nonetheless, the study aims to investigate the evoked responses which have been causally

implicated in memory processes in previous work (e.g., (Ngo et al., 2013b; Harrington &

Cairney, 2021)). The overnight design allowed us to record data in all sleep stages and have

large numbers of trials in N2 and N3 sleep, which is difficult to achieve in a nap design. Our

LME-based statistical approach allowed us to investigate our research questions within a

small sample size, but as we only record data in five participants, we cannot account for the

range of human variability in brain responses to sound in sleep (limiting generalizability).

It would be interesting to explore individual differences across populations and over the

lifespan, in a larger sample. This research direction could help to explain why sensitivity

to CLAS differs between individuals (Ziemann & Siebner, 2015; Guerra et al., 2020) and in

older adults (Navarrete et al., 2020).

Several of our analyses suggest a leftward lateralization in OFC involvement. We caution

against over-interpreting these findings, as hemispheric differences in brain folding and ROI

placement can affect the strength of observed signals in MEG source space; however, other

studies using EEG have also found that low frequency oscillations in ventral limbic areas are

more frequent on the left side (Morgan et al., 2021; Achermann et al., 2001), suggesting that
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a more focused analysis of lateralization may be an interesting focus for future work. Finally,

we opted to use standard surface-based cortical source localization models. Previous work

has demonstrated that brain signals associated with information in the auditory lemniscal

pathway can be extracted using MEG source space volume models (Coffey et al., 2016b);

however, signals extracted from these models are more difficult to work with and their

use with functional connectivity metrics has not been validated. As MEG modelling and

connectivity techniques develop, it may be possible to explore the involvement of brainstem

regions and more directly test the involvement of the ARAS in brainstem-OFC interactions,

to further refine models of SO generation. As we collectively push the limits of methodology,

preregistration may facilitate reproducible results and reduce publication bias (Logg &

Dorison, 2021).

3.6 Conclusion

In summary, our data suggest a crucial orbitofrontal contribution to the auditory-evoked

N550-P900 complex that underlies the effect of closed-loop auditory stimulation on physiology

and memory. Previous research mainly detected high states of excitability based on single

channel scalp EEG, making the assumption that activity over frontal regions represents a

global up-state of high brain tissue excitability. Our results suggest that targeting up-states

in ventral frontal regions has potential to improve the effectiveness of CLAS. Clarifying how

sound stimulates the brain has important implications for making causal manipulation tools

like CLAS more effective in fundamental research, and in potential clinical applications.

Hugo R. Jourde Page 89









Chapter 4

Auditory processing up to cortex is

maintained during sleep spindles

4.1 Abstract

Sleep spindles are transient 11-16 Hz brain oscillations generated by thalamocortical circuits.

Their role in memory consolidation is well-established, but how they play a role in sleep

continuity and protection of memory consolidation against interference is unclear. One

theory posits that spindles or a neural refractory period following their offset act as a gating

mechanism, blocking sensory information en route to the cortex at the level of the thalamus.

An alternative model posits that spindles do not participate in the suppression of neural

responses to sound, although they can be produced in response to sound. We present evidence

from three experiments using electroencephalography and magnetoencephalography in humans

that examine different evoked responses in the presence of and following sleep spindles. The

results provide convergent empirical evidence suggesting that auditory processing up to cortex

is maintained during sleep spindles, and their refractory periods.

4.2 Introduction

Sleep has important functions in removal of waste metabolites produced during wake-

fulness (Hauglund et al., 2020), synaptic rescaling (Blanco et al., 2015), and in actively

consolidating memory (Diekelmann & Born, 2010; Schabus et al., 2004; Antony et al., 2019;

Klinzing et al., 2019). These functions could not efficiently occur if sleep were constantly

interrupted. Empirical support for the presence of a protective mechanism ensuring sleep

continuity comes from studies demonstrating a reduced capacity to process external stimuli
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(e.g., Wang et al. 2022; Andrillon et al. 2016; Kállai et al. 2003; Badia et al. 1990) and a

reduced propensity for arousal by them during sleep (reviewed in (Andrillon & Kouider,

2020)). The nature of such a protective mechanism and how the sleeping brain might maintain

a balance between monitoring the surroundings and reducing sensory interference with other

sleep-dependent processes remains unclear (Andrillon & Kouider, 2020).

Neural events that occur only in sleep and whose presence correlates with reduced

arousability are prime candidates as potential mechanistic explanations. Several such sleep-

specific neural events occur during non-rapid eye movement (NREM) sleep (stages 2 and 3),

among them sleep spindles and slow oscillations (SOs). Spindles are transient (<2.5 s) 11-16

Hz brain oscillations that are generated through thalamocortical interactions (Fernandez

& Lüthi, 2020) (see Figure 1A), and SOs are low frequency (usually < 1.5 Hz), large-scale

fluctuations in cortical and subcortical excitability (Neske, 2016; Ngo et al., 2013b; Vyazovskiy

& Harris, 2013). Spindles in particular are a credible candidates for interrupting sensory

transmission through thalamus to cortex, because they are observed when neurons within the

thalamic reticular nucleus shift their activity from a tonic to burst mode of firing (Fernandez

& Lüthi, 2020). As tonic mode firing is present during normal wakeful sensory processing, it

follows that quite a different firing pattern may not allow normal sensory transmission to

cortex.

Further conceptual support for this idea comes from other known thalamic roles; in

wakefulness, the thalamus acts as a selective filter and attentional controller for sensory

inputs, regulating their transmission based on task relevance and attention (e.g., Koch (1987);

Ward (2013); Jaramillo et al. (2019)). This concept has been proposed to extend to sleep

spindles, where the thalamus continues its gating role but in a different context. During

sleep, sleep spindles are believed to represent a mechanism by which the thalamus limits

the influx of external sensory information to the cortex, dampening responsiveness to the

environment (McCormick & Bal, 1994; Dang-Vu et al., 2011; Schabus et al., 2012). This

selective gating mechanism is thought to help sustain a stable sleep state, protecting against

full awakenings caused by external stimuli (see Figure 1B).

Evidence concerning this proposal is, however, equivocal, as some sensory-evoked brain

responses appear to be unaffected by the presences of spindles (reviewed in Andrillon &

Kouider 2020; Fernandez & Lüthi 2020). Much of the work suggesting a role of spindles

in blocking sensory information is indirect. For example, sleep stage or overall spindle

density might be correlated with brain responses (e.g., Mai et al. 2019), without considering

specifically when a stimulus arrives relative to the appearance of a spindle. To date, there

are few studies using time-resolved methods in healthy humans that directly investigate

whether and how sleep spindles, or subsequent spindle refractory periods (Antony et al.,
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2018), influence gating of sensory information between thalamus and cortex (but see Dang-Vu

et al. 2011; Schabus et al. 2012 for evidence that hemodynamic responses to sound presented

during spindles are reduced). If sensory information is gated by spindles (or their refractory

periods Antony et al. 2018) at the thalamic level, the neural representation of the stimulus or

reaction to it should be weaker or absent in the cortex when sleep spindles occur as compared

to periods of time in which they do not. In sum, there are two competing explanations for the

patterns of results reported in previous literature: 1) that spindles (or their refractory periods)

gate sensory access to the cortex to protect the sleep state, and 2) that other mechanisms

are responsible for diminished sensory processing and arousal observed during sleep.

The auditory sensory modality lends itself particularly well to investigating whether

spindles block sensory information, as peripheral auditory structures remain accessible during

the sleep state, and the origin and timing of specific neurological responses evoked by sound

within the auditory pathway are quite well understood (see Figure 1C) (Coffey et al., 2016b,

2017a). Notably, recent developments in techniques to capture early responses to sound

using magnetoencephalography (MEG) and electroencephalography (EEG) offer a means of

measuring the effects of brain state on sensory process as sensory information ascends the

central nervous system (Coffey et al., 2016b; Hartmann & Weisz, 2019; Coffey et al., 2021,

2017a; Wang et al., 2022).

An interesting property of the auditory system is that stimulation at specific times during

neural events, notably during peaks in slow oscillations (SOs), generates additional SOs

and sleep spindles in the following seconds, and thereby enhances sleep-related memory

consolidation processes. This technique is called closed-loop auditory stimulation, or CLAS

(for recent reviews, see Harrington & Cairney 2021; Choi et al. 2020). Evidence suggests

this phenomenon is likely to be mediated through the activation of non-lemniscal ascending

auditory pathways, which project broadly to association areas including frontal regions

(along with secondary auditory areas), likely also involving the ascending reticular activating

system (Bellesi et al., 2014; Jourde et al., 2022). Measuring the ability of CLAS to generate

additional SOs and spindles therefore offers the prospect of assessing how this pathway

functions in the presence of sleep spindles, in addition to measuring auditory-modality-specific

evoked responses.

In the present work, we conducted three experiments to assess the impact of sleep spindle

occurrence and their refractory period on different measures of auditory cortical processing

(see Figure 1C right). First, we used combined MEG-EEG and distributed-source modeling

techniques in a nap experimental design and measured frequency-following responses (FFR),

a brain response used in auditory and cognitive research to measure the fidelity and precision

of sound encoding (FFR; for reviews, see Coffey et al. 2019; Skoe & Kraus 2010; Krizman
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4.3 Methods

Sections A to C describe methods common to all three experiments. Sections D, E and F

detail methods specific to each of the the three experiments.

4.3.1 Participant recruitment and selection

For all experiments, adults aged 18-45 were recruited from the local community. Participants

were screened for neurological and auditory conditions using a medical questionnaire. All

participants reported being in good neurological health with normal hearing, were non-smokers,

reported not having changed time zones or conducted shift work in the 6 weeks preceding

the experiment, and had a normal sleeping pattern in the three days prior to the experiment

by sleep log (i.e., 6-9 hours). Participants confirmed they were not taking any sleep or

wakefulness-altering drugs, which can affect sleep characteristics such as spindle density (e.g.,

Plante et al. 2015). For the MEG experiments (Experiments 1 and 2) participants were asked

to stay up one hour later than their habitual bed time the night prior to the recording session,

to increase sleep pressure and the prospect of attaining sleep in the scanner environment.

The day of the experiment, as well as the day prior to it, they were asked to refrain from

consuming caffeine, alcohol, nicotine, and cannabis. Subjects gave written informed consent,

and were compensated for their time. All experimental protocols were approved by Concordia

University’s Human Research Ethics Committee, and concerning the MEG experiments, also

by the McGill University Research Ethics Board.

4.3.2 Statistical approach

In this work we used both frequentist and Bayesian statistics. Baysian statistical approaches

were used to assess evidence in favour of both an alternative and null hypothesis. Bayesian

statistic are gaining acceptance as an alternative or complement to traditional frequentist

null hypothesis significance testing in psychology (Aczel et al., 2018; Wagenmakers et al.,

2016; Marsman & Wagenmakers, 2017; Kelter, 2020). The resulting metric, known as a Bayes

factor (BF), is a likelihood ratio of the marginal likelihood of two competing hypotheses (e.g.,

the null hypothesis and an alternative). Bayes factors are expressed as a positive number on

a continuous scale. For BF10 values, numbers greater than 1 are interpreted as evidence in

favour of an alternative hypothesis, where bigger numbers indicate stronger evidence. On the

other hand, small BF10 values, between zero and 1, indicate evidence in favour of the null

hypothesis instead. BF10 and BF01 values operate symmetrically; thus BF01 values greater

than 1 is another measure of support for the null hypothesis (i.e., small BF10 values). (Lee
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& Wagenmakers, 2014; Aczel et al., 2018). We adopt the classification scheme used in JASP

to interpret Bayes factors, i.e., separating between “anecdotal”, “moderate”, “strong”, etc.

relative evidence for an hypothesis based on the size of the Bayes factor obtained (Kelter,

2020). In addition, we report frequentist statistics for the main research questions, as many

readers are more familiar with them, noting that in contrast to Bayesian statistics they

cannot be used to test null models.

For Experiment 2, we opted to conduct an overnight study with a limited number of

subjects, as opposed to including a larger subject pool with shorter sleep duration. This

choice was made to maximize the number of stimulations per subject that co-occur with sleep

features of interest (like sleep spindles and their refractory periods) or captured instances

where those features were absent (as seen in the Clear condition defined earlier). The

recognition is growing that the statistical power of a study depends upon the volume and

quality of data available per subject, especially when within-participant variability outweighs

between-participant variability (Baker et al., 2021). This strategy of gathering extensive data

from a small group of subjects is most suitable for inquiries into fundamental mechanisms

that are likely to be highly consistent across participants. This approach finds its roots in

non-human primate research, which often faces constraints on sample size due to resource

limitations and ethical considerations (see Smith & Little (2018); Brysbaert & Stevens

(2018); Baker et al. (2021) for an in-depth discussion and illustration of the trade-offs between

subject numbers and observations). To analyze the data, we employed linear mixed effects

(LME) models (Pinheiro & Bates, 2006). These models capture the relationship between

dependent and independent variables, accounting for correlations between observations, such

as multiple measurements taken from each subject. In our case, the subject was treated as a

random factor. This category of models capitalizes on the substantial number of observations

per subject (ranging from 1,560 to 3,700, depending on the specific research question). The

LME analyses were performed using the lme4 and emmeans packages in the R programming

language (Bates et al., 2015; Lenth, 2022). Throughout the analyses, a significance level

(alpha) of 0.05 was maintained, and we employed false discovery rate (FDR) corrections

for multiple comparisons across relevant dimensions (e.g., frequency bins) when deemed

necessary. The Benjamini-Hochberg procedure was applied for FDR correction (Thissen

et al., 2002). For each linear mixed effects model used in our analysis, we visually examined

histograms and quantile-quantile (Q-Q) plots of the residuals to detect deviations from the

assumptions of normality and homoscedasticity. In instances where noticeable deviations were

observed, we identified and excluded outliers by employing a threshold criterion of 1.5 times

the interquartile range (IQR), corresponding to values below the first quartile (Q1) or above

the third quartile (Q3). This approach eliminates data points lying beyond 2.7 standard
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deviations (σ) from the mean. Subsequently, the models were rerun, and the decision to

remove outliers was indicated for each analysis.

4.3.3 Sleep event detection and condition assignment

In all three studies, the same spindle detection strategy was used. As our research questions

focus on sleep spindles, which are present in both NREM2 and NREM3 sleep, we detected

sleep spindles across both stages stages (Schulz, 2008). Sleep spindles were detected on a

central EEG electrode (position ‘Cz’), referenced to the right mastoid. Only in case of bad

quality signal on the preferred electrodes was an alternative, nearby electrode chosen (‘C3’;

this affected only 3 subjects in Experiment 1, see below). Spindles were detected offline

using a freely available algorithm which emulates human scoring (Lacourse et al., 2019). In

brief, four criteria are used: the absolute sigma power (frequency band of spindle activity),

the relative sigma power, and both the correlation and covariance of the sigma band-passed

signal to the original EEG signal.

For Experiment 3, which used a specialized closed-loop stimulation EEG device (Endpoint

Connected Hilbert Transformation (ecHT); Elemind Technologies, Inc., Cambridge, USA;

see below) in participants’ home environments. Slow oscillations were detected in real-time

adapting a previously validated method (Carrier et al., 2011). In brief, EEG was filtered

between 0.16 and 4 Hz and the following criteria were assessed to detected the presence of a

slow oscillaton: a peak-to-peak amplitude greater than 75 µV, a negative peak amplitude

higher than 40 µV, a duration of the negative peak between 125 and 1500 ms and a positive

peak lasting less than 100 ms (Rosinvil et al., 2021). We detected SO to ensure that the

Clear condition did not include any stimulation occurring concurrently with them; the Clear

condition therefore contained only epochs of NREM2 and NREM3 without any specific sleep

oscillations.

Sleep spindles were detected offline using a modification of the initial sleep spindle detection

algorithm (Lacourse et al., 2019) to account for differences in broadband noise in the ecHT

signal with respect to standard EEG systems. In this case one of the four original detection

criteria, the absolute value of sigma power, was ignored. The quality of the resulting detection

was then confirmed by a trained sleep scorer by visually inspecting random epochs.

For Experiments 1 and 2, the spindle refractory period was defined as a fixed time

window lasting 2.5 seconds after the offset of the detected sleep spindle. The ‘Clear’

condition was defined as the absence of slow oscillations, spindles, and their refractory

periods. For Experiment 3, in which the sound stimulation occurred only during SO up-states,

no Clear condition was defined because a slow oscillation was always present at sound onset.
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the scale asked about subjects’ levels of tiredness, activity, motivation, interest, concentration,

relaxation and general feeling; all scores were moderate. One participant was excluded due

to inability to sleep in the scanner during the experiment. The mean age of the remaining

participants was 24.8 years (SD: 4.0; range: 21-36), 9 were female, and all were right-handed,

and had no history of neurological, auditory, nor sleep disorders.

Study design and participant preparation

After filing out questionnaires and changing into comfortable clothing, participants were

prepared for EEG. A three-channel (Cz, C3, C4; 10–20 International System) EEG montage

was applied with a forehead ground and mastoid reference. We limited EEG recordings to

central channels to improve comfort and reduce preparation time, and because SOs and

spindles are typically detected on these channels. Bipolar electrooculogram (EOG) electrodes

around the eyes and electrocardiogram (ECG) electrodes on the chest were applied for later

use in detecting and cleaning corresponding artefacts in the MEG traces. Two pairs of

additional electromyogram (EMG) channels on the chin and neck were used during sleep

scoring (for detecting REM sleep). Head shape and the location of head position indicator coils

were digitized (Polhemus Isotrak, Polhemus Inc., VT, USA) for co-registration of MEG with

a standard anatomical T1-weighted magnetic resonance image (MRI), which was acquired in

a separate session.

Participants were then settled onto a mattress placed on the MEG scanner bed in a

supine position, and were covered with blankets if they wished. A 5 min resting state data

acquisition with eyes open was collected, as a contribution to an open-access database (Niso

et al., 2016). Lights were dimmed, and subjects were asked to close their eyes and relax for

a 2.5 h nap opportunity. Sound stimulation was started immediately, with the subject in

the awake state, to allow them to get used to the sound and so that the brain response to

the wake state could be measured. Standard T1-weighted MRI anatomical images (1mm3

isotropic voxels) were acquired in a separate session to enable distributed source localization

of MEG signals.

Stimulus Presentation

To characterize the brain’s response to sound over arousal states, we used a synthesized speech

syllable (/da/; 120 ms, comprised of a 10 ms consonant burst, a 30 ms formant transition,

and an 80 ms steady-state vowel with a fundamental frequency of 98 Hz). This syllable is

favoured by many FFR researchers for its acoustic properties, ecological validity in speech

(n.b., fundamental frequencies in human speech range from 80 to 400 Hz), and its ability to
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produce robust FFRs in most subjects (Coffey et al., 2016b; Skoe & Kraus, 2010).

The stimulus was presented binaurally at 55 dB SPL, ∼45,000 times in alternating polarity,

through Etymotic ER-3A insert earphones with foam tips (Etymotic Research). We used

a constant sound level across participants after selecting young, healthy participants with

normal hearing (noting that personalized sound levels are preferable for some research designs,

e.g. with older adults, or to optimize stimulation for an individual (Esfahani et al., 2023)).

Stimulus onset asynchrony (SOA) was randomly selected between 195 and 205 ms from a

normal distribution. Stimuli were thus presented continually at ∼5 Hz, to maximize the

number of trials. The rapid rate of this presentation was essential as it enabled us to collect

a sufficient number of epochs (over 1000, as suggested by previous literature (Coffey et al.,

2016b; Skoe & Kraus, 2010)), thereby allowing us to produce a clear FFR response for each

subject in each condition. Note that the study design optimizes the signal-to-noise ratio for

deep sources in the brainstem but not analysis of the slower cortical evoked responses in the

0.1-40 Hz range, as the responses overlap with the 5 Hz presentation rate. Longer SOAs are

used for studying the entire evolution of lower frequency cortical evoked potentials (Coffey

et al., 2017a), as in Experiment 2.

To decrease the possibility of electromagnetic contamination of the data from the signal

transducer, ∼1.5 m air tubes between the ear and the transducer were used such that the

transducer could be placed >1 m from the MEG gantry, as in previous work (Coffey et al.,

2016b, 2017a, 2021).

Data Acquisition and Definition of Conditions

Two hundred and seventy channels of MEG (axial gradiometers), five channels of EEG data,

EOG and ECG, and one audio channel were simultaneously acquired using a CTF MEG

System and its in-built EEG system (Omega 275, CTF Systems Inc.). All data were sampled

at 2,400 Hz. In three subjects, the electrode Cz did not have consistent quality for the entire

recording, and was replaced for sleep scoring and event detection by C3.

Data pre-processing was performed with Brainstorm (Tadel et al., 2011), and using custom

Matlab scripts (The Mathworks Inc., MA, USA). Sleep scoring, in which 30 s windows of

data are visually inspected and categorized into wake, non-REM sleep stages 1-3, and REM

sleep, was accomplished according to AASM practices (Iber, 2007) based on band-pass

filtered EEG (0.1-20 Hz), EOG (0.1-5 Hz), and EMG (10-58 Hz) channels, which were then

downsampled for ease of handling to 150 Hz. Each epoch was scored separately by the same

two trained researchers, and discrepancies were resolved via discussion.

Sleep events were detected using the detection methods defined earlier on a down-sampled

version of the EEG data (250 Hz) (See Sleep event detection and condition assignment).
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frequency components of the evoked response (which are the focus of Experiment 2) (80-450

Hz; 43,506-order linear phase FIR filter with a Kaiser window and 60 dB stopband attenuation;

the order is estimated using Matlab’s kaiserord function and filter delay is compensated by

shifting the sequence to effectively achieve zero-phase and zero-delay, as per Brainstorm

default settings (Tadel et al., 2011)), and a notch filter to remove power line noise was applied

at 120 and 180 Hz. All data were sampled at 6 kHz and downsampled to 2.4 kHz for analysis.

Auditory event markers binned by neural event (Spindle, Refractory, Clear) were used to

define epochs that started 50 ms before sound onset and 250 ms after sound onset.

A simple threshold-based artefact rejection was applied (±1,000 fT) for each epoch across

MEG channels; this step removed approximately 5% of epochs (final number of retained

epochs are presented in all Tables). The FFR measured on the scalp using EEG (EEG-FFR)

is a composite signal arising from the summation of multiple generators at the scalp (Coffey

et al., 2019; Tichko & Skoe, 2017; Coffey et al., 2016b). To assess where state-dependent

changes observed in the FFR are present in the auditory system along the lemniscal pathway,

we used distributed source models, which estimate the amplitude of a large set of dipoles on

the cortical surface or within the entire brain volume(Daunizeau et al., 2006). These models

require constraints imposed by spatial priors. As in previous work (Coffey et al., 2016b),

we used FreeSurfer (Fischl et al., 2002; Fischl, 2012) to prepare cortical surfaces as well as

automatically segmented subcortical structures from each subject’s T1-weighted anatomical

MRI scan. We then imported the anatomy into Brainstorm (Tadel et al., 2011), and combined

the brainstem and thalamic structures with the cortex surface to form the support of MEG

distributed sources. This mixed surface/volume model included a triangulation of the cortical

surface (∼15,000 vertices), and a three-dimensional dipole grid (∼18,000 points) for the

brainstem and the thalamus. An overlapping-sphere head model was computed for each run,

to predict how an electric current generated in the brain would be recorded at the level of

the different sensors. This inverse imaging model estimates the distribution of brain currents

that account for data recorded at the sensors level. A noise covariance matrix was then

computed from 2-min empty-room recordings taken before each session to assess baseline

level of magnetic activity in the room. Finally, to separate the contributions of subcortical

and potential cortical FFR sources, we used minimum-norm estimate (MNE) modelling of

head tissues with unconstrained source orientation based on individual anatomy which is a

robust and frequently used technique in literature (Hämäläinen, 2009).

The auditory cortex ROIs were defined using the Destrieux atlas (Destrieux et al., 2010),

by combining the regions labelled as ‘S temporal transverse’, ‘G temp sup-Plan-tempo’, and

‘G temp sup-G T transv’ for the left and right hemispheres, respectively. The left and right

auditory cortex regions (rAC, lAC) cover the posterior superior temporal gyrus, as has been
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Experiment 2 follows largely the same design as Experiment 1; only differences are therefore

reported.

Participants

Six neurologically healthy young adults were recruited from the local community, and screened

as described in Experiment 1. One dataset was unusable due to a technical problem with the

EEG system that precluded sleep scoring. The mean age of the five remaining subjects was

21.2 (SD: 1.33; range 19-23), and 3 were female.

Study design and participant preparation

In contrast to Experiment 1, recordings in Experiment 2 were made overnight in the MEG

scanner rather than during afternoon naps, and stimuli were presented less frequently (i.e.,

using a longer SOA), so as to measure the slower evoked response potential components (see

Stimulus Presentation below).

Participants were prepared for recordings and the data acquisition was as described above

in Experiment 1. Although it is possible to make relatively continuous overnight MEG

recordings in the constrained scanner environment, this is achieved through adaptation nights,

and with considerable dropout (e.g., 17% (Himmer et al., 2021)). The added disturbance of

sound stimulation leads to more disrupted sleep. Several participants found it difficult to

achieve the sleep state after an initial sleep cycle with the sound stimulation on, and were

able to ask to have it paused until they regained sleep. We discontinued the recording when

the participant believed that they would not be able to fall asleep again, usually around six

in the morning. The dataset therefore represents a shorter and less continuous night of sleep

than they might habitually experience at home, but nonetheless all participants achieved

considerable amounts of NREM sleep, which were rich in sleep spindles and slow oscillations.

Stimulus Presentation

The same auditory stimulus was used as in experiment 1. However, to measure low frequency

components of the evoked response, the interval between stimulations (SOA) was lengthened

and stimuli were presented continually every ∼2900 ms plus up to an additional 460 ms

(selected from a uniform distribution) of jitter.
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evoked response with reliable and high SNR peaks (Thigpen et al., 2017). The final sample

comprised 17 subjects (9 female; M= 27.56 years, SD = 9.39, range = 22-43 years).

Participants completed the MCTQ (Roenneberg et al., 2003) as in previous studies, and

also filled in a sleep diary for three nights prior to the first recording night, and prior to each

subsequent experimental night.

Study design and participant preparation

Data collection for Experiment 3 was conducted during a period of COVID-19 health

restrictions which necessitated contact-free research designs. Participants first met remotely

with a research assistant via video conference, during which time they gave oral consent to

participate. Upon agreement, participants received a package of study materials at their home:

an Endpoint Connected Hilbert Transformation Box (ecHT) box for closed-loop stimulation

(Elemind Technologies), a portable battery, a laptop computer on which to collect data, EEG

materials, and written instructions needed to conduct the recording. A second video-chat

session was organized prior to the beginning of the data collection with the experimenter to

go through the entire protocol, answer any question participants could have and to ensure

the instructions about electrodes placement were understood.

Participants were then asked to use the equipment for five nights. Instructions directed

the participant to prepare the skin with alcohol swabs, an abrasive strip, and exfoliating

paste, to ensure good contact and low impedance during the recording and then apply a

disposable electrode to the forehead (at approximately Fpz; 10–20 International System), and

a reference electrode on the left mastoid (M1). The Fpz placement was selected for ease of

preparation (i.e., skin), and because both slow oscillation and sleep spindles can be captured

at this site (Campos-Beltrán & Marshall, 2021). The ecHT box has an in-built impedance

indicator, which is red in the event of poor signal quality (< 5KOhm). Participants were

instructed to repeat the process of applying the electrodes if the red indicator light was on.

Assistance was available throughout the duration of the experiment until 10:00pm by video

conference. If questions arose later the participants were asked to note them down, skip the

experimental night and reach out to the researcher the following morning. Participants were

permitted to take breaks between recording nights if they wished. In total, 10 days were

allocated for the completion of five nights of sleep with the apparatus.

Stimulus Presentation

The endpoint-corrected Hilbert Transformation v2 box (ecHT; Elemind Technologies, Inc.,

Cambridge, USA) is a closed-loop auditory stimulation device which monitors a single channel
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of EEG activity and outputs sound bursts via connected headphones (Schreglmann et al.,

2021). Online detection of slow oscillation peaks was possible by an algorithm designed

by D. Lesveque and implemented on the ecHT, which, as validated during pilot testing,

approximates the performance of offline SO detection algorithms. EEG data were sampled at

500 Hz, filtered online using a 50-sample sliding-window average. Slow oscillation peaks were

detected when -40 µV troughs were followed by a peak-to-peak change of at least 75 µV.

The sound stimuli (40 ms pink noise, with a 5 ms linear rising and falling ramps,

respectively) was presented binaurally at 55 dB SPL at SO peaks through Etymotic ER-3C

earphones with insert foam tips (Etymotic Research). Pink noise was used instead of the

speech syllable used in Experiments 1 and 2 as the ecHT due to the system’s technical

capabilities, and because pink noise bursts have been used in the majority of closed-loop

auditory stimulation studies (including (Ngo et al., 2013a,b)), which increases comparability

with previous CLAS results. We used a within-nights design to ensure that a similar number

of trials was collected under equivalent experimental conditions across stimulation and sham

conditions. The closed-loop system was programmed to first start with 30 minutes of silence

to allow the participants to fall asleep, and then go through 5 minute cycles of detecting

and stimulating slow oscillation (‘Stim’ condition), followed by 5 minutes in which SOs

were detected and marked but no sound was presented (‘Sham’ condition), resulting in

approximately equal numbers of Stim and Sham condition epochs. The two conditions were

separated by a 5 s pause.

Data acquisition and definition of conditions

EEG data was recorded from the Fpz-M1 channel at a sampling rate of 500 Hz using the

ecHT box. Data were first visually inspected for general signal quality. As anticipated, due

to the in-home nature of the recordings, not all recordings were usable due to electrode

displacement (see Table 4 for the number of retained nights). Retained data were then

analysed using custom scripts in Matlab. Due to the research questions addressed, and

because full polysomnographic recording needed for sleep scoring was not available in this

in-home design, the night recordings were not sleep-scored.

Sleep spindles were detected offline (see Sleep event detection and condition assignment).

Epochs were defined as -1 s before stimulation to 4 s after stimulation and were sorted according

to the presence or the absence of a sleep spindle when detection (for both stimulation and

sham conditions) occurred. Epochs from the five individual nights were then pooled. The

entire raw signal was then bandpass-filtered in three frequency bands: (1) between 70 and

150 Hz to estimate muscle activity, (2) between 0.5 and 1.5 Hz to characterize the slow wave

activity (SWA) range, and (3) between 12 and 15 Hz to measure the fast sigma activity
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(FSA). To avoid measuring brain responses in which stimulation might have been erroneously

triggered by movement, we first excluded 5 percent of epochs with the highest activity in this

frequency band, at the subject level. To evaluate the effect of spindle-coupled vs. solitary

slow oscillations on subsequent SOs and spindle activity we measured differences in EEG

activity between the Stim and Sham conditions, for all SOs, Solitary SOs and Coupled SOs,

in both the SO and spindle bands. Root mean square (RMS) of the slow frequency (0.5 -

1.5 Hz) signal was computed with a moving average and used to assess slow wave activity.

Average RMS values post stimulation (onset+0.5 s to onset+1.5 s) were compared between

sound and sham conditions within this time interval. Root mean square (RMS) of the fast

sigma signal (12 - 15Hz) was used to assess evoked spindle activity. Average RMS values post

stimulation (onset+0.75 onset+1.25s) were compared between sound and sham conditions

within this time interval in order to characterize the effect on sigma signal. For visualization

purposes, we z-scored the envelope of the fast sigma signal for each subject (across both

conditions), to account for inter-subject variability in overall sigma amplitude (Figure 4B).

4.4 Results

4.4.1 Experiment 1: Evidence that the lemniscal auditory pathway

operates during spindles

Fourteen subjects were included in a nap study (mean age: 24.8 (SD: 4.0; range: 21-36), 9

females).

Sleep scoring analysis confirmed that all subjects included in the analysis slept during

the 2.5 hr nap opportunity. On average, subjects spend 70 minutes (SD: 35) in NREM2 and

NREM3 sleep stages (combined), in which sleep spindles occur. On average 293 spindles (SD:

177) and 370 slow oscillations (SD: 348) were detected per subject using EEG (NREM2 and

NREM3). Please see Table S1 for time spent in other sleep stages.

Brain responses to incoming sounds were cut into 300 ms epochs (from -50 ms prior to

the sound to 250 ms post sound) and sorted according to their timing with respect to spindle

onset and offset (i.e., ‘Spindle’), and a refractory period defined as a fixed window of 2.5

seconds post offset, as in previous work (i.e., ‘Refract’ (Antony et al., 2018)). The ‘Clear’

condition was defined as the absence of a slow oscillation, spindle, or its refractory period at

the time of stimulation, only considering NREM2 and NREM3 sleep stages. After sorting

the auditory stimulation events, the mean number of epochs in the Spindle condition was

1,540 (SD: 880), in the Refractory condition 2,430 (SD: 1,290), and in the Clear condition,

11,430 (SD: 7,480; see Table S1 for further details).
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To confirm that the detection (at Cz) and sorting procedure was successful to separate time

periods that included high and low spindle activity, we compared the electroencephalography

absolute sigma band power (root mean square of the amplitude within 11-16 Hz; see Methods)

during each of the three epoch types in 2 second windows centred on the sound presentation.

Both absolute spectral power and relative spectral power (i.e., selected frequency band divided

by broadband activity) are commonly used metrics, we favoured the absolute power approach

for its simplicity of interpretation and lack of dependency on power differences in other

spectral bands, throughout the paper. We confirmed that the distributions (see Figure S1)

were statically different using a repeated measures ANOVA F(2, 24) = 144.64, p <0.001).

Post hoc pairwise comparisons revealed that sigma band power was significantly greater in

Spindle as compared with Clear (mean difference = 3.00e-6, SE = 2.33e-7, 95% CI = [2.36e-6

3.65e-6], p < 0.001), Refractory as compared with Clear (mean difference = 1.30e-6, SE =

1.14e-7, 95% CI = [9.86e-7 1.62e-6], p < 0.001), and Spindle as compared with Refractory

conditions (mean difference = 1.71e-6, SE = 1.65e-7, 95% CI = [1.25e-6 2.16e-6], p < 0.001).

To test the main hypothesis that spindles (or their refractory periods) play a protective

role in sleep by impeding the transmission of auditory information between thalamus and

cortex, we investigated the strength of acoustic periodicity encoding in the right auditory

cortex (i.e., the amplitude of the fundamental frequency in the FFR, which is associated

with pitch information) using magnetoencephalography, across Spindle, Refractory, and Clear

epochs. To test whether the cortical FFR was affected by the presence of a spindle, we

focused on the right auditory cortex. Due to hemispheric specialization in the auditory

system (Albouy et al., 2020), the strongest phase-locked neural response to pitch information

(FFR) is found in this region (Coffey et al., 2017a, 2016b; Lerousseau et al., 2021).

To confirm that the FFR was of sufficient quality and clarity to be used as a basis for

investigating the main research questions, we statistically compared the amplitude of the

FFR at the fundamental frequency (98 Hz) with the amplitude at the same frequency during

the pre-stimulus period (50 ms), as in previous work (Coffey et al., 2016b). The mean

signal-to-noise ratio (SNR) for the Clear condition was 11.75 (SD: 7.24), Spindle condition:

5.11 (SD: 6.28); Refractory: 10.39 (SD: 20.15); with a minimum SNR across all conditions of

1.28. We confirmed that the strength of the FFR during the stimulus was well above the

baseline period in all three conditions (for each of Clear, Spindle, Refract: V = 91.00, p <

.001, rank-biserial correlation: r rb = 1.00, 95% CI [1.00, +∞]; Wilcoxon signed-rank tests

were used due to a violated Shapiro-Wilk test of normality).

We then compared the magnitude of the fundamental frequency in the FFR between our

conditions (Spindle, Clear, Refractory). A non-parametric equivalent of a repeated-measures

ANOVA was used (due to a violated normality assumption). A Friedman’s Test did not show
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any significant difference between FFR magnitude in the rAC across Clear, Spindles and

Refractory conditions (χ2(2) = 0.154, p = 0.926). The FFR amplitude from right auditory

cortex was therefore not significantly reduced during spindles, nor refractory periods, as

compared with clear periods of NREM sleep (see Figure 4.8).

The frequentist statistical approach used thus far does not allow us to evaluate evidence

in favour of a null hypothesis, here being that the strength of the cortical pitch representation

is not systematically diminished by the presence of a spindle or its refractory period. Baysian

statistical approaches allow for assessing evidence in favour of both an alternative and null

hypothesis (Aczel et al., 2018; Wetzels et al., 2009; Wagenmakers et al., 2016; Marsman &

Wagenmakers, 2017; Kelter, 2020). The resulting metric, known as a Bayes factor (BF),

is a likelihood ratio of the marginal likelihood of two competing hypotheses (e.g., the null

hypothesis and an alternative). Bayes factors are expressed as a positive number on a

continuous scale. For BF10 values, numbers greater than 1 are interpreted as evidence in

favour of an alternative hypothesis, where bigger numbers indicate stronger evidence. On the

other hand, small BF10 values, between zero and 1, indicate evidence in favour of the null

hypothesis instead. BF10 and BF01 values operate symmetrically; thus BF01 values greater

than 1 is another measure of support for the null hypothesis (i.e., small BF10 values). (Lee

& Wagenmakers, 2014; Aczel et al., 2018).

We first ran a Bayesian version of a repeated measures ANOVA comparing our 3 conditions

(Clear, Spindle and Refractory). The analysis revealed substantial evidence in favour of the

null hypothesis, with a BF01 value of 4.27, indicating strong support for the absence of an

effect of conditions. We then ran post hoc tests comparing Spindle and Refract to Clear.

In agreement with the frequentist statistics, there was little evidence in favour of the

hypothesis that spindle presence affects FFR amplitude (BFSpindleEffect = 0.313, error = 0.009,

95% CI: [-0.621, 0.372]), nor of an effect of the Refractory period (BFRefractoryEffect = 0.299,

error = 0.009, 95% CI: [-0.397, 0.593]), on FFR strength. Conversely, there was moderate

to strong evidence supporting the absence of a protective role of the presence of spindle

(BFNoSpindleEffect = 3.200, error = 0.009, 95% CI: [-0.621, 0.372]), and similarly, there was

moderate to strong evidence in favour of there being no change in amplitude due to the

refractory period (BFNoRefractoryEffect = 3.343, error = 0.009, 95% CI: [-0.397, 0.593]).

4.4.2 Experiment 2: Evidence that sleep spindles do not greatly

affect early cortical sound processing

The FFR examined in Experiment 1 represents periodicity encoding in the right auditory

cortex, which is isolated from other evoked responses based on its high frequency range ( >80
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linear mixed effect models (see Methods). Five neurologically healthy young adults without

sleep conditions or taking medication were included in an overnight study. The mean age

was 21.2 (SD: 1.33; range: 19-23), and 3 were female.

As in Experiment 1, sleep scoring analysis confirmed that all subjects slept reasonably

well despite the constraints of the scanner. Importantly for the present analysis due to the

presence of spindles, subjects spent 179 minutes (SD: 59) in NREM2 and NREM3 sleep stages

(combined; see Table S2 for further details on sleep duration). On average, 690 spindles (740)

and 1,655 slow oscillations (SD: 890) were detected per subject using EEG from NREM2

and NREM3 combined. During stages NREM2 and NREM3, an average of 224.8 stimulus

presentations coincided with sleep spindles (SD: 81.8; range: 85-289) and 459.8 were presented

during the refractory period (SD: 191.2; range: 149-614). An average of 2284.2 epochs were

sorted into the Clear condition, in which stimuli did not arrive concurrently with a slow

oscillation, or within nor immediately after a spindle (SD: 650.5; range: 1,325-2,850).

To confirm that the detection (at Cz) and sorting procedure was successful to separate time

periods that included high and low spindle activity, we compared the electroencephalography

absolute sigma band power (root mean square of the amplitude within 11-16 Hz; see Methods)

during each of the three epoch types in a 2 second windows centred on the sound presentation.

We confirmed that the distributions were statically different using a repeated measures

ANOVA F(2, 8) = 25.543, p <0.001) (see Figure S2). Post hoc analyses were conducted

to confirm that each conditions was statistically different from the comparison (Clear)

condition.Post hoc pairwise comparisons revealed that sigma band power was significantly

greater in Spindle as compared with Clear (mean difference = 3.37e-6, SE = 5.18e-7, 95% CI

= [1.81e-6 4.96e-6], p < 0.001) and Spindle as compared with Refractory (mean difference =

3.00e-6, SE = 5.18e-7, 95% CI = [1.44e-6 4.56e-6], p < 0.001). The Clear and Refractory

conditions were not significantly different (mean difference = -3.71e-7, SE = 5.18e-7, 95% CI

= [-1.93e-6 1.19e-6], p = 0.495).

To visualize whether the presence of a spindle or its refractory period influences the

low-frequency cortical response, we first produced subject average evoked responses from

extracted signals from the rAC for each of the three conditions (Clear, Spindle, Refractory

period), within the 0.5-40 Hz frequency band; see Figure 4.9A. Following a similar logic

to the FFR experiment, the unaltered appearance of cortical responses when sound onset

coincides with an endogeneous sleep spindle would indicate that auditory information has

passed through the thalamus and arrived at the cortex, unimpeded. The first components of

evoked auditory responses (e.g., P100 and P200), i.e., those occurring within about 200 ms

of sound onset, originate in auditory cortical areas (see Figure 3 in (Coffey et al., 2017a) for

group-level whole-brain MEG topographies of the P1 and P2 components, see also Colrain
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& Campbell 2007; Campbell 2010) and are reliably produced by the right auditory cortex

during sleep (see Figure 6 in Jourde et al. (2022)). For statistical analysis of the amplitude

of early components, we extracted both P100 and P200 amplitudes for each epoch based

on their peak timing as observed in the group averages (20 ms windows centered on 80 ms

for P100 and 200 ms for P200, in agreement with previous work (Lijffijt et al., 2009)). To

confirm that P100 is observed in the absence of spindles and refractory periods (i.e., Clear

condition), in the signal extracted from the right auditory cortex in each participant, we

used simple non-parametric Wilcoxon signed-rank tests (one-tailed) to test the distribution

of amplitude values across all single-trials epochs. For every subject, they were significantly

higher than 0, meaning that a P100 component was clearly present (Sub 1: V = 1.96e6, p <

.001; Sub 2: V = 0.69e6, p < .001; Sub 3: V = 1.06e6, p < .001; Sub 4: V = 2.95e6, p < .001;

Sub 5: V = 1.95e6, p < .001). We conducted the same analysis for P200. For every subject,

amplitudes were significantly higher than 0, meaning that a P200 component was clearly

present (Sub 1: V = 1.54e6, p < .001; Sub 2: V = 0.68e6, p < .001; Sub 3: V = 1.08e6, p

< .001; Sub 4: V = 2.59e6, p < .001; Sub 5: V =1.66e6, p < .001). Note that the P200

component in Figure 4.9A appears to be of lower amplitude in the Spindle condition because

a single subject had a lower number of detected spindles and less evident P200 component

(see Figure 4.9B and Table S2).

To robustly evaluate potential differences in amplitude of the P100 component depending

on the presence of a spindle, its refractory period or its absence, we conducted LME analyses

at the single trial level, using subjects as a random effect. We removed outliers from each

Condition (Clear, Spindle and Refractory) by excluding values based on thresholds defined

as 1.5 times the interquartile range (i.e., below Q1 and above Q3). The mean percentage of

retained epochs across subjects was 93.7% (SD = 4.7). We compared a model with Condition

as a fixed effect to a null intercept-only model and found that the addition of Condition did

not significantly increase model fit (χ2(2) = 1.62, p = .44). Post-hoc analysis using estimated

means did not show any statistically significant differences between conditions. (Clear-Refract

difference, M = 2.04e-13 pAm−1, SE = 8.68e-13, p = 0.97) and (Clear-Spindle difference

pAm−1,M = 1.52e− 12, SE = 1.19e− 12, p = 0.41).

We conducted the exact same analysis for P200 amplitude and found similar results. The

mean percentage of retained epochs across subjects was 93.2% (SD = 4.6). We compared

a model with Condition as a fixed effect to a null intercept-only model and found that

the addition of Condition did not significantly increase model fit (χ2(2) = 5.95, p = .05).

Post-hoc analysis using estimated means did not show any statistically significant differences

between conditions. (Clear-Refract difference, M = -1.47e-12, SE = 1.06e-12, p = 0.35) and

(Clear-Spindle difference, M = 2.63e-12, SE = 1.44e-12, p = 0.16). For completeness, we also
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of spindles during CLAS affects its effectiveness (i.e., ability to generate slow oscillations

and spindle activity). As <10% of slow oscillations are coupled with spindles (Hahn et al.,

2020)), and each stimulation must be separated by several seconds to allow for the analysis

of the slower evoked components (Jourde et al., 2022), more data per participant are needed

to address this research question. Experiment 3 used an at-home design so as to record 5

nights per subject.

Seventeen participants were included in this multiple-night experiment. The mean age

was 27.56 (SD: 9.39; range 22-43), and 9 were female. On average, the mean number of

usable recordings per subject for the remaining 17 subjects was 4.71 (SD: 0.77) (see Table

S4). On average 7,300 spindles (SD: 2,590) and 12,150 slow oscillations (SD: 4,720) were

detected (at Fpz) per subject using EEG (NREM2 and NREM3). The mean number of total

stimulations was 6,437.65 (SD: 2,463.19), and sham stimulations (in which a SO peak was

detected but not stimulated, for comparison) was 5,716.41 (SD: 2,271.22). The mean number

of spindles occurring during stimulated SOs was 361.76 (SD: 190.96), and spindles occurring

during sham stimulations was 349.82 (SD: 177.67). In accordance with previous observations,

the mean percent coupling across all detections was 6.50% (SD: 3.74).

To confirm that CLAS generates a subsequent SO, as has been observed in previous work

(e.g., (Ngo et al., 2013b; Harrington & Cairney, 2021; Choi et al., 2020)), we first filtered the

signal in the slow wave activity (SWA) range (0.5 to 1.5 Hz) and compared the amplitude

of the generated slow oscillation between all Stimulation and Sham trials. A paired sample

t-test was conducted to assess the differences in mean amplitude in the SO range between 0.5

and 1.5 second post stimulation (Ngo et al., 2013b) in both Stimulation and Sham conditions.

It revealed a significant difference in amplitude between the Stim and Sham conditions (t(16)

= 5.69, p < .001, Cohen’s d = 1.38). These results replicate previous findings (Ngo et al.,

2013b) showing that the mean amplitude in the stimulation condition was significantly higher

than in the sham condition (see Figure 4.10A).

Next, we split epochs according to the presence or absence of spindles (Coupled SO

and Uncoupled SO) to assess the impact of the presence of a sleep spindle at the time of

stimulation. A paired sample t-test revealed a significant difference in amplitude between

the Coupled Stim and Coupled Sham conditions (t(16) = 4.30, p < .001, Cohen’s d = 1.04).

This result suggests that the presence of a sleep spindle nested in the SO up-state does not

prevent the physiological effect induced by auditory stimulation.

To confirm that CLAS also increases fast spindle activity as has been observed (Ngo

et al., 2013b), we first filtered the signal in the fast sigma range (12-15 Hz; Ngo et al. 2013b)

and compared the route mean square within that band during the generated SO (0.75 to

1.25 s post SO upstate detection), between Stimulation and Sham across all trials. Spindle
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4.5 Discussion

Our results suggest that neither the co-occurrence of sleep spindles nor their refractory

periods decrease time-resolved indices of auditory processing in healthy adults. In the first

experiment we showed that the amplitude of the frequency-following response extracted

from the right auditory cortex was conserved across conditions. These data indicate that

the lemniscal pathway that carries fine sound information from the auditory periphery to

primary auditory cortex (via the auditory nerve, cochlear nucleus and inferior colliculus in

the brainstem, and medial geniculate body in the thalamus), operates independently from

spindle dynamics (Figure 4.8).

In the second experiment, we measured the more commonly-recorded long-latency evoked

responses, P100 and P200. P100 in humans is thought to be generated in non-primary regions

of the superior temporal gyrus that are innervated by extra-lemniscal auditory input from

non-specific thalamic nuclei (e.g., medial pulvinar, nucleus limitans and suprageniculate

nuclei), wheres P200 is generated by downstream processing steps over an extended area of

the auditory cortex (Stroganova et al., 2013; Yvert et al., 2005; Kaas et al., 1999; Eggermont

& Ponton, 2002). As with the FFR, neither the P100 nor P200 evoked components were

noticeably diminished by the presence or recent history of a spindle (Figure 4.9). This result

indicates that a second branch of the auditory processing pathway, which is dependent upon

different thalamic regions than the FFR, is also not strongly affected by spindle activity.

In the third experiment, we investigated how physiological responses to closed-loop

auditory stimulation of cortical slow oscillations are affected by the presence of spindles.

The process of generating slow oscillations and sleep spindles is thought to be mediated via

the ascending reticular activating system sending inputs to ventral frontal regions that are

strong generators of slow waves in sleep Bellesi et al. (2014); Jourde et al. (2022). Under the

hypothesis that sleep spindles serve in part to suppress sound and preserve the sleep state,

their presence would be expected to reduce or eliminate the previously demonstrated effect of

the auditory stimulation on slow wave activity and fast spindle activity. However, instead we

find that stimulation during spindles generates additional slow oscillation and spindle-band

activity, as has been noted in previous work that did not distinguish between slow oscillations

that were coupled with spindles and those that were not (e.g., (Ngo et al., 2013b)). This

result suggests that a third means through which sound can influence cortical activity is also

functional during spindles and their refractory periods (Figure 4.10).

The idea that sleep spindles play a protective role in sleep comes from several lines of

research (summarized in (Fernandez & Lüthi, 2020)). In undisturbed NREM sleep, the density

of spindles correlates with the duration of NREM2 sleep (Purcell et al., 2017), and people who
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generally have more spindles exhibit higher tolerance for sleeping in noisy conditions (Dang-Vu

et al., 2010). In rodents, optogenetic manipulations that increase spindle activity increase

the duration and stability of NREM2 sleep (Kim et al., 2012; Ni et al., 2016). A relationship

between sleep spindles and sleep continuity is also observed in aging human populations,

in whom sleep spindle amplitude and density are reduced (Crowley et al., 2002; Clawson

et al., 2016). Sleep spindle density is correlated with sleep efficiency and stability across

the lifespan (Li et al., 2022; Mander et al., 2014; Pace-Schott & Spencer, 2014). Studies

experimentally investigating arousability in humans and rodents also implicate sleep spindles

in protecting the sleep state. Enhancing sleep spindles causally, either pharmacologically

(using benzodiazepines) in humans (Johnson et al., 1976), or through genetic manipulations

in animal models (Wimmer et al., 2012), elevates arousal thresholds. Another line of work

looks at how the brain’s responses to sensory input changes over brain states. For example,

Mai et al. noted that frequency-following response amplitude was lower during recordings in

which more sleep spindles were present (Mai et al., 2019). As regards longer-latency auditory

evoked responses, results are unclear. Elton et al. observed some difference in gross ERP

morphology of responses to sounds occurring close to spindles vs. when they were absent,

when sounds were presented to 6 participants (at 65 dB sound pressure level). P100 and

P200 appeared to have higher amplitude during spindles (Elton et al., 1997). Cote et al.

investigated P200 amplitude in response to different sound levels across sound levels of 60,

80, and 100 dB in eight participants. They did not observe differences between responses to

sounds that were concurrent with spindles vs. those which were not (although they did find

a difference at high sound intensities with a third condition, in which spindles occurred after

sound presentation - possibly related to the CLAS effect) (Cote et al., 2000).

One reason for lack of clarity on the relationship between spindles and sensory information

might be a matter of definition. Many studies invoking the thalamic gating hypothesis

(according to which the thalamus filters sensory input during sleep spindles) do not differentiate

between the potential roles of spindles in preventing sensory information from reaching cortex;

or alternatively, in producing a subsequent, reactive response that could stabilize the sleep

state itself (preventing an arousal from a subsequent sensory event). The terms ‘protective’

and ‘reactive’ were used to distinguish these ideas in a recent review (Fernandez & Lüthi,

2020); however, they may still be ambiguous. For example, ‘protective’ might refer to

shielding endogenous sleep-related cognitive processes (like memory consolidation) from

external interference. Or, ‘protective’ could mean maintaining the sleep state itself, which

could include generating slow oscillations and spindles in the seconds following a response

(which would also fit under the ‘reactive’ term) - or even just not causing an arousal, as

in studies that evaluate propensity to waking following sensory input. In the latter case, a
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mechanism is still lacking, returning us to the question of whether sleep spindles modulate

the strength of sensory input to higher-level processes.

Importantly, auditory transmission is fast; information travels from ear to cortex in less

than 15 ms (Parkkonen et al., 2009). If the spindle were to gate sensory information to cortex

as a protective mechanism, the spindle must already have started when sound information

arrives at the thalamus for a blocking mechanism to make sense. For this reason, study

designs that specifically separate brain responses according to their co-occurence with spindles

are critical to clarify the question of whether spindles play a protective role by impeding

sound transmission.

To date, few studies have directly assessed responses to sound presented during a spindle.

In addition to the two ERP studies presented above (Elton et al., 1997; Cote et al., 2000),

a notable exception is a pair of studies which used simultaneous EEG to mark the timing

of sleep spindle and functional magnetic resonance imagining (fMRI) to investigate brain

responses to tones during wakefulness and NREM sleep Dang-Vu et al. (2011); Schabus et al.

(2012). The authors showed that whereas elicited responses were observed in the thalamus

and the transverse gyrus during wakefulness as well as during NREM, responses were smaller

and more variable when sounds were presented during a sleep spindle, suggesting that sound

information is less prone to be faithfully transmitted to the cortex. They concluded that

changes in sensory processing at the thalamic level during spindles allows for functional

isolation of brain circuits from incoming stimuli, to promote and protect cellular interactions

underpinning brain plasticity. However, other researchers have suggested that the higher

response variability observed in these studies may also reflect a low number of trials recorded

during sleep spindles (Sela et al., 2016).

A potential issue for the idea that spindles impede sensory transmission is that quite a lot

of cortical sensory processing seems to take place during sleep, including spindle-rich sleep

stages (NREM2 and NREM3; reviewed in (Andrillon & Kouider, 2020)). In mice, presenting

meaningful sounds (especially those previously associated with aversive tasks), can lead to

disruptions in sleep-associated brain oscillations without necessarily causing full behavioural

arousal (van Kronenberg et al., 2022). In-line with these findings and the observation that

voice familiarity is processed in NREM (and also REM) sleep stages, Blume et al. proposed

that the auditory system acts as a ‘sentinel system’ by continuing to evaluate environmental

stimuli and initiate awakenings when necessary to respond to potential threats (Blume et al.,

2018). While some of these processes, particularly those involving fear conditioning, may

be mediated by subcortical structures (e.g., thalamo-amydala circuitry (Goosens & Maren,

2001)), evidence for higher-order (cortical) information processing in humans has also been

reported during spindle-rich NREM sleep. For example, sleepers are able to selectively amplify
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informative vs. meaningless competing speech streams in NREM (and REM) sleep (Legendre

et al., 2019; Koroma et al., 2020). It is hard to reconcile a role for intermittent spindle activity

in generally suppressing sensory transmission to cortex with a role for the auditory system to

monitor the environment, particularly if higher-level cognitive processing such as recognizing

and separating sound sources is needed.

To our knowledge, only one group has conducted time-resolved spindle analyses investi-

gating auditory processing with direct recordings from the auditory cortex. In 2016, Sela

et al. measured local field potentials and multi-unit activity responses to auditory stimuli

in rat primary auditory cortex. They reported that when sleep spindles (measured locally)

co-occurred with the stimulus, neural responses were nearly identical in terms of local field

potential morphology (latency and amplitude) and multiunit activity firing rate to those

observed across NREM sleep ( <6% difference). Even when narrowing their analysis to

a subset of the highest amplitude sleep spindles so as to maximize the sensitivity of the

analysis to amplitude modulations, they did not observe weakening of the responses, nor

was there a correlation between strength of auditory response and sigma power Sela et al.

(2016). These results make a strong case against spindles impairing auditory thalamocortical

transmission, although the authors acknowledge the restriction of the conclusions to auditory

activity in primary auditory cortex (likely through the lemniscal pathway), leaving open

the possibility that sleep spindles impair auditory processing downstream in other auditory

(or nonauditory) regions Sela et al. (2016). The view that spindles play an active role in

blocking sound continues to be prevalent, particularly in human literature Mai et al. (2019);

Fernandez & Lüthi (2020); Nicolas et al. (2022); Weiner et al. (2023). In the present work,

we investigated this question in humans using MEG and EEG to assess auditory processing

in the presence of sleep spindles through the main leminiscal pathway (see Figure 4.8) as well

as other non-lemniscal auditory pathways (see Figures 4.9 and 4.10).

Our results using time-resolved and whole-brain techniques suggest that the presence of

sleep spindles doesn’t significantly impede auditory information from reaching the cortex

through neither lemniscal nor two non-leminiscal auditory pathways. Previous work has

shown that evoked responses to sound do however change considerably across NREM and

REM sleep stages (Jourde et al., 2022; Colrain & Campbell, 2007). One explanation that

might reconcile the discrepancy between our observations from EEG/MEG showing that

evoked responses are preserved and those from earlier work showing that hemodynamic

responses are reduced during spindles (Dang-Vu et al., 2011; Schabus et al., 2012) could

be that it is not the thalamic relay itself that impedes sound transmission but rather the

state of the cortex upon arrival of sensory information that determines its cognitive fate

(the cortical gating hypothesis (Esser et al., 2009; Andrillon & Kouider, 2020)). Overall
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differences in levels of neurotransmitters within the system, which do vary considerably across

sleep state and affect neural firing patterns (Datta, 2010), could perhaps affect the ability

of auditory information to propagate within the cortex due to changes in tissue properties

and/or functional connectivity between brain areas during sleep (Massimini et al., 2005).

Recent work highlighted that sleep spindles are organized temporally according to an

infraslow rhythm of around 0.02 Hz. This would correspond to sleep spindles being clustered

within spindle-rich and relative spindle-free periods of 50 seconds alternating throughout the

night. Interestingly, this pattern aligns with the alternating organization of NREM sleep

into fragility and continuity periods, distinguished by acoustic arousability (Lecci et al.,

2017) and also observed in autonomic physiological fluctuations such as heart-rate rhythm

in humans (Lecci et al., 2017) but also pupil diameter (Yüzgeç et al., 2018) and brain

temperature in rodents (Csernai et al., 2019). This prevalent 0.02 Hz rhythm then might

reflect a widespread brain-body rhythm impacting behavioural arousal, brain activity, and

cortical cellular dynamics. In that case, the decrease in auditory cortex activity observed in

previous neuroimaging studies might come from a decrease in general functional connectivity

during deeper sleep and perhaps specific windows of time during which spindles happen to be

more common, rather than due to thalamic gating during the spindle itself. We propose that

spindles are one of many consequences of this sleep protective mechanism rather than its cause.

Further work might consider assessing auditory processing comparing epochs not based on

the presence or absence of a spindle but rather on their timing relative to other physiological

processes (e.g., infraslow rhythm, phase of slow oscillation, evolution of spindle envelope),

and using complementary study designs which quantify sleep fragmentation as a function of

sensory stimulation (e.g., with longer inter-stimulus intervals and varied stimulus intensity),

using sensitive measures of arousal (Stepanski, 2002). Furthermore, the physiological and

behavioural impact of targeting spindles with different properties (i.e., fast vs. slow; Mölle

et al. 2011) and from different brain regions (Vantomme et al., 2019) remains to be explored.

4.6 Conclusion

Altogether, our data suggest that auditory information reaches the cortex through multiple

pathways even during the presence of a sleep spindle (and its refractory period). These

data therefore do not support a direct role of sleep spindles in protecting the sleep state

by impeding its interruption by auditory input. This view is coherent with Sela et al.’s

observation that cellular-level responses to sound in auditory cortex in rats are unchanged by

sleep spindles Sela et al. (2016), and with the idea that the roles of sleep spindles lie in other

directions, for example in active memory consolidation as has been suggested in previous
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work (reviewed in (Fernandez & Lüthi, 2020)). More research is needed to clarify whether

these results might extend to other sensory modalities (e.g., vision, touch), which seems likely

considering that non-arousing somatosensory and visual stimuli generally evoke similar brain

responses to auditory stimuli in sleep (Sato et al., 2007; Riedner et al., 2011), and to evaluate

the hypothesis that electrochemical changes in cortical tissue are responsible for observed

differences in evoked responses across sleep stages. It also raises questions that can only be

answered using more granular levels of investigation, i.e., concerning how distinct firing modes

in thalamus during spindles can in fact still allow for transmission of sensory information.

Finally, our results show that sounds presented during concurrent slow oscillations and sleep

spindles generate additional slow oscillations and spindle activity, as has been shown when

slow oscillation up-states are stimulated randomly with respect to spindle presence (Ngo et al.,

2013b). As closed-loop auditory stimulation has generated a lot of interest for its potential to

causally investigate the roles of neural oscillations and restore them in disease states (Van den

Bulcke et al., 2023; Grimaldi et al., 2020; Romanella et al., 2020; Harrington & Cairney, 2021;

Choi et al., 2020), this result encourages further exploration into how and when sound can

be used to modulate and improve sleep-dependent brain processes (Valenchon et al., 2022).
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Chapter 5

Neurophysiological effects of targeting

sleep spindles with closed-loop

auditory stimulation

5.1 Abstract

Sleep spindles are neural events unique to non-rapid eye movement sleep that play key roles

in memory reactivation and consolidation. However, much of the evidence for their function

remains correlational rather than causal. Closed-loop brain stimulation uses real-time

monitoring of neural events (often via electroencephalography; EEG) to deliver precise

auditory, magnetic, or electrical stimulation for research or therapeutic purposes. Automated

online algorithms to detect and stimulate sleep spindles have recently been validated, but

the time and frequency-resolved physiological responses generated by them have not yet

been documented. Building on the recent findings that sleep spindles do not block the

transmission of sound to cortex, the present work investigates the neurophysiological responses

to closed-loop auditory stimulation of sleep spindles. EEG data were collected from 10 healthy

human adults (6 nights each), whilst sleep spindles were detected and in half the nights,

targeted with auditory stimulation. Spindles were successfully stimulated before their offset

in 97.6% of detections, and did not disturb sleep. Comparing stimulation with sham, we

observed that stimulation resulted in increased sigma activity (11 to 16 Hz) at about 1 s post

stimulation, but that stimulation occurring at the beginning of the spindle also resulted in

early termination of the spindle. Finally, we observed that stimulating an evoked spindle

did not elicit additional sigma activity. Our results validate the use of closed-loop auditory

stimulation targeting sleep spindles, and document its neural effects, as a basis for future
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causal investigations concerning spindles’ roles in memory consolidation. This paper is part

of the Festschrift in honor of Dr. Robert Stickgold Collection.

5.2 Introduction

Sleep spindles are transient (0.5 to 2.5 s) neural events with frequencies of 11 - 16 Hz, which

are specific to non-rapid eye movement sleep. They are believed to be instrumental for

sleep-dependent memory reactivation and consolidation (see Fernandez & Lüthi 2020 for

a recent review of spindle function, and Rasch & Born 2013; Brodt et al. 2023 for current

thinking about sleep’s role in learning and memory). There has been much pioneering work

describing sub-types of sleep spindles Cox et al. (2017), how spindles differ between individuals

Purcell et al. (2017), and how they are related to memory deficits in clinical populations (for

example in schizophrenia Wamsley et al. 2012; Manoach et al. 2016; Manoach & Stickgold

2019). However, the majority of evidence concerning their roles is either from invasive

investigations using non-human animals (Latchoumane et al., 2017), or from correlational

studies in humans (Tamminen et al., 2010; Payne et al., 2008).

Non-invasive brain stimulation techniques offer the possibility of precisely interacting

directly with neural brain processes so as to educe evidence for their roles in complex, real-world

learning which is relevant to human cognition (Kumar, 2021; Occhionero et al., 2020; Antony

et al., 2012). Closed-loop brain stimulation is a technique in which neural events of interest

for research or therapeutic purposes are measured (frequently using electroencephalography;

EEG) and quickly identified in real-time, such that auditory, magnetic or electrical stimulation

can be used to interact with brain processes in a temporally-precise fashion. This technique

has been used successfully to enhance slow oscillations (SOs: 0.5 - 1.5 Hz), which, like spindles,

are involved in memory consolidation (Staresina et al., 2015). By stimulating SO up-states,

when cortical neurons are partly depolarized and more excitable, Ngo et al. enhanced the

amplitude of SOs and reported an overnight improvement in memory performance (Ngo et al.,

2013b). These results have now been replicated and extended (see Harrington & Cairney

2021; Fehér et al. 2021; Choi et al. 2020; Salfi et al. 2020 for reviews), demonstrating the

effectiveness of precisely-timed non-invasive auditory stimulation in modulating neural events –

and the techniques’ scientific value for investigating the neural substrates of memory processes.

In previous work, Jourde et al. (2024), investigated the neural mechanism by which sound

influences slow oscillations and found it likely to be related to a domain-general activation

of the ascending reticular activating system, in accordance with prior hypotheses (Bellesi

et al., 2014). It has also been confirmed that sleep spindles do not significantly attenuate

brain responses to acoustic information (Jourde & Coffey, 2024; Sela et al., 2016), which
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would have precluded using auditory stimulation as a means of interacting with endogenous

processes associated with sleep spindles.

Sleep spindles can be induced by brain stimulation in an open-loop fashion, either as

part of an evoked response to an impulse (e.g., as seen in Ngo et al. 2013a), or in the

form of entrainment to frequency-modulated stimulation. Lustenberger et al. (2016) applied

transcranial alternating current stimulation (tACS) within the spindle frequency range (12 Hz)

and observed enhanced cortical synchronization. The degree of stimulation-induced change in

fast spindle activity was correlated with enhancement of motor (but not declarative) memory

consolidation. Using a similar approach but in the auditory modality, Antony & Paller (2017)

explored the induction of spindles using auditory steady-state stimulation. Their design

involved presenting white noise modulated at 12 Hz, 15 Hz, or 50 Hz, intermittently during

NREM2 or NREM3; the intervention did increase spindle activity. In a follow-up study,

the same team investigated how the timing of stimulation affected memory performance

in a spatial location task. They concluded that stimulation delivered well after a spindle

(i.e., 2.5 sec after a spindle offset) resulted in better performance compared to stimulation

sent immediately after the spindle (i.e., within 0.25 s of spindle offset; Antony et al. 2018),

suggesting a post-spindle refractory period.

A series of nap experiments by Choi et al. (Choi et al., 2018, 2019; Choi & Jun, 2022)

regroups initial attempts at the challenging task of detecting spindles in real-time and

stimulating them, with short bursts of pink noise (i.e., closed-loop auditory stimulation;

CLAS). Due to detection latency of the equipment, however, the majority of auditory

stimulations occurred after the spindles had already ended, with only 20 - 23% of stimulations

hitting the desired target sleep event. They showed that stimulating towards the end or after

a spindle enhances both slow wave and sleep spindle activity (Choi & Jun, 2022), as occurs

generally with stimulation during NREM sleep stages 2 and 3 (Bastien et al., 2002; Colrain,

2005; Jourde & Coffey, 2024). Their results also suggested that stimulation at the end of the

spindle rather than presented in a randomized fashion might reduce sleep fragmentation in

a nap setting, and potentially increase procedural memory consolidation. Because spindles

have proven difficult to target, and because fine-grained analysis requires many stimulations

and thus multiple nights of recordings, there remain few studies and many open questions on

the neurophysiological effects of the timing of stimulation on evoked neural oscillations (and

their cognitive and behavioural consequences). Furthermore, it is unknown whether spindles

evoked by sound can in turn be stimulated to generate additional, trained spindles.

Automated online algorithms to detect and stimulate sleep spindles in real-time have

recently been validated (Hassan et al., 2022; Valenchon et al., 2022). In our previous work, we

introduced the Portiloop, a deep learning-based, portable and low-cost closed-loop stimulation
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system able to target specific brain oscillations, and validate its ability to detect spindles

in a large database of sleep recordings in a simulated online context (Valenchon et al.,

2022). However, work to date was conducted offline to document detection performance; the

physiological response to single-pulse auditory stimulation successfully delivered selectively

during spindles has not yet been documented. Confirming that sleep spindles can effectively

be targeted under experimental conditions and measuring the neurophysiological effects of

auditory stimulation is a necessary precursor to applying these techniques to questions about

the roles of spindles in learning and memory.

In the present work, we collected EEG data from 10 healthy human adults (6 nights

each), whilst sleep spindles were detected, and in half the nights, targeted with auditory

stimulation. We document the neurophysiological effect of closed-loop auditory stimulation

across frequencies in the seconds following stimulation, and further evaluate when and

how stimulation timing affects spindle and slow oscillation activity, which have been tied

to processes of memory consolidation in literature. Our results validate the method of

closed-loop auditory stimulation targeting sleep spindles, and document the neural effects as

a basis for future causal investigations concerning spindles’ roles in memory consolidation.

5.3 Methods

5.3.1 Participants

Ten neurologically-healthy adults were recruited from the local environment (6 female,

M= 28.9 years, SD = 7.4, range = 23-45). Participants were screened via self-report for

neurological, hearing, sleep problems, and sleep or wakefulness altering drug usage (which

can affect spindle density; Plante et al. 2015). Participation was on a voluntary basis. This

research received approval from Concordia University’s Research Ethics Board.

5.3.2 Study design

Participants were first screened for neurological conditions and briefed about the nature of

their involvement. Following recruitment, participants received a kit containing the required

equipment (i.e., Portiloop, electrode bundle, battery, skin cleaning supplies, electrode paste,

tape, earphones, etc.), and detailed instructions as regards equipment operation, electrode

placement, sound testing, and factors affecting signal quality. Each participant met with an

experimenter to be trained on the handling of the material and data collection was closely

monitored by the experimenter in the morning after each recording, ensuring proper electrodes
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placement and optimal data quality for an at-home multi-night design. If the data quality

was suboptimal, the experimenter contacted the participant to remind them of the procedure.

Participants were asked to select 6 nights during which they expected to have a normal sleep

schedule. We elected to collect multiple nights of sleep data on a small group of subjects

to buffer against data loss due to electrode detachment or improper placement in the home

environment, and to obtain a large number of epochs per subject. Subjects were asked to

alternate between stimulation and sham nights (i.e., during which sleep spindles were detected

and marked, but no sound was delivered).

5.3.3 Closed-loop auditory stimulation

Closed-loop auditory stimulation was accomplished using the Portiloop v2, a portable EEG

system that is capable of stimulating sleep spindles with sound within about 300 ms of

spindle onset as detected using offline algorithms (Valenchon et al., 2022). In brief, the

detection algorithm running on the Portiloop is a model based on a Convolutional Neural

Networks (CNN) followed by a Recurrent Neural Networks (RNN), trained on a gold-standard

annotated dataset (Massive online data annotation; Lacourse et al. 2020) to provide a real

time confidence score of the presence or absence of a sleep spindle. Based on performance

evaluation and validation work described in Valenchon et al. (2022), we set a confidence

threshold of 0.75 for the current experiment. Portiloop is in active development, with recent

additions including online sleep scoring subject-specific adaptation (Sobral et al., 2025); the

current work uses the architecture described in Valenchon et al. (2022). Portiloop plans are

available to the community as an open science initiative to encourage further development

and advance closed-loop neuroscience research1.

The electrode montage consisted of four midline positions (Fpz, Fz, Cz, Pz), with a

unilateral (left) reference placed on the left mastoid and a ground electrode placed on the left

earlobe. A ‘right-leg-drive’ circuit (i.e., the built-in bias drive amplifier’ in the Portiloop’s

EEG amplifier; Texas Instruments ADS1299) is used to ensure good common-mode rejection

ratio (CMRR) performance, removing sources of environmental noise that are common

across electrode sites (Yang, 2021). In brief, the signal from the electrodes that are not

used for detection (i.e., Fpz, Fz and Pz) are averaged and reinjected at the left earlobe

ground electrode. This configuration greatly reduces signal contamination from environmental

sources such as 60 Hz power line noise and enhances signals that are relatively focal to Cz,

notably fast spindles, allowing for their detection even in electrically unshielded environments.

The midline configuration of the electrodes as selected in the current study also has the

1https://github.com/Portiloop
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effect of slightly modulating the appearance of the evoked responses recorded using the same

configuration as compared to that observed in a standard Cz-mastoid channel; specifically,

neural patterns with a focal topography close to Cz (such as first components of the auditory

evoked response) have higher relative amplitude to neural patterns with a more distributed

topography such as evoked slow oscillations (note that amplitudes from different montages

across studies are not directly comparable). The Cz electrode was used for spindle detection.

Electrodes were secured with tape or gauze, according to hair coverage. Data were recorded

locally on the Portiloop device at a sampling rate of 250 Hz and were transferred to the

experimenter upon equipment return.

Sound stimulation consisted of 15 ms pink noise bursts (with 5 ms cosine ramps to avoid

earphone clicks; normalized to -1 to +1 µV and sampled at 48,000 Hz), presented binaurally

at 55 dB SPL, a sound level that generates robust evoked neural responses yet does not

awaken participants (Jourde et al., 2024).

The minimum interval between stimulations was set to 400 ms (selected based on pilot

testing, to minimize the likelihood of a single spindle being detected and stimulated twice).

Broadband (pink) noise was selected for similarity to the majority of CLAS work published to

date, and because it generates a robust response that is likely invariant to minor differences

in hearing sensitivity between subjects due to broad recruitment across the basilar membrane,

noting that the underlying mechanism by which CLAS influences endogenous oscillations

does not seem to depend on the type of noise used (Debellemanière et al., 2022; Bellesi et al.,

2014; Jourde et al., 2024). Sound was delivered through commercially-available earbuds (Hiro:

wired, Wicked Audio) which were secured in the ear using medical tape. This design choice

was made to support our wider goals of making closed-loop research tools widely available

and cost-effective (Valenchon et al., 2022). All participants used the same earphones, with

the same configuration.

5.3.4 EEG processing and analysis

We analyzed data from three our of the four electrodes (Fpz, Fz and Cz) due to the high

heterogeneity in data quality on the fourth electrode (Pz), which is located towards the

back of the scalp and frequently becomes detached. All data were analyzed in Python using

custom scripts based on freely accessible packages. NumPy was used for array manipulation,

SciPy’s signal module (scipy.signal) for filtering operations (including notch, bandpass,

and band-specific filtering with butter and filtfilt), and Matplotlib for visualizing both

the frequency response of the filters as well as the average brain responses. A 4th order

Butterworth band-pass filter (0.5 to 30 Hz) was applied to look at event-related potentials
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and to compute the event-related spectral perturbations. Epochs were extracted (-15 s to

15 s following spindle detection), baseline-corrected over the mean amplitude of the signal

prior to the detection (from -1.5 s to -1 s). This window was defined to avoid capturing the

potential change in amplitude generated by slow oscillations occasionally coupled with the

detected sleep spindle (Clemens et al., 2007).

To control for data quality, a custom artifact rejection script was applied to each recording,

which automatically removed poor sections of data by detecting both the absolute amplitude

of the signal (for electrode-off detection) and sudden changes in amplitude (such as those

caused by movements). Epochs with amplitudes exceeding +/- 200 µV were excluded. Due

to the design choice of setting the minimum stimulation delay to 400 ms, note that it is

not possible to definitively differentiate between detected sleep spindles that are endogenous

and those that are evoked by stimulation. To ensure that each epoch contained only a

single stimulation event, so as to characterize brain responses uninterrupted by additional

stimulation, only stimulations spaced at least 2.5 seconds apart were included in the main

analysis.

Event-related spectral perturbation plots were computed using the Python package scipy,

with segments of 100 datapoints (approximately 0.4 seconds) and a 50 % overlap. Statistical

comparisons were computed across subjects for each time-frequency bin and corrected for

False Discovery Rate using a Benjamini-Hochberg correction (alpha = 0.05). Concerning the

analysis of the impact of stimulation in the slow-wave band, analysis was similar except the

use of a different 4th order Butterworth band-pass filter (0.1 to 4 Hz), which was applied to

the raw data. Similarly, analysis of the spindle band activity followed a similar procedure

with a third filter (same parameters with a 11-16 Hz frequency band). For each analysis, the

filters were applied before defining epochs to avoid border effects. Because phases of both

the detected and evoked sleep spindles can vary, we used the envelope of the signal as our

metric to estimate instantaneous spindle power.

To quantify the distribution of stimulation delays achieved by the online detection

algorithm, we implemented an offline detection method based on sigma power deviation,

as defined in the work by Choi & Jun (2022) (see Supplementary Figure S1 for a detailed

characterization of our online sleep spindle detection).

To investigate the long-term effects of stimulation and ensure the maintenance of sleep

continuity, we calculated the cumulative sigma power for both STIM and SHAM conditions

by summing the amplitude of the envelope signal during the 15 seconds following stimulation.

For this and subsequent analyses, we focused on Cz, which showed clear evoked responses

in both frequency ranges of interest. Temporal statistical comparison was computed using

subjects averages and corrected similarly using the Benjamini-Hochberg procedure (both
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uncorrected and corrected p-values are represented below the timeseries figures).

We also investigated the interaction between stimulation timing and electrophysiological

outcomes by sorting epochs based on the relative position of the stimulation to the peak of

sigma activity for each detected spindle (as measured by the peak of the envelope signal). If

stimulation occurred more than 50 ms prior to the peak, it was sorted into the first category

(referred to as ‘before the peak’). If it occurred 50 ms after the peak, it was sorted into the

second category: ‘after the peak’. In addition to analyzing the effects of spindle timing on

evoked sigma power as in the main analysis, we explored differences between the conditions in

cumulative sigma power over the subsequent 15 s, as a means of observing overall differences

in the amount of evoked sigma activity.

To explore the effect of stimulating the evoked sleep spindles, we isolated epochs in which

two detections occurred consecutively (within -1.5 to -0.5 seconds; see Supplementary Table

1 for the number of epochs included per subject). The second of the two spindles is likely

to have been evoked, a) on the basis of our average results Figure 2D; and b) because the

rhythms of endogenously-produced spindles follow a longer (∼0.02 Hz) cycle (Lecci et al.,

2017). The strength of evoked sigma activity following the second stimulation was evaluated

by statistically comparing the mean sigma envelope amplitude 1.5 to 2.5 after the onset of

the first spindle.

Finally, to investigate the potential disruptive (or stabilizing; Choi & Jun 2022) effects of

CLAS to sleep spindles, we statistically compared the number of overall detections in the

STIM and SHAM conditions, and computed cumulative sigma power over the 15 s epochs,

which as they are overlapping collectively cover the duration of NREM2 and 3 sleep (noting

that a validated sleep scoring procedure for Portiloop’s unique montage has not yet been

validated).

5.4 Results

5.4.1 Spindle detection

We first confirmed the effectiveness of spindle detection. As anticipated, improper electrode

placement or loss in the in-home recordings resulted in poor signal quality for some time

intervals. However, a large amount of data was usable; on average, 2.6 (SD: 0.5) stimulation

and 2.2 (SD: 0.6) sham nights per subject were retained in the analysis (i.e., 20% data

loss). Across all nights, the mean number of epochs included in the main analyses in the

STIM condition which met the criteria for inclusion in the main analysis (i.e., no additional

stimulation in the subsequent 2.5 s) was 958.2 (SD: 621.6), and in the SHAM condition it
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was 891.9 (SD: 467.2; please see Supplementary Table 1 for per-subject values). A Wilcoxon

Signed Rank Test confirmed that the number of spindles detected during sham and stimulation

nights did not differ systematically (W = 31, z = 0.36, p = .770). The effect size (r = 0.127)

was measured using Rank-Biserial Correlation.

Figure 5.1: Successful real-time detection of sleep spindles. A) Mean time-frequency plot shows a clear
burst of sigma activity at the time of detection. B) Comparison of the envelope of the sigma activity (11 - 16
Hz) 1 second prior to the detection (Baseline) and at the time of the detection suggests the presence of a
spindle. ‘***’ indicates significance at p<0.001, FDR-corrected.

As observed in Figure 1, the in-home Portiloop approach was successful in detecting

spindles, and in stimulating them before they ended, with 97.6% of stimulations arriving

before the end of the spindle as determined using an offline detector (see Supplementary

Figure S1D). Spindle power at time of detection and at baseline level (Baseline STIM:

Mean: 0.21, SD: 0.14; Baseline SHAM: Mean: 0.23, SD: 0.16; Detection STIM: Mean: 11.76,

SD: 3.20; Detection SHAM: Mean: 12.75, SD: 2.89) did not differ significantly between

stimulation and sham conditions (Baseline STIM vs SHAM: t(18) = -0.30, p = 0.77, Cohen’s

d = -0.13; Detection STIM vs SHAM: t(18) = -0.69, p = 0.75, Cohen’s d = -0.31) but

is significantly higher than one second prior to detection (Baseline vs Detection: t(38) =

-16.97, p < 0.001, Cohen’s d = -5.36). The mean spindle duration as computed by the offline

algorithm (see Methods) was 958.7 ms with the bulk of stimulations falling between about

300 to 500 ms, in accordance with expectations from offline estimates (Valenchon et al., 2022).

Supplementary Figure S1B illustrates the distribution of delays between (offline-detected)

spindle onset and stimulation. These results confirm that the Portiloop device successfully

detected spindles, and did so similarly for the stimulation and sham conditions, such that

differences in post-detection neurophysiology may be meaningfully be compared.
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Figure 5.2: Effects of closed-loop auditory simulations of sleep spindles (detected at Cz). A) Position of the
three electrode sites. B) Event-related spectral perturbation following closed-loop auditory stimulation of
sleep spindles as compared to sham. Black contours highlight the significant differences between conditions
(for visualization purposes only significant clusters bigger than a single time-frequency bin are represented).
The overlaid line represents the broadband (0.5 - 30 Hz) mean evoked response potential (shaded area:
standard error of the mean). C) Slow wave-filtered evoked responses. D) Spindle-band activity. In C and D,
solid lines indicate group mean and shaded lines represent standard error of the mean. Statistical differences
(STIM vs. SHAM) are represented in the bottom panels. Grey areas represent uncorrected p-values and
black areas represent corrected p-values.
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5.4.2 Effects of stimulation vs. sham

To document the effects of auditory stimulation to sleep spindles without bias as to frequency

band or time window, we used an event-related spectral perturbation approach to assess

the strength of changes in oscillatory activity locked to the stimulation, between stimulation

and sham conditions for each of the three electrodes of interest (averaged broadband evoked

response potentials for the stimulation condition are overlaid, see Figure 2B). Statistical

analyses confirm an increase in high theta immediately following stimulation (from around

100 ms to 500 ms) and an increase in spindle power about one second post stimulation. This

pattern was most prominent at the Fz and Cz electrode sites, and did not reach significance

at the most frontal site (Fpz). Effect sizes are reported in Supplementary Figure S4.

Next, we evaluated the effects of stimulation specifically on slow wave activity (0.1 - 4 Hz).

A clear evoked auditory response and subsequent slow oscillation is observed when sound is

delivered during spindles, with statistically-significant differences from sham for the majority

of the duration between stimulation and 2 s at Fz and Cz (Figure 2C). The most frontal site

(Fpz) also showed a significant evoked response, though with fewer clear differences from the

sham condition.

In the spindle range (11 - 16 Hz), we observe a significant decrease in power towards the

end of the detected spindle (around 500 ms), possibly indicating early termination (Sela et al.,

2016), followed by a strong increase in activity between 750 ms and 1.75 s post stimulation

(see Figure 2D). As in the previous analysis, the pattern was more pronounced at the central

electrodes than the frontal electrode.

5.4.3 Effects of stimulating the beginning vs. the end of a sleep

spindle

To investigate the interaction between stimulation timing and evoked brain activity in the

sigma range, we compared the difference between STIM and SHAM trials for epochs in which

stimulation occurred before or after the spindle peak (as defined in Methods). As observed in

Figure 2D in which all epochs were considered, stimulation occurring before the peak of sigma

activity also resulted in an early termination of the current spindle (<0.5s post-stimulation)

and a subsequent increase in evoked activity around 1 s after stimulation. In contrast, when

stimulation occurred after the peak of the sigma activity, there was no early termination of

the current spindle, but clear evoked activity was still generated ∼1 second post-stimulation

(see Figure 3). Interestingly, when investigating the long-lasting effects through cumulative

sigma analysis, we observe that while targeting stimulation before the peak did not modify

overall sigma power, stimulating the end of the sleep spindle enhanced sigma activity as
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observed in the 15 seconds post-stimulation. This difference was statistically significant at

uncorrected alpha values from 4 seconds onward, but did not survive the Benjamini-Hochberg

procedure.

Figure 5.3: Timing relative to the ongoing sigma activity impacts the neurophysiological response to
stimulation. A) Top: Comparison of the envelope of the sigma activity (11 - 16 Hz) for both STIM and SHAM
conditions when stimulation occurred before the peak of the detected spindle. Bottom: cumulative sigma
power in the 15 seconds following stimulation. B) Top: Comparison of the envelope of the sigma activity for
both STIM and SHAM conditions when stimulation occurred after the peak of the detected spindle. Bottom:
Cumulative sigma power in the 15 seconds following stimulation. Dashed vertical line represent timing of
auditory stimulation. Grey areas represent uncorrected p-values and black areas represent corrected p-values.

5.4.4 Effects of stimulating evoked sleep spindles

Due to the design of our experiment in which the minimum inter-stimulus interval was set to

400 ms, some evoked spindles occurring one second after stimulation were also detected and

subsequently stimulated. By filtering for these specific epochs, we can investigate the effect

of auditory stimulation on spindles that are most likely evoked (see Figure 4). Interestingly,

we observed an absence of evoked activity following the second stimulation. This result

was statistically confirmed by comparing the extracted values between STIM and SHAM
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conditions from 1.5 to 2.5 seconds post the original stimulation (t(9) = -0.593, p =0.58,

Cohen’s d = -0.19).

5.4.5 Effects of whole-night spindle stimulation on sleep microar-

chitecture

To investigate the potential disruptive or stabilizing consequences of whole-night spindle

stimulation, we computed average difference time-frequency plots extended to 10 s, and

found no evidence of increased high frequency activity that might indicate arousals as would

be expected if the sound stimulation disturbed sleep. Next, we statistically evaluated the

overall number of spindle detections between conditions. Across all nights, the mean number

of spindles detected in the STIM condition (comprising those before and after 2.5 s, to

allow for a total detection count including evoked responses) was 1050.8 (SD: 677.1), and in

the SHAM condition it was 939.0 (SD: 492.5) (see Supplementary Table 1 for details). A

Wilcoxon Signed Rank Test confirmed that the number of spindles detected during sham

and stimulation nights did not differ systematically (W = 34, z = 0.663, p = 0.557). The

effect size (r = 0.236) was measured using Rank-Biserial Correlation. Finally, we computed

the overall cumulative sigma power across a 15 s window following each stimulation onset

(see Supplementary Figure S3). Results showed no significant difference after correction for

multiple comparisons, and showed only a short window (400 - 800 ms) of decreased sigma

activity in the stimulation condition, corresponding to the spindle termination described

above (Figure 2D), at uncorrected statistical levels.

5.5 Discussion

The aim of this work was to document the neurophysiological effects of auditory spindle

stimulation on neural activity. We first confirmed that our method of stimulating spindles

successfully detected spindle-band activity (i.e., using the Portiloop; Valenchon et al. 2022 ;

Figure 1), and that it was able to stimulate spindles prior to their termination (with almost

all stimulations hitting spindles). Comparing stimulation with sham conditions, we found

that the earliest difference between stimulation and sham is an increase in lower frequency

activity (i.e., up to about 11 Hz), between 100 and 500 ms post detection (Figure 2B). While

some results suggests that this activity is associated with memory functions (Wüst et al.,

2021; Gonzalez et al., 2018), its function has not been been causally explored.

In the slow oscillation band, we observe a strong sleep-specific evoked response resembling

that reported in open-loop studies (Latreille et al., 2020; Riedner et al., 2011; Jourde et al.,
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Figure 5.4: Effect of trains of spindle stimulation showing that stimulating evoked spindles (i.e., two
stimulations in a row) does not appear to elicit additional sigma activity A) as observed in the envelope
amplitude timecourse, and B) confirmed statistically within a window 1.5-2.5 s (grey shading in A) following
the first sound onset. Dashed vertical lines represent timing of auditory stimulations. Grey areas represent
uncorrected p-values and black areas represent corrected p-values.

2024), closed-loop auditory stimulation studies that target SO up-states (Ngo et al., 2013b),

and in studies that stimulated the end or following the offset of spindles (Choi et al., 2019;

Choi & Jun, 2022). In brief, the auditory evoked response components observed in wakefulness

within about 300 ms following stimulus presentation are followed in the sleep state by a

pronounced negativity from about 300 - 600 ms (sometimes referred to as components N350

and N550), and then a positive component after 900 ms (P900). As spindles were present

during stimulation in this experiment, the results support prior observations that their

presence does not impede the CLAS effect (Jourde & Coffey, 2024).

Most importantly given our focus on manipulating sleep spindles experimentally, we

observed two clear changes in the spindle frequency band. First, stimulated spindle is

truncated around 500 ms post-stimulation. This observation is consistent with work showing

that stimulating the locus coeruleus, a brainstem nucleus that produces the neuromodulator

noradrenaline and projects broadly to frontal brain regions (Poe et al., 2020; Kjaerby et al.,

2022), suppressing sleep spindle activity (Swift et al., 2018). As the locus coeruleus is

connected to the ascending auditory pathway and is thought to be critical for generating the

evoked N550-P900 complexes, it has been implicated in a proposed mechanism by which CLAS

to slow oscillations induces more slow oscillations, sleep spindles, and consequently, memory

benefits (Bellesi et al., 2014; Jourde et al., 2024). Spindle activity power increased between

750 ms and 1.75 seconds post stimulation, which coincided with the induced SO upstate.

As the degree of temporal coupling between spindles and slow oscillations is predictive of

successful memory consolidation (Muehlroth et al., 2019), this result suggests that it will be
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possible to manipulate and perhaps enhance memory processes.

Our results also demonstrate that the specific timing of stimulation may have different

physiological effects. If stimulation hits the early portion of the spindle, the spindle is most

likely to terminate early (Figure 3A). Early termination of spindles as a result of sound

stimulation in sleep has been previously observed in the rat auditory cortex (Sela et al., 2016).

Sela et al. noted that termination occurred within about 150-200 ms post-stimulation and

was more likely for louder sounds. In the present work, early termination was followed by an

increase in sigma activity relative to the sham condition (between 900 and 1500 ms), yet did

not lead to overall changes in cumulative sigma activity (nor awaken the participants). If

stimulation hits the later, waning part of the spindle, there is no appreciable influence on the

present, detected spindle, but a clear increase in sigma band activity is elicited, also from

about 800 to 1500 ms (Figure 3B), similar to observations by Choi et al. (2019). The overall

cumulative sigma band activity appears greater in the stimulation vs. sham conditions over

the subsequent sleep period (though at uncorrected significance levels).

An intriguing result emerged when we separated cases in which an evoked spindle was

strong and clear enough to be detected by the detection algorithm, and itself stimulated –

although the second consecutive stimulation did evoke a response in the slow frequency band

(see Supplementary Figure S2), no concurrent evoked sigma activity was observed (Figure

4B). This finding suggests a limit to the temporal frequency with which spindles can be

successfully evoked, in line with the concept of a post-spindle refractory (Antony et al., 2018;

Fernandez & Lüthi, 2020), and hints that constraints on externally driving spindles and

slow oscillations may be set by different underlying mechanisms (Ngo et al., 2015). These

results also corroborate the observation made by Ngo et al. (2015), which stated that the

phase-locked increase in spindle activity was restricted to the first stimulus presentation.

An open question is whether sound stimulation alters the architecture of sleep. Noise has

been investigated both for its disruptive properties in the context of unwelcome environmental

noise (e.g., in hospital settings or in neighbourhoods adjacent to heavy transportation routes),

and as a means of intentionally stabilizing sleep (e.g., by playing white or coloured noise, music,

or sound bursts). While recent reviews have emphasized in both cases that heterogeneity

of study design make general conclusions difficult to draw (see Basner & McGuire 2018;

Capezuti et al. 2022), the effects may depend on sound intensity, predictability, meaning,

sleep depth, and individual factors such as hearing ability. In the current work, we concluded

that presenting short bursts of pink noise devoid of semantic content at low intensity has little

effect on sleep continuity or overall depth (as measured by the number of spindles detected

and lack of observed arousals). However, it does appear to alter the temporal organization of

sigma activity (Figure 3).

Hugo R. Jourde Page 140



5.6. CONCLUSION

It is noteworthy that while random sound stimulation and CLAS targeting different

sleep features during NREM sleep have broadly similar physiological effects (i.e., evoked SO

and sigma activity), subtle differences in neurophysiological responses arise due to timing

variations with respect to the phase of endogenous activity. These differences, however, may

have distinct consequences for memory processes (Ngo et al., 2013b).

Comparing the outcomes of stimulating different neural oscillations and examining phase

and timing-specific effects would help determine whether CLAS mechanisms are fundamentally

the same but vary in intensity, or if they differ qualitatively, by enhancing or disrupting

specific processes. In any case, it will be necessary to establish the optimal stimulation

paradigms and their behavioural effects through direct empirical comparison (i.e., using the

same equipment and methods). Future work could also personalize detection parameters

(Sobral et al., in review) and explore the optimal stimulation features (i.e., sound content,

level and duration). Developments such as online sleep scoring will enable the detector to

activate only during the targeted sleep stages for better precision (Sobral et al., in review).

5.6 Conclusion

The present work supports the value of research tools that can detect and stimulate neural

events quickly and flexibly along their time courses. Practically-speaking as regards spindles,

our results suggest that they might be experimentally repressed by targeting them early after

onset, possibly using pairs of stimulations to also disrupt the evoked sigma activity at ∼ 1

s. Sigma activity might instead be enhanced by targeting spindles’ waning phase, leaving

several seconds between stimulations so as to avoid the refractory period and benefit from

the evoked sigma activity.

Although much work lies ahead, the present results represent advances in demonstrating

that stimulating sleep spindles with sound is technically and biologically possible, with distinct

effects depending on stimulation timing. It supports the use of closed-loop auditory stimulation

to causally manipulate sleep spindles, as a means of investigating their roles in learning and

memory, health and disease, and potentially as a means of restoring processes degraded by

disease state (Manoach & Stickgold, 2019; Wamsley et al., 2012) or aging (Crowley et al.,

2002; Clawson et al., 2016). We hope that the closed-loop auditory stimulation technique

will facilitate the expansion of much previous research by Professor Robert Stickgold on sleep

spindles’ functions (Cox et al., 2017; Denis et al., 2021; Tamminen et al., 2010; Stickgold,

2013; Stickgold & Walker, 2007, 2005, 2013) to the non-invasive and non-pharmacological

causal domain, and thereby help deepen our understanding of sleep’s role in memory.
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Figure 5.6: Post-hoc characterization of online sleep spindle detection. Spindle onset and offset were

identified post-hoc based on deviations in sigma power. A) Spindle duration was calculated as the time

difference between the offset and onset. Vertical dashed lines represent the American Academy of Sleep

Medicine definition of spindle duration (i.e., 500 ms to 2.5 s). B) For each spindle, the time from spindle onset

to stimulation was measured as the interval between spindle onset and the stimulation event. C) Similarly,

the duration from the spindle peak was determined by calculating the interval between the stimulation event

and the peak of the sigma envelope. The vertical dashed line represent the peak of the spindle envelope.

D) The percentage of spindle duration at the time of stimulation provides insight into the phase of the

spindle envelope when stimulation occurred. Vertical dashed lines represent the interval for which stimulation

occurred within the spindle (97.6% of stimulations in our experimental design).
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Figure 5.7: Effect of trains of spindle stimulation on slow wave activity (for comparison with the effect

on neural responses to non-evoked spindle stimulation in Figure 2, and for comparison with sigma activity

evoked by stimulating evoked responses in Figure 4 in the main paper). Dashed vertical lines represent timing

of auditory stimulations. Grey areas represent uncorrected p-values and black areas represent corrected

p-values.

Figure 5.8: Cumulative sigma power (main analysis, i.e., including epochs in which only one stimulation

occurred, see also Figure 3 in the main paper, which shows the same information broken down by stimulations

that occurred early vs. late in the spindle envelope’s evolution). Dashed vertical line represent timing of

auditory stimulation. Grey areas represent uncorrected p-values and black areas represent corrected p-values.
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Figure 5.9: Effect sizes for statistically significant clusters in response to closed-loop auditory stimulation

of sleep spindles at Fpz, Fz and Cz (for visualization purposes only significant clusters bigger than a single

time-frequency bin are represented)
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Chapter 6

Thalamocortical spindle phase

modulates the effectiveness of auditory

stimulation in sleep

6.1 Abstract

Slow oscillations and sleep spindles are neural events that both occur during non-rapid eye

movement sleep and are implicated in sleep-dependent memory consolidation. Their temporal

co-occurrence, or ‘coupling’, is thought to support sleep-dependent memory processes. The

roles of these neural events can be explored through non-invasive brain stimulation techniques.

Closed-loop auditory stimulation, which precisely times sounds to enhance or disrupt neural

events, can induce slow oscillations and spindles, improving memory in some individuals.

While spindle-targeted stimulation is now feasible, the effect of slow oscillation-spindle

coupling and spindle phase on neurophysiological outcomes remains unexplored. This study

investigates how spindle phase influences the neurophysiological effects of closed-loop auditory

stimulation timed to slow oscillation up-states. A secondary aim is to characterize predictors

of inter-individual differences in stimulation effectiveness. Electroencephalography data

collected across multiple nights were analyzed from 16 healthy adults, with stimulation

delivered at the slow oscillation up-state or withheld (sham condition). Results show that

while slow wave activity is evoked across spindle phases, temporally-coordinated spindle

activity emerges only in the peak and rising phases. In contrast, trough stimulation delays

spindle activity, and stimulation during the falling phase produces no evoked spindle activity.

Across subjects, strength of slow wave and spindle activity was correlated at detection in

each frequency band separately, but amplitude at detection did not predict response strength.
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These findings refine our understanding of sleep oscillation dynamics and inform future uses

of closed-loop stimulation, with a view to advancing fundamental science and potentially

restoring sleep and memory functions in clinical applications.

6.2 Introduction

Neural oscillations that appear only in deeper stages of non-rapid eye movement (NREM)

sleep (i.e., stages NREM2 and NREM3) are of particular interest for understanding memory.

These consist of slow oscillations (SOs) and sleep spindles. SOs are large amplitude, low

frequency (∼0.1 - 4 Hz) brain waves that are preferentially generated in frontal and ventral

neocortical regions (Neske, 2016). Sleep spindles are transient (0.5 to 2.5 s) oscillatory events

with frequencies between ∼11 - 16 Hz that are generated through complex thalamocortical

interactions (see Fernandez & Lüthi 2020 for a review). In NREM sleep, SOs and sleep spindles

are believed to work in concert with sharp wave ripples: brief, high-frequency oscillations

(∼100 - 200 Hz) that occur in the hippocampus during NREM sleep (and quiet wakefulness;

Roumis & Frank 2015). Successively higher frequency oscillations are typically nestled

within a specific phase of the slower oscillations, a relationship known as phase-amplitude

coupling (Staresina et al., 2015). Sleep spindles are most prevalent during SO up-states, and

hippocampal ripples are situated in spindles troughs. This configuration is thought to facilitate

active memory consolidation, in which newly acquired memories stored temporarily in a

hippocampus-dependent fashion are replayed, strengthened, and transferred to the neocortex

for integration into existing memory structures and long-term storage (Diekelmann & Born,

2010; Rasch & Born, 2013; Staresina et al., 2015, 2023). Evidence in favour of coupling’s

importance in memory comes from studies such as Hahn et al. (2020), who demonstrated a

positive correlation between SO-spindle coupling and measures of memory formation from

childhood to adolescence; and Helfrich et al. (2018), who showed, in older adults, that those

who preserved youth-like levels of coupling had better memory functions.

While correlational studies such as these provide evidence of relationships between observed

neural events and cognition, the functions of neural oscillations can be more definitively

clarified using causal manipulations, like brain stimulation. Closed-loop auditory stimulation

uses precisely timed sounds to enhance or disrupt neural events, which induces slow oscillations

and spindles, and can improve memory in some individuals (Harrington & Cairney, 2021;

Fehér et al., 2021; Choi et al., 2020; Salfi et al., 2020). Recent advancements in real-time

deep learning-based algorithms for closed-loop brain stimulation have made it possible to

target faster, more elusive oscillations like sleep spindles (Valenchon et al., 2022; Jourde

et al., 2025a), and have opened up interesting possibilities for studying the importance and

Hugo R. Jourde Page 147



6.2. INTRODUCTION

uniqueness of the temporal coordination of sleep spindles and slow oscillations.

While cross-frequency phase-amplitude coupling is recognized as a general mechanism

for memory processing and synaptic plasticity (Bergmann & Born, 2018), many aspects

of the specific mechanisms involved and their relationships to different memory processes

remain to be clarified. For example, an important open question concerns whether the

phase of a spindle coupled to an SO up-state matters to the strength and nature of

evoked neurophysiological responses. There is reason to believe it might, on the basis

that another form of brain stimulation, transcranial magnetic stimulation (TMS), shows

phase-specific effects on corticospinal excitability, suggesting that spindles exert ‘asymmetric

pulsed inhibition’ on other brain circuits (Hassan et al., 2025). The influence of stimulation

timing during SO-spindle couples instead is difficult to study in a standard nap or overnight

brain stimulation design, because targeting SOs or spindles may yield only a handful of epochs

capturing coupling events, which would be insufficient for conducting spindle phase-specific

analyses (Hassan et al., 2025). To obtain clear physiological results, several nights’ of data

are needed. However, multi-night designs introduce complications for studying behavioural

effects, as the passage of time and variability introduced by daytime activities make it difficult

to isolate stimulation-specific sleep effects.

One approach to address questions about the roles of sleep oscillations and the effect of

stimulation timing on them is to break the problem into two parts: studies in which multiple

nights’ data (in the same subjects) are recorded to characterize the parameters yielding the

neural effects of interest (Hassan et al., 2025), and subsequent studies using stimulation

optimized through the knowledge thus acquired, to address functional and behavioural

questions. The present work is of the former variety. We aim to a) clarify how spindle phase

impacts the neurophysiological effects of closed-loop auditory stimulation to slow oscillation

up-states in a multi-night, within-subjects design that allows for a deep exploration of phase

effects; and b) because brain stimulation may vary in effectiveness across subjects (Salfi et al.,

2020; Zrenner & Ziemann, 2024), to characterize inter-individual differences in stimulation

effectiveness and their neural antecedents, which will also benefit future attempts to optimize

stimulation to the idiosyncrasies of individual brains (Zrenner & Ziemann, 2024).
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technical difficulties. Additionally, four participants were excluded for having fewer than 100

clean epochs overall in one of the two coupled conditions (i.e., stimulation condition: ‘Stim’;

or a sham condition in which detections were marked but stimulation was withheld: ‘Sham’).

The final sample consisted of 16 participants (10 female; M = 26.29 years, SD = 8.94, age

range = 21–55 years). Data used in this study have been used previously to address different

research questions, in Jourde & Coffey (2024), Experiment 3.

6.3.2 Study design and participant preparation

Data collection occurred during the COVID-19 pandemic, which necessitated contact-free

research protocols. Participants initially met remotely with a research assistant via video

conference, during which they provided oral consent to participate. Following this, each

participant received a home delivery of study materials, including an Endpoint Connected

Hilbert Transformation Box v2 (ecHT; Elemind Technologies, Cambridge, USA) for closed-

loop stimulation, a portable battery, a laptop for data collection, EEG materials, and detailed

written instructions for the recording procedure. Before the data collection began, a second

video chat was conducted with the experimenter to review the protocol in detail, address any

questions, and ensure participants understood the proper placement of electrodes.

Participants were instructed to use the equipment for five nights. This multi-night design

was intended to capture a sufficient number of slow oscillations (SOs) coupled with sleep

spindles (>100), given the relatively low occurrence of coupled SOs (<10 %; Hahn et al. 2020,

2022), and to have a sufficiently high number of coupled events to be able further to separate

them into four spindle phases (Hassan et al., 2025). Participants were guided to prepare their

skin using alcohol swabs, abrasive strips, and exfoliating paste to ensure good contact and

low impedance. They then applied a disposable electrode to their forehead (approximately

Fpz, according to the 10–20 International System, Jasper 1958) and a reference electrode to

the left mastoid (M1). The ecHT box included an impedance indicator that turned red if the

signal quality was poor (impedance >5 kOhms). If this occurred, participants were instructed

to reapply the electrodes. Assistance via video conference was available each evening until

10:00 p.m. If participants encountered issues after this time, they were instructed to skip the

experimental night, note their concerns, and contact the experimenter the following morning.

Participants could also take breaks between recording nights as needed, with a total of 10

days allocated to complete five nights of sleep recordings with the apparatus.
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6.3.3 Data acquisition

EEG recordings were acquired from the Fpz-M1 channel at a sampling rate of 500 Hz

using the ecHT device. Data were initially inspected for signal quality, and recordings with

significant artifacts—commonly due to electrode displacement during in-home use—were

excluded (see Supplementary Table 1 for retained nights). Because full polysomnographic

data were unavailable in this study, the recordings were not sleep-scored.

6.3.4 Slow oscillation detection and stimulus presentation

The ecHT is a closed-loop auditory stimulation device that continuously monitors a single

channel of EEG activity and delivers sound through connected headphones (Schreglmann

et al., 2021). The detection of slow oscillation (SO) peaks was enabled by an algorithm

developed by D. Lesveque and implemented on the ecHT. This algorithm, validated during

pilot testing, achieved performance comparable to offline SO detection methods.

SO peaks were detected when a trough of at least -40 µV was followed by a peak-to-peak

amplitude change of at least 75 µV. Sound stimuli, consisting of 40 ms pink noise bursts with

5 ms linear rise and fall ramps, were delivered binaurally at 55 dB SPL via Etymotic ER-3C

insert earphones with foam tips. As in previous work, pink noise was used as broadband

sound ensures a robust response at the basilar membrane in the inner ear and throughout the

auditory neuraxis, and to maintain comparability with earlier results (Ngo et al., 2013b,a).

The closed-loop protocol began with 30 minutes of silence to allow participants to fall asleep,

since eye blinks sometimes trigger SO stimulation. This period was followed by alternating

5-minute cycles of stimulation and detection without stimulation, separated by 5-second

pauses. The design ensured an approximately equal number of Stim and Sham epochs and

their even distribution throughout the night (reported in Supplementary Materials Table 1).

6.3.5 EEG processing and analysis

EEG data were analyzed in Python using custom scripts built on freely available packages.

We employed NumPy for array manipulation, SciPy’s signal module for filtering operations

(including notch, bandpass, and band-specific filtering with butter and filtfilt), and Matplotlib

for visualizing both filter frequency responses and average brain responses.

Data from all nights were pooled for analysis. The raw EEG signal was filtered into

three frequency bands: 1) 70 – 150 Hz to estimate muscle activity, 2) 0.1 – 4 Hz to capture

slow wave activity (SWA), and 3) 11 – 16 Hz to measure spindle activity. In all analyses,

filters were applied before defining epochs to avoid border effects. Offline spindle detection
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was performed using a modified version of the algorithm by (Lacourse et al., 2019), which

was adapted to account for differences in broadband noise in the ecHT signal compared

to standard EEG systems. One of the original detection criteria, absolute spindle power,

was omitted. The quality of spindle detections was confirmed through visual inspection of

randomly selected epochs by a trained sleep scorer.

For analyzing stimulation impact in the slow-wave band, we applied a 4th order Butter-

worth band-pass filter (0.1 to 4 Hz) to the raw data. Similarly, to isolate spindle band activity,

we used identical filter parameters but with an 11-16 Hz frequency band. Since phases of

both detected and evoked sleep spindles can vary, we used the signal envelope as our metric

to estimate spindle power over time (i.e the absolute value of the Hilbert transform of the

spindle band signal).

Epochs were defined as being 15 seconds before to 15 seconds after sound onset and

categorized based on the presence or absence of spindles at the time of SO detection, according

to offline spindle detection. Each epoch was baseline-corrected using the mean amplitude

from -2.5 to -0.5 seconds prior to detection. To minimize the influence of movement-induced

artifacts, the top 5% of epochs with the highest muscle activity (70 – 150 Hz) were excluded at

the participant level. For the Stim and Sham conditions separately, detections were classified

according to the instantaneous phase of the spindle at slow oscillation detection. Epochs

were included in each condition if the detection occurred within ±0.5 radians (28.7◦) from

each phase (0◦, 90◦, 180◦, 270◦). The centre and distribution of angles in each phase bin

is represented graphically in Figure 6.1, C and D. The total number of epochs included for

each subject for each condition is reported in Supplementary Materials Table 1. To compare

the number of epochs retained in each of the four spindle phase bins, we conducted a 2

(Stimulation conditions) × 4 (Spindle phases) repeated measures ANOVA.

Average evoked responses in both frequency bands of interest (0.1 – 4 Hz for SWA

and 11–16 Hz for spindle activity) were computed for each participant by averaging all

epochs in each condition. Timeseries were then averaged across participants for statistical

comparison of conditions. To visualize inter-subject variability, the timeseries were normalized

using z-scoring based on the 5 seconds prior to detection, thereby avoiding incorporation of

stimulation effects in the baseline.

The root mean square (RMS) of the 0.1 – 4 Hz signal was computed with a moving

average to quantify SWA. Post-stimulation RMS values (0.5 – 1.5 s after onset) were compared

between Stim and Sham conditions. The RMS of the 11 – 16 Hz signal was calculated to

assess evoked spindle activity. Post-stimulation RMS values (0.75 – 1.5 s after onset) were

compared between Stim and Sham conditions. As per our initial goal to explore optimal

timing for stimulation, we analyzed how the strength of detected oscillations relates to evoked
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neural activity in each condition. These correlations help us understand how detection

parameters influence subsequent neural responses.

To investigate the impact of spindle phase at stimulation onset, repeated measures ANOVA

were used with two main factors: Condition (i.e. Stim and Sham) and Phase (i.e. Peak,

Falling, Trough and Rising). Main effects are reported.

Statistical comparisons of timeseries between conditions were computed across subjects for

each timepoint and corrected for False Discovery Rate using a Benjamini-Hochberg correction

(alpha = 0.05). Non-parametric statistics were used where assumptions for parametric

equivalents were violated (i.e., Wilcoxon signed-rank tests with rank-biserial correlation (r)

as an indicator of effect size vs. Student t-test with Cohen’s d for effect size).

6.4 Results

6.4.1 Confirmation of SO detection, selection of coupled epochs,

and evoked responses

The mean number of nights per subject included in the analysis was 4.7 (SD: 0.8), and the

mean percent coupling across all detections was 6.67% (SD: 3.80), in agreement with previous

work reporting coupling rates of less than 10% of SOs (Hahn et al., 2020, 2022). The mean

number of coupled SOs included in the analyses was 374.1 (SD: 190.2) in the Stimulation

condition and 358.9 (SD: 179.4) in the Sham condition. Additional details concerning each

participant’s number of detected events by condition is available in Supplementary Materials

Table 1.

To confirm the success of the SO and of the coupling spindles’ detection, we first evaluated

the amplitude of each (which is each expressed with reference to its own baseline); see

Figure 6.3A. The mean amplitude of slow wave activity averaged across both Stim and Sham

conditions at detection was 30.1 µV (SD: 6.3), which was significantly above baseline levels

(V=136.00, p<.001, r=1.00). The mean magnitude of spindle band activity at SO detection

within the epochs identified as coinciding with a spindle was 5.1 µV (SD: 0.80), which was also

significantly above baseline levels (V=136.00, p < .001, r=1.00). Detection and identification

success can also be observed in each condition’s timeseries as peaks at time 0 (detection) in

Figure 6.2B and C (note that the ecHT algorithm detects SO peak slightly after the true

peak, but stimulation is nonetheless delivered in the up-state).
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6.4.2 Phase-specificity of evoked responses

Prior to evaluating whether spindle phase during coupled SO-spindle events affects the evoked

responses, we first compared the number of epochs retained in each of the four spindle phase

bins. There was no significant main effect of Stimulation condition (F(1, 120) = 0.09, p

= .8) and the interaction between Stimulation and Phase was not significant, F(3, 120)

= 0.041, p = .9, indicating balanced datasets across stim and sham conditions. However,

there was a significant main effect of spindle phase, F(3, 120) = 28.48, p < .001, indicating

significant differences in the numbers of trials were sorted into each phase bin. The highest

number of epochs in the Peak condition (mean Stim: 92.3, SD: 46.9; mean Sham: 93.3,

SD: 50.6), and lowest number in the Trough condition (mean Stim: 22.5, SD: 9.4; mean

Sham: 21.3, SD: 10.31), with the other two conditions falling in an intermediate range, see

Supplementary Materials Table 1 for details. These results imply a phase dependency between

slow oscillations and spindles, wherein the SO phase most likely to be selected as SO peak

by the SO detector is also most likely to be a spindle peak (as would be the case if spindle

and SO evocation were dependent upon the same neural process, or perhaps if the detection

algorithm were sensitive to superposition of SO and spindle bands, for example due to filter

properties). Practically-speaking, the unequal bins could mean that signal-to-noise ratio will

be lower in the Trough condition. Nonetheless, group average time series appear clearly in all

four phase conditions and both frequency bands (Figure 6.2B and C), suggesting adequate

sample sizes for the present research questions. To ensure that the spindle phase conditions

adequately separated the four spindle phases (Peak, Falling, Trough, Rising), we averaged

epochs in the spindle frequency range over the -0.2 to 0.2 s time range. Visual inspection

confirms successful phase alignment Figure 6.2A.
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the Stim condition. The interaction between spindle phase and stimulation condition was not

significant, F(3, 45) = 1.009, p = .397. This result indicates that the effect of stimulation in

the slow frequency band did not differ across the different phases of spindle activity.

As planned comparisons, paired samples t-tests were conducted to compare evoked slow

wave activity between Stim and Sham condition for each spindle phase at detection. The

results indicated a significant difference between Stim and Sham in the ‘Peak’ condition

(t(15) = 5.661, p < .001), ‘Trough’ condition (t(15) = 2.592, p = .010) and ‘Rising’ condition

(t(15) = 3.541, p = .001). However, no significant difference was found between the ‘Falling’

condition (t(15) = 1.513, p = .076). The non-significance of the falling stage is likely

best attributed to higher variability in the Falling condition resulting in lower statistical

sensitivity (and perhaps the a priori selection of extraction window, which may miss some of

the Stim-Sham differences), rather than a truly different behaviour from the other conditions.

As observed in Figure 6.2C, stimulation of slow oscillation up-state generated spindle

activity (as compared to Sham) most clearly in the Peak and Rising conditions. An analysis

of RMS spindle band extracted values with the 0.75 to 1.5 s window (Figure 6.3B, bottom)

confirmed these observations using a repeated measures ANOVA. Mauchly’s test of sphericity

was significant (p < .05), indicating a violation of the sphericity assumption, and therefore,

the Greenhouse-Geisser corrected values were used.

There was a significant main effect of Condition, F(1, 15) = 5.592, p = .032, with spindle

activity being significantly higher in the Stim condition. There was a significant interaction

between Phase and Condition, F(2.143, 32.147) = 4.234, p = .021, suggesting that the effect

of stimulation varied across the different phases of sigma activity at stimulation onset. Paired

samples t-tests were conducted to compare evoked spindle activity between Stim and Sham

condition for each spindle phase at detection. The results indicated a significant difference in

the ’Peak’ condition (z(15) = 3.361, p < .001), spindle activity in the Stim condition being

significantly greater than in the Sham condition. Similarly, there was a significant difference

between Stim and Sham in the ’Rising’ condition (z(15) = 2.430, p = .007). However, no

significant differences were found in the ‘Falling’ (z(15) = -0.207, p = .59) nor ‘Trough’ (z(15)

= 0, p = .51) conditions.
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at detection and in response to stimulation is presented in Figure 6.5. For completeness, all

Spearman’s correlations are included in Supplementary Table 2.

6.5 Discussion

Using slow oscillation closed-loop auditory stimulation in a multi-night design, we assessed the

impact of spindle phase on evoked responses. Focusing on two frequency bands of interest for

memory consolidation (i.e. slow wave activity from 0.1 to 4 Hz and spindle activity from 11 to

16 Hz) we explored the strength and relationships across conditions. The results demonstrate

that while evoked responses in the slow oscillation band remain relatively consistent and

insensitive to spindle phase (see Figure 6.2B and Figure 6.3B top), spindle phase does have

an effect on the strength and timing of evoked spindle activity. Overall, the strongest spindle

response is observed in the Peak condition (see Figure 6.2C and Figure 6.3B bottom), reaching

significant levels between about 0.9 and 1.5 s, which is timed similarly to previously reported

evoked responses to SO-CLAS (Ngo et al., 2013b) and CLAS of sleep spindle (Jourde et al.,

2025a). In the Trough condition, the timing differed, with evoked spindle activity increasing

only after 1.5 s (Figure 6.4. Building on this, the current observation of a delayed response is

particularly relevant for future work. It suggests a potential means of selectively disrupting

evoked SO–spindle coupling through stimulation. More interestingly, when assessing the

strength of the evoked SO-spindle coupling, we found that only stimulation delivered during

the peak and rising spindle phases yielded significant correlations between slow wave and

spindle activity (see Figure 6.5). This provides researchers with an novel target to not only

evoke spindle and slow wave activity separately, but to directly evoke coupled oscillations.

We also document the considerable variability in evoked responses across subjects (see

Figure 6.3). As hinted in previous work (López-Alonso et al., 2014; Wiethoff et al., 2014),

people considerably differ in their responsiveness to brain stimulation. We therefore explored

the possibility that people with stronger endogenous oscillations would be those who showed

greater evoked responses and found that individual differences in slow wave and spindle

strength did not predict stimulation effectiveness within the same frequency band, nor

across frequency bands (see Figure 6.5). This result suggests that people with low amplitude

endogenous oscillations (e.g., due to age, or clinical reasons) might still benefit from stimulation.

Correlation at the time of detection was statistically significant, hinting toward a potential

common mechanism generating endogenous activity in both frequency bands (i.e, people with

stronger slow oscillations also tend to have stronger spindles).

To take into consideration this variability across participants, and because evoked response

amplitude is indicative of the success of the stimulation in reactivating memory-related circuits,
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it will be meaningful to explore the precursors of successful stimulation, perhaps tuning

detection or stimulation to individuals so as to optimize results (Sobral et al., 2025).

6.6 Conclusion

This study is the first to examine how sleep spindle phase timing influences neural activity

during slow oscillation-spindle coupling in human NREM sleep - a hierarchical complex

of nested oscillations that is integral to memory consolidation. Our findings suggest that

spindle phase matters and supply new ways to causally manipulate the precise timing of

SO-spindle coupling which is important for the effectiveness of memory consolidation, and

is related to integrity of the nervous system (Helfrich et al., 2018). These phase-dependent

effects provide insights into the temporal dynamics of these neural events and their potential

manipulation. Future work should explore whether phase-specific effects on neurophysiology

translate to behavioural outcomes, particularly in memory consolidation tasks. Additionally,

investigating how these findings could be applied to develop more targeted and effective

closed-loop stimulation protocols may prove valuable for both basic neuroscience and clinical

applications.
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Chapter 7

Modulating sleep: slow oscillation and

spindle stimulation effects on

physiology and memory

7.1 Abstract

Sleep plays a role in memory consolidation, with slow oscillations (SO) and sleep spindles

(SP) in non-rapid eye movement sleep being central to this process. While the effects

of closed-loop auditory stimulation of slow oscillations have been well studied, no prior

research has successfully targeted sleep spindles to assess their impact on memory. This

study investigates the effects of SO and SP stimulation; and an additional condition in which

stimulation was delivered 450 ms after spindle detection, on neurophysiology, and declarative,

procedural, and complex memory consolidation. Healthy young adults (N = 102) engaged in

tasks assessing simple declarative and procedural learning, and a complex piano task designed

to require integrated use of multiple memory systems in a naturalistic fashion. Subjects were

randomly assigned to one of the experimental conditions or sham stimulation control group,

for a 2 hr nap opportunity, or an equivalent period of wakefulness. Using auditory stimulation,

we modulated SOs and, for the first time, directly targeted sleep spindles. Results confirmed

successful modulation of sleep neurophysiology. However, behavioural outcomes were complex:

regardless of condition, declarative memory declined, motor sequence learning improved, and

piano task performance varied between pre- and post-testing. Follow-up analysis showed

modest links between evoked spindle activity and some tasks, while evoked SO strength had

no clear relationship with performance change. Our findings demonstrate the feasibility an

effectiveness of manipulating sleep events via precisely-timed stimulation, yet highlight the
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variability of behavioural outcomes.

7.2 Introduction

Sleep is thought to provide the necessary conditions for memory consolidation (Stickgold,

2005), facilitating the transfer of memory traces from temporary storage in the hippocampus

to permanent storage in neocortical regions (Rasch et al., 2007). Evidence for sleep’s role in

memory, is supported by research ranging from place cell recordings in rats to fMRI studies in

humans (see Brodt et al. 2023; Diekelmann & Born 2010 for reviews). Two classes of neural

oscillations that take place in NREM (non-rapid eye movement) sleep have been particularly

implicated in memory processes: slow oscillations (SO; 0.5-1.5 Hz delta waves) and sleep

spindles (11-16 Hz sigma waves). These EEG features correlate with behavioural performance

in both humans (Rasch & Born, 2013) and animals (Aton et al., 2014, 2013).

According to the active systems consolidation theory (Staresina et al., 2015), the temporal

synchrony between SOs and spindles is critical for effective memory consolidation (Born &

Wilhelm, 2012). Sleep spindles tend to align preferentially with SO up-states (Cox et al.,

2018) and better alignment predicts better consolidation. For example, in a 2015 experiment,

Niknazar et al. (2015) demonstrated that enhanced SO–spindle coupling improved verbal

recall compared to weaker coupling. Multiple studies across different age groups have since

replicated this correlation between the synchrony of SO–spindle coupling and behavioural

performance (Hahn et al., 2020; Muehlroth et al., 2019; Mikutta et al., 2019), emphasizing the

functional significance of this interaction in memory processes. However, not all models focus

on coupling. An alternative perspective emphasizes the frequency and pattern of occurrence

of spindles as being critical, particularly for procedural memory consolidation (Boutin et al.,

2024; Boutin & Doyon, 2020). In either case, a large number of spindles and slow oscillations

occur that are neither part of coupled complexes nor trains, raising questions about whether

they still might have functional roles (Schiller et al., 2025). In sum, there are still many

gaps in our understanding of the precise roles of sleep-specific neural oscillations in memory

consolidation, and how they interact with different memory systems.

Declarative memory involves the conscious recall of information, such as lists of words,

whereas procedural memory encompasses skills that can be performed without conscious

awareness, once learned. The demands of everyday life generally require the simultaneous

or integrated use of various forms of memory, which we term ‘complex learning’. Ideally,

the outcome of research on sleep and memory would generalize to these complex human

experiences. However, to study memory consolidation in laboratory setting, researchers have

refined tasks to distinguish clearly between declarative and procedural memory functions – a
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reductionist approach that can help us to compare how different types of information are

stored. Correlational studies trying to link sleep brain activity to behavioural performance

suggest distinct roles in memory processing for slow oscillations and sleep spindles, with SOs

preferentially influencing declarative memory (Gais & Born, 2004; Walker, 2009), and spindles

impacting procedural memory (Choi et al., 2019; Barakat et al., 2013). However, these

associations are not absolute, as there are exceptions: some studies have shown sleep spindles

to be important in declarative memory (e.g., Schabus et al. 2004) and slow oscillations to

be relevant to procedural memory (e.g., Menicucci et al. 2020). Although each type of task

involves some distinct brain regions, brain systems involved play similar functional roles across

domains, which depend on common anatomical, physiological, and biochemical substrates -

suggesting they might be less separable than assumed by the declarative/procedural memory

model (Ullman, 2004; Brown & Robertson, 2007). Tasks considered declarative and procedural

both benefit from sleep (Gais & Born, 2004; Schönauer et al., 2014), and the process of

consolidation of both subtypes of memory seems to follow a similar process, as sensory

information captured during learning transitions from short-term memory into more stable

long-term memory formats (Nairne & Neath, 2012). The specific, and potentially different,

roles of each sleep oscillation (either separately or temporally synchronized), therefore still

remains unclear. Developing tools to experimentally manipulate them is necessary to causally

infer the underlying consolidation mechanisms.

In 2013, Ngo et al. demonstrated that slow oscillations can be modulated by targeting

their up-states using a technique known as Closed-Loop Auditory Stimulation (CLAS), which

resulted in evoked slow wave and spindle band activity, and an improvement in overnight

memory consolidation on a declarative memory task (Ngo et al., 2013b). This approach

(SO-CLAS) has since been used extensively (for recent reviews, see Harrington & Cairney

2021; Choi et al. 2020). Although all of these studies did observe enhanced slow wave activity

following CLAS, only a subset supported the causal link for the relationship between SO

activity and memory consolidation by enhancing performance on declarative memory tasks

(Ngo et al., 2013b, 2015; Ong et al., 2016; Papalambros et al., 2017). However, discrepancies

in behaviour improvements findings in both declarative (Koo-Poeggel et al., 2022; Harrington

et al., 2021; Schneider et al., 2020; Henin et al., 2019; Ong et al., 2018) and procedural

paradigms (Baxter et al., 2023) suggest a more complex causal relationship.

SO-CLAS research efforts have been primarily focusing on consolidation of simple tasks

(e.g. word-pair memorization, simple arithmetic, serial motor reaction time, and motor

sequence tasks; Ong et al. 2016; Prehn-Kristensen et al. 2020; Choi et al. 2019). Research of

the benefit of CLAS on complex tasks has been limited, but suggests potential influences. For

example, Shimizu et al. (2018) found that SO-CLAS improves performance on a navigation
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task, showing the feasibility of real-world applications.

A similar CLAS approach on sleep spindles (SP-CLAS) would bring complementary

information about their roles. However, CLAS directly targeting spindles has been technically

challenging due to their short duration and inter and intra-subject variability (Choi et al., 2018,

2019; Choi & Jun, 2022; Antony & Paller, 2017). Through interdisciplinary collaboration, our

lab has developed a device capable of real-time detection and stimulation of sleep spindles,

the Portiloop (Valenchon et al., 2022; Sobral et al., 2025). The capacity of SP-CLAS to

modulate neural activity has been demonstrated in a multi-night within-subject design

(Jourde et al., 2025a). Additionally, research from our lab has challenged the previously

established hypothesis regarding the sensory-blocking role of sleep spindles. Our findings

demonstrate that auditory information continues to reach the cortex even during spindles

and their refractory periods (Jourde & Coffey, 2024). Targeted manipulation of both SO

and SP through CLAS, while measuring their effects on procedural, declarative and complex

learning may elucidate their specific roles in memory consolidation. Comparing the effects

of closed-loop auditory stimulation of both SO and SP in a single study paradigm, may

therefore provide information about their contribution to memory consolidation.

In the present study, we aimed to address this issue by investigating the neurophysiological

and behavioural outcomes of SO-CLAS and SP-CLAS (using two approaches: immediate

and delayed stimulation of spindles) on different memory systems in a between-subjects nap

design. Subjects were randomly assigned to one of the experimental conditions (including

unstimulated sleep and wake control) for a 2 hr nap opportunity. Evoked brain activity and

change in performance on declarative, procedural, and complex tasks were compared across

conditions.
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been in the ‘Sleep’ condition, 4 in the ‘SO’ condition, and 2 in each of the spindle conditions

(‘SP’ and ‘SPd’). This distribution does not suggest that sound stimulation was the cause of

poor sleep resulting in exclusion. Three subjects were excluded for briefly falling asleep in

the ‘Wake’ condition (> 5 mins) and seven participants were excluded from the analysis due

to technical issues. One hundred and two participants (M = 24.6, SD = 5.9) were retained

in the main data analyses (72 F, 29 M, 1 non-disclosed; see Supplementary Materials Table

S1 for a breakdown of age and sex by experimental condition). Participants received either

course credits or financial compensation for their time. The study protocol was approved by

the Concordia University Research Ethics Committee, and all participants signed an informed

consent form after receiving opportunity to fully understand the purpose and procedure of

the study.

7.3.2 Study procedure

The study procedure is illustrated in Figure 7.1. The experimental session consisted of one

five hour visit. All participants completed the study at the same time of day (12-5 pm)

to eliminate circadian confounds. They were asked to abstain from caffeine and alcohol

the night before and the day of the experiment, and to abstain from nicotine, marijuana,

and other recreational drugs for a week before the experiment, due to the effects of these

substances on sleep architecture and latency (Jaehne et al., 2009; He et al., 2019; Březinová,

1974; Schierenbeck et al., 2008). Participants were instructed to go to sleep one hour later

than their usual bedtime to increase sleep pressure and facilitate afternoon napping.

On the day of the experiment, all participants completed a series of sleep questionnaires.

Following completion, participants were randomly assigned to one of five conditions: wake

(‘Wake’), no stimulation/sham (‘Sleep’), slow oscillation stimulation (‘SO’), spindle stimulation

(‘SP’) or delayed spindle stimulation (‘SPd’). In the sleep condition, participants had the

opportunity to sleep for up to two hours, and were asked to stay in bed and relax if they were

unable to sleep. In the wake condition, participants were asked to read or write/draw for two

hours. The use of electronics was not permitted. After the two-hour session, all participants

were retested on the same cognitive tasks.

7.3.3 Questionnaires

All participants were asked to complete the Montreal Music History Questionnaire (MMHQ;

Coffey et al. 2011) prior to the experiment to confirm eligibility. The MMHQ is used to

assess musical experience, including the number of training/practice hours completed, the

age at which they began their formal training, as well as some basic demographic information.
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On the day of the experiment, participants completed a health questionnaire in addition to

several sleep questionnaires including the Morningness-Eveningness Questionnaire (Horne &

Östberg, 1976), the Pittsburgh Sleep Quality Index (Buysse et al., 1989) and the Epworth

Sleepiness Scale (Johns, 1991).

7.3.4 Cognitive tasks

Psychomotor Vigilance Task

The Psychomotor Vigilance Task (PVT; Evans et al. 2018), was implemented to confirm

participant alertness before and after the nap opportunity. The participant is shown a

black screen with a red circle in the centre. Once the red circle disappears, participants are

instructed to press the space bar of the computer as quickly as possible. This repeats for

twenty trials within a five-minute period. Performance on the task was measured by the

average reaction time in milliseconds on the fastest 10 % of trials (as used in previous work;

Basner et al. 2011).

Grid Location Task

The Grid Location Task (GLT) is a declarative memory task requiring participants to

remember the location of images that are sequentially displayed in random positions on a

grid (Rasch et al., 2007). In the present implementation, 24 images were displayed in a 5 x

5 grid. Presentation and testing phases were rotated for a minimum of 2 cycles until a 70

percent threshold of correct responses is attained. Performance on the task was measured as

the number of images placed within the correct grid location (referred to as GLT Accuracy,

see Figure 7.4A top for learning curve across participants).

Motor Sequence Learning Task

The Motor Sequence Learning (MSL) task is a procedural learning task that requires

participants to use their left hand to repeat a five key sequence on a keyboard as quickly and

as accurately as possible (Walker et al., 2002). The specified sequence was B-X-V-C-B in

which B represents the index finger, while X represents the pinky finger. The participant

was asked to repeat the sequence as quickly and accurately as possible for a 30-second block

followed by a 30-second rest period, for a total of 12 active trials (12 minutes).

In literature, performance on the MSL task is reported using a variety of highly-related

accuracy and speed metrics. We elected to use the number of correct sequences produced

per 30 s block (referred to as MSL Accuracy), noting that due to the time constraints on
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sequence production, it is strongly correlated with speed-focused metrics such as the average

speed of execution of correct sequences (r = -0.47, p = 5.04×10−7). Being a speed-dependent

task, the measure is susceptible to the influence of sleep inertia, and participants require some

re-familiarizing with the task before true performance may be assessed. For these reasons

and following previous research (Song et al., 2007), the first two trials after the sleep/wake

interval were excluded as a warm-up period to avoid a decrease in performance due to sleep

inertia and to re-establish task familiarity. Performance data is therefore averaged during the

last three trials of the pre-sleep learning period, and the third, fourth and fifth trials from

the post-sleep testing period (see Figure 7.4B top).

Piano Task

Musical training, which incorporates visual, spatial, and motor abilities, and involves both

declarative and procedural memory, is well-suited for exploring neuroplasticity in complex

human learning (Herholz & Zatorre, 2012). Previous research investigating the causal role of

sleep oscillations support a sensitivity of this type of learning to sleep (Antony et al., 2012).

The piano-learning task was adapted from a longitudinal design created by Herholz

et al. (2015) and consists of a learning session and two testing sessions. This task integrates

both declarative and procedural memory representing a more ecologically valid task. The

right-handed participants were asked to learn to produce 20 short melodies, using their left

hand to increase difficulty and thus allow more room for motor skill improvement. The

learning session consists of 6 trials for each of the melodies, in which participants first listened

to them and then were asked to produce them on a MIDI keyboard. The melody is played

to the participants with a visual representation of the keys needed on a keyboard diagram

displayed on the computer monitor. Visual cues, in which the key sequence highlighted

during the melody presentation, were offered only on the second and fourth trials, to enable

novices to play the melodies. Visual cues were absent in the other trials to discourage reliance

upon them and encourage plasticity relating to auditory-motor rather than visual-motor

associations. After each trial in the learning phase, participants received feedback on their

pitch and rhythmic accuracy in the form of two visual symbolic indicators (i.e., coloured

smiley faces). Pitch feedback was binary (all keys correct or not), and rhythm feedback was

given in three ranges of accuracy on the basis of pilot testing (good, moderate, poor). Each

of the testing sessions (i.e., before and after the nap opportunity) consisted of 2 trials for

each melody. Mean performance across all melodies was extracted for the second trial of

each testing session as the first one is considered a warm-up trial, allowing the participant

to position their hand correctly (see Figure 7.4C and D top). Formal feedback on pitch

and rhythm was not provided during testing. Performance on the task was measured using
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two metrics: Pitch accuracy was calculated as the percentage of correctly played notes in

the melody, and Rhythm accuracy was computed as a normalized score based on each

participant’s worst learning performance for each melody, ranging from 0 (no error) to 100

(many errors); this score was then inverted so higher values indicated better performance.

For test trials where participants performed worse than during training, normalized rhythm

scores below zero were set to 0.

For each task, we used Performance change as our main metric to measure behavioural

changes after the 2-hour period of either sleep or wake. Performance change was computed

as (Post − Pre)/Pre, where ‘Pre’ represents performance before the sleep opportunity (or

wake period) and ‘Post’ represents performance afterwards.

7.3.5 Data collection

EEG recordings

Electroencephalography (EEG) is a standard non-invasive method of capturing neural

oscillatory activity in the cortex. The electroencephalogram captures changes in electrical

potentials between electrodes placed on the scalp (da Silva, 1991). EEG signals were collected

using different devices due to the two stimulation conditions requiring different equipment

(ecHT (Endpoint Connected Hilbert Transformation (ecHT); Elemind Technologies, Inc.,

Cambridge, USA) for SO stimulation and Portiloop (Valenchon et al., 2022) for spindle

stimulation conditions). All participants were equipped with both measuring devices for

homogeneity of experience. The ecHT device acquired EEG data from the Fpz-M1 channel at

a sampling rate of 500 Hz. The Portiloop recorded EEG signals at 250 Hz using 5 electrodes

placed at midline locations (Fz, FPz, Cz, and Pz) according to the international 10-20 system

(Jasper, 1958), and referenced to the left mastoid. The ground electrode was positioned on

the left ear lobe. Finally, most participants also wore the Dreem Headband (Dreem.com;

Arnal et al. 2020), which was used for automatic sleep staging.

Real-time detection

SOs peaks were automatically detected on Fpz (Cox et al., 2018) using the ecHT device and

its online detection algorithm. EEG data was low-pass filtered in the delta band (0.5 - 1.5

Hz) and was analyzed for SO characteristics derived from (Mölle & Born, 2011): time points

of positive to negative zero crossings were identified, then the intervals with sufficiently low

negative peaks of -40µV, with a duration of the negative peak between 125 and 1500 ms, and

an amplitude range 75µV between the peaks were isolated.
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Sleep spindles were detected using the Portiloop (Valenchon et al., 2022), which a low-cost

deep-learning-based stimulation system with a complex detection algorithm suitable for

spindle CLAS. The Portiloop’s detection algorithm has been trained to detect sleep spindles

in real-time on a large dataset called MASS (O’reilly et al., 2014) using offline detections by

Warby et al. (2014) and labels by experts (Lacourse et al., 2020). The current study used

this device to deliver precisely-timed sound stimulation during spindles for the two spindle

stimulation conditions (i.e., immediately upon spindle detection and with a 450 ms delay).

Auditory stimulation

All stimulation conditions used the same auditory stimuli to maximize comparability: a 15

ms burst of 55 dB SPL pink noise (with 5 ms linear ramps to avoid click generation in the

earphones). For participants in the SO conditions, auditory stimulation was delivered as

soon as the SO-peak was detected. In the SP condition, stimulation was sent immediately

upon spindle detection. In the SPdelayed condition, a delay of 450 ms was introduced

between detection and stimulation to target the end-tail of sleep spindles as previous research

suggested differential neurophysiological effects according to stimulation timing within the

spindle (Jourde et al., 2025a).

7.3.6 EEG data analysis

All data were analyzed in Python using custom scripts built on freely available packages. We

used NumPy for array manipulation, SciPy’s signal module for filtering operations (including

notch, bandpass, and band-specific filtering with butter and filtfilt), and Matplotlib for

visualizing both filter frequency responses and average brain responses. In all analyses,

filters were applied before defining epochs to prevent border effects. To control for data

quality, we applied a 4th order Butterworth band-pass filter (0.5 to 30 Hz) and then applied

a custom artifact rejection script to each recording that automatically identified and removed

problematic data sections by detecting both absolute signal amplitude and sudden amplitude

changes (typically caused by movement).

For analyzing the evoked responses in the slow-wave band, we applied a 4th order

Butterworth band-pass filter (0.1 to 4 Hz) to the raw data. For analyzing spindle band

activity, we used the same filter parameters but with an 11-16 Hz frequency band. Since

phases of both detected and evoked sleep spindles can vary, we used the signal envelope (i.e

the absolute value of the Hilbert transform of the spindle band signal) to obtain its magnitude

as our metric to estimate spindle power over time.
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Epochs definitions

Across all conditions involving detections of sleep events (‘Sleep’, ‘SO’, ‘SP’ and ‘SPd’)

epochs were extracted from - 2.5 seconds before to 2.5 seconds after event detection and

baseline-corrected using the mean amplitude from -2.5 to -.5 seconds prior to detection—a

window chosen to avoid capturing amplitude changes generated by potential endogenous

coupling (Clemens et al., 2007).

For the participants in all conditions except ‘SP’, for which manual scoring was performed

due to lack of equipment availability, sleep staging was extracted from the Dreem headband.

Only epochs occurring during NREM2 and NREM3 were included in the analysis.

Average evoked responses in both frequency bands of interest: 0.5–1.5 Hz to capture slow

wave activity (SWA) and 11–16 Hz to measure spindle activity (FSA) were computed for

each participant by averaging all epochs. Timeseries were then averaged across participants

for statistical comparison.

Metrics extraction

Slow wave activity at detection was extracted as the amplitude of each subject’s slow wave

activity timeseries at time of detection. The evoked slow wave peak-to-peak amplitude

was quantified as the difference between amplitude values measured at 550 ms (i.e., mean

amplitude in a time window from 500 to 600 ms) and 900 ms post-stimulation (i.e., mean

amplitude in a time window from 800 to 1000 ms) to account for latency variability between

participants, following the methodology established in (Jourde et al., 2024).

Spindle activity at detection was extracted as the magnitude of each subject’s spindle

band envelope timeseries at time of detection. The magnitude of the spindle envelope signal

from 0.75 to 1.5 s after stimulation onset was computed to assess evoked spindle activity,

following previous research using the same stimulation device and auditory stimuli (Jourde

et al., 2025a). To account for individual differences, a baseline correction was applied by

subtracting each subject’s mean magnitude measured during the pre-stimulus period (-2.5 to

-0.5 s relative to stimulus onset).

To inform parameter selection in future CLAS studies, we quantified relationships between

the magnitude of the detected oscillation and evoked oscillatory activity within and across

frequency bands. These correlations provide insight into the relationship between individual

differences in neural oscillation strength and subsequent neural responses.
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7.3.7 Statistical analysis

To confirm that groups did not differ prior to the experimental manipulation, we conducted

a one-way ANOVA on age, a Chi-square test of independence on sex, and a one-way ANOVA

on pre-learning PVT reaction time scores as a proxy for general alertness. To assess whether

auditory stimulation negatively affected overall sleep quantity, we compared sleep duration

(NREM2 and 3 combined) in each stimulation condition to the unstimulated ‘Sleep’ condition

using independent sample Student’s t-tests.

To document the electrophysiological effects of auditory stimulation, we compared the

evoked responses in each condition in the two frequency bands of interest across subjects

in the stimulation condition vs. sham (independent samples t-tests) for each timepoint,

correcting for False Discovery Rate using a Benjamini-Hochberg correction (alpha = 0.05)

(Figure 7.2).

To inform parameter selection in future closed-loop auditory stimulation paradigms, we

computed correlations between evoked and detected activity for each of the three stimulation

conditions (Figure 7.3).

Repeated-measures ANOVAs were used to asses changes in behavioural performance over

Time (i.e., between the pre-and post- experimental manipulation measurements) and between

Conditions.

To explore potential relationship between the strength of evoked brain oscillations

and task performance improvements, we examined the correlation between stimulation

effectiveness (quantified by evoked oscillation amplitude) and performance changes using

correlations, focusing on comparisons that are most informative for the present research

questions. Spearman’s correlations were used throughout in case of normality violations.

7.4 Results

7.4.1 Homogeneity across groups

We conducted several statistical tests to ensure homogeneity of demographics and alertness

across the groups, before experimental manipulation. A one-way ANOVA revealed no

significant differences in participants’ age across groups (F(4, 97) = .96, p = .44). Sex

distribution was similarly balanced, confirmed by a Chi-square test of independence (X2
F
(8)

= 6.23, p = .61). Participant alertness, as measured by their performance on the PVT before

the learning phase, showed no significant differences between the six conditions as indicated

by a one-way ANOVA (F(4, 97) = 1.03, p = .39). Regarding sleep parameters, across all
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sleep conditions, participants averaged 71.4 minutes of sleep (SD: 21.8; see Supplementary

Table S1 for complete results). To assess whether auditory stimulation affected sleep quality,

we compared sleep duration (NREM2 and 3 combined) in each stimulation condition to the

unstimulated ‘Sleep’ condition using independent sample Student’s t-tests. No significant

differences emerged between any of the stimulated conditions and the control Sleep condition

(SO vs Sleep: (T(38) = -0.69, p = 0.49, Cohen’s d =-0.22); SP vs Sleep: (T(40) = 0.73, p

= 0.47, Cohen’s d =0.23); SPd vs Sleep: (T(38) = -1.82, p = 0.08, Cohen’s d = -0.58)).

7.4.2 Electrophysiological effects of brain stimulation

Evoked responses

To document the electrophysiological effects of auditory stimulation we compared the evoked

responses in each condition in the two frequency bands of interest (i.e., 0.1 - 4 Hz for slow

wave activity and 11 - 16 Hz for the spindle activity; see Supplementary Table S2 for complete

results). A clear evoked slow oscillation was observed when sound was delivered during

SO-up-states, with statistically-significant differences from sham (‘Sleep’ condition) between

0.5 and 1.5 seconds post stimulation (Figure7.2A top), replicating the results described in

(Ngo et al., 2013b, 2015; Ong et al., 2016; Harrington et al., 2021). Similarly, a clear evoked

slow response was observed when sound was sent simultaneously with sleep spindle detection

(‘SP’ condition) or 450 ms later (‘SP delayed’; Figure7.2A bottom), noting that the difference

in the wave form across the SO and two SP stimulation conditions are due to the presence

of an SO in the former case (and differences in the recording equipment and montage, see

Methods); each waveform is therefore compared with the equivalent detection in the sham

condition (‘Sleep’). In both conditions the stimulation induced statistically-significant changes

in amplitude for the majority of the duration between stimulation and 2 s.

Next, we evaluated the effects of each stimulation type on spindle band activity (11 - 16 Hz).

Concerning the ‘SO’ condition (i.e., auditory stimulation coinciding with the SO up-state),

we were also able to replicate the findings described in earlier work of increased spindle

activity between 750 ms and 1.5 s post stimulation (e.g., Leminen et al. 2017; Papalambros

et al. 2017; Ngo et al. 2019; Ong et al. 2018; Schneider et al. 2020; Baxter et al. 2023; see

Figure 7.2B top). Additionally, a transient decrease in spindle band activity was observed

relative to sham ∼500 ms post stimulation (although it did not survive multiple comparisons

correction).

A clear increase in spindle activity between 750 ms and 1.5 s post stimulation was observed

in both the ‘SP’ and ‘SPd’ conditions (see Figure 7.2B, bottom). In the ‘SP’ condition,

stimulation appeared to truncate the stimulated spindle ∼500 ms post, corroborating earlier
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stimulating during a spindle.

In the ‘SPd’ condition (i.e., stimulation 450 ms post spindle detection), the correlation

between magnitude of spindle activity at detection and evoked slow wave activity did not

reach significance (r = .02, p = .93). However, a significant relationship was found with the

magnitude of evoked spindle activity (r = .66, p = .004). We found no correlation between

the magnitude of the evoked responses (r = .33, p = .19). These results indicate that the

average magnitude of evoked spindle (but not slow wave activity) can be predicted from a

subject’s mean spindle activity upon detection, when stimulating after a spindle.

7.4.3 Behavioural effects of brain stimulation

Change in performance between conditions

To evaluate the effect of the experimental manipulation on behavioural performance, a

repeated measures ANOVA (rmANOVA) was employed for each task investigating the

changes in performance over Time (i.e., between the pre-and post- experimental manipulation

measurements) and between Conditions.

Grid Location Task

The rmANOVA results revealed a significant main effect of Time, F(1, 97) = 29.69, p <

.001, ω2 = .028. However, the interaction between Time and Condition was not significant,

F(4, 97) = 0.11, p = .979, ω2 = .00, indicating that while performance generally decreased

during the interval between pre- and post- testing, the experimental conditions did not

differentially affect the change in performance on the declarative memory task (GLT) over

time (see Figure 7.4A).

Motor Sequence Learning task

The rmANOVA results revealed once again a significant main effect of Time, F(1, 96)

= 5.19, p = .025, ω2 = .007. However, the interaction between Time and Condition was

not significant, F(4, 96) = 0.71, p = .589, ω2 = .000 indicating that while all participants

improved their performance on the task, the experimental conditions did not differentially

affect their change in performance on the procedural task (MSL) over time (see Figure 7.4B).

Piano Learning task Concerning pitch accuracy, the rmANOVA results indicated that

the main effect of Time was not significant, F(1, 96) = 1.52, p = .22, ω2 = 3.79 x 10−4.

Similarly, the interaction between Time and Condition was also not significant, F(4, 96) =

1.13, p = .347, ω2 = 3.13 x 10−4 suggesting and absence of significative change in performance

between the pre and post manipualtions measures in term of pitch accuracy on the Piano
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7.5.1 Temporally-specific CLAS induces temporally-specific neu-

rophysiological changes

We first investigated the physiological effects of the three stimulation conditions. We found

robust physiological responses in all three stimulation conditions as compared to sham (Figure

7.2), which were broadly similar to one another and to the effects reported to open loop

stimulation (i.e., stimulation presented randomly during NREM2 and NREM3 sleep; Jourde

et al. (2024); Bellesi et al. (2014); Latreille et al. (2020)). Namely, presenting sounds in sleep

that are not loud enough to cause awakening instead evokes a slow oscillation (also referred

to as a K-complex; Halász 2016) and increased spindle activity about a second later. Note

that it is not possible to compare the SO and spindle stimulation conditions quantitatively in

this project because a different recording system and EEG montage was used. The results

suggest that all three kinds of stimulation affect the strength and timing of the evoked

oscillations, which are of interest for sleep-dependent memory consolidation. If these evoked

oscillations are able to reactivate temporarily-stored memories and stimulate their replay,

then all three stimulation conditions may provide the necessary circumstances for memory

consolidation (noting that the present study does not investigate the informational content

of the events). However, timing of stimulation did seem to matter. Stimulation presented

immediately upon spindle detection (‘SP’ condition) appeared to terminate the spindle early

(Figure 7.2B, bottom). This shortening of sleep spindle was not observed in the delayed

condition (‘SPd’), where only an increased spindle activity post stimulation was present.

This observation is coherent with our previous work investigating CLAS of spindles, which

compared the physiological effects of stimulating the first vs. second half of a spindle. Only

earlier stimulation generated this effect (Jourde et al., 2025a). The results across both studies

suggest that neural input during the spindle might result in its termination, as proposed

in Sela et al. (2016). If the endogenous spindles were involved in information transfer to

cortex for long-term storage, this could mean that early stimulation might interrupt this

process in the ‘SP’ condition but not the ‘SPd’ condition. In future work, to further test

this idea, instead of presenting single sounds immediately upon spindle detection, trains

of clicks could be used (similarly to Ngo et al. 2015) as a means of repeatedly shortening

subsequent evoked spindles, so as to adduce evidence for their role in information transfer

through loss-of-function. Disrupting endogenous activity selectively can also be leveraged

to causally infer the role of spindles with different characteristics such as their temporal

occurrence with other spindles (i.e., if they’re present in trains or isolated; Boutin et al. 2024;

Boutin & Doyon 2020) or with slow oscillations (i.e., coupled spindles; Baena et al. 2024,

2023; Helfrich et al. 2018; Muehlroth et al. 2019).
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7.5.2 Predictors of inter-individual differences in evoked responses

Brain stimulation studies frequently note differences in evoked response amplitudes (López-

Alonso et al., 2014; Wiethoff et al., 2014), which might be correlated with effectiveness

of memory manipulations or therapeutic interventions (Ridding & Ziemann, 2010). These

variations may prove important for understanding how memory systems can be influenced,

and to predict who might be most susceptible to different sorts of modulation techniques, for

which reason we investigated correlations between detected and evoked signal magnitude in

each stimulation condition (summarized in Figure 7.3). Subjects with larger SOs at detection

tended to be those who produced larger evoked SOs, and subjects with larger spindles at

detection tended to be those who showed larger evoked spindle activity (in the ‘SPd’ condition

but not ‘SP’). Interestingly, the opposite was not the case: the average strength of one’s

SOs or spindles upon detection was not linked to how strong the opposite type of evoked

oscillation was. This suggests that while the stimulation target seems to be successfully

entrained, this effect does not represent an overall susceptibility of one’s brain to response

to stimulation. Additionally, the magnitude of evoked SOs and spindles did not correlate

with one another across any of the stimulation conditions suggesting that despite temporal

co-occurrence suggested by average time series across participants (as observed in Figure

7.2), individuals’ susceptibility to produce evoked SO and spindle activity was not linked.

This result suggests that auditory stimulation may not consistently generate coupling. In our

previous work (Jourde et al., 2025b), we found partly diverging results in a paradigm focusing

on stimulating SO-spindle coupled events (note that coupling analysis requires multiple nights’

data due to its low prevalence, and was therefore not examined in the present work). In

brief, the amplitude of oscillations at detection did not predict the amplitude of the response

in either frequency band. However, significant correlations were found between strength of

evoked SO and spindle activity, but only when auditory stimulation occurred as specific

spindle phases (i.e. rising and peak), suggestive of a common generative mechanism under

some circumstances.

Interpretation of the correlational analyses between detected and evoked oscillation

strength (and those in Jourde et al. 2025b) must be tempered by the caveat that the

populations studied are limited to healthy young adults, who show less variability in SO

strength than do other populations such as older adults (who are of interest as they might

ultimately be a target for CLAS-based interventions; Helfrich et al. 2018; Muehlroth et al.

2019). Furthermore, the range of SO strength at detection is restricted by the detection

algorithm. Slightly weaker-than-threshold SOs were not detected, thereby truncating the

range of possible values and lowering the likelihood of finding correlations. It is entirely
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possible that, given a broader range of SO or spindle amplitudes at detection that are present

in different populations, additional dependencies will be revealed which may be useful to

predict or tune effectiveness of auditory manipulations.

Our results nonetheless underscore the importance of timing stimulation to neural events,

precisely and selectively, to evoke different neurophysiological responses. They also suggest

some independence between the generation and degree of susceptibility of the neural circuits

generating the two types of evoked responses, which could be leveraged in future causal

investigations of the roles of sleep oscillations. Future work on algorithms may also find ways

of optimizing detection to individuals (as demonstrated via online adaptation in Sobral et al.

2025). Another approach might be to adapt detection algorithms or stimulation parameters

in real time, based on the effectiveness of each stimulation.

7.5.3 Effects of CLAS on memory consolidation

To study the behavioural effects of these stimulation types, we used three tasks, with wake

and undisturbed sleep control groups. The behavioural outcomes proved to be complex.

First, we confirmed that the task learning results showed reasonable improvements during the

training periods, suggesting that subjects were able to learn and developed a memory trace

upon which processes of offline memory consolidation could act, as evidenced by a flattening

learning curve and overall high performance level at the end of the training period (Figure 7.4,

top row). Next, we investigated the main effect of behavioural change before and after the

nap or wake period (Figure 7.4 bottom row; summarized in the grey), and differences between

conditions. Three out of four behavioural metrics showed effects of time, but not all were

positive. Overall, people got worse on the declarative task (GLT), better at the procedural

task (MSL), and better at the more procedural complex task metric (i.e., Piano rhythm

accuracy), whereas the more declarative complex task metric (i.e., Piano pitch accuracy)

did not change significantly. These results are interesting in themselves, as they suggest

that declarative and procedural memory consolidation mechanisms are in fact somewhat

dissociable, at least as regards their decay vs. gain due to the passage of time (factors which

are likely also affected by the complexity of the task, the level of expertise of the learner,

and the volume of training; Ahissar et al. 2009). In fact, sleep-depending memory effects are

sometimes observed as ‘less forgetting’ rather than an actual gain (Ellenbogen et al., 2006).

Unexpectedly, the condition to which the subjects were assigned seemed to have little to

do with the degree of change of performance in pre- vs. post testing, as indicated by the lack

of any statistical interaction between Time and Condition 7.4 (bottom row). These results

mean that not only did the stimulation not improve consolidation at least at the group level,
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but that undisturbed sleep did not improve consolidation (or reduce forgetting) beyond that

expected by the passage of time. The overall increase in procedural performance observed in

our study over all conditions is in-keeping with the idea that replay and consolidation is not

exclusive to sleep (Fuentemilla, 2025), and contributes to a debate concerning the necessity

(rather than facultative effect) of sleep’s contribution to memory consolidation (Dastgheib

et al., 2022).

Noting considerable variability in both the amplitude of evoked responses and in the

behavioural change pre-post sleep, we also explored correlations between the evoked activity

in each frequency band and task-related changes at the subject level, for each stimulation

condition (summarized in Figure 7.5A). While the strength of evoked slow oscillations was not

correlated with change in any of the behavioural metrics, the evoked spindle activity showed a

sub-threshold positive relationship with MSL accuracy in both the spindle stimulation

conditions but not SO stimulation condition. Conversely, evoked spindle activity was

significantly negatively correlated with Piano pitch accuracy in the ‘SP’ but not ‘SPd’

condition (uncorrected), and was negatively correlated with Piano rhythm accuracy in the

‘SPd’ but not ‘SP’ condition (also at uncorrected critical values). Although we hesitate

to interpret the direction of these individual effects in light of current models of memory

consolidation due to their weak statistical properties and inconsistency, it seems plausible that

the magnitude of evoked response in the spindle band may prove to be an important factor

in determining memory outcomes, at least across tasks that have a procedural component.

In sum, none of the stimulation conditions significantly increased memory consolidation

nor reduced forgetting over and above the effect of the passage of time, and nor were there

clear relationships found between the strength of evoked responses and performance change.

While a benefit of SO-CLAS on memory has been replicated, results are found inconsistently

across studies. In a recent review, Esfahani et al. (2023) reported that all studies (in healthy

young and middle-aged adults) effectively generated evoked neural responses, yet only about

40% showed significant memory improvements (Ngo et al., 2013b, 2015; Ong et al., 2016;

Leminen et al., 2017; Papalambros et al., 2017; Diep et al., 2020); effects on memory were

inconclusive in a further seven studies (Ngo et al., 2019; Ong et al., 2018; Henin et al., 2019;

Schneider et al., 2020; Harrington et al., 2021; Koo-Poeggel et al., 2022; Baxter et al., 2023).

These results suggest that either the effect of auditory stimulation is not strong enough

to reliably produce memory effects (possibly meaning that more forceful brain stimulation

techniques such as transcranial magnetic stimulation is needed), or that CLAS works but

is not optimized in commonly used designs including in the present study. Notably, none

of the three previously-reported studies using nap rather than night designs (i.e., Ong et al.

2018; Koo-Poeggel et al. 2022; Baxter et al. 2023) yielded positive outcomes, suggesting
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that the effectiveness of CLAS may be ‘dose-dependent’, perhaps requiring a certain number

of stimulations to effect meaningful changes in consolidation. CLAS’s effects may also be

weak due to sub-optimal stimulation strategies. In prior work using simultaneous EEG and

source-localized magnetoencephalography, Jourde et al. (2024) showed that the effectiveness

of sound stimulation to generate evoked responses was determined by the tissue excitability

state in frontal ventral regions (i.e., orbitofrontal cortex), but that up states in these regions

coincided with up-states as detected in frontal EEG channels (as is used in most work, see

Esfahani et al. 2023) in only 12% of cases. This result suggests that there is a lot of room

for improvement for maximizing the effectiveness of CLAS-SO, by either using a different

electrode montage or optimizing timing. Similarly, determining the best means of capturing

spindles and timing stimulation (for example to hit spindle up-states, see Jourde et al.

2025b, or early vs. late in their temporal evolution; Jourde et al. 2025a), may improve the

effectiveness of stimulation and therefore the consistency of cognitive and memory effects. In

general, while the neurophysiological outcomes are consistently observed, it will be necessary

to develop highly precise, effective, and perhaps personally-optimized causal methods, and

to further develop mechanistic models of how stimulation interacts with memory circuits in

sleep (Bellesi et al., 2014; Jourde et al., 2024).

7.5.4 Considerations for future work

Some of the particular design choices made in the present study are important to interpret

the current results, and when considering the design of future work. A first point is whether

our sample size or study design obscured a potential effect of CLAS. The present work was

similarly powered with respect to previous work showing significant results in SO-CLAS, the

mean number of subjects for which is 20.3 (SD = 8.6; range = 11-37; see Supplementary

Figure 1, adapted from Esfahani et al. 2023). Another matter concerns the length of the sleep

period. As mentioned previously, overnight designs can be preferable as regards the amount

of sleep and number of stimulations possible, (although they also induce circadian confounds

and require additional control conditions). In future work, an overnight design would address

this issue, and opting for within-subject design might increase statistical sensitivity to subtle

performance changes across conditions.

We elected to use three tasks (simple declarative, simple procedural, and a complex task)

in the same training session, as a means of being able to compare the effects of stimulation

across well-studied representative tasks that target specific memory systems, and to extend

the work to a complex task that has some ecological validity. As with any complex task, there

may be additional considerations for what exactly is being learned and what is the timecourse
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of that learning process, which may be differentially dependent upon sleep processes, if at all.

It is possible that doing three tasks prior to the nap or wake period created some

interference (although noting that the tasks were counterbalanced to avoid order-based

fatigue or interference effects), or merely decreased the amount of experimental time that

could be dedicated to learning each task and thus the quality of the memory representation

upon which consolidation could act. We argue that these issues are unlikely to have been

an problem in the current work. As regards interference effects, they tend to be weak and

seem to only be elicited under very specific experimental conditions designed to maximize

interference (Cordi & Rasch, 2021), for example when very similar information is given to

disrupt an existing memory trace (Ellenbogen et al., 2006). As our tasks are quite different

and generally rely on different neuroanatomy, the conditions for interference are unlikely to

have been met; furthermore, the MSL task showed performance improvement, suggesting

at least that the history of other tasks did not impede its memory processes. As regards

length, the training paradigm used for the GLT and MSL task are relatively standardized in

agreement with previous work. Although the specific piano task has not previously been used

in the sleep context, its length seems comparable to related work (Antony et al., 2012) and

average pitch accuracy was above 80%, suggesting that subjects had a decent representation

of the melodies in short-term storage. Finally, performing multiple tasks is ecologically-valid.

Thus, even if it could create some memory interference and decrease the clarity of intervention

effects, constant learning is the norm in human experience. Future work using complementary

designs with multiple or single tasks and both comparing across-tasks within individuals, and

within individuals will all be needed to clarify the role of sleep in naturalistic human learning.

Other considerations include the nature of stimulation. While we had intended to boost

SO and spindle activity as a means of increasing memory consolidation, it is difficult to

know whether the evoked oscillations are equivalent to endogenous memory reactivation,

although they seem morphologically similar (Halász, 2016; Jourde et al., 2024). For this

reason, disruption may be a more powerful means of first identifying the roles of sleep

oscillations (Rouast et al., 2025). The observed early termination of spindles in response

to spindle stimulation may thus be harnessed to further investigate spindles’ roles via their

disruption.

7.6 Conclusion

In the current work, we successfully evoked brain responses using both SO upstate and

spindle stimulation, but did not observe clear behavioural changes between experimental

conditions as compared to control conditions. The results from prior CLAS studies targeting
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slow oscillation upstates have also shown clear neurophysiological responses but mixed

memory outcomes. Given results showing that timing and source of endogenous events

affects the effectiveness of stimulation in modifying brain responses, we suggest that further

methods-focused development will improve the effectiveness of CLAS and thus make it a

stronger tool for studying neuroplasticity and memory, with some clinical potential (Fattinger

et al., 2019; Papalambros et al., 2019). Our results highlight two conceptual questions about

how sleep oscillations contribute to memory consolidation. First, if slow oscillations and

spindles are unique to NREM sleep and are considered critical mechanisms for active memory

consolidation, why then is memory consolidation not exclusively associated with NREM

sleep? Second, how can evoked brain activity during sleep be present without corresponding

improvements in memory performance? These questions, along with the relative contributions

of spindles and slow oscillations to different sorts of memory, remains stubbornly open. We

have nonetheless taken several important steps towards addressing them. Specifically, our

results demonstrate successful modulation of slow oscillations and sleep spindles, confirming

effectiveness of auditory closed-loop stimulation. The discrepancy in timing and amplitude of

evoked activity in response to stimulating different neural events highlights the importance

of precise online detection. More importantly, it provides researchers with specific targets

that yield diverse outcomes both neurophysiologically and behaviourally. We believe this

work establishes novel research options to refine our understanding of sleep, facilitating the

causal investigation of sleep events´ functions. In the future, in conjunction with advances

in detection algorithms, this will enable investigation of the roles of other memory-relevant

neural patterns, including both coupled oscillations (i.e. SO-spindle complex) and grouped

oscillations (i.e., spindle trains).
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Chapter 8

Discussion

The research presented in the preceding chapters advances our understanding of sleep’s role

in altering auditory processing, and demonstrates how the auditory system can be utilized to

modulate brain oscillations, exploring their functional roles in cognition and memory. In the

course of this work, we have also advanced novel methodologies for causally manipulating

brain activity. This discussion will explore our findings thematically, beginning with an

examination of sleep-dependent modulation of auditory processing. We will then analyze the

emerging opportunities for and implications of targeted auditory stimulation, and propose

a mechanistic model of closed-loop auditory stimulation that integrates our findings with

existing literature to explain both neural and behavioural outcomes.

8.1 Sleep-dependent modulation of auditory processing

While most studies on sensation and perception focus on wakefulness, neural activity

changes considerably as a function of the system’s overall state. Sleep —an altered state of

consciousness occurring daily and automatically— presents an ideal context for investigating

these perceptual changes and their implications for arousal and cognitive processes. In

the work presented here, we chose to focus on auditory processing because of its temporal

specificity (in the order of tens of milliseconds), because auditory stimuli can be processed

despite the absence of behavioural responses, and for its capacity to interact with brain

activity in sleeping subjects. Research in auditory processing often reveals patterns and

mechanisms that extend beyond hearing, offering insights into sleep-dependent processing of

other sensory modalities (Riedner et al., 2011). These cross-modal connections suggest that

certain neural dynamics underlying sensory processing are shared across sensory systems.

In this series of studies, we asked: how, when, and where does sleep modulate auditory

processing. By examining this question from multiple perspectives, we deepened our
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understanding of sensory processing during sleep, with broader implications for brain

stimulation. Initially, we explored the impact of sleep depth on the FFR, an evoked response

that indexes the quality of periodicity encoding. By comparing its magnitude across sleep

states (see Chapter 2), we showed how cortical but not subcortical sources of the FFR were

impacted by sleep depth, with weaker cortical signals in deeper sleep. The results uncover

a clear dissociation between cortical and subcortical early pitch processing during sleep.

Interestingly, these alterations appeared not directly tied to interactions with specific sleep

events (i.e., slow oscillations and sleep spindles) as had been previously thought, but rather

reflected broader sleep-depth-dependent changes in information flow and cortical processing.

We then further took advantage of the possibilities offered by MEG recordings to explore

the neural origins of sleep-dependent components of auditory evoked responses (Chapter 3).

Investigating the source of previously reported evoked components that are specific to deeper

sleep, our findings are congruent with the idea that the non-lemniscal auditory pathway is

involved in slow oscillation generation. Our work also demonstrated how, in response to

auditory stimuli, prefrontal regions generate slow waves, which reach broadly distributed

brain regions as travelling waves (moving in a generally posterior direction at ∼1.2-7.0 m/sec;

Massimini et al. 2004). Together, these studies inform us about how auditory processing of

incoming stimuli is modulated by sleep stages, hints at the prominent role of the non-lemniscal

pathway, and offers a first insight into a mechanistic explanation of auditory closed-loop

stimulation.

Toward assessing feasibility of our final goal of stimulating sleep spindles with sound,

we also addressed open questions about their purported protective role against external

sensory disruption. Given that spindles originate (in part) in the thalamus, which is also

the seat of sensory gating, sleep spindles were thought to block auditory information from

reaching cortex (see Section 1.1.3). However, in Chapter 4, we demonstrated with several

experiments (1 and 2) that auditory processing is maintained even in the presence of sleep

spindles, suggesting that their occurrence is not what is influencing the change in arousability

across deepening sleep stages per se. The observation that auditory information is transferred

to cortex unimpeded during spindles is complemented by work in Chapter 4 (experiment 3)

showing that stimulation to SO upstates generated the expected physiological responses even

in the presence of coupled spindles, and is consistent with our work in Chapter 5 showing

that CLAS targeting spindles themselves consistently elicited a brain response (observations

which would not be compatible with a blocking mechanism).

Collectively, our findings suggest that previously documented changes in auditory pro-

cessing during sleep likely result from alterations in brain dynamics rather than reduced

sensory processing associated with specific sleep oscillations. Our results align with a
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conceptualization of sleep’s impact on auditory processing being altered by global changes

at the level of brain neural communication patterns. In line with the work of Massimini

et al. (2005), we believe our experimental findings provide additional evidence supporting the

idea that cortical connectivity breaks down during slow-wave sleep. By reframing spindles

as by-products of broader neural changes instead of active protective agents, we offer an

alternative interpretation that would account for the findings that have been invoked as

support for the protective role of sleep spindles. The present work therefore advances our

understanding of sleep-dependent modulation of auditory processing, offering new perspectives

on the neural mechanisms implicated in sleep maintenance and sensitivity to modulation via

sensory stimulation.

8.2 Targeted auditory stimulation: causally probing

brain function during sleep

Direct non-invasive manipulation of the brain’s endogenous oscillations provides researchers

with unprecedented opportunities to establish causal relationships between neural activity

and brain functions. This methodological breakthrough represents a valuable evolution

from traditional correlational studies, reshaping study designs and widening the field of

possibilities. Based on years of cognitive neuroscience literature investigating the roles of

different neural oscillations, the potential targets for brain stimulation are numerous. While

other stimulation modalities are often used in cognitive neuroscience (such as electrical or

magnetic stimulation), our work focused on auditory stimulation for several reasons described

in Section 1.2. Auditory stimulation paradigms offers significant practical advantages through

their minimal setup requirements and non-invasive nature. This makes it straightforward to

implement both in controlled laboratory settings (as demonstrated in Chapters 2, 3 and 7)

and in home environments for more ecologically valid recordings (as shown in Chapters 5

and 6).

Traditional polysomnography equipment is cumbersome and can significantly interfere

with the very processes being studied; furthermore, in-lab studies are personnel and resource-

intensive. We were able to successfully carry out several studies (experiment 3 in Chapter

4, and the experiments in Chapter 5 and 6) using data recorded by subjects themselves in

their own homes. By replicating neurophysiological findings in both laboratory and at-home

environments, we show that, with adapted tools and protocols, these techniques can be

extended beyond the lab into more naturalistic settings. Demonstrating that it is possible

to conduct CLAS studies in the home and to record data that are of sufficient quality for
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fine-grained analysis of neurophysiological events will facilitate larger, multi-night studies.

This research therefore contributes to a broader movement toward naturalistic study designs.

In the context of the novel spindle stimulation condition made possible and explored by our

work, we documented the differential outcomes of CLAS of sleep spindles (SP-CLAS). Thanks

to our collaborative work with engineers (described in Valenchon et al. 2022; Sobral et al.

2025), we were able to present in this work the first results describing the neurophysiological

and behavioural effects of SP-CLAS. First, we provided evidence that evoked activity was

dependent on several parameters at detection, such as timing (see Chapters 5 and 6) or

amplitude of brain activity at detection (see Chapter 6 and 7). Our exploration of SP-CLAS

revealed that timing of stimulation matters. In Chapter 5, we found that stimulating at the

beginning versus the end of a spindle led to different outcomes, such as early termination of

the spindle or the induction of an additional one. Additionally, we showed that stimulating

evoked spindles doesn’t work – spindle activity is only induced in response to stimulation of

the endogenous spindle, not of subsequent evoked spindles. In Chapter 6, we further observed

that the spindle phase at the time of stimulation also influenced spindle generation. We

propose that these complementary effects can be harnessed to causally investigate spindles’

functional roles by either boosting or disrupting them, hence providing causal evidence, either

by gain or loss-of-function. In other words, by making this tool freely available and describing

these differential effects, our work provides researchers with a wide range of possibilities for

electrophysiological outcomes.

Most of the work conducted to date including ours uses short bursts of pink noise as

stimulation. Exploring the effects of using different parameters may help to optimize evoked

activity, or create experimentally useful effects such as disrupting deeper sleep by sending

louder stimulation upon detection of slow waves (Rouast et al., 2025). In an extension

of previous efforts targeting SO-CLAS Nicolas et al. (2022), work is underway to apply

SP-CLAS using the Portiloop in targeted memory reactivation designs, in which memories

are tagged during training, and reinstated during sleep via an auditory cue. Alternative

stimulation methods such as transcranial magnetic stimulation are also being explored as

means of altering the neural dynamics of sleep spindles (Hassan et al., 2025).

Shifting focus slightly, it is also worth considering the other effects of CLAS and how they

can be used to explore additional functional roles. Even though CLAS was first developed

to demonstrate slow oscillations’ causal role in memory consolidation, several studies have

described other physiological effects. Studies have reported outcomes such as decreased

cortisol levels and reduced blood T and B cell counts, suggesting a potential beneficial effect

of SO-CLAS on another functional role attributed to endogenous SO immune-supportive

functions. (Grimaldi et al., 2019; Besedovsky et al., 2017). A similar approach could be used
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to probe additional functional roles of sleep spindles and SO-spindle complexes. Together,

these studies illustrate many potential uses of CLAS to explore sleep’s clinically-relevant

aspects and its potential as a future therapeutic intervention in and outside the realm of

memory. As technological advancements expand the range of potential neural targets, close

collaboration between engineers and neuroscientists is essential to co-develop increasingly

sophisticated and theoretically driven tools for both research and clinical applications.

8.3 Mechanism of closed-loop auditory stimulation

While numerous studies have reported the effects of targeted auditory stimulation on both

neural activity and behaviour (see Section 1.3.1), relatively few researchers have investigated

its underlying mechanisms, which remain largely unexplored. Our research aimed to address

this gap by examining brain activity in response to previously established stimulation protocols.

Based on our findings and an earlier model proposed by Bellesi et al. (2014), we proposed an

updated model for auditory processing during sleep that highlights the predominance of the

non-lemniscal pathway in generating the distinctive sleep-specific brain response.

In the Introduction, we described existing models of auditory processing during wakefulness

relying on both the lemniscal pathway which primarily conveys precise stimulus characteristics

and the non-lemniscal pathway which processes environmental changes (Kraus et al., 1994;

Anderson et al., 2009; Anderson & Linden, 2011) and integrates multimodal stimuli (Komura

et al., 2005). A noteworthy anatomical feature is the significant overlap between auditory

non-lemniscal pathways and arousal-promoting networks that extend diffuse projections

throughout the thalamo-cortical system, including to the locus coeruleus (LC) (Jones, 2003;

Hu, 2003; Aston-Jones et al., 2007). The LC is a nucleus located in the pons, which

projects throughout the brain including to regions involved in memory processes such as

the amygdala and the hippocampus. Bellesi et al. (2014) suggest involvement of the LC,

via the non-lemniscal auditory pathway. The capability of LC projections to activate the

thalamo-cortical system during sleep are well documented (Halász et al., 2004; Riedner

et al., 2011; Jones, 2003). Bellesi et al. propose that auditory inputs during NREM sleep

could produce near-simultaneous depolarization of many neurons widely distributed over the

cortex through this pathway. This reaction would lead to a fast and efficient synchronization

of hundreds of thousands of neurons and be measured as synchronized polarization and

depolarization—in other words: a slow wave. In Chapter 3, using directed connectivity

measures, we observed that the slow evoked responses (known as K-complexes, which we

hypothesize to be at the origin of the effect first described by Ngo et al. 2013b) are actually

generated in the same regions as endogenous slow oscillations before travelling to other areas
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of the cortex. By demonstrating the common neural origin of these slow evoked responses

(i.e. K-complexes) and endogenous activity (i.e. slow oscillations), our work contributes

a potential explanation of the behavioural outcomes observed with SO-CLAS. Indeed, if

evoked and endogenous oscillations share the same functional role, as suggested by SO-CLAS

research, and share neuroanatomical sources, as suggested by our work, their identical nature

might be hypothesized. However, it is important to note that other studies rather suggest a

reorganization of endogenous SOs being synchronized by CLAS rather than new ones being

generated (Piorecky et al., 2021). These seemingly incompatible interpretations might be

introduced by methodological differences. For example, SO detection can be influenced by

the electrode site and defined threshold. In the case of an evoked response not reaching an

offline detection threshold (potentially linked to a more local neural event), observers would

conclude that no SO had been induced. Future work should address these issues by probing

whether CLAS elicits SO generation within the proposed anatomical source region; or instead

organizes the temporal alignment of spatially-distributed events, a question for which MEG

would be well-suited.

Another interesting point suggesting ARAS involvement in the mechanism of CLAS comes

from animal work highlighting the importance of the LC in both spindle generation and

sensory-evoked awakenings (Swift et al., 2018). The LC is the primary source of noradrenaline

(NA), a neurotransmitter involved in arousal (Hayat et al., 2020) but also in several cognitive

processes, including memory consolidation (Barsegyan et al., 2014; James et al., 2021). Studies

have shown that increasing NA levels can enhance memory performance, while blocking

noradrenergic receptors can impair it (van Stegeren, 2008). Swift et al. (2018) suggested

a link between temporal organization of NA release by the LC and the functional role of

sleep spindles. They claim that the periods of silence in NA release, observed during REM

and just before sleep spindles, facilitate synaptic plasticity, enabling the integration of new

information into existing memory circuits. These observations suggest an inhibitory role of LC

activation over spindle generation. A follow-up study by the same team provided additional

supporting evidence using optogenetic stimulation of the LC, which induced early termination

of sleep spindles (Swift, 2019). This is of particular interest for our work, as a similar early

termination of sleep spindles was also observed in rodents (Sela et al., 2016) following auditory

stimulation. In our work, we replicated this finding in humans, targeting sleep spindles in a

closed-loop fashion (see Chapter 5 and 7; although only observed when sound occurred in the

first part of the spindle). We argue that this is additional evidence that auditory information

during sleep is processed through the non-lemniscal pathway, involving the LC in the ARAS.

The early termination of sleep spindles could be attributed to enhanced LC activity driven

by excitatory input from the CN to the ARAS. This artificial disruption of spindles by an
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overactive LC would then be counterbalanced by a subsequent LC hyperpolarization, which

would limit its inhibitory influence on spindle generation—ultimately leading to a rebound

increase in spindle activity.

On the basis of our findings, that a) the lemniscal pathway remains active during sleep (see

Chapter 2 and 3), and that b) the non-lemniscal pathway likely contributes to the emergence

of sleep-specific evoked responses in both frequency bands (see Chapters 5 and 7), we propose

an extension of Bellesi et al.’s model to include the generation of sleep spindles. In our

extended model, illustrated in 8.1, auditory information travelling through the non-lemniscal

pathway enhances activity in the ARAS, which is relayed to ventral frontal lobe regions—

where slow oscillations are generated and from which they propagate. Simultaneously, the

ARAS likely projects to the thalamus, via the LC, where its effects are inhibitory. Rebound

from sudden inhibition would provide the necessary quiescent period for spindle emergence

in the thalamus (accounting for the increase in spindle activity which we observed with some

delay after stimulation). In the case that a spindle is ongoing, the inhibitory action from

the LC would result in early spindle termination. This theory would therefore posit that

both evoked brain events (i.e., slow oscillations and spindles) are being generated through

the same processes as endogenous ones, potentially supporting their behavioural relevance.

This model is driven by our experimental observations and will require further investigation,

including at the cellular-level.
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8.4 Behavioural outcomes of closed-loop auditory stim-

ulation

The most intriguing and therefore compelling aspect of the CLAS technique is its ability to

induce behavioural changes that laboratory tasks are sensitive enough to capture. Considering

the complexity of most neural processes, this observation suggests a direct link between slow

wave activity and memory processes. Since the seminal work by Ngo in 2013, which reported

improvement in overnight memory consolidation on a declarative memory task (Ngo et al.,

2013b), SO-CLAS has been widely used, and its findings have been replicated multiple times

with different tasks (see Harrington & Cairney 2021; Choi et al. 2020).

While the physiological effects of SO-CLAS are almost always observed (although see

Perrault et al. 2025) its behavioural outcomes remain more nuanced (see Figure 1.3). This

variability appears to stem not only from individual differences in participants’ responses but

also from the specific memory system being tested, which may be influenced in distinct ways

according to their underlying neurocircuitry (see Section 1.3.1). This raises fundamental

questions about the precise role of slow oscillations in memory consolidation. Specifically,

does their influence extend to all consolidation processes, or is it limited to certain types,

such as declarative learning? Clarifying which memory systems are affected by SO-CLAS

is essential for understanding its underlying mechanisms. Furthermore, due to their joint

role as proposed by the active consolidation system model, the extent to which sleep spindle

stimulation replicates the neural and behavioural effects of slow oscillation stimulation was

unknown. Addressing these questions therefore required causal manipulations and systematic

comparisons of outcomes. In this work, we aimed to fill these gaps by assessing the behavioural

outcomes of a novel stimulation condition, SP-CLAS, and compare its outcomes to those of

SO-CLAS. This behavioural investigation was made possible by our advancements in the

field of online detection of sleep spindles (Valenchon et al., 2022; Sobral et al., 2025).

This approach not only allowed us to compare the impact of stimulation conditions on

behavioural paradigms that are tailored to isolate different memory systems (i.e., declarative

memory for the GLT and procedural memory for the MSL) but also to inquire into its

effect on more naturalistic learning using a complex task (see Chapter 7). We chose musical

learning based on literature suggesting it provides a more ecologically valid measure of

learning. Research on CLAS benefits for complex tasks remains limited, but suggests that its

effects may extend to some more naturalistic behaviours. For instance, Shimizu et al. (2018)

demonstrated that SO-CLAS enhanced navigation task performance, indicating potential for

practical real-world implementation.
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Electrophysiological findings across studies in the present work (see Section 8.2) suggest

that evoked activity likely shares generating sources with endogenous oscillations (illustrated

in Figure 8.1). For that reason, one would expect an improvement in behavioural performance

associated with the enhanced presence of these oscillations, as they are involved in memory

consolidation. However, in our experiment, even though our sample size was similar to that

in previous studies and some tasks were identical, we did not find a significant effect of

stimulation condition on change in performance following stimulation. These results could be

at first interpreted as an absence of effect of stimulation but might instead require a bit more

perspective.

The fact that no change in performance was observed can be interpreted in different ways.

First, it can suggest that no effects were induced by our experimental manipulation. Based

on our results, we consider this hypotheses to be unlikely. The presence of consistent evoked

neural activity across all experimental conditions clearly demonstrates that our stimulation

protocol was effective (although there are several possibilities for further strengthening evoked

physiological responses, described in Chapter 7). The absence of clear behavioural effects can

also indicate that our metrics were not sensitive enough to measure slight changes caused

by stimulation. We believe that our deliberate selection of memory tasks that show sleep

benefits in previous work suggest we can reject this interpretation (noting that further work

using overnight design might bolster this interpretation). Alternatively, the absence of results

could hint that the hypothesized direct relationship between density of sleep events and

memory is actually more complex.

In human non-invasive CLAS experimental paradigms, cognitive neuroscientists including

ourselves usually measure only the final behavioural outcomes of stimulation, without

observing or quantify the intermediate processes that connect the initially evoked neural

activity to the ultimate changes in performance. In other words, we’re confronting a ‘black

box’ scenario where physiological effects are expected to produce corresponding behavioural

outcomes. However, in our study, as in others, we observe the physiological effect without

its anticipated behavioural consequence—creating a disconnect between neural changes and

measurable performance outcomes which is incompatible with the direct simplistic causal

link initially hypothesized.

We posit that providing tools to exert control over brain activity and measure its expected

behavioural consequence is only the first step in investigating this process. Is CLAS causing

changes in neuroplasticity? Is there evidence of other memory processes, such as replay or

activation of memory-related brain structures specifically activated by CLAS? When and

how are memory traces reactivated across memory systems and as a results of CLAS targets?

We claim that the story will not be complete until we clarify the precise role and mechanism
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of the involvement of targeted oscillations. At the cellular level, fine-grained processes can be

studied in non-human animal models, for example as in Moreira et al. (2021). At this level,

the structural changes implied by memory consolidation and potentially facilitated by CLAS

can be characterized. Moving toward understanding how CLAS influences neural circuitry in

humans, intracranial recordings (in patients undergoing brain mapping prior to surgery or

who have implantations for other forms of brain stimulation) may help us bridge the gap

(Scangos et al., 2021; Langbein et al., 2025). In non-invasive human studies, the effect of

CLAS on reactivation can be studied using decoding-based techniques, which characterize

neural patterns associated with task learning and attempt to detect their spontaneous or

cued reoccurrence during sleep (e.g., Schönauer et al. 2017). Due to its superior source

localization capacity, MEG would be particularly relevant to explore regionally-specific

memory reactivation. This research would enlighten us about CLAS’s direct impact on

neuroplasticity which, ultimately, changes in behavioural performance are dependent upon.

8.5 Future directions

Our underlying motivation for this work was to improve our understanding of neural

oscillations’ – and particularly sleep spindles’ – role in memory consolidation. To approach

these questions in a meaningful fashion, it was necessary to first develop a new stimulation

device that was up to the task of precisely targeting spindles (Valenchon et al., 2022),

characterize the effects of different stimulation timing parameters on brain activity, develop

models of how brain activity can interact with memory processes, and finally start to explore

how producing neurophysiological changes influences memory consolidation and behaviour.

We believe the work presented in this thesis takes significant steps towards achieving the goal

of understanding sleep spindles, but considerable work remains for the future.

First, we need to better understand the active consolidation system mechanism and

clarify the specific role of sleep spindles in it. As our behavioural results highlighted, the

relationship between evoked spindle activity and change in performance is not straightforward,

and requires deeper investigation of the intermediate steps leading to behavioural changes.

The ability to modulate their activity (either by boosting or disrupting them) provides insight

into their functional role but causal relationships with neuroplasticity or cellular evidence of

tangible structural modification is needed. Once we identify exactly how spindles generate

the encoding of new memories through neuroplasticity, we can potentially exert control over

these processes, using CLAS.

Second, we might need to change how we think about the relationship between spindles

and their involvement in memory consolidation. As research progresses into new areas,
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initial conceptions of complex phenomena are often oversimplified and potentially, biased.

Historically, sleep researchers linked cognitive processes to sleep stages, which were defined

arbitrarily based on visual assessment (of 30 s epochs due to the scrolling output of available

analogue polysomnography devices). Sleep-stage based analyses assume that brain state is

well-characterized by division into a handful of discrete states, that the divisions between

these states are functionally relevant, and that the brain stays in each state for tens of seconds

at a time. With the development of algorithms to detect neural events, sleep researchers

have been able to examine sleep’s finer-grained structure. Efforts of late have focused on

linking specific cognitive functions to these discrete sleep events, for example clarifying

the association between SO or spindle density to declarative or procedural learning. This

approach too has limitations as it rests on many assumptions. For example, SOs and spindles

are defined somewhat arbitrarily and their successful detection is heavily biased by technical

constraints (e.g. sampling rates, electrode montage, and detection criteria). A contrasting

approach could be to consider how these discrete EEG-defined brain oscillations index more

global changes in brain states. What if these brain oscillations don’t have a specific role

such as ‘transferring the memory from short-term storage to long-term storage’ but rather

merely represent biomarkers of specific neural states. This perspective would suggest that

instead of restricting our frequency bands of interest we should consider the entire brain as a

system with variable microstates, such as proposed by recent advances in network theory

(Avena-Koenigsberger et al., 2018; Betzel, 2023). What if sleep spindles per se don’t have a

designated role but rather indicate a specific organization of a network that is particularly

efficient for information transfer? Current research looking at changes in brain functional

connectivity using MEG or fMRI is already highlighting interesting changes between sleep

stages or consciousness states such as reorganization of communication patterns between

cortical and subcortical structures (Massimini et al., 2005). In that sense, our Bellesi-extended

model of sleep-dependent auditory processing could be the result of an entirely different

network organization.

Future research could investigate these changes, using graph theory approaches, in

whole-brain connectivity time-locked to sleep events of interest that have been identified

by correlational work. This perspective is coherent with the work describing the infra-slow

pattern of 0.02 Hz orchestrating several physiological processes throughout the night. This

rhythm might represent the frequency of occurrence of these windows of opportunities

for memory consolidation that we associated with spindle activity. These windows would

constitute microstates of deeper sleep stages and be triggered by deep regions of the brain

such as the LC in the ARAS. If we follow that logic, we could imagine that the thalamic

involvement in both the ARAS and the auditory pathway is the link between the behavioural
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effect of closed-loop auditory stimulation and its memory-enhancing outcomes. Sleep-evoked

responses to sensory stimuli involving the ARAS (not limited to the auditory modality) could

therefore be considered as defensive mechanisms triggered by the brain to protect the natural

occurring alternation of memory consolidation opportunities. By doing so, the brain would be

‘artificially’ forced to enter a microstate that is beneficial for memory consolidation and that

would therefore improve performance on next-day tasks. For sub-arousal-threshold incoming

sensory information, the thalamus would be activated, potentially generating more of these

windows of opportunity and thereby producing sleep spindles as a by-product. In our current

framework, we would measure them at the scalp and conclude that the auditory evoked

sleep spindles are responsible for the induced memory consolidation opportunity. Viewing

relationships between neurophysiology and memory plasticity from this new conceptual

perspective may promote complementary approaches, new research questions, and ultimately,

a deeper understanding of how the brain consolidates newly formed memories during sleep.
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Chapter 9

Conclusion

Our work advances understanding of the complex relationship between auditory processing

and sleep. Using a multi-modal approach combining electroencephalography, magnetoen-

cephalography, and behavioural assessment, we have expanded knowledge on both how sleep

affects auditory processing and how auditory stimulation can modulate sleep-dependent

cognitive processes. By taking a holistic approach, we have made several contributions to

both auditory neuroscience and sleep research. First, we demonstrated that sleep depth

differentially affects cortical sources in the primary auditory pathway while sparing subcortical

regions. We also challenged the previously accepted hypothesis that auditory input is blocked

at the thalamus during sleep spindles, revealing instead a more nuanced mechanism. Our

development and validation of deep learning-based tools for real-time spindle modulation

represents a significant methodological advancement, enabling more precise targeting of specific

sleep oscillations. The comparative analysis of slow oscillation and sleep spindle closed-loop

auditory stimulation across diverse cognitive tasks—from simple laboratory paradigms to

complex musical learning—provides insight into how non-invasive brain stimulation affects

different memory systems. These findings enhance our understanding of the cognitive role of

sleep spindles and their responsiveness to auditory stimulation, while also addressing broader

questions about sleep’s function in human memory consolidation. The open science tools

and frameworks developed throughout this research will enable future work linking sleep

neurophysiology with the neuroplasticity of learning.

205



Bibliography
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G., Guerreiro, A. M., Tort, A. B., Neto, A. D., et al. (2015). Synaptic homeostasis and

restructuring across the sleep-wake cycle. PLoS computational biology, 11(5), e1004241.

Blume, C., Del Giudice, R., Wislowska, M., Heib, D. P., & Schabus, M. (2018). Standing

sentinel during human sleep: continued evaluation of environmental stimuli in the absence

of consciousness. Neuroimage, 178, 638–648.
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rodents. Pflügers Archiv-European Journal of Physiology, 473(5), 841–851.

Capezuti, E., Pain, K., Alamag, E., Chen, X., Philibert, V., & Krieger, A. C. (2022).

Systematic review: auditory stimulation and sleep. Journal of Clinical Sleep Medicine,

18(6), 1697–1709.

Carrier, J., Viens, I., Poirier, G., Robillard, R., Lafortune, M., Vandewalle, G., Martin, N.,

Barakat, M., Paquet, J., & Filipini, D. (2011). Sleep slow wave changes during the middle

years of life. European Journal of Neuroscience, 33(4), 758–766.

Censor, N., Dayan, E., & Cohen, L. G. (2014). Cortico-subcortical neuronal circuitry

associated with reconsolidation of human procedural memories. Cortex, 58, 281–288.

Hugo R. Jourde Page 211



BIBLIOGRAPHY

Choi, J., Han, S., Won, K., & Jun, S. C. (2018). The neurophysiological effect of acoustic

stimulation with real-time sleep spindle detection. In 2018 40th Annual International

Conference of the IEEE Engineering in Medicine and Biology Society (EMBC) (pp. 470–

473).: IEEE.

Choi, J. & Jun, S. C. (2022). Spindle-targeted acoustic stimulation may stabilize an ongoing

nap. Journal of Sleep Research, 31(6), e13583.

Choi, J., Kwon, M., & Jun, S. C. (2020). A systematic review of closed-loop feedback

techniques in sleep studies—related issues and future directions. Sensors, 20(10), 2770.

Choi, J., Won, K., & Jun, S. C. (2019). Acoustic stimulation following sleep spindle activity

may enhance procedural memory consolidation during a nap. Ieee Access, 7, 56297–56307.

Clawson, B. C., Durkin, J., Aton, S. J., et al. (2016). Form and function of sleep spindles

across the lifespan. Neural plasticity, 2016.
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Kállai, I., Harsh, J., & Voss, U. (2003). Attention to external stimuli during wakefulness and

sleep: Evoked 40-hz response and n350. Psychophysiology, 40(6), 955–966.

Kelley, D. H., Bohr, T., Hjorth, P. G., Holst, S. C., Hrabětová, S., Kiviniemi, V., Lilius,
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Rosinvil, T., Bouvier, J., Dubé, J., Lafrenière, A., Bouchard, M., Cyr-Cronier, J., Gosselin,

N., Carrier, J., & Lina, J.-M. (2021). Are age and sex effects on sleep slow waves only a

matter of electroencephalogram amplitude? Sleep, 44(3), zsaa186.

Rouast, N. M., Kumral, D., Gais, S., & Schonauer, M. (2025). Random auditory stimulation

disturbs traveling slow waves and declarative memory. bioRxiv, (pp. 2025–02).

Roumis, D. K. & Frank, L. M. (2015). Hippocampal sharp-wave ripples in waking and

sleeping states. Current opinion in neurobiology, 35, 6–12.

Roux, L., Hu, B., Eichler, R., Stark, E., & Buzsáki, G. (2017). Sharp wave ripples during
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Wüst, L. N., Antonenko, D., Malinowski, R., Khakimova, L., Grittner, U., Obermayer, K.,
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Chapter A

The Portiloop: a deep learning-based open science tool

for closed-loop brain stimulation

A.1 Abstract

Closed-loop brain stimulation refers to capturing neurophysiological measures such as

electroencephalography (EEG), quickly identifying neural events of interest, and producing au-

ditory, magnetic or electrical stimulation so as to interact with brain processes precisely. It is a

promising new method for fundamental neuroscience and perhaps for clinical applications such

as restoring degraded memory function; however, existing tools are expensive, cumbersome,

and offer limited experimental flexibility. In this article, we propose the Portiloop, a deep

learning-based, portable and low-cost closed-loop stimulation system able to target specific

brain oscillations. We first document open-hardware implementations that can be constructed

from commercially available components. We also provide a fast, lightweight neural network

model and an exploration algorithm that automatically optimizes the model hyperparameters

to the desired brain oscillation. Finally, we validate the technology on a challenging test case

of real-time sleep spindle detection, with results comparable to off-line expert performance

on the Massive Online Data Annotation spindle dataset (MODA; group consensus). Software

and plans are available to the community as an open science initiative to encourage further

development and advance closed-loop neuroscience research [https://github.com/Portiloop].

A.2 Link to paper

The paper was published in PLoS One in August 2022. It is available following this link:

https://doi.org/10.1371/journal.pone.0270696
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Chapter B

Advancing closed-loop brain stimulation: continual learn-

ing for subject-specific sleep spindle detection

B.1 Abstract

Personalized closed-loop brain stimulation, in which algorithms used to detect neural events

adapt to a user’s unique neural characteristics, may be crucial to enable optimized and

consistent stimulation quality for both fundamental research and clinical applications. Precise

stimulation of sleep spindles—transient patterns of brain activity that occur during non rapid

eye movement sleep that are involved in memory consolidation-presents an exciting frontier

for studying memory functions; however, this endeavor is challenged by the spindles’ fleeting

nature, inter-individual variability, and the necessity of real-time detection. Methods: This

paper introduces an approach to tackle these challenges, centered around a novel continual

learning framework. Using a pre-trained model capable of both online classification of sleep

stages and spindle detection, we implement an algorithm that refines spindle detection,

tailoring it to the individual throughout one or more nights without manual intervention.

Results: Our methodology achieves accurate, subject-specific targeting of sleep spindles and

enables advanced closed-loop stimulation studies. Conclusion: While fine-tuning alone offers

minimal benefits for single nights, our approach combining weight averaging demonstrates

significant improvement over multiple nights, effectively mitigating catastrophic forgetting.

Significance: This advancement represents a crucial step towards personalized closed-loop

brain stimulation, potentially leading to a deeper understanding of sleep spindle functions

and their role in memory consolidation. It holds the promise of deepening our understanding

of sleep spindles’ role in memory consolidation for cognitive neuroscience research and

therapeutic applications.
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B.2. LINK TO PAPER

B.2 Link to paper

The paper was submitted for publication. It is not yet available online.
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Chapter C

Exploring deep magnetoencephalography via thalamo-

cortical sleep spindles

C.1 Abstract

Magnetoencephalography (MEG) enables the study of widespread brain networks with high

temporal resolution, but the degree to which deep sources like the thalamus can be resolved

remains unclear. Functional connectivity methods may enhance differentiation, yet few studies

have extended them beyond the cortex. We investigated thalamocortical sleep spindles as

a test case, leveraging their well-characterized circuitry. MEG and electroencephalography

(EEG) were recorded in 19 participants during a 2-hour nap. Spindle and non-spindle periods

were identified, and connectivity was assessed using coherence and imaginary coherence

within a spindle-related network. Graph theory was also applied to identify network

hubs. As expected, functional connectivity increased during spindles within a distributed

thalamocortical-hippocampal network. Cortical connectivity patterns allowed differentiation

among small thalamic nuclei, but metric choice and contrast use influenced topography

and distance effects. Graph theory revealed distinct cortical, thalamic, and hippocampal

contributions to fast (13–16 Hz) and slow (10–13 Hz) sigma-band connectivity. These

findings demonstrate that MEG functional connectivity can resolve deep brain networks,

and demonstrate how it can be used to study the functional roles of subcortical regions

non-invasively in healthy humans. By clarifying methodological influences, we aim to guide

future research design and interpretation.

C.2 Link to paper

The paper was submitted for publication. It is not yet available online.
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Chapter D

Beyond the lab: feasibility of cognitive neuroscience data

collection during a speleological expedition

D.1 Abstract

In human cognitive neuroscience and neuropsychology studies, laboratory-based research tasks

have been important to establish principles of brain function and its relationship to behaviour;

however, they differ greatly from real-life experiences. Several elements of real-life situations

that impact human performance, such as stressors, are difficult or impossible to replicate in

the laboratory. Expeditions offer unique possibilities for studying human cognition in complex

environments that can transfer to other situations with similar features. For example, as caves

share several of the physical and psychological challenges of safety-critical environments such

as spaceflight, underground expeditions have been developed as an analogue for astronaut

training purposes, suggesting that they might also be suitable for studying aspects of behaviour

and cognition that cannot be fully examined under laboratory conditions. While a large

range of topics and tools have been proposed for application in such environments, few

have been used in the field. Methods and procedures for maximizing the robustness and

scientific value of expedition research designs must first be developed and validated. We

tested the feasibility of collecting human physiological, cognitive, and subjective experience

data concerning brain state, sleep, cognitive workload, and fatigue, during a speleological

expedition in a remote region. We document our approaches and challenges experienced, and

provide recommendations and suggestions to aid future work. The data support the idea

that cave expeditions are relevant naturalistic paradigms that offer unique possibilities for

cognitive neuroscience to complement laboratory work and help improve human performance

and safety in operational environments.
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D.2. LINK TO PAPER

D.2 Link to paper

The paper was published in Journal of Environmental Psychology in November 2024. It is

available following this link:

https://doi.org/10.1016/j.jenvp.2024.102443
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