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ABSTRACT

Evaluation of Roaming and Download Times in
Universal Cellular /Wireless LAN Systems

YingRao Wei

The growing demand for wireless access has led to the emergence of all kinds of
standards for wireless communication, each of which has its own special requirements.
The future transceiver equipment of mobile station (MS) should support the operation of
these systems from the viewpoint of system compatibility. In this case, multi-mode,
multi-band operation is required for user’s convenience. Moreover, realization of small
size and low power consumption handy terminals is necessary. These are the trends that
have led to continued discussion about software radios (also called software defined
radio, SDR). SDR is emerging as a potential programmatic solution: a software
implementation of the user terminal which able to reconfigure such terminal to suit the
changing radio environment as for example in the case of global roaming. There are a
great number of international organizations and forums for software defined radios
around the world.

In this thesis, a generalized state diagram of a SDR reconfigurable, multi-mode
mobile station that could roam/handoff between different wireless systems is developed.
A detailed description of the power-up, roaming and download operation for this
reconfigurable MS is presented. Furthermore, its roaming connection establishment
acquisition time in different scenarios is evaluated. Specifically, the relationships
between the roaming acquisition time and system resource blocking probability, mobile

station resource blocking probability, packet successful transmission probability over

iii



wireless channel and signaling bit rate over the universal base station channel in
different cases and design scenarios are analyzed. Such evaluations are important for

prior design of SDR mobile terminal and universal base station in global roaming

situations.
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Chapter 1 Introduction

1.1 Objective of The Thesis

The request for software radio is provocated by an expectant demand for multi-mode mobile

terminals. Software radio technology will give the mobile station the ability of handling a wide
range of wireless communication protocols by downloading software, switching from GSM to
UMTS for example. A method of downloading software to a mobile terminal over the wireless
link is adopted here. There are two main objectives for this thesis.

o To define for the re-configurable multi-mode mobile station, possible transitions from one
kind of cellular standard to another, i.e. flexible roaming so as to accommodate several
requirements of charging, quality of service (QoS), battery power level, network
congestion etc. The mobile station should operate to handoff, not only from cell to cell, but
also from one network standard to another, depending on the user satisfaction as above.

o To evaluate the average roaming, software download, handoff times in areas defined as
having a mixture of universal cellular base stations, universal wireless LAN base stations,
and classical base stations having only one cellular standard. The evaluation of the above
roaming times also include times for sensing the universal pilot channel, classic base
station pilot channel, association, and connection establishment signalling.

Universal base station means a base station that has the necessary software code for all

standard systems such as GSM, CDMA IS-95, DECT, UMTS, etc. It will download such
software code to a roaming mobile station upon request. The downloaded software will configure

the modulation, access, and network functionalities of the reconfigurable and transparent mobile



station. Classical base station means a standard base station that provides fixed single mode

system access to roaming users.
1.2 Organization of The Thesis
The remainder of the thesis is organized as follows:

Chapter 2 provides an introduction to software radio and mobile communication system. For
software radio, we mainly present its definition, architecture and benefits. For the understanding
of wireless communication system, we firstly show several types of mobile radio systems and the
architecture of a cellular mobile communication system. Next, we present a detailed description
of the mobile station operation in a mobile communication system. GSM is taken as an example
for discussing power-up registration, mobile station connection establishment, and handoff
operation. CDMA system IS-95 is also taken as an example when discussing soft handoff, semi-
soft handoff operation.

Chapter 3 and Chapter 4 are the main part of the thesis. In Chapter 3, we present a
reconfigurable, multi-mode mobile station for wireless communication systems. At first, we
propose the configuration for the universal base station and reconfigurable mobile station. Then,
based on these proposals, we present a generalized state diagram of this mobile station and a
brief description of its power-up registration and roaming connection establishment process.
Furthermore, the transition probabilities and the total time spent in each state shown in the state
diagram are calculated.

In Chapter 4, we focus on analyzing the transition function of the generalized state diagram
in order to find the roaming connection establishment acquisition time. Because of the

complexity of finding a general form of the transition function for the generalized state diagram,



we choose five of the possible design scenarios for analysis. The transition function and roaming
connection establishment acquisition time of these five scenarios are presented in Section 4.2.

In Chapter 5, we list six possible test cases and construct their input tables for the
calculation of roaming connection establishment acquisition time in different design scenarios.
But since the evaluation methods in these test cases are similar, we only choose case 1 for
detailed test processing in five designed scenarios and choose scenario No.l for detailed test
processing in the six possible cases. The tests we performed are mainly in the analysis the
relationship between the roaming acquisition time and packet successful transmission probability
over wireless channel P; (Section 5.2), system resource blocking probability P (Section 5.3), and
mobile station resource blocking probability Py (Section 5.4), signalling bit rate over the
universal base station channel Ry (Section 5.5).

Chapter 6 summarizes the result and contribution of this thesis.

Chapter 7 provides some suggestions for future research.

Appendix I presents the bibliographies that we have referred to.

Appendix II presents some frequently used acronyms in thesis.



Chapter 2 Overview of Cellular Systems

During the past two decades, traditional cordless system, cellular mobile systems, mobile data

and mobile satellite systems have grown at a tremendous speed. Also, some new wireless
communication concepts, such as wireless local area networks (WLAN) have appeared along the
way. More and more people use mobile phones, wireless data services are available in many
areas, and wireless local area networks (WLAN) are used in many places since 1997.

For a better understanding of the motivation of this thesis, a short history of cellular mobile
communication is presented here. First generation wireless cellular systems began to appear in
the 1980’s. These systems, like Advanced Mobile Phone Service (AMPS) and Total Access
Communication System (TACS), were all analog and were based on frequency division multiple
access (FDMA). They were only meant for voice communications. However, the demand for
capacity increased very quickly. Digital cellular systems (2G systems), such as GSM and PCS
came into the picture, which used time division multiple access (TDMA). Soon also the code
division multiple access (CDMA) based system IS-95 evolved since it was recognized as a
potential to increase the capacity further. All these second generation systems were still mainly
for voice communication but they already provided some data services but at rate far less than 64
Kb/s.

A great number of these kinds of wireless networks have come into existence over the years
and these systems have utilized many kinds of software and hardware technologies. Today again
capacity has become an issue. When the 3G systems such as universal mobile telecommunication
system (UMTS) are taken into use, there are still a great many 2G systems working. These 2G

and 3G systems differ from each other in terms of modulation, channel coding, multiple access,



etc. which will eventually lead to need for different kind of multi-band, multi-mode terminals.
This will in return result in many different product platforms that could be programmed to
different standards.

In addition, the industrial competition between Asia, Europe, and America promises a very
difficult path toward the definition of a unique standard for future mobile systems, although
market analysis underline the trading benefits of a common worldwide standard. It is therefore in
this field that the software radio concept is emerging as a potential programmatic solution: a
software implementation of the mobile terminal which able to dynamically reconfigure such
terminal to suit the changing radio environment as for example in the case of global roaming.

2.1 Introduction to Software Radio

As a starting point, mobile terminals were designed to support single mode operation. For the

user side, it is inefficient to carry more than one communication terminals. Therefore, it is
distinctly predictable that multi-mode mobile terminals will play an important role within the
next generation of mobile communications. The new concept of software radio has been
proposed to accommodate multi-modes on a single mobile terminal.

2.1.1 Definition of Software Radio

Software radio (also called software defined radio, SDR) is thought to build flexible radio

systems, multi-service, multi-standard, multi-band, reconfigurable and re-programmable by
software. Some definitions often found in the literatures are [12]:

o Flexible TX/RX (transceiver unit) architecture, controlled and programmable by software.

o Signal processing able to replace, as much as possible, radio functionalities.

© “Air interface download ability”: radio equipment dynamically reconfigured by

downloadable software at every level of the protocol stack.



o Software realization of terminals “multiple mode/standard’".
© Transceiver where the following can be defined by software: a) Frequency band and radio

channel bandwidth. b) Modulation and coding scheme. c) Radio resource and mobility

management protocol. d) User applications.

2.1.2 Architecture and Benefits of Software Radio

With software radio (SDR), one would implement a common hardware platform and

accommodate the different wireless communication system standards and technologies via
software modules and firmware. If the hardware must be adapted to a new standard, then a slight
reprogramming of the processor should be all that is needed. The reconfigurability of a SDR
mobile station means digital signal processing (DSP) engine reprogrammability, which in real
time, implement radio interface and upper layer protocols. It is important to note that by digital
signal processing (DSP) is really intended the concept of digital signal processing, and therefore
not only DSP chipsets in strict sense, but also Field Programmable Gate Arrays (FPGA) and
general-purpose processors [12].

Ideally the software radio (SDR) would consist of a DSP unit, which is connected directly to
antenna. The trend in SDR design is to place the Analogue-to-Digital (A/D} converter as close as
possible to the antenna. This will permit a wider implementation of software, bringing the benefit
of reconfiguration capability. However, today’s technology has not yet reached the point at
which this would be realizable, and therefore it does not utilize such architecture. Digitization at
the IF is more likely to happen in the near future rather than the RF digitization. Software radio
is now defined to be a piece of future radio equipment, which can be configured by software, to
many different wireless systems. It provides real time operation and also, if needed, it can be

used simultaneously in those systems. So a realizable software radio would consist of [15]:



o High quality analog wide band RF/IF stage.

o High performance wide band A/D and D/A converters.

o Digital signal processing unit consisting of general-purpose DSP processors, CPUs,
configurable hardware and memory modules.

In the future an intelligent multi-band adaptive antenna system will also be included. The

structure for the software radio is represented in Figure 2.1. [15]
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Figure 2.1 The Software Radio Architecture
We note that the interface between analog and digital part is shifted towards the antenna. This
together with flexible software architectures makes it possible to achieve flexibility and plug-
and-play type of use. All aspects relating to the air interface are implemented in programmable
software or hardware and the mobile station can be reconfigured in real time over-the-air. The
basic concept is based on the use of a simple hardware platform built using software radio to
enable customers to modify the mobile terminal to work in different systems at different time

and different area. The main difference compared to traditional mobile station is thus the total

programmability.



Software radio can bring benefits not only to users but also to manufactures. For users,
modifying the performance or functionality of the mobile terminal is achieved by downloading
software. Downloading software modules, from user application layer to communication
physical layer processing algorithms, will provide more flexibility to the terminal in terms of
reconfiguration. For example, the software (SW) modules could be: speech codecs, modulation
schemes, filters, interleaving method, or simply a set of parameters. Consequently, the mobile
users will be able to adapt its personal communication device depending on his environment and
preferences, so that the users take the advantage of worldwide mobility and coverage,
reconfigurability and flexibility. Moreover, SDR technology increases hardware lifetime of both
network and mobile station. To migrate to a new standard, reprogramming the hardware platform
would be all that is needed.

For manufatures, the advantages would be the possibility to improve, correct the software
during the operation, the possibility to concentrate R&D efforts on a reduced hardware platform
set, applicable to many different standard, finally lead to lower costs.

This thesis mainly addresses the software download issues when the mobiie station roams in
different mobile communication systems, while SDR transceiver architecture, possible SW
implementation, and network evolution issues are not considered in detail, these fundamental
topics can be found in recent literature.

2.2 Introduction to Mobile Communication System
2.2.1 Different Types of Mobile Communication Systems

During the last few decades, mobile communication has constantly grown in importance. In

order to let the reader quickly know the current existing mobile communication systems, a brief

description of the different types of mobile communication systems is presented here.



o Public cellular mobile communication systems: extend the telephone service of wire-
line networks area-wide to mobile users. Example standards are Advanced Mobile Phone
Service (AMPS), Total Access Communication System (TACS), Global System for
Mobile Communication (GSM), Digital Cellular System at 1800 MHz (DCS-1800),
Interim Standard 54 (TDMA 1S-54), CDMA [IS-95, Universal Mobile
Telecommunication System (UMTS).

o Wireless local area networks: take into account the growing demand to avoid cabling of
workstation computers. Example standards are HIPERLAN, IEEE 802.11 wireless LAN.

o Cordless communication system: in which the cable between the telephone terminal
and the handset is replaced by a radio path that allows a radio connection of up to
300m/50m (outdoors/indoors). Example standards are CT2, Digital European Cordless
Telephone (DECT).

o Mobile satellite radio systems: provide global communication and accessibility.

o Trunked mobile radio systems: are optimized for commercial application and provide
services like closed user group.

o Paging systems: allow the direct paging of subscribers with mobile, pocket-sized
receivers through the transmission of a signal or short message.

The need for ubiquitous personal communications impels the development of new networking
techniques that accommodate mobile voice and data users who move throughout cities, or
countries. The cellular mobile telephone system is responsible for providing coverage throughout
a particular territory and capable of providing voice and data service to mobile users. Therefore,
we describe the cellular mobile communication system for detail in the following, similar

principle can be applied to other types of mobile communication systems.



2.2.2 Cellular Mobile Communication System Architecture

Figure 2.2 illustrates a typical cellular mobile communication system of the early 1990s. Each
mobile station uses a separate, temporary radio channel to talk to the base station. The base
station talks to many mobile stations at once, using one channel per mobile station. Channels
may use a pair of frequencies for communication (Frequency Division Duplex FDD mode)—one
frequency for transmitting from the base station (the forward link) and one frequency for the
base station to receive calls from the users (the reverse link), or channels may use single

frequency band (Time Division Duplex TDD mode) to transmit signals alternately in forward

and reverse directions.

et
eo“‘?
e
Qe

Moblie
h Ease Station
1
Mobile
Mobile Station : —von
Mobile [T ~--- ! ; ﬁ
ConsolEquipment " = = = — = = = = = = = = = -

- e o o o

Mobile Station

Mobile Operator

'
t '
! [
' Network '
1o INtfece L _,
Equipment

Figure 2.2 Cellular Mobile Communication System

The basic structure of mobile communication system includes radio services and telephone
systems. Mobile radio service operates in a closed network and has no access to the public
switched telephone system (PSTN), while mobile telephone service allows interconnection to the
PSTN. The mobile communication system consists of the following four major components that

work together to provide mobile service to subscribers.
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o Public switched telephone network (PSTN): is made up of local networks, the
exchange area networks, and the long-haul network that interconnect telephones and
other communication devices on a worldwide basis.

o Mobile telephone switching office (MTSO): is the central office for mobile switching.
It houses the mobile switching centre (MSC), field monitoring, and relay stations for
switching calls from base stations to wire-line central offices (PSTN). In analog cellular
networks, the MSC controls the system operation. The MSC controls calls, tracks billing
information, and locates cellular subscribers.

o Base station with antenna system (BS): is used to refer to the physicai location of radio
equipment that provides coverage within a cell. A list of hardware located at a cell site
includes power sources, interface equipment, radio frequency transmitters and receivers,
and antenna systems.

o Mobile station (MS): consists of a control unit and a transceiver that transmits and

receives radio transmissions to and from a base station.

2.2.3 Power-up Registration, Connection Establishment, and Handoff/Roaming Process

In order to understand the signalling operation of a mobile station in a mobile communication
system, we will briefly describe the registration, connection establishment, and handoff/roaming
process signalling. As there are many worldwide standards for mobile communication systems, it
is unpredictable and unnecessary to present all of them here. In this section, we take GSM as the
main example for description of the power-up registration, connection establishment and handoff
process, not only because of market success, but also due to the system architecture that served

many other systems as an early example. Specifically, some new handoff concepts such as soft
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handoff, semi-handoff are introduced by taking CDMA system IS-95 as an example when
discussing handoff process.

2.2.3.1 Power-up Registration

The following power-up register process could be applied in the synchronization systems such
as the first-generation and second-generation cellular mobile communication systems, e.g.
AMPS, D-AMPS, GSM, CDMA IS8-95, CDPD, etc.

Prior to establishing any communication links to other parties, the mobile station (MS) must
first acquire synchronization with the mobile communication system. This begins after the MS is
turned on in a Public Land Mobile Network (PLMN). The first step of the MS process is known
as frequency synchronization. The frequency correction burst is unique and easily recognizable.
For example, in GSM the frequency correction control channel (FCCH) burst is long sine wave
that is offset by 67.7 KHz from the carrier frequency. The base station transmits all zeros for the
frequency correction burst. The MS has to take out this offset before an estimate of the carrier
frequency can be made.

After the frequency correction burst is detected, the MS will try to synchronize with the time
synchronization burst (SCH). This time synchronization is generally carried out in two steps:
coarse and fine. If synchronization does not occur, the process of frequency synchronization with
the next highest power channel in the list may start.

Assuming that the mobile station is synchronized, it decodes the information on a
broadcast/pilot channel. When these information are correctly decoded, the MS will follow one
of the two paths:

1) If the broadcast control channel (BCCH) information includes the present BCCH channel

number, then the MS will simply stay on the channel.

12



2) If the current channel is not included in the BCCH information list or the received signal
strength level (BCCH level) is below the desired level, then the MS will continue searching
for the next BCCH channel.

After the MS has successfully synchronized to the system timing, it must maintain the link
and monitor the paging channel (PCH). The mobile station is also required to maintain
information on the neighbouring BCCHs. The information, including sync information and the
average measured RF levels of at least six adjacent cell channels, which is important for handoff
process.
2.2.3.2 Connection Establishment
Basic steps in the formation of a connection include connection request, paging precedure,
identification process, authentication, ciphering, and call clearing international mobile subscriber
identity (IMSI) attach and detach. There are two possible situations: Mobile station origination
call establishment (MOC) and Mobile station termination call establishment (MTC). A common
block diagram for MOC and MTC is shown in Figure 2.3. [1]

Next, we present the detailed signalling for a mobile station connection establishment in a
GSM system. In MTC, the MS is called by a calling station which can be outside the GSM
network or another mobile station. Figure 2.4 shows the detailed steps and required signalling in
MTC. In MOC, the MS transmits a request for a new connection. Figure 2.5 shows the detailed
steps and required signalling in MOC. Note that we focus on the signalling between the mobile
station and the mobile network, while the signalling between the networks is not discussed here.

Some acronyms used below were presented in appendix II.
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Only in _a _mobile termination call (MTC) does the
network search for a particular subscriber (paging).

When the mobile station (MS) is located or when the
MS initiates a call, a control channel between MS and
base station controller (BSC) has to be established.

The MS uses the control channel for identification and
indicates to the BSC in detail which service is requested.

The BSC passes the service request of the MS to the
network switching subsystem (NSS). For that purpose,
the base station subsystem (BSS) has to request an
SCCP connection from the mobile switching centre
(MSC).

The NSS reacts on a connection request of any kind with
a request for authentication (except for an emergency
call). Additionally, the Mobile Station Equipment
Identity (IME) may be checked.

Ciphering between base station transceiver (BTS) and
MS is activated in successful authentication. Ciphering
prevents tapping into air-interface.

Additional information between MS and NSS are
exchanged after activation of ciphering. The additional
information either terminates a successful location
update (LU), or a connection request, defines the details
of that connection. The process is synchronized between
MS and NSS.

The assignment of the traffic channel (TCH) on the A-
interface and Air-interface is done separately, except in
the case of off-air call setup (OACSU). Up to this point,
the communicatior has been done via a control channel.

The system waits, after assignment of the traffic
channel, until an end-to-end connection is in place. At
the end of this phase, the telephone on one side rings,
and the other side hears the ring-back tone.

When the called subscriber takes the call, the actual
conversation begins and charges apply from then on.

Both ends terminate the call after the conversation has

ended. This is the trigger for the MSC, as well as for the

MS, to release all the occupied channels and resources.

Figure 2.3 A Common Diagram of Call Flow
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Mobile Station

Channel/Signalling Message

Base Station Side =

If the MS is reachable, then
assignment of a control channel
is requested from the BSC.

Finds its IMM_ASS_CMD,
based on the request reference,
containing in the CHAN_REQ.
The MS requests the BTS to
establish a layer 2 connection
(LAPDm) by sending a Set-
asynchronous balance mode
(SABM).

MS (SIM) calculates the result
SRES, by applying RAND & K;j
to A3. This result is transparently
returned to the MSC/VLR in an
AUTH_RSP message.

Confirms the activation of
ciphering by sending of a
CIPH_MOD_COM message.

7 GEOHRACHY CHAN REQ

I

EHAVCIPH_ MOD_CMD - ..

In case of an incoming call, Mobile Switching
Center/Visitor Location Register (MSC/VLR) requests
PAG_REQ messages to be sent by all BTS's, which
belong to the current location area of the called MS.
When the BTS's are connected to different BSC’s, one
PAGING message is sent per BSC. From this PAGING
message, the BSC generates the single PAG_CMD
message, which is sent by the BTS's as PAG_REQ.

BTS decodes the CHAN_REQ, calculates the distance
(Timing advance), and forwards the whole information in
a CHAN_RQD to the BSC. > After the BSC received and
processed the CHAN_RQD, it informs the BTS of the
channel type and number shall be assigned
(CHAN_ACT).

The BSC sends IMM_ASS_CMD to activate the reserved
channel. ?BTS sends this information to MS.

The BTS confirms establishment of the layer2 by
repeating PAG_RSP in a Unnumbered Acknowledgment
(UA) message (LAPDm) and passes it to BSC.

BSC partly processes the PAG_RSP and adds the
Location Area Code (LAC) and Cell Identity (CI). This
entire information is put as a CL3I in a SCCP, sent to
MSC. ->The Connection Request (CR) is answered with a
Connection Confirm (CC), if the MSC can provide the
requested Signalling Connection Control Part (SCCP)
connection. A logical connection between MS &
MSC/VLR exists from now on.

The MSC/VIR answers the PAG_RSP with an
AUTH_REQ to the MS. Most important content is the
random number RAND.

No CM_SERV_ACC is necessary in MTC. Without
ciphering, a SETUP would follow immediately.

If ciphering is active, then encryption is switched on.
>MSC/VLR sends information to BTS &MS. >BTS
extracts Cipher Key Kc from the ENCR_CMD message
and sends the rest in a CIPH_MOD_CMD message to
MS. This message only contains the information, which
algorithm AS/X the MS shall use.

MSC/VLR requests the MS to provide its IMEI if
Equipment Check (EC) is active. This is performed for
the BSS transparent, IDENT_REQ message. The EC can
be performed during almost any time during this scenario.

Figure 2.4 Mobile Station Termination Call Establishment 4]
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(Continued)

Transmits its IMEl in an
IDENT_RSP message to the
MSC/VLR, where to check if the
MS is reported stolen or not
certified.

Confirms with a TMSI_REAL
_COM that the new TMSI was
received and stored.

After receiving and checking the
SETUP message, the MS
confirms its capabilities to accept
this connection request by
sending CALL_CONF. This
terminates the connection.

Sends a Set-asynchronous
balance mode (SABM) to the
BTS.

Starts ringing after traffic channel
assignment. An alert message
(never PROGRESS) is
transparently sent to the MSC
simultaneously. This triggers an
ACM (ISUP) towards the calling
subscriber & the generation of a

ring back tone.

Base Station Side

- SDCCH (/AM

SI_REAL_CMD -}

MSC/VLR assigns a Temporary Mobile Subscriber
Identity (TMSI) in place of IMSI in order to make
tracking of subscribers more difficult.  The
TMSI_REAL_CMD is also a transparent message
between MSC & MS. The most important content is the
new TMSIL

The SETUP message is also used for MTC. It informs the
MS about the necessary technical preconditions (Bearer
Capabilities) in order to accept the connection request,
and, if active, conveys the identity of the caller
transparently to the MS.

At this time, if off air call setup (OACSU) is not active,
the MSC sends ASS_REQ to the BSC. Most important
information is, which (speech) channel shall be used for
this connection. -> After receiving and processing of the
ASS_REQ, BSC informs the BTS of the channel type &
channel number shall be reserved (CHAN_ACT). = BTS
confirms with CHAN_ACT_ACK that it received and
processed the CHAN_ACT.

With an ASS_CMD, the BSC assigns the traffic channel
that the MS and BTS shall use on the Air-interface. The
most important data are Transmission/Reception Unit
(TRX) & Time Slot (TS).

The BTS expects that a SABM 1s sent from the MS, using
the new channel, which enables the LAPDm layer2
connection.

The BTS confirms with 2 UA message (LAPDm) that a
SABM was received and layer2 was established. At the
same time, this confirmation is sent in a EST_IND
message to BSC.

With sending of ASS_COM, the traffic channel on layer3
is operational. This also acknowledges the ASS_REQ to
the MSC.

] BSC releases the occupied control channel by sending of

RF_CHAN_REL. The BTS confirms release with
RF_CH_REL_ACK.

Alerted by ringing. the mobile subscriber accepts the call.
When the user presses the ‘SEND’ button, the MS
transparently send a CON message to the MSC/VLR, that
is conveyed to the peer as ANS message(ISUP).
Furthermore, the MSC/VLR sends the CON_ACK
message to the MS, which indicates start of the call and
so initiates charging.

Figure 2.4 Mobile Station Termination Call Establishment (IT)
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Mobile Station

Channel/Signalling Message
[ |

Base Station Side =

A———

Request assignment of a control
channel from the base station
controller (BSC).

Request from the BTS, by
sending a SABM (LAPDm) that
a layer2 connection be
established. It contains a
CM_SERV_REQ for identifying
the subscriber (IMSI/TMSD) &
specifies the requested service.

MS (SIM) calculates the result |§

SRES, by applying RAND & Kj
to A3. This result is transparently
returned to the MSC/VLR in an
AUTH_RSP message.

Confirms by sending a
CIPH_MOD_COM message that
ciphering was activated.

Transmits its IMEl in an
IDENT_RSP message to the
MSC/VLR, where to check if the
MS is reported stolen or not
certified.

(To be continued)

[ cccH @acry CaA _Rgg-

SBCCH | (IVAUTH_REQ (RANDY: -]

The base station transceiver (BTS) decodes the
CHAN_REQ. calculates the distance (Time Advance) &
returns the complete information in a CHAN_RQD to the
BSC. ->BSC informs the BSC of the channel type &
channel number shall be reserved (CHAN_ACT). 2BTS
acknowledges BSC with a CHAN_ACT_ACK.

BSC, BTS sends the IMM_ASS_CMD to activate the
previously reserved channel.

BTS confirms that a layer2 was established by repeating
the CM_SERV_REQ in an UA message & forwards it to
the BSC. BSC partly processes the CM_SERV_REQ
(MS class) and LAC, as well as CI are added. The
complete Info. is packed in a CR (SCCP) as a CL3I
(BSSM) and sent to the MSC. The CR also serves as a
request for a SCCP connection. ?MSC answers CR with
a CC if it is able to provide the requested SCCP
connection. > A logical connection exists from the MS to
the MSC/VLR (Visitor Location Register). MSC/VLR
answers to the CM_SERV_REQ with AUTH_REQ.

BSC &BTS transparently forward the AUTH_REQ to the
MS. Most important content is RAND, the random

number.

VLR compares SRES with the value provided by HLR. If
the two match, authentication is successful. MSC/VLR
confirms the requested service in a CM_SERV_ACC
message. (only if ciphering isn’t active.)

If ciphering is active, then no CM_SERV_ACC is sent.
<>MSC/VLR sends information to BTS & MS.

BTS extracts Kc from the ENCR_CMD message and
sends the rest in a CIPH_MOD_CMD message to MS.
This message only contains the information. which
algorithm AS/X the MS shall use.

MSC/VLR requests the MS to provide its IMEI if
Equipment Check (EC) is active. This is performed for
the BSS transparent, IDENT_REQ message. The EC can
be performed during almost any time during this scenario.

MSC/VLR assigns a TMSI in place of IMSI in order to
make tracking of subscribers more difficult. The
TMSI_REAL_CMD is also a transparent message for
BSS.

Figure 2.5 Mobile Station Origination Call Establishment (I)
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(Continued)

Confirms with TMSI_REAL-
COM that the TMS! was
received and stored.

The SETUP message contains the
directory number of the called
party, transparently from the MS
to the MSC/VLR.

Request from the BTS, by
sending a SABM (LAPDm) that
a layer2 connection be
established. It contains a
CM_SERV_REQ for identifying
the subscriber (IMSUTMSD &
specifies the requested service.

Sends a SABM to the BTS.

£ FACEH (/ASS_GOMat e

After the MSC/VLR receives this information, it sends an
IAM (in case of ISDN), in order to set up the connection.
The network confirms with CALL_PROC that the IAM
was sent and that the MSC is processing the call
establishment.

At this time, if off air call setup (OACSU) is not active,
the MSC sends ASS_REQ to the BSC. Most important
information is, which (speech) channel shall be used for
this connection. »The physical situation on the air-
interface  can be queried by sending a
PHY_CONTEXT_REQ message, before the BSC assigns
the TCH on the Air-interface. In particular the actual
distance to MS & the current power setting of MS data
are conveyed to the BSC in a PHY_CONTEXT_CONF
message. > After receiving and processing of the
ASS_REQ, BSC informs the BTS of the channel type &
channel number shall be reserved (CHAN_ACT). = BTS
confirms with CHAN_ACT_ACK that it received and
processed the CHAN_ACT.

With an ASS_CMD, the BSC assigns the traffic channel
that the MS and BTS shall use on the Air-interface. The
most important data are Transmission/Reception Unit
(TRX) & Time Slot (TS).

The BTS expects that a SABM is sent from the MS, using

the new channel, which enables the LAPDm layer2
connection.

The BTS confirms with 2 UA message (LAPDm) that a
SABM was received and layer2 was established. At the
same time, this confirmation is sent in a EST_IND
message to BSC.

1 With sending of ASS_COM, the traffic channel on layer3

is operational. This also acknowledges the ASS_REQ to
the MSC.

BSC releases the occupied control channel by sending of
RF_CHAN_REL. The BTS confirms release with
RF_CH_REL_ACK.

When the MSC receives ACM (ISUP) for the connection
set up. it either sends an ALERT or a PROGRESS
message to MS. ALERT is used to indicate a change of
state within the MS, e.g., generation of a ring tone.
PROGRESS is used when no change of state is involved,
¢.g., when the ring tone is sent ‘inband’ from the NSS.

Figure 2.5 Mobile Station Origination Call Establishment (§1))
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(Continued)
When the MSC/VLR receives ANS (ISUP: ISDN user

part) message from the called side, then the call is through
connected, i.e., the called party has accepted the call. The
CON message is sent to MS transparently. The actual call
begins with receiving the CON message..

7 FACCH(IVCON -

Sends a CON_ACK message to
the MSC/VLR in order to
acknowledge this message and
start of charging.

Figure 2.5 Mobile Station Origination Call Establishment ([II)

2.2.3.3 Handoff /Handover Process
2.2.3.3.1 The Concept of Handoff /Handover

An obstacle in the development of the cellular mobile network involved the problem created

when a mobile subscriber traveled from one cell to another during a call. As adjacent areas do
not use the same radio channels (control channel or traffic channel), a call must either be
dropped or transferred from one radio channel to another when a user crosses the line between
adjacent cells in the same system or different systems. Because dropping the call is unacceptabie,
the process of handoff/handover was created.

A handoff is defined as the change of the currently used radio channel to another radio
channel during an existing and active connection between mobile station (MS) and base station
(BS). Note that the GSM-specific term handover corresponds to the same concept as handoff; in
Europe, handover is used, while in North America handoff is used. The smaller the cell size and

the faster the movement of a mobile station through the cells (up to 250 Km/h for GSM), the
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more handoffs/handovers of ongoing calls are required. In summary, there are two reasons for a
handover.

o The mobile station moves out of the range of a base station transceiver (BTS) or a certain
antenna of a BTS respectively. Thus, the received signal level becomes lower continuously
until it falls undemneath the minimal requirements for communication. Or the error rate may
grow due to interference, the distance to the BTS may be too high etc. -- all these effects
may diminish the quality of the radio link and make radio transmission impossible in the
near future.

o The wire infrastructure such as mobile switching centre (MSC), base station centre (BSC)
may decide that the traffic in one cell is too high and shift some MS to other cells with a
lower load if possible. Thus, handover may be due to load balancing.

2.2.3.3.2 Handoff/Handover Processing

Figure 2.6 shows five possible handover scenarios in GSM:
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1) Intra-BTS Handoff (Scenario 1): Within a cell, narrow-band interference could make

transition at a certain frequency impossible. The BSC could then decide to change the carrier

frequency. The procedure usually is executed autonomously by the BSC, but the MSC may also

be in charge. In the intra-BTS handoff, a new channel in the same BTS is assigned to the MS.

Note that an intra-BTS handoff is always synchronized, since all TRXs of a BTS have to use the

same clock. Figure 2.7 shows a synchronized handoff process during a connection [1].

Mobile Station i

Channel/Signalling Message
-

Base Station Side =

In case of the synchronization
handoff, the MS sends up to four
HND_ACC message to the BTS
when receiving the HND_CMD.
The data of a HND_ACC
message is only one byte long
and carries the handoff reference
(the temporary identifier of the
MS).

If the assignment procedure is
used for the intra-BTS handoff,
then sending of the HND_ACC
message is not necessary.

MS confirms handoff by sending
of HND_COM or ASS_COM.

The measurement results of the currently used
traffic channel suggest an intra-BTS handoff.
The decision is made by the BSC.

The BSC sends either an ASS_CMD or a HND_CMD
(can be set) to initiate an intra-BTS handoff. The most
important content of them is:
1)  On which time slot & on what frequency is the
new channel.
2) How the MS shall identify itself on that new
channel.

The LAPDm connection is established directly after
sending of the HND_ACC messages, by exchanging
SABM and UA frames. Receipt of the SABM is a
acknowledged towards the BSC with an empty EST_IND
message.

Only now, the MSC receives the information in a
HND_PERF message that a handoff was performed by
the BSS.

The BSC concludes the handoff by requesting the BTS to
release the no longer used radio resources.

Figure 2.7 The Synchronized intra-BTS Handoff
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2) Intra-BSC Handoff (Scenario 2): This is a typical handoff scenario. In the intra-BSC

handoff, an MS changes the BTS but not the BSC. The intra-BSC handoff may be carried out

autonomously by the BSC, without support from the MSC. It is an option by the network

operator to decide that the MSC supervises the process. For intra-BSC handoff, depending on the

circumstances, both synchronized and non-synchronized handoff are possible. A non-

synchronized intra-BSC handoff process is shown in Figure 2.8. [1] The difference from the

synchronized intra-BSC handoff is simply that the PHYS_INFO messages from the BTS would

not have to be sent.

Mobile Station ‘

Channel/Signalling Message

Base Station Side s

In case of the non-
synchronization handoff, the MS
sends undefined number of
HND_ACC message to the BTS
when receiving the HND_CMD.
The data of a HND_ACC
message is only one byte long
and carries the handoff reference
(Temporary identifier).

As soon as the MS has received
one PHYS_INFO messages, it
stops to send HND_ACC and
instead sends a SABM, in order
to establish layer2 (LAPDm).

MS confirms handoff by sending
of HND_COM.

The measurement results of the currently used

g traffic channel suggest an intra-BTS handoff.
The decision is made by the BSC.

Activation of the new traffic channel in the BTS

The BSC sends a HND_CMD (can be set) to initiate an
intra-BSC handoff. The most important content is:
1) On wtkich time slot & on what frequency is the
new channel.
2) How the MS shall identify itself on that new
channel.

At the same time, the BTS sends a PHYS_INFO
messages on the downlink and waits for a SABM from
the MS. PHYS_INFO messages are sent up to a
maximum number of Ny1.

The BTS reacts by sending an UA frame & ceases
sending of PHYS_INFO. When the BTS receives the
SABM, it sends an empty EST_IND message as an
acknowledgment to the BSC.

Only now, the MSC receives the information in a
HND_PERF message that a handoff was performed by
the BSS. The BSC concludes the handoff by requesting

the BTS to release the no longer used radio resources.
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3) Intra-MSC Handoff (Scenario 3): In an intra-MSC handoff, the MS changes not only the
BTS but also the BSC as well (external handoff). In contrast to the intra-BTS and intra-BSC
handoff, the MSC mandatory is in charge for the execution of the intra-MSC handoff. However,
the responsibility for the MSC does not include processing the measurements of the BTS or the
MS or to conclude that a handoff is necessary. These functions always remain with the BSC.

Figure 2.9 describes this scenario. [1]
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Base Station Side A *

When the MS receives the
HND_CMD, then in case of the
non-synchronized handoff, an
undefined number of HND_ACC
messages are sent to the BTS.
The data of a HND_ACC is only
1-byte long & carries the handoff
reference, that is the temporary
identifier of MS.

After the MS receives a
PHYS_INFO, it stops sending of
HND_ACC & sends a SABM 10
the BTS in order to establish
Layer2 (LAPDm).

[To old BTS) FACCHANDSCHD

The measurement results of the currently used traffic
channel suggest a handoff. The decision is made by the
BSC. Possible target cells may lay outside of this BSS,
hence the BSC has to inform the MSC. - The old BSC
sends a HND_RQD to the MSC, which may be repeatedly
sent in time intervals defined by BSS timer 7 if the MSC
does not answer. The most important content is a list with
all possible target cells for this handoff. The BSC has no
knowledge whether a BTS belongs to the same MSC or
not. That is, the BSC does not know whether an intra-
MSC handoff or inter-MSC handoff will be necessary.

-> The MSC analyzes the HND_RQD to the target BSC,
which assigns the channel to be used on the A-interface &
specifies the target BTS. >The new BSC then activates a
channel within the target BTS. (CHAN_ACT) = If the
BTS confirms channel activation on the Air-interface,
then the target BSC composes the HND_CMD message &
sends a HND_REQ_ACK message back to the MSC.

The MSC passes the HND_CMD message. received from
the target BSC via the old BSC to the MS. The most
important data are the HO-reference, i.e., the identifier of
the MS when accessing the new BTS & the specification
of type & target of the handoff (target frequency, time
slot, synchronization).

At the same time, the BTS sends a PHYS_INFO
messages on the downlink (max Ny 1 times) and waits for
a HND_ACC or a SABM from the MS. >when the first
HND_ACC is received, the BTS sends HND_DET to the
BSC. ->The BSC forwards this message to the MSC,
which switches the connection to the new BSC, although
the HND_CMP is still pending. »The BTS does not stop
sending PHYS_INFO, even when receiving HND_ACC.

The BTS confirms to the MS that SABM was received by
returning Unnumbered Acknowledgment (UA) and to the
BSC by sending EST_IND.

The new BSS terminates the handoff process by sending
of HND_COM/HND_CMP. >MSC sends a CLR_CMD
to the old BSC, as soon as the MSC receives the
HND_CMP message to request release of the radio
resources. ->Finally, the SCCP connection to the old BSC
is terminated and the related resources are released.

Figure 2.9 The intra-MSC Handoff
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4) Inter-MSC Handoff and Subsequent Handoff (Scenario 4): Inter-MSC handoff is a handoff

required between two cells belonging to different MSCs in the same type system. The control of

the inter-MSC handoff stays with the old /original MSC. The original MSC always maintains the

call control (CC) functionality, as the new MSC takes control over all radio resource (RR) task,

which is internal to the MSC. These are in particular intra-MSC handoff-related tasks. Figure

2.10 shows this scenario. [1]

Old MSC Side (MsSC A, BSC A)

E-interface/Signalling
|

New MSC Side (MSC B, BSC B)

For an active connection, BSC A determines
that 2 handoff into another area is necessary.
It then sends a HND_RQD to its MSC. The
MSC detects that CI and LAC of the handoff
candidate, provided in the HND_RQD.
belong to another MSC area After
identifying the correct neighbour MSC, MSC
A sends a PrepareHandoff (MAP) over the E-
interface to MSC B.

MSC A reacts two folds: 1) By sending an
IAM (ISUP), it requests that a traffic channel
be established between MSC A and B. The
address information in the [AM is the
handoff number. 2) After receiving the
corresponding ACM, MSC A sends the
HND_CMD message via MSC A to the MS.
On the air-interface, the MS performs
handoff to the target BTS.

Receiving of HND_CMP in BSS B or MSC
B. respectively is signalled to MSC A in
another MAP message, the SendEndSignal.
This triggers MSC A to send a CLR_CMD
message to BSC A, which then releases the
no longer used radio connection.

Release of the SCCP resources.

VLR B subsequently assigns a temporary handoff
number. >MSC B passes the included HND_REQ
to the target BSC B and receives a complete
HND_REQ_ACK back from BSC B, if those
resources are available.

MSC B answers to the original prepareHandoff by
sending this BSSAP message back to MSC A.

BSS B indicates, by sending of HND_DET, that the

-4 HND_ACC message was received from the MS.
3]MSC B forwards HND_DET in a

processAccSignaling message (MAP) to MSC A.

After that, by sending an ANM(ISUP), the traffic
channel between MSC A and B is through
connected. From then on, the transport of the
payload is carried to MSC B. At the same time, the
handoff number is released in VLR B.

Figure 2.10 The inter-MSC Handoff

Subsequent handoff is applied such a second inter-MSC handoff: One case is a handoff from

the new MSC back to the original MSC (See Figure 2.11); another is a handoff from the new
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MSC into a third MSC area (See Figure 2.12). Although the new MSC initiates a subsequent

handoff, the original MSC still maintains overall control of the call, during and even after a

subsequent handoff. Overall control means that, in any case, independent of whether the target of

the handoff is the original MSC or a third MSC, the CC functionality always remains with the

old MSC.

Old MSC Side (MSC A, BSC A)

E-mterface/SIgnalllng

New MSC Side (MSC B, BSC B)

MSC A forwards the included HND_REQ
to the target BSC A. No handoff number
has to be assigned in this case, because no
additional traffic channel needs to be
established. ->Given the necessary
resources are available, BSC A sends a
HND_CMD, packed into a
HND_REQ_ACK, back to MSC A.
Reversed-compared to the inter-MSC
handoff—now MSC A sends the
HND_CMD in a prepareSubsequentHO
message to MSC B.

Only when MSC A receives 2 HND_CMP
message, it triggers termination of all
related processes in MSC B (MAP), by
sending a sendEndSignal to BSC B, in
order to release all the related radio
resources.

MSC A clears the existing traffic channel
between MSC A and B by sending a REL
message to MSC B.

to MSC B is the initial state of this scenario.

P PO
i

The result of an inter-MSC handoff from MSC A

BSC B informs MSC B by sending a HND_RQD
message that this connection requires a handoff
into another BSC area. >MSC B detects that the
target BTS for the necessary handoff is
controlled by MSC A. >Hence, MSC sends a
prepareSubsequentHO to MSC A.

Please note also that prepareSubsequentHO does
not establish a new TCAP transaction, because
the one from the previous inter-MSC handoff is

used again.

MSC B forwards the HND_CMD to the MS and
handoff on the air-interface is performed.

The connection is no longer routed via MSC B,
as soon as HND_DET arrives at MSC A. Please
note that MSC B is not immediately informed
about this new situation.

Release of the SCCP resources in BSC B and
MSCB.

Figure 2.11 Scenario for Subsequent Handoff back to the Original MSC
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Old MSC Side (MSC A, BSC A)

New MSC Side (MSC B, BSC B)

Third MSC Side (MSC C, BSC C)

&

As an answer to the initial prepareHO
(MAP), MSC A receives the final
HND_CMD message. together with the
handoff number from MSC C.

MSC A sends the handoff number in an
[AM (ISUP) message to establish a traffic
channel between itself and MSC C.

MSC A forwards the HND_CMD to MSC
B as its answer to prepareSubsequentHO.

BSC B requests a handoff into a BSC area,
which is controlled by a foreign MSC.->
MSC B sends a prepareSubsequentHO
(MAP) to MSC A, which forwards this
request in a prepareHandoff (MAP) to the
target MSC (MSC C).

MSC B sends the HND_CMD to the MS.

The initial state here is the same, as that of the
previous scenario, which is the state after an
inter-MSC handoff from MSC A to MSC B.

9

Now, MSC/VLR C have to provide the radio
resources (HND_REQ) and have to assign a
handoff number.

MSC C confirms establishment of this channel
(ACM).

VLR(Visitor Location Register) C releases the
handoff number.

The MS executes handoff and reports this to
BSS C.BSS C then sends HND_DET,
which is passed on from MSC C to MSC A.

Figure 2.12 Scenario for Subsequent Handoff to a Third MSC

5) Handeoff (Roaming) between Two Different Systems (Scenario 5): is a handoff required

between two cells belonging to different MSCs in the different systems, in order to provide

seamless handoff. Currently, this requires a fix dual-/tri-mode mobile station and the inter-

working of these two different systems to support this kind handoff operation (also called

roaming). In Chapter 3, we will develop a new concept—which requires a re-configurable, multi-

mode mobile station to support this kind of handoff operation (roaming). The main difference

compared to traditional radios is thus the total programmability. Traditional mobile stations are

typically composed of digital and analogue components. As most of the analogue components

are not tuneable, SDR implementations in wireless handsets may be viewed in comparison with a

generic PC model in the form of a multiple service model.
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2.2.3.3.3 Five Major Types of Handoff in Mobile Communication System
For analog cellular, the MS is commanded to tune to a new frequency; the handoff process

caused a short break in the voice path and a noticeable ‘click’ heard by both parties in the
telephone call. For data modem, the click often causes data errors or loss of data synchronization.
In CDMA, soft handoff greatly reduces the link outages in the transition region and in handoff
using a technique that allows simultaneous transition to and from the user through two cells.
During handoff, the signalling and voice information from multiple base stations must be
combined in a common point with decisions made on the “quality” of the data. Similarly, voice
and signalling information must be sent to multiple base stations, and the mobile station must
combine the results. The common point could be anywhere in the network but is typically at the
Mobile Switching Center (MSC). The call flows described here for handoff assume that the MSC
contains the combining circuitry.

Subsequently, five types of handoff in current mobile systems, i.e. soft handoff, softer
handoff, hard handoff, semi-soft handoff and idle handoff, are defined [6], [9]. Only detailed call
flows of a soft handoff and idle handoff are presented, while other types of handoff process
would be similar to the senarios described before.

1) Soft Handoff occurs when the new base station (BS) begins communications with the mobile
station (MS) while the MS is still communicating with the old BS. The MSC combines the
received signals from both base stations to process an uninterrupted signal to the distant party.
The MS will receive the transmissions from the two base stations as additional multi-paths in the
RAKE receiver and will process them as one signal. RAKE receiver consists of correlators, each

receiving a multipath signal. After spreading by correlators, the signals are combined using.
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The BS directs the MS to perform a soft handoff only when all forward traffic channel
assigned to the MS have identical frequency assignments. Soft handoff provides diversity of
forward traffic channels and reverse traffic channel paths on the boundaries between base
stations.

At call initiation, the MS is supplied a tailored set of handoff thresholds and a list of cells that
are most likely to be the candidates for handoff. While tracking the signal from the original cell,
the MS searches for all the possible pilots and maintains a list of all pilots whose signals are
above a threshold established in the initial setup. This list is transmitted to the MSC whenever

(1) It is requested;

(2) The list changes by having a new pilot appear on the list;

(3) When an existing pilot falls below a level that is useful to support the traffic.

A detail call flow of a soft handoff is illustrated in Figure 2.13.
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Mobile Station

Channel/Signalling Message

Base Station Side =

Determines that another BS has a
sufficient pilot signal to be a
target for handoff. & Sends a
pilot  strength  measurement
message to the old BS.

The MS sends a handoff
complete message to the old BS.

Sends a pilot strength
measurement message to the new
BS.

If the MS determines that the old

BS has insufficient pilot signal to
continue to be a BS in soft
handoff. <»Sends a pilot strength
message to the old BS to drop
off.

The MS sends a handoff

complete message to it.

The MS sends a pilot strength
measurement message to the new
BS.

Note: The procedures to drop a
new BS from a soft handoff are

TEqUES OtleE 42

ot Meashirement

similar.

The old BS sends an inter-BS handoff request message to
the MSC. ->The MSC accepts request & sends an inter-
BS handoff request message to the new BS.

The new BS establishes the connection with MS by
sending a Null traffic message & sends a join request
message to the MSC.

The MSC conferences the connections from the two BSs
so that the handoff can be processed without a break.
Sends a join acknowledge to the new BS. -» The new BS
sends an inter-BS handoff acknowledgment message to
the MSC. DMSC sends a inter-BS handoff
acknowledgment message to the old BS. >The old BS
sends a Handoff direction message to the MS.

The old BS sends a handoff information message to the
MSC. >MSC confirms it. ?»The new BS sends a pilot
measurement request order to the MS.

The old BS sends a handoff direction message to the MS.

The old BS sends an interface primary transfer message to
the new BS.>The new BS confirms with acknowledge
message & sends a handoff information message to the
MSC. >The MSC sends back an acknowledge message
to the new BS.

The new BS sends a pilot measurement request order to
the MS.

The old BS sends to the MSC a remove request message,
which requests that the BS be dropped from the
connection.

The MSC confirms the message by sending a remove
acknowlec!ge message to the old BS.

Figure 2.13 The Call Flow of a Soft Handoff
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2) Softer Handoff occurs when the MS is in handoff between two different sectors at the same
cel/BTS. Typically, a BS is designed so that an antenna transmits and receives over a 120°
sector rather than a full 360°. For the discussion of softer handoffs, it is useful to designate a
sector as a primary sector (the older sector serving the call). The operaion of softer handoff is
similar to that of intra-BTS handoff discussed before.
3) Hard HandofT occurs when the two base stations are not synchronized or not on the same
frequency and an interruption in voice or data communication occurs. Hard handoffs can occur
when more than one frequency band is used, or the two BSs are not synchronized, e.g., in two
different systems. For CDMA IS-95 system, another type of hard handoff occurs when there is
no serving CDMA base station available and the MS must be directed to an analog cellular
channel. For example, CDMA to CDMA hard handoff, in which the BS directs the MS to
transition between disjoint sets of base stations, different frequency assignments, or different
frame offsets. In addition CDMA to analog handoff, in which the BS directs the MS from a
forward traffic channel to an analog voice channel.
4) Semi-soft handoff occurs when the handoff appears as a soft handoff within the network but
the MS processes it as a hard handoff. This handoff occurs in CDMA system only.
S) Idle handoff procedures: An idle handoff occurs when a MS has moved from the coverage
area of one base station into the coverage area of another base station during the MS idle state.
The MS determines that an idle handoff should occur when it denotes a sufficiently strong
pilot/broadcast channel signal other than that of the current base station’s pilot/broadcast channel
signal.

For CDMA 1S-95 in the MS idle state, the mobile station continuously searches for the

strongest pilot channel signal on the current CDMA frequency assignment whenever it monitors
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the paging channel. If the MS determines that one of the neighbour set or remaining set pilot
channel signals is sufficiently stronger than the active set pilot channel, the MS should
performed an idle handoff as specified in the following.

While performing an idle handoff, the MS operates in the non-slotted mode until the MS has
received at least one valid message on the new paging channel. Following the reception of this
message the mobile station resumes slotted mode operation. After performing an idle handoff,
the MS discards all unprocessed messages received on the old paging channel.

In CDMA, both the BS and the MS monitor the performance of the radio link and can request
handoffs. Handoffs requested by a mobile station are called mobile-assisted handoffs; and those
requested by the BS are called base station assisted handoffs. Either side can initiate the handoff
process whenever the following triggers occur: base station traffic load, distance limits exceeded,
pilot signal strength below threshold, power level exceeded. The mobile station determines the
parameters for the handoff request from the system parameters message in the CDMA system
and the broadcast message in the wideband code division multiple access (W-CDMA). Both
messages are transmitted on their system’s paging channels.

In the next Chapter 3, we propose a reconfiguable multi-mode MS that could perform

seamless handoff/roaming between different wireless systems.

32



Chapter 3 Reconfigurable Multi-mode Mobile Station

for Mobile Communication Systems

3.1 Profile of the Reconfigurable Multi-mode Mobile Station
For a reconfigurable mobile station (MS), instead of changing the ROM for application

software, new version of the software is downloaded from the universal base station. The new
system software code could be saved as a new file or could replace the old one in the flash
memory at a MS. Restrictions on the memory size and power consumption at mobile station
should be considered for further design. Software radio can provide the terminal agent function,
which is realized according to the user’s favor such as cost effectiveness, quality of service
(QoS), etc.

While the MS moves to a new area, in addition if the quality of service (QoS) of the mobile
is bad and the same system is not available, the mobile will automatically switch to a new system
by downloading new system software over-the-air. The downloaded new system software codes
are then saved as a file in the memory. Possibility of the change of system is rather high when
the systems are overlapped in the same area. This chapter mainly addresses the software
download issues in a reconfigurable mobile station, all the transition probabilities and all
transition times involved to all download. The downloaded software will consist of two parts:
The first controls the hardware configuration of the MS unit and the second constitute the

medium access control (MAC), signaling and higher networking layer at the MS.

33



3.1.1 Over-the-Air Reconfiguration

3.1.1.1 Configuration of the Universal Base Station

Universal base station means a base station that has the neccessary software for all standard
systems such as GSM, CDMA 1S-95, DECT, UMTS etc. This BS will download such software
code to a power-up or roaming mobile station upon request. Each universal base station has two
types of channels—universal pilot channel and universal data channel.

Universal pilot channel is a synchronization reference, message broadcasting, and signaling
channel. The mobile will use this channel to exchange signaling with the universal base station
for system software to be downloaded. We assume that new universal pilot channels would be
generating in each of the 900, 1800, 1900, 2400, 5000 MHz band.

Universal data channel is dedicated to the mobile station for downloading the system
software code, which will configure the modulation, access, and network functionalities of the
reconfigurable and transparent mobile station. This mobile station has general firmware that can
be programmed to any standards.

In a general sense, software download (SW_DL) can be defined as being the “process of
introducing new program code to a terminal to modify its operation or performance”. Normally,
there are two methods for downloading system software code to a mobile—a smart card loading
(e.g. SIM) and air interface loading. Herein, we propose downloading the software data over the
wireless link. When the mobile station is in areas defined as having a mixture of universal
cellular base stations, universal wireless LAN base stations, and classical base stations having

only one cellular standard, the scenario is shown in Figure 3.1.
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Cellular universal data channel
WLAN universal data channel L-~(1S-95, GSM, CDPD, DECT etc)
WLAN universal pilot channel *~._ -~ Cellular universal pilot channel

§ K Cellular Universal BS

Current pilot/broadcast/traffic channel

WLAN Universal BS

Classical BS

Figure 3.1 Over-the-Air Reconfiguration

3.1.1.2 Configuration of the Mobile Station

To make the mobile terminal reconfigurable, two configurations on the mobile station will be

defined here. First of all, each mobile station would have a certain ROM for storing the default

software code as defined by home location, such as GSM, CDMA IS-95, DECT etc, together

with a certain memory for storing two system software code files. In addition, each mobile

station would have a universal save button, which could be used by the user to control the system

software download mode.
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3.1.1.2-1 Code Tree

We define 7 function indication bits for a reconfigurable multi-mode mobile station as shown in
Table 3.1. While the mobile station is power-up or roaming, it will check these functional
indicator bits to make a initial state transition decision. Before discussing how the mobile station
operates accordingly, we present a code tree that shows all the possible combinations of these
indication bits in Figure 3.2. Note that the branch going up represents the value 1.

Table 3.1 7 Function Indication Bits for the Mobile Station

Indicator & Symbel Probability Meaning of symbol value I;=1

Universal save button Ii 01 MS battery level is low then it will be forced to switch on the
universal button or the button is pressed so that the user can
select different systerns.

Cellular universal pilot channel | D 02 Cellular universal pilot channel is available in this area.

WLAN universal pilot channel | I3 03 WLAN universal pilot channel is available in this area.

Same kind BS/system Is 04 Same kind of BS or system is available in this area.

QoS over the current system Is Os -Current quality of service is good. »

Cellular universal data channel { g 06 Data channel for downloading new cellular software is available.

WLAN universal data channel I7 07 Data channel for downloading new WLAN software is available.
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The probability of universal WLAN DCH is available (L=1)

The probability of aniversal Cellular DCH is available (L=1)

The probability of the universal WLAN
pilot charnel is available (I = 1).

The probability of the universal cellular
pilot channel is available. I, =1

62 (II=11)

The probabilify of good QoS (Is = 1) F [:5

The probability of the
universal button is pushed

or battery is low. (I;= 1)

The probability of bad QoS (I = 0)

9, (Il'—'l )

r —t
The probability of the same

kind BS exists (Is = 1)

.——B&-—-’
w

The probability of the same
system doesn’t exist (L, =0)

The probability of the universal cellular
pilot changel is not available. (I =0)

P B B (1,1;:10)#

The probability of the universal WLAN
pilot channel is unavailable (I; = 0).

1-63

The probability of universal Cellular DCH is unavailable (I=0)
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The probability of universal WLLAN DCH IS unavailable (1=0)
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Figure 3.2 Copstruction Code Tree of the Function Indication Bits of the Mobile Station (I)
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Figure 3.2 Construction Code Tree of the Function Indication Bits of the Mobile Station (IT)
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In this code tree, we labeled the probabilities of the functional bits beyond the branches or
the leaves and placed the joint probabilities ¢; on the right side of the leaves. The joint
probability ¢; is the probability of that the corresponding branch code value occurs. Based on this
concept, it is clear that the probability of I ,I;LIsIgl; =1111111 occuring is ¢;. the probability of
Lil2I3LdsI6l7 =1111110 occuring is ¢, the probability of I, LI;LIsIsI; =1111101 occuring is ¢s. the
probability of I,I.I;LIsIsl; =0000000 occuring is ¢;2s. etc.

Since the construction of the code tree from the function indication bits is independent, the
Joint probability ¢; corresponding to a branch equals to the products of all the probabilities
labeled on this branch. For example, ¢; = 6,0:0:0,05060;, ¢ = 0,0,0:040505(1-67), 0128 = (1-
0:)(1-82)(1-65)(1-8,4)(1-65)(1-66)(1-64), and so on. Further, the probability of I,LIsLIslsk
=1111111 is ¢; = 6,8,0:0405040;, the probability of I,L,ILIsIsl; =0000000 is @25 = (1-6;)(1-
02)(1-03)(1-6,4)(1-85)(1-66)(1-67), and so on.

In fact, some of the combinations in the code tree in Figure 3.2 will never occur, since I will
be automatically set to zero if I, =0; similarly, I; =0 if I; =0. This means that the cellular software
code download is not available if there is no cellular universal pilot channel, and the wireless
LAN software code download is not available if there is no wireless LAN universal pilot
channel. This also implies that when the cellular universal pilot does not exist, i.e. I =0, the
probability of the cellular software download data channel available 05 =0; same principle
applies to wireless LAN, i.e. when I =0, the probability of the wireless LAN software download
available 87 =0. For those leaves, we marked ¢; =0 in the code tree, which means it won’t
happen. For example, ¢,7 =0 means the probability of I,I,;;LIsIl; =1101111 equals to zero; ¢i0s

=0 means the probability of I; LI3LIsIsI; =0010110 equals to zero,etc.
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In order to show how the mobile station makes a path decision in automatic mode, we
distribute all the branches in this code tree into four groups and mark them in different symbols -
-“e7, “7 “e” *“~" This means that if the function indication bit I;I,I5LIsIl; equal to:

a)  One of the values corresponding to the “e” branches, the mobile station will make the

transition to cellular system software code download path.

b)  One of the values corresponding to the “—” branches, the mobile station will make the

transition to wireless LAN system software code download path.

c)  One of the values corresponding to the ‘¢’ branches, the mobile station will make the

transition to the same system path.

d)  One of the values corresponding to the “—” branches, some errors may have occurred.

The mobile station ignores these values, since these branches represent the cases that

will not happen.

3.1.1.2-2 State Diagram

To represent the set of events that can take place while the MS is roaming and trying to make a
connection with the network, we build up a generalized roaming connection state diagram of the
reconfigurable mobile station as illustrated in Figure 3.3. It consists of 12 states Sy, S, S2, S3, Sa,

Ss, S¢, S7, Ss, So, S10, S11, S12; their corresponding meanings are described in the following Table

3.2.
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Table 3.2 The Possible States of the Mobile Station

State Meaning

So Starting state. _

S Listening to the cellular universal pilot channel.

S, Listening to the WLAN universal pilot channel.

S3 Listening to the same kind base station pilot /broadcast channel.

Ss Authentication, signaling exchange with cellular universal base station.

Ss Authentication, information exchange with WLAN universal base station.

Se Authentication, information exchange with the same kind system.

S- Authenticated MS is downloading new cellular system software from data channel.
Ss Authenticated MS is downloading new wireless LAN software from data channel.

So Call establishment in the same system (Handoff/roaming may happen at this time).
Sio New system update, call establishment signaling with the new cellular system.

Su New system update, connection establishment signaling with WLAN.

Sz Connected to the network.

Yll.lsll

Yl 1281

YIOJSI
Y10.4€10

Figure 3.3 The Generalized State Diagram of the Mobile Station
The cellular system download path is path 1,i.e.,S¢ =2 S; 2 S4> S7= Si10= S12.
The wireless LAN system download path is path 2, i.e.,So > S; 2 S5 2> Sg 2> Si;; = S12,

The same system path is path 3,i.e.,So = S; 2 S¢=2> So = Si2.
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When the mobile station moves to a new area, if the quality of service (QoS) of the mobile is
bad and the same system is not available, the mobile will automatically switch to a new system
by downloading a new system software over-the-air. The downloaded new system software
codes are then saved as a file in the memory of the MS. In next section, we mainly discuss the

software download modes in a reconfigurable mobile station.

3.1.1.2-3 Software Download Modes

Here, we maintain that the user can choose automatic mode or preferred mode for the mobile
station (MS). In automatic mode, the MS may take different paths in the state diagram, with
initial transition probabilities of three paths are &g, €02, €3 respectively. These 3 pathes
correspond to downloading various cellular system software code, wireless LAN software code

or staying in the same system.

In the cellular system preferred mode, the MS may take path 1 or path 3 in the state diagram,
with transition probabilities €, and €3 respectively. Thus, it may request universal cellular BS to
download various cellular system software code or stay in the same system. The MS will never
take path 2 in this mode, i.e., €9 =0. In wireless LAN system preferred mode, the MS may take
path 2 or path 3 in the state diagram, with transition probabilities €, and €; respectively.
Therefore, it may download various wireless LAN code or stay in the same system. The MS will
never take path 3 in this mode, i.e., €53 =0. We can conclude that:

1) In the automatic mode, I, = 1 (probability is 0;):
o Ifl, =1, transition is made to state S, (See Figure 3.3).
o IfI;=0andI; = I, transition is made to state S, (See Figure 3.3).

o Else, I; =0 and I3 = 0, transition is made to state S3 (See Figure 3.3).
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That is to say, in the automatic mode, the MS will select the cellular download path once the
universal cellular pilot is available, whatever the other conditions are satisfied or not. The MS
will select the WLAN download path only when the universal cellular pilot is not available but
the WLAN pilot is available. Otherwise, the MS will still operate on the current system.

2) In the cellular system preferred mode, I; = 1 (probability is 0):

o IfI; =1, transition is made to state S,. (See Figure 3.3)

o Else, I, =0, transition is made to state S;. (See Figure 3.3)

3) In the wireless LAN (WLAN) preferred mode, I, = 1 (probability is 0,):

o IfI; = 1, transition is made to state S,. (See Figure 3.3)

o Else, I3 =0, transition is made to state S;. (See Figure 3.3)

That is to say, in the cellular preferred mode, the mobile station will select the cellular
download path once the universal cellular pilot is available, whatever the other conditions are
satisfied or not; otherwise, the mobile station will still operate on the current system. In the
WLAN preferred mode, the mobile station will select the WLAN download path once the
universal WLAN pilot is available, whether other conditions are satisfied or not; otherwise, the
mobile station will still operate on the current system.

4) When the universal button is OFF, I; = 0 (probability is 1-9,):

a) In the case of , OR I5 =0,

o If, AND s = 1, transition is made to state S,

o If; ANDIs=0&I; AND [ = 1, transition is made to state S.

o Else, transition is made to state S;.

b) In the case of Iy OR Is = 1, transition is made to state S;.
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That is to say, in the OFF mode, the mobile station will select the cellular download path,
only when the QoS is bad and the same system is not available, but the cellular universal pilot
channel and software download data channel are available. The MS will select the WLAN
download path, if the QoS is bad and the same type system is not available, in addition the
cellular universal pilot and software download are not available, but the Wireless LAN universal

pilot channel and software download data channel are available. Otherwise, the mobile station

will still operate on the current system.

Next, we further present how these will be taken into account in the initial transition
probabilities of different pathes of the state diagram. The calculation of initial transition
probabilities &q1, €2, €03 are given below:

1) In automatic mode:

Eo1= X7 0 + 0717 + Org + Pos = 0:%0, + (1- 0,)*0,*(1- 0,)*(1- 05)*0¢

i=l

€02 = 3 01 + Oro + 0111 = 0,%(1- 02)%0; + (1- 8)*03%(1- 04)*(1- B5)*(1- 66)*6;
i=33

€03 = 1- €01 - €p2

2) In the cellular preferred mode:

Eo1= 2" 0i + Or7 + Org + Gos = 0:%02 + (1- 07)*02*(1- B5)*(1- O5)*O¢

=1
€02=0

€03 = 1- €p;



3) In the WLAN preferred mode:
€01=0

€02 =2 0i + T 0i + 79 + 0111 = 8,%65 + (1- 0,)*05%(1- B5)*(1- B5)*(1- B5)*07

t=1 i =33

€3=1-¢€p

3.1.2 Description of the Power-up Registration, Roaming Process
In general, there are two scenarios that possibly require software download process. One is when

the mobile station just powers up; another is when the mobile station roams to a new area. Since
the roaming process is somewhat similar to the power-up process for a mobile, we describe the
power-up process as an example.

When a reconfigurable mobile station just powers up, its first task is to acquire a universal
pilot and data channel if the user wants new system software, or to acquire a classical pilot
channel if the user wants to use the default mode or last registered (history) system. After the
mobile station has successfully downloaded the system software, it updates its hardware
according to the new system and operates as the classical single-mode mobile station. Hence, we
can describe the power-up registration of the mobile station roughly in two distinct phases.

Phasel: New system software acquisition (Operating on the universal base station).

Phase2: Classical system updating, registration, connection establishment (Operating on the

classical base station).

A power-up registration is performed according to the flowchart of Figure 3.4. A mobile

station first checks the universal button indicator I;.
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Figure 3.4 Flowchart of the MS Power-up or Roaming Procedure
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1) If the user has not pushed the universal save button (i.e., [;= 0), the MS calls the system
software stored in file 1 and conducts what is called a history search of a list of channels, where
the MS either has obtained service in the past or has obtained information in the past indicating
there is a high probability of obtaining service on these channels. The entries in the pilot/paging
channel history table (PCHHT) are checked. The received signal strength on the PCHHT entries
must be above a certain prespecified history threshold in order to be considered during the
historic search. If the mobile station obtains service from the last registered system, it will start
the initialization, registration process, or connection establishment in this system.

If the mobile station completes the historic search portion of the power-up scan without
obtaining service, it enters a default mode/home system scan. During a default/home system scan,
the mobile scans the default/home system frequency bands trying to obtain service from the base
station that is available. If the mobile station fails to find service on an acceptable service
provider while checking the last registered mode and defaultvhome system, *‘system X is no
service here’” message is shown in the mobile station. At the same time, the mobile station will
automatically switch the universal button on and sets I;= 1, then it operates as if the universal
button has been pushed.

This guarantees that if the mobile is powered up in the same general area where it was
powered down, or in the area that was served by the home service provider, the mobile will
quickly find service on the same/home service provider.

2) If the universal button is pushed (i.e., ;= 1), the user may choose the automatic software
download mode or the preferred system download mode. In the automatic mode, the mobile

station begins searching the universal cellular and wireless LAN pilot channels, which enables
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the signaling exchange between the mobile station requiring new system software and the
universal base station.

In the universal base station, the available software codes of new systems are listed in a certain
order so called software database (SWDB) order here. Correspondingly, a system database
(SYSDB) list will broadcast to the mobile stations covered by the universal base station through
the universal pilot channel. The SYSDB within a mobile may be updated as the roaming
situation change using the over-the-air programming tele-service. Reprogramming of the
SYSDB is a valuable feature for the mobile and service provider, because the new system
configurations may change in some areas. The basic principle to build the SWDB is that the
system providing voice and data services and requiring less memory space for downloading is
placed in the first order, the system that can only provide voice service is placed in the middle
order, the system that can only provide data service and needs much memory for downloading is
placed in the last order, etc. For instance, if the universal cellular pilot channel is detected, the
mobile station will take the cellular software download path. The mobile station will select the
wireless LAN download path only when the universal cellular pilot channel is not available but
the wireless LAN pilot channel is available, since the wireless LAN provides only computer/data
communication. The traffic situation in different serving areas is also considered while the
universal base station builds the SWDB.

In each software code download path, the mobile station firstly tunes to the pilot channel and
begins authentication and signaling exchange with the universal base station through this
channel. If the mobile station is authenticated, the universal base station will dedicate a data

channel to the mobile station for downloading the new system software. When the system

48



software is downloaded successfully, the mobile station may obtain service and may initiate a
mobile originated/terminated call as the single-mode mobile immediately.
Note that:

o To avoid the unnecessary software download, the MS will reset the universal button to
OFF after the software download procedure finished, until the software download mode
is activated again.

o It is suggested that the mobile station move slowly while downloading.

If all the universal software download data channel are busy, a “Traffic is blocking” message
is sent to the mobile station, then the mobile station will check the function indication bits to
make a new decision again. The network providers should reduce the occurrence of network
resource blocking.

If the mobile station searches all the bands in the band order without finding a universal pilot
channel in this area, it has to search the system using the default mode and the last stored file. In
the event that no service is available, the MS will periodically restart the power-up registration as
described above.

When the mobile station is in automatic mode, it is worth mentioning:

a) In normal cases, the mobile station will select the cellular universal BS for new system
software downloading if there exist such services in this area, even though the traffic is
crowded. According to the software database (SWDB) order, the tiniversal base station
will dedicate a data channel for downloading the software code of a new system that can
provides both voice and data service.

b) In some specific cases, the universal BS can only download voice or data service system

software codes to the mobile statoin, such as the mobile power or memory limitation, the
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system or network configuration limitation in some area. For example, when the cellular
universal pilot channel is not available but the wireless LAN universal pilot channel is
available (i.e., 12=0 & I3=1), the mobile station will select the wireless LAN software
download path. Or for instance, the memory size in a mobile station is only enough for
storing the AMPS system software code, in such case the mobile station can obtain voice
service only.

In the user preferred mode, the mobile station begins searching the cellular universal pilot
channel and wireless LAN universal pilot channel, which is responsible for the signaling
exchange between the universal base station and the mobile station requiring new system
software. A system database (SYSDB) list will broadcast to the mobile stations covered by the
universal base station through the universal pilot channel. Immediately following the download
of a new SYSDB, the user knows about the new systems around him. If the user selects the
cellular preferred mode, the mobile station will take the cellular software download path once the
cellular universal pilot channel is available, whether the other conditions are satisfied or not. If
the user selects the wireless LAN preferred mode, the mobile station will select the wireless
LAN software download path once the WLAN universal pilot channel is available, whether the
other conditions are satisfied or not. Upon entering each path, the mobile station repeats the same
procedure as the automatic mode.

Nonetheless, if the mobile station searches all the bands in the band order without finding an
universal pilot channel in this area, it has to search the system using the default mode and the last
stored file. In the event that no service is available, the MS will periodically restart the power-up

registration as described above and the whole process repeats.
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3.2 Connection Establishment of the Roaming Mobile Station
3.2.1 Description
3.2.1.1 The Transition Operation of the MS State Diagram
When the mobile station (MS) is roaming, the connection processing can proceed in two
possible ways — roaming in the current system or roaming to a new system. In the former
situation, the mobile station operates in the way no different from a classical mobile station, such
that no new software code downloading is required. In the later situation, the mobile station will
register in a new system, using the existing software stored in the memory or downloading a
system software code through a universal base station. After the mobile station has registered in
the new base station, it can make a connection to the network as a classical mobile station. The
details about connection/call establishment, handoff signalings for a classical mobile station have
been presented in Chapter 2. In the following, we focus on discussing the new concepts about the
reconfigurable multi-mode mobile station, referring to the state diagram in Figure 3.3.
For the state diagram in Figure 3.3, So, S;. Sz, S4, Ss, S7. Sg belong to phase 1, and S3, S¢. So_ S0,
S11. S12 belong to phase 2. This implies that:
a) The mobile station operates on the universal base station and their channels when it is in
the state S, Sy, S, S4, S5, S7, Sg in path 1 and path 2;
b) The mobile station operates on the classical base station and their channels when it is in
the state S3, Sg, So, S12in path 3 and S;o, S1;, S12in path | and path 2.
c) The mobile station will skip the Phase 1 and takes the path 3 if it doesn’t download the
new system software code.
When the mobile just powers up or the mobile is currently listening to a system

pilot/broadcast channel but initiates a transition request, it enters the start state Sy. In this state,
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the mobile station begins searching for the universal pilot channel signals from the universal
cellular (or wireless LAN) base station and the pilot channel signal from the classical base
station. The mobile station will check the functional indicator bits to make a state transition
decision, possible cases are listed in Table 3.3. The initial transition probabilities of three paths
are €o1, €92, Ep3 respectively.

Table 3.3 Mobile Station Transition Operation Table (X — Don’t care 1 or 0 )

Mode | I |L | L | L | Is] 1611, MS Operations
A 111 1X1X]X]| 1 |X]Transitionis made to S;, Chooses the cellular SW_DL pathl
18] 0] 1IX]10710 1} 1 ]X|{&datachannelisavailable to the mobile station.
T 1 111X X {X]O0 | X | Transition is made to S;, Chooses the cellular SW_DL pathl,
o but data channel is NOT available to the mobile station.
M 1JO1IX]IXIX]1
A OJ1]1310]fj0]0]/{1 }Transitionis made to S;, Chooses the WLAN SW_DL path2
T 0J0jJ1Jolo/Jol{1 |&%datachannelisavailable to the mobile station. =~
é IYO 1 |X]|X]X {0 | Transition is made to S,, Chooses the WLAN SW_DL path2
but data channel is NOT available to the mobile.
E L S E Transition is made to S;, Chooses the same system path3.

C 1 111X 1X] X} 1 ]X] Transition is made to S;, Chooses the cellular SW_DL pathl
E 0j1]X]J0] 0] 1 |X ]&datachannelis available to the mobile station.
L 111X |X ] X] 0 {X {Transition is made to S;, Chooses the cellular SW_DL pathl, |
L 'butdata channel is NOT available to the mobile station. '
U
I‘; E L S E Transition is made to S3, Chooses the same system path3.
R .

1I{Xi11X]1Xi{X11 :
w oJi{i1lofolfol1 Transition is made to S;, Chooses the WLAN SW_DL path?2
L - & data chaunel is available to the mobile station.

ojojirjogojoqu1:
A ,
N . :

1 1X{1 X)X ]X]O0 {Transition is made to S, Chooses the WLAN SW_DL path2,

but data channel is NOT available to the mobile station.
E L S E 1 Transition is made to S;, Chooses the same system path3.

In general, in each state S; for i =1, 2, ,11, if the mobile station have transmitted and
received the required signaling data packets successfully within the timer period, it will move to
the next state in the path; otherwise if it fails to deliver the data packets or timeout, the mobile

station may go back to one of the previous states. Figure 3.3 shows this idea and all the possible



backward transitions in each state S;. We have labeled all transition probabilities for each states
and the calculation of these values will be given in Section 3.2.2.1. In fact, when the packets in
each state fails to deliver within a certain limit, the mobile station will choose only one of the
previous states to move according to different design scenarios. Different scenario can be
obtained by setting Y;j to 1 or O in the general state diagram in Figure 3.3, each scenario
corresponds to a different roaming times and delays that we will show in Chapter 5 Test Results.

Next, we will describe the operation of the mobile station in each path. Because the operation
of the mobile station in path 2 is quite similar to that in path 1, we mainly discuss the operation
of the mobile station in pathl (See Figure 3.4) and path3 (See Figure 3.5).

3.2.1.2 The Transition Operation of the MS in Path 1 and Path 2

Figure 3.5 Cellular System Software Download Path of the Mobile Station Connection Establishment

Upon entering state S; (pathl), with probability €o;, the mobile station synchronizes to the
universal base station in time and frequency. Then, it can listen to the cellular universal pilot
channel and receive broadcast messages. In state S;, the mobile station sends the software
. download request (Cellular_DL_Request) to the universal base station and listens to the
universal cellular pilot channel, waiting for the authentication request (Authen_Request) from

this pilot channel. However, if the mobile station cannot tune to the cellular universal pilot
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channel, it will return to the start state; this may happen with the probability €, and corresponds
to one of the feedback scenarios mentioned.

Subscriber authentication is performed at each new system software download process, at each
call set-up attempt (mobile originating or terminated), and before performing some
supplementary services such as activation or deactivation of the mobile. A universal base station
should apply the authentication procedure to the mobile station in order to forbit the illegal
mobile station access. The authentication procedure is performed after the subscriber identity
(IMSI/TMSI) is known by the network and before the mobile station is dedicated a data channel
for new system software download.

Upon receipt of the authentication request (Authen_Request) message, the mobile station
sends authentication confirmation (Cellular_DL_Authen_Confirm) message. This implies it is
entering the authentication and association state S;. The mobile station begins authentication,
association and signaling exchange with the universal base station through a universal pilot
channel. (The details about how the universal base station reaches the database and details of
the universal authentication method are beyond the scope of this thesis.) During this period,
the MS may encounter one of the three possible situations.

o If the mobile station is authenticated, it will firstly send out a “short file”—memory and
battery message to the universal base station. By considering these messages, the
universal base station will send a CellularSW_DL_Ready message and dedicate a data
channel (DCH) to the MS if the system resouce is available. The mobile station will
moves to the next state S; with transition probability €47

o If the authentication and signaling process fails due to error or system resource blocking,

the MS will return to one of the previous state that depends on the design scenario. Or
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else, the mobile station is illegal, it will never be permitted to access the data channel for

download the system software codes. The mobile station may move to state So, S;, with

backward transition probability Ys1€s. Ya2€4 respectively.

Upon receipt of CellularSW_DL_Ready message and the download data channel (DCH)
message, the mobile station enters state S; and begins to download the new system software code
through the universal data channel. What kind of system software code will be downloaded?
This is depending on both the traffic situation of the system and the mobile station resource
situation. For instance, when the mobile station is in automatic mode, there are two general cases
that have been discussed in Section 3.1.2 (See page 49).

On the other hand, when the MS is in the user prefered mode, by checking the new
downloaded SYSDB, the user knows about the systems around him. If the user selects the
system he wants, the mobile station will send this information to the universal base station during
the authentication and signaling exchange period.

In state S, if the mobile resource is enough for the downloading process, the mobile station
receives the codes on the data channel and stores them as a file so that the mobile station may
call it anytime later. However, if the remained memory size of the MS is not enough for the
codes, an blocking indication message is sent to the user “Memory is full, would you like to
delete the old file for more space?” In this case, if the user answers with “Yes”, the mobile
station will lose the system file stored in the other memory address; furthermore, if the mobile
station is communicating with that system, the communication will be terminated immediately.
Otherwise, if the user answers with “No”’, the download process will be terminated immediately.

(We propose that each re-configurable mobile station could have a default mode whose data is
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stored in a ROM by the manufacture and have two download modes whose data are saved as
filel and file2 stored in the memory such details are left for further research.)

During this period, the MS may encounter one of four possible situations:

o If the system software has been downloaded completely, the mobile station sends out a
download completed (CellularSW_DL_Completed) message to the universal cellular
base station. The mobile station will moves to the next state S;o with transition
probability €710

o If the system software code downloading process fails due to error or resource blocking,
the mobile station will return to one of the previous state that depends on the design
scenario. But if the user terminates the process, the mobile station will return to the start
state and begins a new searching. The mobile station may move to state So, S;, S; with
backward transition probability y7,€7, Y1267, ¥73€7 respectively.

Having finished downloading the system software, the mobile station enters state S,o. In this
state, it may process new system update, connection establishment signaling with the new
cellular system. During this period, the mobile may result in five possible scenarios.

o If the downloaded system software code can be called correctly, the mobile station
updates its hardware according to the new system, processes connection establishment
signaling with the new network. Up to now, the user may initiate a mobile
originated/terminated call using the single-mode mobile. The details about the
registration and call procedure of different systems have been discussed before in
Chapter 2. By receiving a connected (Cellular_Connected) message, such as alert
signaling, from the new classical base station. The mobile station will move to the next

state S, with transition probability €9,
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o If the connection establishment fails due to error or system resource blocking, the mobile
station may retum to one of the previous states that depends on the design scenario. If
the new system updating fails due to some part of the software code error, it is a more
effective design to return to S;. But if the mobile station terminates the process, it will
return to the start state So and begins a new searching. The mobile station may move to
state So, S, Ss, S7 with backward transition probability Yio0,1€10, Y10.2E10. Y103€10 Yio3E10

respectively.

Similar principle and process may be applied to the mobile station while it takes path2.

3.2.1.3 The Transition Operation of the MS in Path 3

Y6:Es

Figure 3.6 Same System Path of the Mobile Station Connection Establishment
As we have discussed before, start state So may imply that the mobile station (MS) just
powers up or the mobile is currently listening to a system pilot/broadcast channel but initiates a
transition request. If the MS just powers up, firstly, it starts a historic search by calling the
system software in file 1 or 2. If the mobile station completes the historic search portion of the
power-up scan without obtaining service, it enters a default mode/home system scan. The mobile
station may obtain service, with probability €93, moving from the start state Sq to the state S; and

synchronizing to the base station. If the mobile station is currently operating on a given system,
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entering the state S; means that the mobile should continue to listen to the pilot/broadcast
channel of the same system.

Upon entering state S; (path3), with probability €3, the mobile station listens to the pilot
channel and may receive broadcast messages from the classical base station. In state Si, the
mobile station sends the connection (SameSystem_Setup) message or handoff request message
while necessary to the classical base station and listens to the pilot/paging channel, waiting for
the authentication request (Authen_Request) from the network. However, if the mobile station
cannot register in the classical base stations, it will return to the start state; this may happen with
the probability €39,

Upon receipt of the authentication request (Authen_Request) message, the mobile station
sends authentication confirmation (SameSys_Authen_Confirm) message. This implies it is
entering the authentication and association state Sg. The mobile station begins authentication,
association and signaling exchange with the classical base station. Subscriber authentication is
performed at each registration, at each call set-up attempt (mobile originating or terminated), at
each handoff and intelligent roaming process, and before performing some supplementary
services such as activation or deactivation of the mobile. This procedure is different among
different wireless systems, for details, the reader can refer to the references [1], [2], [3], [4], [6].
During this period, the mobile may encounter one of three possible situations.

o If the mobile station is authenticated, it will move to the next state So with transition
probability €69

o If the authentication and signaling process fails due to error or system resource blocking,
the mobile station will return to one of the previous states that as per design scenario

selected. Or else, the mobile station is illegal, it will never be permitted to access the
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traffic channel for communication. The mobile station may move to state Sg, S3, with

backward transition probability ys1€6, Y6286 respectively.

In state Sy, it may process system handoff, connection establishment signaling with the new
cellular system. By successfully handoff, the base station will send a SameSys_HO_Completed
message and dedicate a new control channel (CCH) or traffic channel (TCH) to the mobile if the
system resouce is available. During this period, the mobile may encounter one of four possible
situations.

o The user may initiate a mobile origination and termination connection establishment
immediately as using the single-mode mobile. Or handoff may occur in the same system
while necessary. The details about the registration, connection, and handoff procedure of
different systems have been discussed before in Section. By receiving a connected
(SameSys_Connected) message, such as alert signaling, from the new classical base
station. The mobile station will moves to the next state S;, with transition probability
€9.12.

o If the connection establishment fails due to error or system resource blocking, the mobile
station may return to one of the previous state as per design scenario selected. But if the
user terminates the process, the mobile station will return to the start state Sg and begins
a new searching. The mobile station may move to state So, S;, S¢ with backward
transition probability Yo1€9, Y92€9, Yo3€9 respectively.

Note that: the connection procedure while the mobile station is in state S¢ and S are the

same as a classical single- or dual-mode mobile station. The main difference between them is
only that the re-configurable mobile station can provide more intelligent roaming process. When

the mobile station moves to a new area, if the same type of system is available in this area, the

59



handoff and roaming process of the mobile station in the current system is the same as a single-
mode MS described in Chapter 2. However, for the case where there is no “same band” or “same
mode” system provided to the mobile station, we have to introduce one new concept—
intelligent roaming, which are originally derived from Digital PCS [4].

Intelligent roaming is a method for ensuring that a mobile station (MS) obtains service from
the best provider in an area without requiring user intervention. While the MS moves to a new
area, if the quality of service (QoS) of the MS is bad and the same system is not available, the
MS will automatically switch to a new system by calling the file saved in the memory or
downloading 2 new system software over-the-air. Intelligent roaming is only possible from a
service provider using the same air interface technology, such as Digital PCS, by using a
classical dual-mode mobile. But with the introduction of software radio concept to the RF circuit
design, it would also be possible for multi standards.

The primary event that triggered the need for intelligent roaming was the opening of the
various frequency bands and standards for cellular service, cordless service and the wireless local
area network (wireless LAN), which are possible at 800MHz, 900MHz, 1800MHz, 1900MHz,
2.4GHz or 5GHz bands. Also, the development of multi-band, re-configurable multi-mode
mobile stations urges this feature.

There are two basic ways of providing intelligent roaming to mobile users: network-directed
and mobile-directed. In network-directed intelligent roaming, the MS finds a universal pilot
channel on one of the available bands and signaling is used to direct the mobile to the most
appropriate band and system for it to obtain service in the area. In mobile-directed intelligent
roaming, the mobile has all the information necessary to decide which band to operate on in any

given area. Both air interface and intersystem signaling are required for network-directed
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intelligent roaming. Which method should be adopted? Both. (Now, many research works have
proved that a SDR radio system is realizable, but the most difficult part to put these ideas into
commercial is the implementation of a multi-function DSP, that is the hardware

implementation issue).

3.2.2 Calculation of the Transition Probability for the State Diagram
3.2.2.1 Tranmsition Probabilities

In the state diagram shown in Figure 3.3, each transition of the diagram has been labeled with
the probability of occurrence of the transition. The transition probabilities €;; are the forward
transition probabilities of successully passing from state S;to the next state S;; €; are the backfard

transition probabilities of state S;; Yy are the transition probabilities from state Si returned to state

Sk when the MS fails to reach the next state.

The transition probabilities Y = 1 or 0 are decided by the prior choice of one out of different

scenarios, while the transition probabilities €; €; are calculated from the universal base station

resource blocking probability Ps,, the classical base station resource blocking probability Ps,
and the mobile station resource blocking probability Pm;. Where: Ps, is the probability of
universal base station resource blocking such that the mobile station (MS) cannot be assigned a
pilot or data channel for signaling or downloading; Ps. is the probability of classical base station
resource blocking such that the MS cannot be assigned a control or traffic channel for signaling
and communication; Pm; is the probability of the MS resource is blocking in state S;, e.g, the

memory size is not enough for downloading the new system software, or the battery level is low.
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The initial transition probabilities €g;, €92, €3 have been discussed in the previous section

(See Page 44 - 45). The remaining transition probabilities are defined according to the following
formulas. In these formulas, we assume that the resource blocking probabilities of the universal
cellular base station and the universal wireless LAN base station in each state are the same,
denoted as Ps,, the resource blocking probabilities of the mobile station in each state are the
same, denoted as Py,

€01 +€o2+Ep3 =1

€14 = (1-Psy)*(1-Pr) g =1-gu4

€25 = (1- Psy)*(1-Pp) €20 = L- €5

€36 = (1- Psc)*(1-Pm) €0 = 1- €3

€47 = (1- Psy)*(1-Pp) €= 1- €47 Yar+Ya2 =1

€sg = (1- Psy)*(1-Pp) € = 1- Esg Ys1+Ys2 =1

€69 = (1- Psc)*(1-Py) € = 1- €69 Ye1+Ys2 =1

€710 = (1-Psy)*(1-Pp) g&7=1-¢€710 Y71+Y72+Y73 =1

€11 = (1- Psy)*(1-Pm) €s=1-€s.11 Ys1+Ys2+Ys3 =1

€.12 = (1- Psc)*(1-Py) € = 1-€9,12 Yo1+Yo2+Ye3 =1

€1012 = (1- Psc)*(1-Pm) €0 =1- €012 Y10,1+Y102+Y10,3+Y104 =1
€12 = (1- Ps)*(1-Pr) en=1-g.12 Y 2+ +Hne =1
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3.2.2.2 Total Time in Each State

It is certain that the total time required in each state is related to the transmission bit error rate
and the minimum time spent in that state. Assuming that the signaling data and the system
software code are transmitted in forms of packets, then we can use packet successful
transmission probability to reflect the transmission bit error rate. In the following discuss, we

show the relationship among the total time, the minimum time and the packet successful

transmission probability.

Figure 3.7 Calculation of the Total Time in Each State

In Figure 3.7, we denote T; as the minimum time required to transmit and receive the packets
in state Sj, AT; as the increased time in T; due to channel packet error. Then, the total time
required for the packets transmission in each state due to error will be the sum of the minimum
time Tj and the retransmission time for the failure channel packets ATj, denoted by ;.

Thus, if the transmission time for one packet is Tp, then the minimum number of the required
transmission packets in state S;, let’s denote it as n’j, will equal to the quotient of the minimum
required time T; devided by one packet time Tp when the remainder is zero and will equal to the
quotient +1 when the remainder is not zero, i.e. n*j = Ty/T, |

Also, we denote P; as the successful packet transmission probability in state S;, k (maximum
n’j) as the number of failure deliver packets due to errors. Then, the number of failure deliver

packets k has the “Binomial probability density function” [20]
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- (n‘:\
P(k)=lk ] (1-P)*p;™", fork=0,1,2,3,..,n;

With mean: E[k] = n*j*(1-P)),
Furthermore, let i represents the extra retransmission times for one failed transmitted packets,
then i has the “Geometric probability density function” [20]
P(i)=(1-P) P, fori=0,1,2,3...
Such that ¥~ (1-P)' P; = 1, (3.1)
Differ;:)tiating both sides of the equation (3.1) with respect to P; and simplifying gives

_z‘;‘ i (1-P)'"'Pj=1/P; , or z‘:‘g (1- P)) P;=(1- P,)/P;
1= 1=

The mean of i: E [i] = X i P(i ) = (1 -P;/P;

Finally, since the number of failed packets due to errors k and the retransmission times for
one failure transmitted packets i are independent, we obtain the mean number of increased
packets needed to transmit due to error:

Any(ik) = TT kP (k)(1+iP(i))
= E [(KI*(1+ E [i] ) =} * (L-B/P,
Hence, the total number of transmitted packets in state S; is:

n; = n’j + An;(LK) = n'j * [1+(1-P;)/Pj] = n'}/P;
The total time spent in state S; is:
T=n Tp=[n+An{, W] T,

= (Tp*n’;)/P;

= T;/P; forj=1,2,...11 3.2)



Chapter 4 Estimation of the Roaming Acquisition Time

4.1 Transition Function and Roaming Connection Establishment Acquisition Time
4.1.1 RoamingConnection Establishment Acquisition Time
Roaming acquisition time is the neccessary time for the mobile station (MS) to roam from one

wireless standard to another. During this period, the MS maybe handoff to the same system or
the need may arise to download new system software for the roaming. With the state diagram
shown in Figure 3.3, the mobile station roaming connection acquisition time is the average
acquisition time to move from state Sg to Sy,

In order to find out the mobile station acquisition time (should not be confused with spread
spectrum codes acquisition time) from state Sg to S, we apply flow graph technique similar to
the one that was first presented by DiCarlo, DiCarlo and Weber[10], where they calculated the
mean and standard deviation of the synchronization time for a spread spectrum code serial-
search system. The concept of reprenting all possible paths through a state-transition diagram by
a function H(z) leads to the generalized solution for average acquisition time, this function H(z)
is defined as the transition function of the state diagram. The roaming connection acquisition
time for a mobile station to proceed from state Sy to S; is defined as:

Tsum = dH(z) “.1)
dZ z =1

4.1.2 Transition Function
The state diagram in Figure 3.3 can be represented by a signal-flow graph as shown in Figure
4.1(a),(b). In this figure, each transition branch of the diagram has been labeled with the

probability of occurrence of the transition and Z raised to a power equal to the total time
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associated with the ‘from’ state. The transition probabilities €ij are the probabilities of moving

from state S; to state S;, and the parameter Z is used to mark time as one proceeds through the

graph and its power represents the total time spent in traversing that branch.
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Figure 4.1(a) A Signal Flow Graph I

To calculate the transition function of the state diagram, there are two basic techniques, block
diagram reduction technique and signal flow graph gain formula. Block diagrams are adequate
for the representation of the interrelationships of controlled and input variables. However, for a
system with reasonably complex interrelationships, such as a mobile station having the state
diagram shown in Figure 3.3, the block diagram reduction technique is often quite difficult. The

signal-flow graph gain formula provides a reasonably straightforward approach for the
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evaluation of complicated systems. Therefore, a flow graph gain formula developed by Mason is

adopted here. The transition function can be determined by considering the state diagram as a

signal flow graph and applying Mason’s formula [21].

A signal-flow graph is a diagram consisting of nodes that are connected by several directed
branches and is a graphical representation of a set of linear relations. The basic element of a
signal-flow graph is a unidirectional path segment called a branch. The gain of each branch is
marked in the simplified flow graph Figure 4.1(a). In a signal flow graph, a path connecting the
initial state (node) to the final state (node) which does not go through any state twice is called a
forward path. Let F; be the gain of the ith forward path. A closed path starting at any state and
returning to that state without going through any other state twice is called a loop. Let Ci be the
gain of the ith loop. A set of loops is nontouching if no state belongs to more than one loop in in
the set. Two touching loops share one or more common states (nodes). Then define:

Determinant of the graph A = 1-(sum of all different loop gains) +(sum of the gain products of all
combinations of 2 nontouching loops) -(sum of the gain products
of all combinations of 3 nontouching loops) + **

= 1-%; Ci+ZjkCiCx -Zimn CiICrmCa +

Forward path gain F; is defined as the continous succession of branches that are traversed in the

direction of the arrows and with no node encoutered more than once.

Cofactor of the path F;, A;is defined exactly like A, but only for that portion of the graph not

touching the ith forward path; that is, all states along the ith forward
path, together with all branches connected to these states, are removed

from the graph when computing A;.
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Mason’s formula for computing the transition function H(z) of a graph can now be stated as:

H(z) = 3 FA 4.2)
A

By applying this theory to the signal flow diagram shown in Figure 4.1(a), we can obtain a

simplified flow graph shown in Figure 4.1(b)

Figure 4.1(b) A Simplified Flow Graph II

There are 26 self-loops in the state diagram:

Ci = €30€03Z°*® C2 = Ys1€6E03E36Z ™ >+
C3 = Y91E9E03E36E69Z 0T+ 5+ Cs = Y62E6E36Z°°

6+19 3476+19
Cs = Yo2€9€60Z" Cé = Y93E9€36E69Z" "
Cy = £20€0,Z2°° % Csg = Y51E5€02€25Z° 0+ ™

2415418

Co= ymesgozezsfzi%zmﬂ +15+¢ C10=Yll.lel 1€oz€t2558§888.1 Izto+t2+ts+t8+tl 1
Ci1 = ¥5285€25Z Ci2 = Ys263Es8Z" "
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Ciz = Yi2€ngg nZ™*! Cia = Y11 3€11E8.1 1E5gZ5 B!
Cis = Y11.4€11E25E58€3 1 lZﬁﬂSﬂSﬂH Cis= Ys,;EgEstssth +e5+8

Ci7 = £160n 2" ™ Cis = Ya1E4€01E1aZ° 7

Cio= Y7187801814847Zto+ﬂ+“+t7 Cap= Ylo.l51050181484787,1ozto+tl+t4+:7+ﬂo
CZI = Y4284E 142‘”“ sz - Y7z€7847214+t7

Ca3 = Y10,2€10€7,10Z° 10 Caa = Y103€10E7 10647 Z% *7+¥10

Cas = Y104€10€14E47E7,10Z7 THT7*710 Ca6 = Y73€7€14€47Z° ™Y

At the end of this section, we present the generalized form of acquisition time calculation
result of three specific events, in which the mobile station is 100% certain to take one of the
pathl, path2, or path3 while ignoring the other paths. This may happen when the mobile station
is set in preferred mode, together with the universal base station or classical base station resource

is available, which has been discussed in Section 3.1.1.2-3. In these events, the acquisition time
in different scenarios can be obtained by substituting their corresponding Y; values to the
generalized form of the acquisition time.

Event 1: If the initial transition probability distributions of pathl, 2, 3 are €o/€oz€03 = 0/0/1, i.e,

the transition is made to S; in path3, then H(z) equals to the path3 transition function.

There are 6 self-loops:

10 +33 0 +G4+16
C\ = €30E03Z 0 vt C= Ysliis':'os"lstsszTts *
+T3+
CG= Y9159503€3%E6‘99Z Cs = YeaE6E36Z ‘ﬂ o
Cs = Yo:E9E6eZ Co = Y93E9E36EG0Z ~ *

There is 1 pair of nontouching loop:
CiCs = YorE9€65E30EQ:Z ™ ™ ™+

Thus,

6 + T
A=1-3., G ‘:)CICS = 1-830E03Z" " Y1€6€03€36Z ™ Ye2E6E36 2™ Yor EoE03E36E6sZ " D N92EeEgsZ
“Yo3E9E36E65Z """ + Y5Ee€eoE30EQ:Z T+

There is only one forward path: F, = €03€36€69€9.12Z% %% A, =1, F(z)= F;*Al

H(z) = F(z) = E£03E36E69€9,12Z0+%%
A A

dH(Z) = F(z) - F@)* A\(Z)

dz A(z) Alz)
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Where:
F(2) = €03836E60E0.12%(To+ To+ Te+ T Z o 767!

. _ 0+t3-1 0434161 Grt6el
A(Z) = -E30€03*(To+T3)Z ™ ™ oye €6Eq3E36 ™ (T Ts+T6) Z ™ ™ yga86E36* (T3+T6) 25" ‘7918980353(:65f9*(t0+t3+t6+t9)
VoG aTE19-1 6+19-1 BeTEete] Ve T3+T6+19-1
e ~Y2E9€69™* (T +T9)Z “Y93E9€36E69™* (T3 +T6+T9)Z"" +Y92E9€69E30E03* (To+ T3+ T6+T9)Z

The acquisition time from Sg to S;; can be found by setting z =1 in dH(z)/dz, then we get

Tsum = dH(z) = N/M; +N,/M,> (4.3)
dZ z =1
where :

Ni=F (Z),z =1 = Eg3E36€69€9 12 (To+ T3+ Tg+To)

N>=-F(z)* A (Z)|z=l = -€03€36E69E9,12™[-€30€03™(To+T3)-Y61E6E03E36*(To+T3+T6)-Y62€6E36 “(To+T3)
~Y91€9€03E36E69 ™ (To+T3+T6+T0)-Y92E9E69™ (T6+To) -Yo3Eo€36E 690 ™ (T3+T6+To) +Y02E9E69€30€03* (To+T3+T6+Tg)]

M1=A(Z)I z=1 = 1-€30€03-Y61€6E03€36-Y62E6E36-Yo1E9€03E 36E69-Y92€9E69-Y03E9E 36E69+ Y9:E9E69E30€03
Event 2: If the initial transition probability distributions of pathl, 2, 3 are €o1/€02€03 = 0/1/0, i.e,

the transition is made to S; in path2, then H(z) equals to the path2 transition function.

There are 10 self-loops:

Cy = €260 2™ Cs = Y51E5E02€2sZ 7

Cy = Ya1E5EqaEsEsgZ > C10 = Yi1.1E11€02€25E 53€5, 1 2=+
Cui = V52852527 Ci2 = YarEgEssZ ™™™

Ci3 =Y112611€5.1Z2%™! Crs = Y11.3€11E. 1152 71!

Cis = Y11.4E11E25E55€g 257+ Ci6 = Ys.3€sE2sE5Z " 3

There are 5 groups of nontouching loop:
CiCl2 = Yaa€gEsgErnEqaZ > ™2

C7Ci3 = Y11.2€20802€1 €511 Z 7 2 8!

C7Cls =Y113E11E8.11E5g€20€2Z O 3l
CsCi3 = YsiY11.2€11€5,11E5Eq2EsZ 0" 2 =+l

CuCis = Ys2¥i1.2€11€q.1 E5E2sZ 2 !

Thus,
16 14 012
A =1 -Ti=7 C; + Xi=12 CoC; + CsCis = 1- €20802Z™ ™ -¥51€5€02€ 252 "™ -Y5285625Z 2 Va1 E€rEsEssZ ™ 2%
L yTSeTs YRt D+ 4tS+TB+tl1 Beril tSeBetll

~Ys:€3€s5sZ -Yuﬁgfztssﬁzsszu’ * -Yu.lsueozegfésgs.gz o 'Yn.zfi!n‘)lfé.x‘lszx:t =Y11.3€11€8,11E58Z ¢1o+a el

+TS+TE+T| + T +TSHTEHT
“Y11.4€11E25E53€8.11 2 o *;sttlzsesflsseweozz * +le.2{~:-2%50!§€|!:|€8.“2 T Y11.3€11€8.11E 58E20€02Z

228 +T ST T

+Y51Y11.2€11€8,11€5E02E25Z + Ys2Y11.2€11€8,11E5E2sZ

Forward path : F, = €02€25€58€8.11€11,12Z270 2% 1 A, = || F(z)= FA;

H(z)= F(z) = E02E25E58E8,11€11,12Z "0 2 ¥l

A A
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dH(z) = F(2) - F@)*A@)
dz A(z) A%(z)

Where:
F(2) = e0€25E538.11811.12 (T + Tt Ts# Tg Ty ) Z0 72 #E5vBeelLd

A@@) = ‘510502*("0'*‘51)210‘@'#51Esﬁozﬁv_s*(‘fo*'fz'*fs)zw‘ﬂ“s'l-Yszﬁssv_s*(fz*"fs)zﬂﬁs'l'YSI8850285553*(‘150+‘51+f5+1’s)
*Zw‘ﬂﬂs*‘s'l'YszssEss*(f#Ts)erm'l'Ys.sesezssss*(Tz+fs+Ts)Zﬂ+dm'l'Yl 1.1E11€02€25E58€5.11 * (To+ T2+ Ts+Tg+Tyy)
Ry B (Ta# T )2 oy, 13E01€g.11Esg* (Ts+Tg+ Ty ) Z5 27!

“Yi14E1E2EsgEs 11 * (T Ts+Ta+Tyy) 27 = B ™y e 0B 00€ 00 * (To + Ty T+ Tg) 20750

+Y11.2620E02€11E5. 11 (To+ T+ Te+ Ty )Z™ 7Ly, 561165 1€ 58E 20802 * (To+ Tat Tt Tgb Ty ) Z 02+l 1L

+Y51Y11.2€11€8.11€5€02E 25 (To+ T Ts+ Tg+ Ty ) Z 0 T Tl gy 261111 EsE 25 (Tat Tsb Tgt Ty ) Z 2 540 -t

The acquisition time from Sg to S;> can be found by setting z =1 in dH(z)/dz, then we get

Tsum = dH(z) = N/M; +N,/M,> 4.4)
dz |,
where :

Ni= F(z2) |z=l = E02Ba5E58E3.11€11,12%(To+ T2+ Ts+Tg+Tqy)

No=-F@)* A" (2)] ;=1 = -€25€53€38,11€11.12%[-E20€02* (To+T2)- Y51 E5E02E25* (To+ T2+ T5)-Ys52E5E 25 (T+Ts)
“Y3184€02€25E58 ™ (To+To+Ts+Tg) -Y52E8E€58™* (Ts+T5)-Y8.3E5€25E58™* (T Ts+Tg)-Y11,1€11E02€25E 58€q.11 *(To+ Ta+Ts+Tg+Ty ()
V1126118811 (Te+T11)-Y11.3€11€8.11E58™* (Ts+Tg+T11)-Y11,4E11€25€ 58€8, 11 *(Ta+ T+ Tg+T11 ) +YarE4Es5€20E 02 * (To+ Ta+ Ts+Tg)
+Y11.2620€0281188.11 (To+To+ Te+Ti1)  +Y11.3€11E8,11E58€20€02* (To+ To+ Ts+ Te+ Tyt )+Y51Y11.9611€8.11E5€02E 25 (To+ T+ Ts+Tg+ T 1)
+Y52Y11.2€11€8.11E5€25* (To+ Ts+Ta+Tyy )]

M1=A(Z)I z=l = l‘Ezoeoz‘YSIESEOZEIS'YSZESSZS‘YSl58802825558‘Y82€8858‘YSJGSEZSESB‘YIl.lellEOZEZSESBES.II‘Yll.zelles.ll

—Y11.3811€5.11858 -Y11.4€11€25€58€8 11 +Y82€8E 58€20€02+Y11.2€20€02E11€8.11+Y11.3E11E8.11E58E20€02+ Y51 Y11.2E11€5.1 1 EsEg2E 25
+Y52Y11.2€11€5.11E5€25

Event 3: If the transition probability distributions of pathl, 2, 3 are €o1/€02€03 = 1/0/0, i.e, the

transition is made to S, in pathl, then H (2) equals to the pathl transition function.

There are 10 self-loops:

Ci7 = €€ Z" ™" © el Cis = YaiE4€qE1Z° ™ ol
4. +TL +T3 Ty 4T,
Cp= Y"E?EO'E“;E:}Z T C20 = Y10.1€10€01€14E47E7.00Z" * * 0
Cap = YarEa€1sZ" Caz = Y72E:€67Z7
) w
Cy = Y10.2€10€7.10Z . | segetieti0 Ca = Y10 JE]OE?JOE‘-{ZW:’;MIO
Tl +1d4T7+T 1+
Cas = Y10.4€10€14E47€7.10Z Ca6 = ¥73€1€14€0Z

There are 5 groups of nontouching loop:
CiCxp = Y‘7257€a75|€olzwﬂ’mn

C17Cx3 = Y10.2EE01E10E7.16Z 0" 70

C17C2s = Y10.3E10E7.10E47E € Z ™ *7H+77+10
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Tl ~T8 4774210
CisCxn = Y41Y10.2€10E7.10E4€01E14Z -
C2Cx = Ya2Y10.2E10E7 106461 Z7 710

Thus,
Lol Ln . o

A = 1 - zl=l7 Ci + Zl=22 CnCi + Clgcﬂ_‘, = I-EIEQIZ.‘O’{LY,“E4€0[€[42‘”‘“1“4 -741848;42‘: " .

0+T] 3477 T4+77 T2t 1423477+t TT+1]
“YnE7€a1E14E47 2 o - YnE€s€4Z 'Y73€7€u€4720 'l’lO.lEloeoﬂflldEWE_;.lOZ ” 'Yx!%zslxoS?.x?oZ *

—_»TI+TTeT Tl+t3rT741] 7] +Td4T +T T
—Y103€10€7.10€47Z ’m’-Ylo.aim%;Enev.loZ * N +Y7z€7§4,7€15015 " * "‘Ylo.zeloemi‘:xE?.mZl ;4’10

Tl +T3 477+ 1] 2] ¢T3+ T T +T3+TT +1

+Y103€10E7.10E47E1EiZ + Ya1Y10.2€10€7,10E4€01E1aZ " +Y42Y10.2E10E7.10E4€01€14Z°

Forward path : F3 = €01€14€47€7.10€10,12Z7° "1 -™7-"0 A3 = |, F(z) = F3*A3
H(Z) - F(Z) = EgE;4E47E7 10€10 l:Z!O +T] 4734774310

A A
dH(z) = F(2) - F@)* A (2)
dz A(z) A*(z)

Where:

F(2) = €01€1484787.10E10.12* (T4 T+ Ty + Ty Ty ) Z0 *1¥747+710-1

A (2)=-€180:*(To+T1)Z ™ y4 €601 €14%( Tt +T)Z ™ oy 81 M (T4 T)Z™ ™ 10,28 10E7.10%( T+Ty)Z7
“Y71E7€01E14E47* (Tot Ty +Ta+T7)Z 07717 +77-1 Y€ (Tat T)Z™ ™ s 3676 L€ * (T + Ta+ T 27T
“Y10.1E10601€14€47€ 7,10 (To+ T+ Ta+ Tyt Ty0) Z0 ™ T10 Ly 067 10847 * (Tab T+ Ty0) 25T +10

Y10.4€10E14€67E7,10 M (T+TH T T10)Z™ ™7 M1 Ly 6o 6 1 €0 M (To T+ Tut T) 22T 7o+

+Y10.261€01€10E7.10*(To+ Ty +T7+Tyg) 20777 +e10- +Y103E10E7,10€47€ 101 *(To+ Ty + T4+ Tr+T ) Z 7 770101
+Y31Y10.2€10E7.10E 4801 E1s* (To+ T+ Tat T+ Ty ) 20 ™o H0 Ly oy 9€10E7.10E4E1a (T1+ T4+ TrT ) 2727510

The acquisition time from Sg to S; can be found by setting z =1 in dH(z)/dz, then we get

Tsum = dH(z) = N/M; +N./M,? 4.5)
d-Z z =1
where :

Ni= F(2) | 221 = €01814E487.10E10.12* (To+ T+ Tt T+ Ty0)

Ny= -F(2)* A*(2) , 2=l = -€01€14€47€7,10€10,12% [-€1€01 *(To+T1)-Ya1E4E01E14* (To+ Ti+Ts)-Ya2E4€ 14 *( Ty +T4)
“YETE0IELE ™ (To+T1+Ta+ T7) “Y2ErEa7* (TatTr)-YraErE 14€a7* (T1+To+T7)-Y10,1E10E01E14E47E7. 10 (To+ T+ Te+ T+ Ty )
“Y10.2€1087.10%(T7+T10)-Y10.3€10E7.10E47* (Ta+ T7+T10)-Y10.4€ 10E 14E 47€7, 10 (L1 + T+ TrH Ty o)+ Y 12E7€47E1 €01 *(To+ Ty +Tg+T7)
+¥10.2€1€01€10€7.10"(To+ T +T7+T10) +Y10.3€10E7,10€47E1 E01 *(To+ Ty +Te+ Tr+T10)+Ya1Y10.2€10E7.10E €01 €14 * (To+ Ty +Ta+ T+ Ty0)
+Y12Y10.2€10€7,10E4€ 13 * (T1+Ta+ T+ Tyq)

Ml':A(Z)l z=1 = 1-8|€m-'Y:lEaemewYazE-tEl4'Y7157€o151454rY7257€4rY7.3€7€14547'710.151050151454757.10'Yxo.251057.lo

—Y10.3E10€7.10€47 -Yxo.45wE|454757.10+Y7z€7€4751€ol+Yw.25150151057.xo+‘{lo.351057.105475150:+Y¢1Ylo.2€|os7.|o€45m514
+ Y12Y10.2E10€7.10E4€ 14
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4.2 The Five Scenarios Considered

As we mentioned before in Section 3.2.1, different scenarios can be obtained by setting y;jto 1 or
0 in the generalized state diagram in Figure 3.3. We assume that the mobile station will have
only one forward transition branch and one backward transition branch for each state in the state
diagram corresponding to one scenario. There are 36 combinations of yij listed in Table 4.1,
corresponding to 36 possible state diagrams designed scenarios. In fact, there are more than 36
possible combinations and scenarios generated from different values of Yij» but similar principle
can be applied. Therefore, we choose five of them to evaluate and analyze the roaming

acquisition time. These scenarios are highlighted in the Table 4.1, scenario numberl, 6, 19, 20,

26.
Table 4.1
Yo | Ys2 S EE
Scenario | v, |y, | Yar | Yoz | Yos | Yire | Yz Yua § Yue

Number Yar | Ys2 § Y71 ) Yoz § Y23 § Yieu { Yoz Yios { Yios ] You | o2 | Yo
1 1joj1]Jojoj1 o jojJo]1]l01io0

2 1jojoji1fo0]1Jo JojoJ1]0]o0

3 1jojoji1jol1r o JoqJo:Jo]li1]o

4 1jojlojoj1qf1 o goJo J1{o0]o

5 1jojojolij1 JojJojo-qjojoli

6 1j01110jojo j1 Jo fo:11]0]0

7 1Ljoji1jojojo J1 jJozfko-1o]11}]o

8 1jofof1{ojo |1 Jo oJi1]o

9 1jojojojir]o {1 ]o. 1jo]o}1
10 1Ljojojofjir1{o 1 fo-+ fol1]o

11 110j11010]Jo Jo J1:-fj0.J1}01]oO
12 1j{oj1jojojo jo J1:feyo]of:1

13 1jojoji1jojJo Jo Jr-fJo:Jojl1]o0
14 lLjojoji1jJojlojJo i1 jJoJojlo]i1
15 1JojojojJ1]o0 o |10 0]1
16 1jJoj11o0fojo Jo Jo L1’ o0j]o

17 110J0)11J0]J0 (o o)1 1]0
18 Ji1jojJojofJiJo o b A 01
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19 0j11}]1j0(011 0 10 jO0 J1401{0
20 0j1]11]0j}1}0]1 0 J]O j0 j11]101}]0
21 OjJ]1jJ0j1]10¢f1 0O 0 10 31013111}0
22 OjJ1jJ0jo]11]1 0 JO 1O JOJO]1
23 Oj11]0jJ07]1}1 0 0 10 1401410
24 01111401040 1 O JOj1j]0{jo
25 Oj1j1J0jo01}]o 1 0 Jo Joj1]o
26 0j1jo0j]1j01]o0 1 0 jJO JO]J11i0
27 Oj1jJojoj11q10 1 0O 10 JOojoq1
28 Oj1]Jojoj11]o0 1 0O 1]0 Joj11}o0
29 0Ojl1jJ1}jJojojo o 1 0O j1{01]}o0
30 Oj1]J1§0}j030 }oO 1 0 J0OJO]1
31 Ojrjoj1jojo jo 1 0 0j1430
32 Oji1jJoj1jo0j10 {0 1 0 JjOjo}1
33 0j1jJ0j0fj110 10 1 0 Jojlo]1
3 jJoj1j31}jo0jojJo joio 1 11040
35 j0j110j140]Jo jojoj1]Jof11o
36 0OjJ1jojojrjo joijo 1 j0jO0]1

4.2.1 Scenario 1

4.2.1.1 State Diagram for Connection Establishment
By substituting Y42 = Ys2 = Y62 = Y72 = ¥73= Y82 = Y83 = Y02 = Yo3 = Y102 = Y103 = Y104 = Y11.2= Y113
Yirse = 0 and Ya1 = Y51 = Y61= ¥71 = ¥81= Yo1= Y10.1= Y11.1 = 1 to the general state diagram in Figure
3.3, we obtain the following state diagram of the MS Figure 4.2 Figure 4.2, which corresponds to
scenario number 1 in the Table 4.1. In this design scheme, in each state on a path i, the MS will
move to the next state if the transmission is successful; otherwise, the MS will return to the start
state So and make a decision again. Table 4.2 presents a summary of the most important
messages and their effect on the state diagram Figure 4.2.

The advantage of this design is that the software process is simple, and it is suitable for all

scenarios irrespective of the MS’s speed. The main disadvantage is long processing time in the
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case of high transmission error rate. This is attributed to the fact that the MS always goes back to

the starting point to make a decision again if the transmission fails.

Figure 4.2 State Diagram for Connection Control of a reconfigurable Mobile Station (Scenario 1)

Table 4.2 The transitions in the state diagram (Scenario 1)

From State 1So1S11S:]S:8S.1Ss Se 1S71Ss1So1Sw0 IS il_z To
Cellular_DL_Request X 2 N S S,
WLAN_DL_Request 1x S;
SameSystem_Setup . X . S5

‘ Cellular_DL_Authell=Conﬁi'm e B P . . - 18,
WLAN_DL_Authen_Confirm : § 1 X I Ss
SameSys HO_Authen_Confirm | X T ' ' 1 Se
Cellluar SW_DL Ready - . . § _§ X . . S,
WLAN SW_DL_Ready . 2 I X N Bk I IR T R Ss
SameSvs_HO_Completed 277§~ - § . X { ' L. 1 1S
CellSW_DL_Completed ~= =~ § X o . B
WLANSW_DL Completed = -J -1 X ) Su
SameSys_Connected T K | ¥ - X : = | v st_
Cellular, Connected s e b . X 1 YV S._z_

‘ WLAN Connected R B B R B B 2. 9% I SJ%_
Process_Fails &Timeout (Auio) FAorxXIxxIxIxIxIxIxIxIx 1x Ix So
OrReleMeq(Manual) o B -

Where: X denotes the two states are connected and transition is possible for example.
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4.2.1.2 Roaming Acquisition Time Calculation for Scenario 1
1) Transition Function

There are 11 loops in the diagram, which corresponds to the general flow graph C,, C;, C;, Co,

Cs, Co, Ci0, Ci7, Ci5, Cr9, Cao.

C; = €303 Z° ™™ Ca = EeEqs3Z® ™™
Cs = E5E03€36E69Z " =78+ Cy = €3080:Z° 2

CB = EgEqz€ lsZt() +12+75 C9 = EgE2EasEs sZv.'o +T24+15418
Clo = Elleozszsesses,uzw +T2+T5+184Tl 1 C|7 - 51501210“1

Cls = E,;EmENZw wrh C19 = 875018[4847Zw +TL 404417

0 +Tl+Td+TT+TIO
Cio = E10E01€14E47E7.10Z

There are no non-touching loops in the state diagram, thus

3 10 20
—_ 0+3 T0+B+16 20+3+T6+19 O+T2
A(Z)=1-%Ci-Zir Ci-Zicy Ci =1 65003203632 -E9€3E36E60Z o -Ea0EqaZ
~€5€02625Z " P -Eg€02825E 557 1B asEsgE 1 Z T T g 1, Z E4€0181 2 T 180 €487 Z T

0 +Tl +Ti+T74210
-E10€01€14E37E7,10Z

There are 3 forward paths :

Forward pathl: F| = ep€36€6080,12Z2% “*7, A, = |
Forward path2: F> = ep€55€55€51161,.1,2° 2 *S* 31 A, = |
Forward path3: F3 = &,€,4€5€7 1681022 *™ ***7*10 A, = |

F(z) = Fi*A1+F2*A2 +F3*A3

-— 0 +3+T6+19 0 +12 +T5+e8+tl 0+l +Td+T7+T10
= €03E36E69€9.12Z + Eg2€25E58€3,11E11,12Z +E01E14€47€7,10€ 10,122

Then, according to the defination given in equation (4.2), we get the transition function of this
state diagram as below :

H(z) = F1*A1+F2*A2 +F3*A3 = F(2)

A(z) A(z)
dH(z) = F(@) - F@)*A(2)
dz A(2) A%(z)

Where:

— O+T3+6+19-1 ) 1-1
F(2) = £03€36E6080.12% (To+ T3+ T+ Tg) 22+ 776+ +E02€25€58€8.11€11,12* (To+To+ Ts+Tg+ T )2 2P SH84"
+E01E14E47€7,10E10,12%(To +T +Tg+Ty+Ty)Z0 *7! +¥+74710-1

A" (2)=-£30803* (T0+ T3)Z" " - €E 0336 * (Ta+ T5+ T6) 20 P+ 00846860 * (T T3+ T+ 1) 254 0 #(10 4 T,) 202!
~EsE02E25 ™ (To+ TrHT) 2™ 2 - 4€02825E55 (To+ T+ T T) 2™ Lo eatasEssar) *(To+Tp+Ts+Ta+ Ty ) Z 0 2 Srderill
“E1€01 (Tt T1) 2™ - €4€01E1a (T T+ Te) 2™ L 0. £14E.4* (Tt T+ T+ T)Z 0T P77+

~€10€01€ 14E47€7,10* (To+ Ty + T+ Tr+T o) Z™0 ¥T1+e+774s10 -1
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2) Roaming Acquisition time of Scenario 1
According to the definition given in equation (4.1) that the acquisition time from So to S» can be

found by setting z =1 in dH(z)/dz, then we obtain the roaming acquisition time of Scenario 1 :

= N/M, +N./M,? (4.6)

z=1

Tsum = dH(z)
dz

where :
Nl = F (Z) z=l

= €03€36E69€9,12*(To+T3+Tg+Tg) +E02E25E58E3.11E11.12*(To+ Ta+Ts+Tg+Ty1) +€01€14€47E7,10€ 10,12 ¥ (To+ T+ T4+ T7+Ty0)
N»=-F(z)* A‘(Z)|z=l = (E03€36E69€9, 12+E02€25E 58E8,1:€11.12+E01 E14E47E7,10E10.12) * [E30€03* (To+T3)+E6E03E 36 *(To+T3+Ts)
+E320€02*(To+T2)+E9€03E36E 60 ™ (To+ T3+ Te+To)+E5€02E 25 (To+Ta+T5) +EgE02E 25E 53 (To+To+Ts+Tg)+E1 1 EqnEsEs8€s 11 (To+HTa+ Ts+Tg+Ty)
+E1801 *(To+T1)+ESENE L (To+ T+ T ) +E7E01E14E47*(To+ T 1 +Tu+T7) +E€10€01E14E457E7, 10 (To+ Ty +Ta+Tr+T10) ]
M =A@ | .m

= 1-€30€03-E6€03€36-E9€03E36E69-E 20€02-E 5E€2E 25-Eg€02E25E58-E 1€02€25€58€3,11-€1€01-E4€01€14-E7€01E14E47 - E10€01€13€47€7.10

4.2.2 Scenario 6
4.2.2.1 State Diagram for Connection Establishment

By substituting Y2 = Ys3= Y62 = ¥72 = ¥73= Y82 = Y83 = Y02 = Y93 = Y101 = Y103 = Y104 = Y11.1= Y11.3=
Yus=0and Yi=Ys51=Y61= Y71 = ¥81= Yo1= Y102= Y112 = 1 to the generalized state diagram, we
obtain the following state diagram of the mobile station (MS) Figure 4.3, which corresponds to
scenario number 6 in the Table 4.1. Table 4.3 presents a summary of the most important

messages and their effects on the state diagram Figure 4.3.




Table 4.3 The transitions in the state diagram (Scenario 6)

From State So 81 S: 1S S4 Ss Ss1S:1S:18S0 SL Su S | To
Cellular_DL_Reguest X S,
WLAN_DL_Request X S,
SameSystem_Setup X S;
"Cellular_DL_Authen;Conﬁrm X S,

{ WLAN_DL_Authen_Confirm X Ss
SameSys_HO_Authen_Confirm X Se
Cellluar SW_DL_Ready X S;
WLAN SX}DL_Ready X Ss
Samest_HO_Completed . 1X Se

{ CellSW_DL_Completed X Sio
WLANSW _DL_Completed ) : X Sy
Samest_Connected - ¥ X Si;
Cellular_Connected ] X Si2
WLAN_Connected X Sp |
Process_Fails &Timeout (Auto) X1 XXX IXI1XIxi1x1x X S;—
Or Release_Req (Manual)

NewSysUpdate_Fails &Timeout - . X S,
NewSysUpdate_Fails &Timeout i X Sg

Where: X denotes the two states are connected and transition is possible for example.

4.2.2.2 Roaming Acquisition Time Calculation of Scenario 6

1) Transition Function

There are 11 loops in the diagram, which are corresponding to the general flow graph C,, C,, C;,

C7, Cs, Co, Ci3, Cy7, Cy3, Cyg, Cas.

C; = E30€03 2™ C: = €4Eq3E3Z 7 "=+

C; = E9E3Es6€e0Z ™ Cr = €20, Z° *%

Cs = E5€026,Z ™" Co = EgEqrEsEsgZ® ¥
Cis = €185, 2! Ci7 = €,60,Z°*"

Cis = E4€1€, 2" Cio = E7E01E 1466727 107

7+c10
Ca3 = €10E7.102

There are 17 groups of two non-touching loops :

CiCis. CiCy Gl Cilas. CiCis, CiCp, CiCis.  CiCyp, CsCis. CsCas, CoCas. CisCrr,

CisCx;, CyyCy. CisCaxs
There are 7 groups of three non-touching loops :

CiCi3Ca, CiCi3Cas. C3C13Cas, CoCi3Ca3, CgCy3Ca3, C13C15Ca3, C13C15Cas
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Thus,
A(Z)= 1-C 1—Cz—C3—C7—C3-C9-C [3-C —C [g—C [9-C23+(C 1+C3+C3+C7+C3) *C |3+C3)+C9C23+C l}‘(c l‘7+C18+C 19+C23)
+C3*(Cir+ Cig) ~C13Cx3*(C1+Ca+ C3+C+Cy+Cy7+Cis)

= 1'Esoeoszw*ﬂ'eseosﬁsszmﬂ*ﬁ-895035368692‘0’6”&19'5205022“2‘5seozeﬁzmd“s'Esﬁmezsesszw‘ﬂ“s“s’el 1€g. 2!
_EIEOlzwnl_&‘eolsuzttk-tlﬂl_e?eols“84721)“14»144-(7_8me_"lozt7+tlo+sl 183'1183080321‘8“““0*64-& !88.11565035362t8“lbw*ﬁ“6
+E1E5.11E9E3E36E(9Z " B e 1€8.11E20€02Z% " P24 g, 1€5,11E5Eq2E2Z T O € 10E7.10E30E05Z T T TS
+E10€7,10E6E03E36Z " 10 T g 108 10E0E03E 36E6eZ " TIOF T E10€7,10E 208022 T 4 £10€ 7, 10E sEgaE s Z I S
+E4€02€25E55E10E7,10Z° T I e 6y 116160125 MOl ) 6 11 EaE1E1aZ S T T g 165 1 €101 E15E e

B+t 11042l 423477 18+t 1+T7+210 T7+T10+t0+] T7+t10+x0+Ti+Td
WA +Ellf,8.lxloelrg€7ilogk ! +€10€7,10€1E01Z reions T;égfziuﬁﬁmsuz
T7+Tl0+t841 14 +T| +T] 4 -
Z -€11E3,1;€10€7.10E6E03E36Z

~€11€¢.11€10€7.10€30E03 - el Letoec?
v 4 +2]0+t8+Tl [+ 2

TTATI0+TB Tl L40+Tir6479
~€11€5.11€10E7.10E9E03€36E60Z * '51158.1151087.1%52?5% et atiOm Bt Latdrtlacs
TTeT) Tag+T+ Ty+T. +T <) T -+ +TI 1+ T
-€11€3,1(E10E7.10E5€02€2sZ 7 T IO g € 11€10E7.10E1€E01Z T €11€8.11€10E7.10E4E01E14Z

There are three forward paths :
Forward pathl: F| = eg€4€4787 10€10,,2 >+ 710, Ay =1-Ci3 =1 -€1€,, 2%
Forward path2: F; = epe;5e58€51€11,1,20 2531, Bz =1-Cy3 = | -€9€7,,0Z™*

Forward path32 F3 = 80383556989.122‘0“3“6“9,
A3=1-Cj3 -Cy5 +C13Cp3=1 -€11€8. 1 Z™ € 10871027 704 € 1 €5 1 E 17, 1027 TOFEHN

F(z)=F1*A1+F2*A2+F3 *A3=€m€1454757.m5w.lzzwmwmo-ﬁo151454757.10510.1251158.112ﬂ+t;lmr1’mﬂﬂm
W12, wg+tl1 7 2. O+
+E0E2EsBELNENIZ o €28 0sE 5€ g 11E11.12E10E7, 1027 O L £03€36E69E9, 127 ”‘”’ﬁ s
v + T+ <) +T
'80383686959.1251les.llZWJ+“’!9¢“*‘I!‘803536569€9.1281057.IOZQ” t!+ﬁwmtl°+503s36€6989'1251183.1181087_“)2?0* A lo+Te+tn
Then, according to the defination given in equation (4.2), we get the transition function of this

state diagram as below :

H(z) = F1*A1+F2*A2 +F3*A3 = F(2)

A(z) A(2)
dH(z) = _F(@) - F@*A@)
dz A®Z) A%(z)

Where:

F (2)=¢p,8 56056, 10€10,12*(T+ T+ Ta+ T4 Tyg)Z 0l L e seBa 11 L12*(To+ Tt T+ T Ty ) Z T2l
-€01€14€47€7,10€10.12E1188.11 *(To+ Ty + Ty T7+Tygh T Ty ) Z T o+l +eetTetio |
~€02€25€58€3.11€11.12€1087,10*(T7+T 1o+ To+H To T+ T+ Ty )27 T O+ +e2eeSeciem |

+E03E36E69€0,12*(To+ T3+ T+ Tp) Z 0 =+ 4! -€03€36E69E9,12€11€3,11 ¥ (To+ T3+ Ta+ Tt T Ty )20 0o eedsnl Lol
-€03€36€69€9.12€10E7,10*(To+ T3+ T+ g+ Tr+T) o) Z TS+ eeaciO-l

+€03€36E69€9.12€11€5.11€10E7.10* (To+ Ta+Te+ To+ Tr+-Ty o Tg# Ty | JZ 0+ ST+ TeeiOudeci -1

A@)= '530"303"(‘Co*“'-’s)zwm'l"565(33536"‘(‘fo""f:rﬂv'cs)Zﬂomws'l-('39503"3315569*("?‘:r'""-':;*"'-'6“‘159)2“0“3wsw"l
“E20€02™(To+T2) Z"-€5€02€25* (To+ T+ T5)Z > ™" 4085850 (T + T T+ T Z > 2 Lo 6 | #(Tg Ty )25 !
'51‘501"'(‘fo*""'l)zwm'l-Efzso1514"(?0""171"“'-’«s)zio'mw“-51“3()11'314-‘34-1"'(‘f¢.'r"fx'*"Q""ﬁ)fomw‘w“"‘im'57.u'f"(‘ﬁ""'-’lo)zwm‘:’-l
+E11€5,11€30€03 *(Tg+ T 1+ T+ 1) 2™ S e Es, 1E6EQ3E36*(Ta+T) 1+ T+ T3+ Tg) 2 T el
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+E11€5 11E9€03E36€69™* (Ta+ Ty 1+ To+ T3+ Te+ Tg) 20 V™l L b 11820802 (Tg# Ty 1+ T+ T)Z S T 02!
+E1184,11E5E02E25 (Tt Ty 4+ ToH T+ TIZ ™™ 0BT g 6, 108 10€0s (T Ty o T3)Z7 7100
+E10€7,10€6E03E36 * (Tr+ T+ To+ T3+ TE)Z T T o 0 "L e (€7 10EsE03E36E 60 * (TrHT1g+ To+ Ty Ta+Tp) Z " 10+ oTere-l
+E10E7,10€20E02* (T T10+ To+T)Z " "0 ™ P g 8, 10€ sE02E 25 ™ (T Ty b Torb Tyt T5)Z T 71O+ 0+T2 5L
+Eg€02E25E58E10E7.10™ (Tr+ Tio+ To+ Tt Ts+Tg) Z 0 2 B el0 L g e E 1B *(Tat Ty +Tp Ty ) Z ! 1Ol
+E11€4,11E4€0I E1s*(Ta+ Ty 1+ T T+ Te) 2 VO e oo | 19601814847 (Tat Ty 1+ T+ T+ Tab Ty Z 51 HT0e Tl obeel !
+E11€3,11€1087.10%(Tr+ Tio+ Ta+ T )Z ™ 710 e e 0B B0y (T Tip To# Ty )27 100l !
+E10€7.1064€01E1s* (Tr+ Tio+ To+ T+ T)Z7 ™ Lg 0 | 1€10€7 10E30E03* (Ts+T1 1+ To+ T5+To+Tro)
~€11€3,11€10€7,10E6E03E36 ™ (Ta+ Ty 1+ To+ T3+ Tt TrTyg)Z" 70 0o+ T D1
-€11€8,11€1067,10E9€03E36E69 ™ (Ta+T1 1+ To+ T3+ T+ Tg+ Tt Ty g) 27 * T O+ el 140+ Tet6eS-L
-€11€3.11€10€7.10E20€02 ™ (Ta+ Ty +Tg+ To+ Ty+T )27+ 10w Lol
-€11€3.11€10€7.10E5€02€25 ¥ (Ta+T 1+ ToH T+ Ts+ Ty+ T ) 25 T OB +Tl Ivisadess-l
-€11€8.11€10€7,10E1E01 ¥ (Tg+ Ty + ot T+ T Tyg)Z7 o 0+ Set I+0el-1
-€11€8,11€10€7.10E4€01 €13 ¥ (Ta+ Ty + g+ T  + Tyt Tt T )2 10+ BTl st

ZﬂQth-otS-btl 1+704+13-1

2) Roaming Acquisition Time of Scenario 6
According to the definition given in equation (4.1) that the acquisition time from Sg to S;, can be

found by setting z =1 in dH(z)/dz, then we get the roaming acquisition time of Scenario 6 :

Tsum = dH(z) = Ni/M; +N/M,> 4.7
dZ z =1
where :

Ni=F (Z)l z=1 = €01€14€47€7.10810.12%(To+ T+ T4+ Tr+T10)-E01€14€47€7.10€10.12E11€5.11 *(To+ Ty + Ta+Tr+Tio+ Tg+T11)
+€02€25E58€3,11€11.12*(To+HTo+ Ts+Tg+T11)-E02€25€ 58E8,11€11,12E10E7,10*(Tr+ Tyo+ To+ To+ Ts+Tg+ Ty 1 ) +E03E36E69E0, 12*(To+ T3+ Te+Tg)
-€03€36€69€9,12€ 118,11 *(To+T3+Te+To+Tg+T11) ~E03E€36E69E0, 12E10€7,10* (To+T3+ T +HTa+HT7+T )

+€03€36E69€9.12€11€5,11€10E7.10*(To+ T3+ Te+ T+ Tr+Typ+Tg+Ty )

N;=-F(z)* A (z)|z=l = -(€01€14€47€7,10E10.12-E01€14€47€7,10E10,12E11€5,11+€02E25€58€5,11 E11,12-E02E25E58E5.11€11,12€10E7,10
+€03€36€69€9.12 ~€03€36E69€9.12€11€35,11-E03E36E69€0,12E10E 7, 10+E03E36E69€0, 12E11E8,11E10E7.10)

*[-€30803*(To+T3)-E6E03E36™ (To+T3+T6)-E9E03E36E 60 ™ (To+ T3+ Te+To)-E €02 * (To+T2)-EsEqzEns* (To+Ta+Ts)
-Eg€02€25E 58 ™ (To+ T+ Tt Ta)-E11€5,11™*(Tu+T11)-€1 €01 *(To+T1)-E4E01 €14 * (To+ Ty +T4)-E7E01 E14E47* (To+ Ty +Ta+T7)-€10€7,10*(T7+Tuo)
+€11€8,11€30€03* (Ta+ T11+To+T3)+E11€5,11E6€03E36* (Ta+Ty |+ To+T3+T6)+E1  Eg, 1 1E9E03E36E69* (Ta+Ty 1 +To+ T3+ Tg+To)
+E11€g,11€20€02*(Ta+T11+To+T2) +€11€3,11E5E02E25*(Tg+Ty 1 +Tg+T2+Ts) +E10E7,10E 30803 * (Tr+T10+To+T3)
+€10€7,10€6E03€36 ™ (Tr+T10+To+T3+T6)+E10E7,10€9E03€ 36E 60 * (Tr+T10+To+ T3+ Ts+ To)+E€10E7,10€20€02 * (Tr+T10+Tg+ T2)

+£10€7.10€5€02€25* (Tr+T10+To+ T2+ T5)+E€5€02€25€ 58€10E7,10*(Tr+T10+ To+Ta+ Ts+Ta) +E11Eq,11€1Egy *(Tg+Ty 1 +T0+T;)
+€11€8.11€4€01E14™ (Ta+T1 1 +To+ Ti+Ta)+E11€3, 11 €€ 1€14E47™(Ta+T1 1 +To+T 1 +Ta+T7)+E11E5 1 €10E7,10* (Tr+T10+Tg+Ty1)
+€10E7,10€1€01 *(T7+T10+To+T1) +€10E7.10€4€01€ 14 *(Tr+T 10+ To+ T, +Ts) -€11€3,11E10E7,10€30€03* (Te+T1 1+ To+ T3+ Tr+T10)
“€11€5.11€10€7.10€6€03€36 *(Ta+ 11+ To+ T3+ Te+T7+T10)-€1E3,11€10E7,10E9E03E36E69 ™ (Ta+T1 1 +To+ T3+ Ts+To+Tr+T10)
-€11€3.11€10€7,10€20€02 *(Ta+T11+ T+ T2+ T7+T10)-€11€5,11€10E7, 10E 5E02€ 25 ¥ (Te+T1 1 +To+ T+ Ts+T1+T10)

~€11€3.11€10E7,10E1 €01 *(Tg+T11+To+T1+Tr+T10)-€11€5,11€10€7, 10E4€01 E14* (T +T1 1+ To+ T+ Ta+ Tr+Ty0) ]

Mi=A@2)] .« = 1-€30€03-€6€03€36-E9€03€36€69-E2nE02-EsE02E25-EaE02E25E58-€11E8,11-E1E01 -EaE01E14-E7EQ € 14E 7
-€10€7,10+€11€3,11€30€03+€11€3.1186€03€36+E 11€3.11€9€03E36E59+E 1 1 E3,11E20€02+E11€8.11E5€02E 25+ E10E7,10E30€03+E 10E7, 10E6€03E 36
+€10€7.10E9€03€36E69+E10€7,10€20€02+E10€7,10€5€02€ 25+ E4€02E25E 58E€ 10€7,10+E 11 E8, 1 1€1E01+E11€8,11E4E01E 14+E €3 11E7€q1 E14€47
+€1188,11€10€7,10 +E10E7.10€1E01+E10€7,10€4€01€14-€11€8,11€10E7,10E30€03-€11E8,1 1 €10€7,10E6E03E36-E11E5.11€ 10€7.10E9E03E 36E 60
-€11€8.11€10€7,10E20€02 -€11€8.11€10E7,10€5€02€25-€11 €3 11€19€7,10E1€01-E11€35,11E10E7.10E4E01E 14
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4.2.3 Scenario 19

4.2.3.1 State Diagram for Connection Establishment

By substituting Ys1 = Ys1=Ys1 = Y2 = Y3 = Y82 = Y83 = Y92= Y93 = Y102 = Y10.3 = Y104 = Y11.2= Y113= Y114
=0 and Y42 = ¥52= Y62= Y71 = ¥81= Y91= Y10.1= Y111 = 1 to the generalized state diagram Figure 3.3,
we obtain the following state diagram of the mobile station (MS) Figure 4.4, which is
corresponding to scenario number 19 in the Table 4.1. Table 4.4 presents a summary of the most

important messages and their effects on the state diagram Figure 4.4.

Figure 4.4 State Diagram for Connection Control of a reconfigurable Mobile Station (Scenario 19)
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Table 4.4 The transitions in the state diagram (Scenario 19)

From State S 1S Sz S3{Se1SsISs S 1S:s1So SL Su _S]_z To
Cellular_DL_Request X S;
WLAN_DL_Request X S,
SameSystem_Setup X S5
Cellular_DL_AuthenJ_ Confirm X S,
WLAN_DL}Authen_Conﬁrm X ‘ Ss
SameSys_HO_Authen_Confirm X Ss
Cellluar SW_DL_Ready X S,
WLAN SW_DL_Ready X S
SameSys_HO_Completed X Sy
CellSW_DL_Completed ’ X S0
WLANSW_DL_Completed X Sy
SameSys_Connected X S;z_
Cellular_Connected X S 12|
WLAN_Connected X Sz
Process_Fails &Timeout (Auto) X1X]X X1X X IX X X So
Or Release_Req (Manual)

Process_Fails & Timeout (Auto) _ . X Si
Process_Fails & Timeout (Auto) ' X 1s;
Process_Fails &Timeout (Auto) X s,

Where: X denotes the two states are connected and transition is possible.
4.2.3.2 Roaming Acquisition Time Calculation
1) Transition Function

There are 11 loops in the diagram, which are corresponding to the general flow graph C,, Cs, C,,

C7, Gy, Cyo, Cy1, Ci7, Chg, Cag, Cay

0 +13 %0 +T3+T6+19
Ci = ExkosZ Cs = ExEnEreEesZ” "™
Cs = E¢€36Z o C; = Ex€pnZ *
C9 = 588018355852.-0 +T24T5418 CIO = EIISOZE%SESISEB.I lzm +2+t5+t84tll
Ci1 = £5€25Z° Cir =127
Cio= Zt{) +TletderT Coy = 0+l +23+17+310

9= €7on€ml€g 20 = €10€01€14E47€7,10Z

Ca =€.8,Z7"

There are 19 groups of two non-touching loops :

GCn GGy CCn, GGy CCr. CiCs,  CiCio, CiCri, CiCis, CiCiy, CiCao, CiCa. C:Cy CoCa,
CioCa. CiiCys, CuCro, C11Coo. C1iCyy

There are 9 groups of three non-touching loops :

CiCiCa. C3CiCa CiC4aCai. CoCiCay. C1oCyCay, Ci17CsCri. Ci19CeCri. C20CiCyy. C21CaCiy
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Thus,

A(z) =1-Ci=C3-C4~Cr~Cy~C10-C11-Ci7-Ci9~C20-C1+(C1+C3)*(Cy1+Cyp) +C4*(Cr+Co+C g+ Cy1+C7+C19+Ca0+Cay)
+C"(Cr+Cy+Ci0)+Cy *(Ci7+Cio+Ca0+Ca) —C1C11C21—C3C11C1—CsCay *(C+Co+C10)—CiCy 1 *(C17+C19+C0+Ca1)

=1 -5305032w*6'€95035365692m6*mﬂ'8653626%-EzoEosz'ﬂ-Essogszsengm’a“s"s-5 11€2E25E5g€g  Z 02Tl
-555252{1’15-8 . EOlZw“l-E7Eol € [45‘721:0414-!44-17_51080 1E14E47E7, mzw-’-ﬂ +:4.t7+ﬂo_548 “Ztl +r4+830803€5525222+15+m¢ﬂ
+E30€03E4E1.Z"" 'mwm"'&eos53656955E*_szﬂﬁ*w'ﬁ*m‘%sgeossssesﬁﬁNZﬂm'm*ﬁ+mtq+86836€zoeozzﬂ’wmq
+E6EI6ERENELESRZ T 0T T L e g€ 36E 1 1B asE sy 20 TR IRt L EgE36E5E2Z 7 T P g 36E €0, 2
+E¢E16E7€01€, 4847223“6‘*‘[%4’5653651050 1E1sE47ET, erSwGﬂOﬂlwh-ﬂﬂlO_*_%E”&‘s Nzﬂﬂswhu_*_e‘s “Emsozzﬂ...uﬂo,,ﬂ
+E€4€ 1453502815555221 +:4410+ﬂ+15¢18+8.‘e 14€11€02€ 25€ 58€8.1 thHu«»ﬁJ«rQuSﬂSwtl l+€5815€780 le“enzq,ﬁ,ﬁ)ﬂl +Ti+TT

T0+T+12425 T2+T5+10+T1+TH4TT 4210 2475+l 424 LT3+ T2+ 1510423
+ESELEIENZT o S +ESE2sE10E01E14E47E7,10Z TR +E5ExsE4ELZ e -555255451483?5032 oo
-85815845“8980383556 92"“‘“Z“S‘mmw'ﬂfeﬁsseae14€zo€ozzﬂ’mﬂ"ﬁ‘w*"-esl‘?za&&|4€s€ozszs€sszt ;“-‘:’* + +T5+18

+ 2. T 2. T+24
'868368481481lGOZELSeSSES.HZﬂ u+ﬁ+1ﬁoﬂ)+t"+t$+18+nLEGSBGESEZSElsmzﬂ.+6¢t3+16+10+ !-8553685515548142 +TS+TI+T6+11+

T2+ 5+ B+ 6+ 0+ T +TI4+T7 T2+ TS+ BHE+T0+T] +T3 4174710
-E6E36E5€25€7€0 1 €14E47Z -E6E36E5€25€10E01E14€47E7.102

There are three forward paths :

Forward pathl: F| = ,€14€4€7,0€0,,,Z%"" %7710,

A =1-C, -C“ +C4C“ =1- 865362‘5“6-5557_52'2’.{54"85536555152{3'“6‘{2‘6
Forward pa[h.?.: Fz = 80282555383.“51|_122t0*ﬂ*ﬁ’ts+tn,

A; =1-Cy -Cyy +CiCy) = 1-€6E36Z7 -E4€1,Z7 ™ +EE36E (€1 Z° T4
Forward path3: F3 = gg3€36€69€0,1:27°",

A3=1-Cyy -Cy1 +CyCoy = 1 -€5€25Z7*P-€481,Z" "™ 4856156,61, 2771

F(2)=F1*A1+F2* A2+ F3*A3 = £0,€,48.0€1,1010.12Z " ™71 4,848 77,108 10,1266E36Z T4+ T1OV 08
'50151484757.105lo.1zesezszmt“mﬂ“w’ﬂ*s*'eo151454757.105w.l256536555?5210“'““ﬂmo*c**ﬂﬂs

+E02E2EssER1E12Z T EgaEasEagEy | €1y 12E6E3Z Tt L T I T I g e B saEa.1 €11 12 Z OB tlens
+E02E25E 5883 11E111EEIGEAELZ T O e E6E60E0 127 Y 136608, 126 SERZ 0TS TIHIHS
-€03€36€69E09.12E4E |421:0*6*“6*&‘““*‘50383656989. 12 E5€25E4E Z O aSetlent

Then, according to the defination given in equation (4.2), we get the transition function of this
state diagram as below :

H(z) = Fi*A1+F2*A2 +F3*A3 = F(z)

A(z) A(z)
dH(z) = F@ - F@*A(2)
dz A(z) A%(z)

Where:

F (2)=0.€14847E7.10810.12* (To+ T+ Tt T T0) 20 ™0 g 6 1€ 17617 108 10,1266E 36 (To + T+ T T Tio+ Ty +Tg)
*Zto“l“hﬂ“m‘ﬁ*mI-Eo[E1484757_|o€|o'12858’_5*(‘Co-(—‘tl+T4+T7+Tlo+‘tz+‘ts)zmﬂ*u’ﬂ"lo*aﬂs-l

+E01€14E47€7.10€ 10.12€6E36E5€ 25 * (To+T1+ Ta+ Tr+Ty g T+ T Tp+ Tg) Z TP R+ TI D tbr2 et
+E02E25E58€8.11E11, 12 (To+To+ Tt Tg+ Ty ) Z O Bl g b€ ss€a 116 1.12€6E36 *(To+ Ta+Ts+Tg+ T +T3+Tg)
*Zﬁ)otZﬂSWSwI "uﬂ“-%zﬁzsesses.uel1.1284514*(1To+‘l'z+15+‘fs+‘t‘1 l+tl+t4)210+‘!2¢t5+t8+tl 1+l otd—|
+E02€25€58E3.11€11.12E6E36E4€ 14 ™ (To+ Tr+ TsHTg+T) | + T3+ T Ty +T4) Z 0+ 2T+ B+T! Ietatberlond|
+503€36569€9.xz*(To+‘C3+Ts+‘f9)Zw‘ﬂm'9’l‘50383655959.l255525*(To+‘fs+fs+‘l’9+‘fz+‘fs)2w’ﬂm‘9mm'l
~EaE36€urEs 2EaErs (Tob Tt Teb Tob T+ Ty)Z 0 i wstisnsl

+E03E36€69€9.1265€25E4E 14 ¥ (To+ T3+ Te+To+ To+ Ts+T +T,)Z 0+ Tt 2aeSecleret
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A (2)= -E30803* (To+ T3)Z ™ -E0E03E 36860 (To+ T3+ Te+ To) 2 ™ g # (T34 T0) 25" - 00y H (Tt T Z !
-€€02E25Es8* (To+To+ Ts+Tg) 2 "B g, £0,626E 558511 *(To+Tp+Ts+Tg Ty )20 T T g 6, ¥ (14 15) 250!
-E1Eo1 *(To+T)Z™ “l-l-57501E14547*(‘fo+71+‘f4+f7)zwl’mﬂ"'smeolE1484757.lo'(‘fo+f|+f4+‘f7+flo)zmmmﬂmm
LM (THT)Z ™ 43080385 Eas (T T TgH To) Z 2 T g 0166, * (T Tt T T) 270
+ESEQ3E6E60ESE s ™ (To+ Ty + Tt ToH Tot Ts) Z 2 ™ Bl g g6 60E4E 14 ™ (To+ Tt T+ Tob Ty+Ty) 271 o041
+E6E36E20E02 (T T+ Tt T2) Z ™ o 0 2 g 2 cEaE02E25E sg* (T4 Tt T+ Tyt Ty Tg)Z T+ o+ O+ 2+ 5o8l
+E6E36E11€02E25E58E8.11 ¥ (T3+ Te+ To+ To+ Tst Tgt Ty )20 o O s Batl ol g e 6B 5Eas* (T3 T Tyt T5)Z o251
+EGE36E €1 T+ Ta+ Tt T)Z ™ 4366 1€01 14847 ™ (Tyt Te Tot T+ Ty Ty)Z 80 ThowieeT!
+E6E36E10E01E14E47E7, 10" (T3+ TeHTo+ T+ Tut TrT)g)Z 00 0T T Tatll L g e b EaE 1 * (Ti Te Ty +T,) 2Tl +ot-
+E4E 120802 (To+ Tt T+ T ) 2™ ™ O P 46 €4€02E 05855 ™ (T)+Ty+ To To+ T+ Tg) 27 T+ 0020 T50 811
+E4E14E11E02E25E 58811 * (T + Ta+ T+ Tt T Ta Ty )27 T O S Bl bl g e €1 or *(To+ Ty +Tot T) 20T+
+E5E25E1€Q1 EL4E a7 (ToHTs+To+ T+ Tyt Ty) Z S T L g s 6 0Bt E 1€ 4767 10 ™ (To+ Tst Tgt Ty + Tyt Ty T ) Z W 5 T TTanion L
+ESERSELE 14 ¥ (Tort Ts+H T +T) Z 7 P T L g 0B €14 30B03* (Tt To+ T+ T3+ T +T4) ZT 1o Sis sl
~E5E25E4€11€9E03E36E69 ™ (T1+ T+ Tot Tst Tt Ty+ T To) 2T+ w2+ 5+ 0T i690-1

~E6E36€4E1sE20€02 (T +Te+ T+ Ta+ To+ T)ZT ™02 g e 6 1 €4€02E25E 5™ (T1+ Tut Tyt Tot T+ T+ Ty+T)
*Ztl+t466¢‘:6+ﬂ~‘ﬂ.v‘t$’t8-l_e6esse4£l‘£l 180282585888,[ l*(tl+r4+to+_cz+rs+ts+tlI+t3+16)zﬂ+t4+t3+16-1‘0md15¢1:8¢tl 1-1
-E¢E36E5E25€7Eq1E “847* (T3+T6+f2+‘ts+fo+r[+f4+t7)2ﬂ’ts¢ﬂ+m‘0’ﬂ Maasits
~E6E36E5€25€10801€14€47€7,10™ (To+ Ts+ To Ty +Tu+Tr+ T o Tyt Tg) Z 2+ =+ oreelaniantani-l

~E6E36E5E2SE1EQ *(Ts+ Te+ Tot Tok Toh T JZ BT tll g b B iEasE4€ 14 * (Ty+Tat Tyt Tot Ty +T,) 227 SO+l ol

2) Roaming Acquisition time of Scenario 19
According to the definition given in equation (4.1) that the acquisition time from Sg to S;> can be

found by setting z =1 in dH(z)/dz, then we get the roaming acquisition time of Scenario 19 :

Tsum = dH(z) = N/M; +N./M,> (4.8)
d.Z z =]
where :

Ni= F(2) |.== €01€14€47€7.10€10.12*(To+ Ty +Tg+T7+T10)-E01 € 14E47€7,10E 10,12E6E36 ¥ (To+ T 1+ Ty+Tr+ Ty o+ T3+Tg)
~€01€15€47€7,10€10.1265€25 ™ (To+ T1+Ta+ T+ Tio+ T+ T5)+E01E14€47€7,10E 10, 1266E36E5E25* (To+ Ty + Tyt Tr+T ot T+ T+ T+ Ts)
+E02€25€58€8.11€1 1,12 (To+ T+ Ts+Tg+T11) -E02€25E55€5.11€11.12E6E36* (To+ T+ Ts+Tg+Ty |+ T3+Te)
~€02€25€58E3,11€11,12€4€14 ¥ (To+ Tot TsHTg+ Ty 1+ T +T3) +E02E25E 55€35.11E11,1266E36E4E 14 ¥ (To+ Tat+- T+ T+ Ty 1+ T3+ Te+ Ty +T4)
+€03€36E69€9,12* (To+T3+T6+T9)-E03E36E69E0, 12E5E 25 * (To+ T3+ Ts+To+ Tp+T5)-E03E36E69E9,12E4€ 14 *(To+ T3+ T+ T+ T +T4)
+€03€36€69€9,12 E5€25E4E 14 (To+ T3+ Te+To+ Ta+Ts+ T +T)

No=-F(2)* A™(2)| ;=1 = ~(€01€14€47€7,10€10,12-E01 € 14E47€7,10E 10,1 2E6E36-E01 E14E47E7,10E 10,12E5E 25
+€01€14€47€7,10€10.12E6E36E5€25+E02€25E€58€3,11€11,12-€02E25€58€3.1 1 €11,12E6E36-E02E25€ 58€8, 11 E11,12E4E 14
+€02€25€58€53.11€11.12E6€36E4€ 14 +E€03E36E69E9,12-E03E36E69E9,12E5€25-En3E36E69E9. 12E4€ 14+E03E36E69€9,12E5E25€4E13)
*[-€30€03*(To+T3)-EoE03E36E60™ (To+T3+Te+To)-E4E36™(T3+T6)-E20E02*(To+T2)-Eg€02E25E 58 ™ (To+To+Ts+Tg)
~€11€02E25E58E5, 1 *(To+ T+ Ts+Tg+T11)-Es€25*(T2+Ts) -E1E01*(To+Ty) -€7€01E14E47* (To+T1+T4+1T7)
-€10€01€14€47€7,10™(To+T1+Ta+ Tr+T10)-E4€14™*(T1+Te)+E30E03E5E25™* (To+Ts+To+T3)+E30E03E4E 14 * (T +Ta+To+T3)
+€9€03€36€69E €25 * (To+ T3+T6+To+ To+ Ts)+E9€03E36€69E4E 14 *(To+ T3+ Te+To+Ti+Ty ) +E6E36EE 2 * (T3 + Te+Tg+T2)
+E6€36Ea€02€25€58 ™ (T3 + T+ To+ T+ Ts+Tg)+E6E36E11E02E25E58€5 11*(T3+Te+To+ T2+ Ts+Tg+T) | )+ EE6ESEns ™ (Ty+Tg+Ta+Ts)
+E6E36E1€01 *(T3+Te+To+T1)+E6E36E7€01E14E47™* (T3+ e+ To+ T +Ty+T7)+E6E36E 10E01 E14E47E7, 10* (T3 T+ To+ T+ Te+T1+T10)
+E6E36E4E14*(T3+Te+T 1 +Ta) +E4E14€20€02 * (To+ Tot T1+T4 ) +E4E 1 1E5E2E 15E 58 (T1 + Ta+ To+T+T5+Tg)
+E4€14€11€02E25€58€8.11 *(T1+ T+ To+ To+ TsHTg+ Ty  )+E5E25€ | Egy *(To+T) +T2+T5)+ESE25E7E0 1 E14Ea7* (To+ Ts+ToH Ty +Te+T3)
+E5€25€10€01€14€47€7,10 " (T2+Ts+To+ Ty +HTa+ Tr Tyo)+ E5E25E4E 14 * (T Ts+ Ty +Ta)-EsE25E4E 14E30E 03 * (Tr+Ts+ T+ T3+ Ty +T4)
-€5E25€4€14E9E03E36E69 ™ (Ti+Ta+To+ TsHTo+ T3+ TaTy)-E4E€36E4E 14E 20802 T3+ Te+ T+ Ta+ To+T2)
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“E6E36E4€14E5€02E25E 58 (T1 + Ty + ToH T+ Ts+ T+ T3+7T5)-E6E36E4€14€11€02€25E58E 5 11 *(T1+ Ty + T+ Tat Ts+Tag+ Ty +T3+Te)
~E6E36E5E25E1€01 (T3 +Te+ To+Ts+ To+Ty)-E6E36E € 25E1€ 1 E14E47* (T3+ T+ Ta+ Ts+To Ty +Ty+T7)
“E6€36E5€25€10801€14€47€7,10% (T2 Ts+To+ T + T+ Tr+ Ty g+ T3+ T6)-E6E36E5E25€4E 14 ¥ (T3+Te+ Ty Ts+ Ty +T4)]

M= Az).-

=1-€30803-E9€03E€36E69-E6E 36-E20€02-EgE02E25E 53-E 1€02€25€58E8.11-E5€25-€1€01-€E7€01 € 14€47-€10E01E14E47E7,10-E4€ 1 4+E30E03E5E 25
+€30€03€4E 14+E9€03E€36E69E 5E 25+ E9E3E36E69€ 4E 1 4+E6E36E 20E02+E6E36E5E02E 25E 58+EE36E11E02E 25E 58E 8.1 1+€6E36E5E25+E6E36E 1 Eq
+E6E€36E7€01814E47+E4E36E10€01E14E47E7, 10+ E6EIGESE 14 +E4E 1 4E 2002+ EE14E5EaE25E 55 HEGE 14E 11 EQ2E 25E 53E 8, 1 1 HESE25E7EQ1E14E 47
+€5£258150I+ESEZSEIOEO151484757.10+€5525545N‘ESE’_SEJE14530503'858255481489503836869'5653684814520502‘568368451488502825558
~€6€36E4€14€11802€25E58€3,11-E6E36E5E25€ 1 E1 ~E6E36E5E25E 7EQ1E 14€47-E6E36E5E25€ 10E01E14E47€7, 10-E6E36EsE25E4E 1.

4.2.4 Scenario 20

4.2.4.1 State Diagram for Connection Establishment

By substituting Y41 = Y51 = Ye1 = Y71 = Y73 = Y81= Y83 = Y92 = Y93 = Y10.2= Y103 = Y104 = Y11.2= Y113= Y114
=0 and Ys2= Y52 = ¥62= ¥72= Y82= Yo1= Y10.4= Y111 = 1 to the generalized state diagram in Figure
3.3, we obtain the following state diagram of the mobile station Figure 4.5, which corresponds to

scenario number 20 in the Table 4.1.

Figure 4.5 State Diagram for Connection Establishment of a reconfigurable Mobile Station (Scenario 20)
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Table 4.5 The transitions in the state diagram (Scenario 20)
e

From State SoiS: §S: 1S 1S IS5 §Ss S |Ss 1Ss S0 {Su |Siz | To
Cellular_DL_Request X S,
WLAN_DL_Request X S»
SameSystem_Setup X S5
Cellular_DL_Authen_Confirm _ X ’ S;
WLAN_DL_Authen_Confirm X S
SameSys_HO_Authen__glﬁrm X Ss
Cellluar SW_DL_Ready X S,
WLAN SW_DL_Ready ) 1 X S
Samest_HO_Cogpleted . . X Se

| CellsW_DL_Completed B X Sig_
WLANSW_DLJ_TC'ompleted ‘ ' X S Su_;
SameSys_Connected X 1Sp
Cellular_Connected X 1Si |
WLAN_Connected X SL
Process ___Eg’ls &Timeout (Auto) XIXI1X XX X X 1S,
Cellular__DL_Authen}lf’ailed i X 1S
WLAN_DL_Authen_Failed . | I O . < ‘ ) 1Sy
SameSys_HO_Authen;Failed 11 IX ' ~18;
Cellluar SW_DL_Unavailable | _ v 1 IX - 1S,
WLAN SW_DL_Unavailable ' X S;

Where: X denotes the two states are connected and transition is possible for example.

4.2.4.2 Roaming Acquisition Time Calculation of Scenario 20
1) Transition Function

There are 11 loops in the diagram, which are corresponding to the general flow graph C;, Cs, C;,

C7, Cio, Cy1, Ci3, Cy9, Cag, Cay, Caa

Cy = £3080:2°%" Cs = €5Eq3E36E6eZ T
C;= 86536213"6 G = 820501210 2

Cio = €11802E35E55€5, 2 27l Ciy = 5652

Ciz = €ge5Z°"™ Ci7 = €160, Z*""

Cao = €108/ 14E47E7,Z O HHTT+I0 Cy = g6, 2%

Cn = E7E47Zu’ﬂ
There are 30 groups of two non-touching loops :
CiCi1. CiC12.C1Ca, CiCx, CiCui, CiCiy, C5Cyp, C5Cxp, CyCy, CoCio, CiCi1. CoCra. CiCi7. CiCyp, CiCy, CiCra

CiCh2. C1C21 C1C22. C1iCir, C11Ca0, CriCay, C1iCaz C1Ca1, C10C2 C12C13, Ci2Ca0, Ci2Can, C12C, C1:Cp2
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There are 26 groups of three non-touching loops :

CiCuCa. CiCuCrn. CiCiCa. CiCi1Ca, CiCuCai. C3C1Caz, C3CiaCyy, CiCioCo,

CiCiCr2. CiCiCai, CuCiCr CiCioCai. CiCioCra CyCiiCi7, C4CiiCao. CiC1iCar. CiCiiCoa
CiCi2Cir. CiCi2Ca, CsCraCai, CyCi2Caa CiCriCar C1C1aCa, CiC1:Crm, €11 C17Ca2. CiaCisCaa
There are 3 groups of four non-touching loops :

C4CiC3Cs). CyCy1Cy7Caa. CyC12C1:Caa

Thus,

A(z) =1 — (sum of all different loop gains) + (sum of the gain products of two nontouching loops)
— (sum of the gain products of three nontouching loops)
+ (sum of the gain products of four nontouching loops)

This will bring us a very complex, cumbersome transition function for this state diagram. We

consider a special case only, in which case the transition probability distributions of pathl, 2, 3
are €o1/€02/€03 = €91/€02/0, i.e, the transition is made to S; in pathl or S; in path2 with probability
€01 OT €2 respectively; the transition will not be made to path3. Then we will get the acquisition

time of the worst case.

There are 8 loops in the state diagram : C-, Cyo, C11, C12, C17, Ca0, C21, Ca22

Cr = EZOEOZZ:* - Cio = £11€02€25€ 5565, 2 222!
Ch= €5E25Z 4TS Cp= 58858215* .
Cir= 5150,2“’ +1l Cap = 51050151484757.1on +T14T+TTTl

Cay = £4€,, 271 Cis = €642

There are 14 groups of two non-touching loops :

CiCra. GiCa CiC, CiiCh, CuuCao. CiiCat, C1iCa, C1oCai, C1oC2. C12Crr, Cr2C0, C12Ca1. CriCa, C11Caa
There are 4 groups of three non-touching loops :

C:CiCa. CiCipCr. CiCi3Ca, C1aCiiCap

Thus,

A(2)=1-C7-C¢-C},-C|3-C7-C29-C3,C22+C,C 12+C1C+C7C0+C10C21+C19Cy0+Cy C17+C11C20+Cy 1 Cy +Cy 1 Crp
+C12Cy7 +C12C50+C12Ca +C12Ca2 +C17C22-C1C3Cy -C7C12C22-C11C17C22 =C12C11Cr2
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= 1-En€eZ™ 1 EqEpsEsaEanZ T s a T 57" €180/ Z 0 -€ 1080 E14Ea7Er 120 HT O
-E4€, Jflﬂ-‘ -57847214*{7 +510€02€855326*€8“0*Q +€20E02 E4€4 4Ztl+ﬂ+!0#ﬂ +€20502€7847zmﬂ’m +€,€0; 57547210 +tl 48417
+E11€02E25E55€8, 11 E4E1Z T T TN g 1€02E25€55€8, 11 E7Ea7Z T T B I L g 6 05E £ 27!
+EselsemsmsNe‘ns_’.mz‘tlﬂs‘v»tﬂq-th-mﬂ’tlo_’_esslss‘euzt2+t5+tl¢ﬂ+ss82587847ZQ¢6+‘5‘+17+885588lEOIZtSﬂSﬂO-otl
+ERESSEI0E0IELETET 10Z o Tl g 1 2 T B e g 12 g g 20024 27 RS

~E5E55E20€02ETE L Z T TS g 1048 1E01 6464720 T TS g€ 5gE | Eg  E7E47Z T T 1R

There are 2 forward paths :
Forward pathl! Fl = Eol51454787_105|o'lzzm¢"+u’ﬂ’ﬂo, A =1-Cy-Cra=1 -esezSZQ"s-egsng‘S"‘s
Forward path2: Fz - 50381555383.1lﬁu.lzzmﬂ*ﬁ‘ﬂs*ﬂ‘, A; =1-Cy Cxpi=1 -€4E[4Ztl.ﬂ-€7547zmﬂ

_ - S 415+l 423+ TT 710
F(Z)—Fl*A[+F2*A2—EOIE1484757.10810.12Zm+ l*'“.7’“0'8015‘484787_10810_[_1_8587_52 +TS4 4Tl hd
T3+1T+Tl l 2425+
'(’30151455475'57.10510.lzssssazﬁﬂsm’m"ts':s"t O tE02E25E 5888, 11E 11122 I g€ 05E55Es 11611, 12646 2T RIS Bl
TA+TT 101245 4Rl |
-€02E25E58E3,11E11,12E7E47Z

Then, according to the defination given in equation (4.2), we get the transition function of this

state diagram in special case €01/€02/€03=E01/E02/0 i.€

H@z)=  Fi*xAi1+F2*A2 = F(@)
A(z) A(2)
dH(z) = F(@) - F@)* A(2)
dz A(2) A“(z)
Where:

F (2)=€01814€47€7.10€10.12(To+ T + T4+ Tr+T ) Z0 14+ 74Tl g 14€47€7,10€10.12E5€25(To+T 1+ T2+ To+Ts+ T+ Tyg)

R I 01 €14€.47€7,10E10.1268E 58( To+ Ty + Ty, Ts+Tr+ T+ Tyg) 2 S+ TOH T veseeTenl-l
+E02E25€58€,11E11,12(ToH T+ To+Ta+ Ty )20 275+l tl02E25€ 55E5.11€11,12E4E 14(To+ Ty +Toa Tyt Ts Tyt Ty ) Z7 4+ 02w Sandeni L
~€02€25E58E8,11€11,12E7€47( To+ To+ Ty Ts+ T+ T+ Ty JZ P T+ O+ 24D +ent 1oL

A’ (Z) =-E20E02(To+T)Z ™ £ 1€02E 25E 55Eg 11(To+ Tot Ts+ T Ty ) Z T2 B g g (T4 15) 227! -EgEsg(Ts+T5)Z~"™!
-€1E01(To+T)Z ™™ -€10€01E 1€ 4767, 10( T+ T+ T T Ty ) 20 ™40 g e | (T+T) 27 ™ o gsE 4 (Ty 1) 27T
+E20E02E8E53(To+ T2+ T+ Te) Z 0 ™ ™ B £ 00800648 1 o (To+T T4 Tg) 2T+ 2T+ L+ E20E02E7E47(To+ To+- Ty T7)Z 0271
+€11€02€25€58€8, 11 E4€1a( T+ Tat To+ To+ Tst Tg+ Ty JZ O T T Mt Tl e 1 E7E4r(ToH T+ Tot T7) Z 1P+
+E11€02625E58E 5.1 1ETE47(Tat Tt Tot Tyt Tt T Ty ) Z O 2 T IvderTol g ) o6 01 (T T+ T T5)Z 70V TH 205!
+E5€25€10E01€14€47E7,10(To+ Ts+ T+ Ty + Tat T+ Tyg) Z T TV ErTtlld e e S€461 4 (T + T+ Tyt T5) 2T T2

+ESE B Trt Tt TsHT) 2 ™ g 18 1601 (T Ty +Ts+ ) Z 0 T ¥ B g 5a 1647 (Tat Tst Tyt Tg) ZTH S+7+8-1
+E5E58€10€01€ 144767, 10(Ts+ Ta+ To+ Ty +Tat Tt Tyg)Z O B I B TITI0L L g B 4814 (T + Tt Ts+ T) 27 PSS
~E4EsgE0ENEE L (To+ T+ Trt Tt T T 20 o T vl g e o€ 02E7E47(To+ Tot Tab To Tt Tg) Z 02+ TTessest-l
~E5E25E1E01E7E 47 (ToHT I+ Tt Tat Ts Ty) Z 0 T TR g g € 1E01E7E 47 (To+T i+ Tat Te+Tg+Ty) Z 0TI

2) Roaming Acquisition time of scenario 20 in case €gy/€02/€03=Eoy€02/0
According to the definition given in equation (4.1) that the acquisition time from Sg to S;; can be

found by setting z =1 in dH(z)/dz, then we get the roaming acquisition time in special case

€01/€02/€03=E01/€02/0
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Tsum = dH(z) = N/M, +N,/M,? 4.9)
d.Z z =1
where :

N = F(2)].a = €01€14€47€7,10E10.12( To+T1 +Ts+T7+T10)-€01€14E47E7, 10E 10,126 5E25(To+ Ty +T24 Ta+Ts+T7+T10)
-€01€14€47€7,10E 10.12€5E58( To+T1+Ta s T+ Tr+Tg+T10) + E02€25E 58€ 8.1 1€11.12( T+ To+ Ts+Tg+Ty )
-€02€25€58€38.11€11.12€4€14(To+ T+ T2, Ty Ts+Tg+ Ty 1) -€02€25€58€ 811 €11, 12E7€47( T+ To+ Ty Ts+ T+ Tg+ Ty )

No= -F(z2)*A*(2) l z=1 = ~(€01€14€47€7,10E10.12-E01€14E47E7,10€10.12E5E25-€01 E14€47€7,10€10.1268E 58+E02€ 25E 58E3.11€1 112
~€02€25€53€3.11€11.12€4€ 14 ~€02€25€53€5.11€11.12€7€47) *[-E20€02(To+T2)-€11E02E25€ 55E8.11( To+ T2+ Ts+Tg+Ty1)-EsEas(To+Ts)
-EgEs58(Ts+T8)-E1€01(To+T1) -E10E01€14€47E7.10( To+ Ty+Ta+ T+ T10)-E4€ 1o (Ty+Ts)-E7E47(Tu+ T7)+E20E02€5E 58(To+ T2+ T5+Tg)
+E20802€4€14(To+ T1 + T2+ To )+ €20€02€7€47(To+ T+ Tyt T7) +E1 1 €02E 25€ 58E5, 1 1E4€ 14 (Ty+ T To+ Tt Ts+Ta Ty 1 )HE 1 €01 E7E.47( To+ Ty +Tu+T7)
+€11€02825€58E8.11E7E47(Ta+ T+ To+To+ Ts+Tg+ Ty )+E5E25E1 E0r (To+ T+ T+ Ts)+E5E25E 10€01E14E47€7.10(To+ Ts+To+ Ty +Ts+Tr+Tyg)
+E5E25E4E1( T+ To+ Ty+T5)+HESE2SEIE 17 Tat Ty+T5+T7)+E4E58€ oy (To+T1+Ts+Tg)+EgE56€1E47(Tat To+Tr+Tg)
+€5€58€10€01€14€47€7,10(Ts+ T3+ T+ Ty +Ty+T74+T10)+ESE s3E4E 14 (Ty+Tu+Ts+Tg) €€ 55E20€02E4€ 14(To+ Ty +Tp+ Ty+T5+Tg)
-E3€58€20€02€7€47(To+ To+ Tu+ Tt Tr+Ty)-E5E25E1 €01 EE 47 To+ T+ T+ Ty Ts+T7)-E5E55€1E01 E7E47(To+T1 +Tg+Ty+ Ts+T7)]

M= Az}, -

= 1-€30€02-€11€02€25€ 58E 5. 11-E5E25-E5E €180 -E10E01 € 14E47E 7, 10E4E14E7E 4T+E 20E2EE s+E20E02E4E 14 +E20E02E1E 47
+€11€02€25€58E5,11E4814+E11802€25€ 58€3.11E7€47+E 1 Eq1 E7€47+E5E25€ 101 +E5E25E10E01E14E47E7,10 +ESE2SESE 14+ESE25E1E 47HEGESRE Eqy
+E5E55€10€01€14€47€7,10+E4E53E4E 1 4+E5E53E7E47-ESE53E € 02E € 1 4-ERE58E20€02E7€37-E5E25E | E01 E7E47-ESE58E1EQ E7E 47

4.2.5 Scenario 26

4.2.5.1 State Diagram for Connection Establishment

By substituting Y41 = Y51 = Ye1 = Y71 = Y73 = Y81 = V83 = Yo1 = Y93 = Y10.1 = Y103 = Y104 = Y11.1= Y113=
Yirs = 0 and Y42 = Y52 = Y62= Y72 = Y82= ¥92= Y102= Y11.2 = 1 to the generalized state diagram Figure
3.3, we obtain the following state diagram of the mobile station Figure 4.6, which corresponds to
scenario number 26 in the Table 4.1. Table 4.6 presents a summary of the most important
messages and their effects on the state diagram in Figure 4.6.

In this design scheme, from each state Sj on a path i, the MS will move to the next state if the
transmission is successful; otherwise, the MS will return to its previous state. This design has
shorter processing time than scheme 1 when transmission fails in one state and needs to continue,
€.g, in the case of same kind Base Station (BS) system exists. However, it has longer processing

time when the MS needs to return to the start point, because the MS has to retumn to the previous

state one by one.
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Therefore, this scheme is suitable for a MS moving slowly and it is not in the edge between

two different systems, which implies that the BS types do not change frequently to as MS roams.

The main disadvantage is long processing time when the process on the path i has to be

terminated during a procedure.

Figure 4.6 State Diagram for Connection Control of a reconfigurable Mobile Station (Scenario 26)

Table 4.6 The transitions in the state diagram (Scenario 26)

From State

Sy

S

S; S.. Ss Ss S1 Sa SQ SE_ Su Su To

Cellular_DL_Request

S

WLAN_DL_Request

S;

SameSystem_Setup

1S,

Cellular_DL_Authen_Confirm .

Ixlelxe

s,

WLAN _ﬁDL_Authen_Conﬁr‘m

Ts,

SameSys_HO_Authen_Confirm

X ’ - 4 Sg

Cellluar SW_DL_Ready

X BERS U S7

WLAN SW_DL_Ready

SameSys_HO_Completed

CeliSW_DL_Completed

WLANSW_DL_Completed

SameSys_Connected

Cellular_Connected

WLAILI;Connected

Process_Fails &Timeout (Auto)

[ Cellular_ DL_Authen_Failed
WLAN_DL_Authen_Failed

— —

SameSys_HO_Authen_Failed
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Cellluar SW_DL_Unavailable X S
WLAN SW_DL _Unavailable X S;s
SameSys_HO_Unavailable X S¢
New Systen U@tE;_Failed X S,
New Systen Update_Failed X Ssg

Where: X denotes the two states are connected and transition is possible for example.
4.2.5.2 Roaming Acquisition Time Calculation
1) Transition Function

There are 11 loops in the diagram, which are corresponding to the general flow graph C,, C4, Cs,

C7, Ci1, Cia, Ci3, Cy9, Ca1, Ca2, Ca3

C; = €5060:2™° Cs = £4€36Z°"™

Cs = £5€geZ™*™ Cr = €3080:2° "%
Ciy = €5€25Z7° Ci2 = E4€55Z°""
Cy3 = €118, 2% Ci7= €60 Z°*"
Cai = E4£, 27 Cn = €:84Z%7

Cos = €10E7.10Z7 ™°

There are 44 groups of two non-touching loops :

CiCs. CCy. CiCr CCy5, CiCyy, CiChy, CCos, CiC;, C4Ci1, CsCip C4Ch3, C4Chy, CiCar. C4Csy CiCyp3. Cs5Cy,
CsCu. CsCra. CsCis. CsCiy. CsCu, CsCxm, CsCas, CiCpy C:Cis. CCat. CiCax CiCx, C1Chs, CiCir. CuCyy,
CiuCan CuCy CpCir Cila. Ciln CioCis, Ci3Crr, Ci3Cai. CisCas, Ci3Cas. CpiCa. Ci7Ca, CaiCas

Moreover, there are 79 groups of three non-touching loops, 62 groups of four non-touching
loops, 16 groups of five non-touching loops and | group of five non-touching loops.

Thus,

A(z) = 1 ~(sum of all different loop gains) +(sum of the gain products of two nontouching loops)
— (sum of the gain products of three nontouching loops)
+ (sum of the gain products of four nontouching loops)
- (sum of the gain products of five nontouching loops)
+ (sum of the gain products of six nontouching loops)

This will bring us a very complex, cumbersome transition function for this state diagram

scenario. We consider a special case only, in which case the transition probability distributions of

pathl, 2, 3 are Eo1/€02€03 = €01/€02/0, i.e, the transition is made to S; in pathl or S; in path2 with
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probability €o; or €y, respectively; the transition will not be made to path3. Then we will get the

roaming acquisition time of the worst case.

There are 8 loops in the state diagram : C5, Cyy, Cy2, C13, C17, Cat, Ca2, Ca3

Cy = E€2Z™"™ Ci1 = €5€25Z%° 0
C= Eaesszz“sl Cu= €u~°-s.nlz‘:+t
T T+
Cir=€EZ" " Cu =gz .
Cp = 7842 Cy3 = €39€7,10Z"*"

There are 21 groups of two non-touching loops :

CiCrie. GiCis, GG CiCoa CiCas. CiiCys, CuCrr, CiiCai. CuCr CuCxn. CiiCpy, CiCa. CiaCo CroCos,
Ci3Ci7, CisCa. Ci3Ca, CisCx, Ci7Caa C1iCx;, C2yCos

There are 20 groups of three non-touching loops :

C1CiaCa, CC1aCaa. CiC1aCis, C1C13Ca1, CiCy3Cas. CrC13Cas. C1CuCos. C1iCisCir, CriCrsCa. CiC3Cas CyiCisCos,
CuCirCar, CiiCi7Cas, C11C2iCo3, CraCi7Cra. C12C17Ca3, C12Ca1Crs, C13C17C 2, C13C17Cas. C13C21Cs

There are 5 groups of three non-touching loops

CiCiaCauCxs. CiC13C21Co. CiiCi3CriCaa, €11C13C7Cas. C1iC13C21Cos

Thus,

A(z)=1-CC, 1°C12-C13-C17-C21-C2-Ca3+Cyo(Ca+ Cy3+Cay +Cas#+Cps)+C 11 +(C13+C 17+ Cay +C2+C3)
+(C12+C13)-(C1T+sz+C22+CB)+C17-(C22+Czs)+cz1Cn-C7C12-(C21+C22+C23)'C7C13-(C1|+C22+C23)'C7C2|C13
—C11C13+(C17+C21+Ca2+Cy3)—C11C7(C2+C3)-Cy Ca; C3~C2C17(C2+C3)—C12C21C23~Cy3C 17(C22+C135)-C3C5 Co3
+C3C12C21C;+C7C13C2Ca3+C11C13C17C20+Cy C13C17C23+C 1C13C 21 Cas

=1-20E02Z ™ -E5€25Z U -E4E 55 Z 0 € 1 Z V€180, 27T - €48 1o Z T -E7€47Z V-0, 10Z"7* O+ E50E02EgE5gZ I
+E20€02E 1 1€, 11 Z " T 4 E20€02E4€ 20! N E20E 0287472 T 2 T 00€02E10E 7,102 T T 048 sE, 1€g, Z BT
+55515€|Eo|Zm“l¢ﬂ”5+65825848l42‘l“4"’2“54-8581587847Zﬂ+ﬁ‘t“ﬂ+85€2581087'1 +t5¢r7¢tlo+sse588lemztod-tl'tSﬂS
+EEsgE4E l4221*mts“s*'58558878472w6’ﬂ'ﬁ+885585 10€7, xozﬁm’ww*'el 1€8,11€1 g Z ™ Ms'*'ex 1E8,11E4E 4 Z7 T 18
+E11E5 1 E7EHZ ™ T RLE, 165 | 1€10E7,102" T 1 801 €757 Z ™ ™ T 4€,601E10€7,102 7" T T4 £ 48 10E7,10Z" 0
-E5Es5g€20€02E4E 1 Z T T ‘mﬁﬂs'sssss5zo%z&&ﬂmﬂm‘mﬂsﬂs-3355382050251057.10210“2*6“8“7”'0
~€11€3,11€20E02E4E i Z I T g 168.11E20€02€7€ 472 O+ T oeE T g 1€8,11€20€02€10E7, lozw»rzmmo«:sm l

T04+12+t] +Td4TT4T10 2+t5+0+Tl 40l 148 T2+t5+tl+TdT] 1 478
-E20€02€4€14€10€7.10Z -EsEasE 1Eg 1 1EIEYZ T T -E5Ea5€11E8,11€4E14Z

2+ TS+tdetl 1 417+38 ) T+841] Wl e+ TI412485
-€5E25€)1Eg, 1 €747 Z T oY -E5E25€11€3,11€ 107,102 T T t04555255x&)x“:?&nz i

- Esﬁzsel Eo1 81087_ L ozto»tl +t7+T104+T2+15 -E5E25E4E 148108-“ oztl«rﬁ-ot’lwlmtzm_esesael €01 878472‘)’" +T3+T74T5418

“ESESBEIEOIEIOELIOZ o ERESREAE 1107 102 T IO g e € 1Eg €7 Z OO
-€11E8,11E1E01E10E7,10Z 0TI g ey E4€14€10E7.10Z" P T OV BN 6 16 02ERE SREAE 1€ 1 7, 1oZ T 2T TITIONTS 48
+€2080281 158,115481481057.102‘0*{2"’ +Td+T7+T1 0418421 l+e7€47€552$€[ 158.1 lsl&lzaﬂsmulﬂl 1+t8+cd+T7

+ 51057.105552551 153.1 lslemzt’.’vﬁﬂoﬂlul l+¢8¢t7+ﬂo+ 545145552581 183.1 leloe_,'mzﬂfmdnsotl 14774184110
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There are 2 forward paths :

Forward pathl: F; = g€4€4€7.10€19 122710,
A = 1-Cyy -Cyz -Ci3+C1C13= | -E5E25Z 7 ™-€E5Z° "™ -£1185 1| 2% +€5E25€ ), €5 1, 274+

Forward path2:F; = epeasesg€s 11€11,2Z20 =,
Ay =1- Cyy—Cn -Co3+C2iCa3 = 1 -€€1 Z" ™ -E7647Z™7 -€10€7,10Z" 10 +€4€14€10E7, 1627 TH 710

TaT 2 .
F(2)=F1*A1+F2*A2=g,€,4€ 47€7 010,22 0 1€ 14€ 4787 108 10,1 2E5E2sZ D TIHTL IS0
TS+ B+ 10+t +13-77+10 20+T] +T3+TT +T1 048421
~E01€14€47€7.10€10.1268E58Z " T €01 € 14€47€7 10€10,12E 1 Eg. 1 Z 0T T

T2 +15+18+T! | +T04T] +T34T7+T10 0+T2+5+18+1t L
+€01€14€47€7,10€10.12E5€25€11E3,1 5{1 svegaatl +Ep2€25€53€8.11€11.122
Tl+td. 2 +T.
-€02€25€53E8 11E1 112646042

T3+T7+W0+T2+TT+8+Tl L
7471 0+10+32 13-80282555858'1le“'ueﬁnz 1 +T44T7+ T 0+ T0+T24TS+TB+T1 |
+T! WR+5+18+<11 )+ +T ! +T5+T8+T.
-€02E25€53€3.11E11.12€10€7.10Z

+E02€25E58€4,11€11,12€4€14E10E7,10 Z
Then, according to the definition given in equation (4.2), we get the transition function of this
state diagram in special case €p1/€02/€03=E01/€02/0:

H(z) = Fi*Ai1+F2*A2 +F3*A3 = F(2)

A(z) A(z)
dH(z) = _F(2) - F@)* A'(2)
dz A(z) A%(2)

Where:

F (2)=e0€1:€08r.108 01 (To+ T+ T T T0) 2 T 00 g 6 6 060 10 10,08 525 ToH T H 0, Tt Ty Trb Tpg) 2P ov v eavereriont
-€01€14€47€7,10E10,1268E 58(To+ Ty + T4, T+ T+ Tgt Tyg) 25+ B O rebeeieaill g o (€47E7.10E10.12E1 1€8.11(To+T1+Tas TrH+Tg+T0+T1y)
*Zwm.u*ﬂ’ﬂo“s“ll'l+€ox51454757.10510.128582551153.11(To+'l’1+1fz+f4+fs+fr+fs+‘l'1o+‘l'11)271’!5“8“' 1470421 428417470 |
+E02625€58€5.11€11.12( T Ta+ Tt Tat Ty ) Z 0 2 T g S a0 11€11.1264€1(To+ 1+ oy Tyt T T Ty )27 VIR0 TSeBetl 1oL
~€02€25E53€8,11E11,1267€47(To+ Tot Tas Tst Ty Tg# Ty )Z T T Ve metlll g e o sEss€a.11E 1 1.12€10€7,10{ To+ T+ T5, Tr+Tg+ Tyo+T11)

L ADS :8““'1*'50252555853.1 1€11.1264E14E10E7,10(To+ Ty + T2, Ta+H T+ Tyt Tg b Tyo Tyy) Z7 7T FI0Ti2esseict il

A(2) = €280 (T+TIZ ™™ -£582s(TrHT)Z™ ™ gsa(T+T)Z™ ™ -6y 185 11 (Tt T1 )2 -6 601 (T T ) 20!
L THT)Z T T (Tt T 2™ T 107 10 ( T+ T10)Z7 10 4 £20€02E4E 58 ( T+ To+ T+ T5) Z 0+ 2+

+E20€02€11€8,11 (To+ ot Tat Ty )Z ™0 = B ™ L 0B 4 1a(To Ty Tt T) 2 ™ L 0 00 1 E7 (T Tt Ty T7) Z 2P+
+E20€02€ 10E7.10( T+ To+ T+ T10)Z ™ 7 10 L 6,581 B4 1) (Tot Tst Tg T )220 5807 "l E5E25E 1€y (ToH Ty +Tp# T5) 21+
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-E20€02€4E 14€10E7,10(To+ Ty + T+ Ta+Tr+ T g) Z T 2TV g o 611681 1E1€01 (To+ Ty +Tp+ TsbTg Ty ) Z 2O elestivedil
“E5E25E11€8,11E4E14( T+ T+ T+ Ts+ Tt Ty JZ 2 S TR g g € 11E1E e (To# Tat Tt Tt T Ty JZ 2P 5ot Tkl
~€5E25E 1188, 11€10€7,10(To+ Ts+ Trt Ta+ Tyo+ Ty )Z 2 S I TVBNIOL ¢ e e 0161641 (T T+ Tt T TsTy)Z LTIl
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~€11€3.11€1E01E10E7,10(To+ T+ T+ Tg+Tyg+ Ty )20 T T Tt g et 1E4E14E10E7 10(Ti+ Tt Ty Tg+ T ot Ty )25 e TiosBemd
+EEREENEE 14E 0L o( Tt T T Lt T Tt Tet Tyg) Z 0T T TRttt o e B B 0B 10(To+ T+ Tt Tt T+ Ta+ Tiot Tur)
,,,Z-.owz“umﬂmomm I-1 +€7€4755525€1 IES.I leIEOI(tO+tl+tZ+t4+ts+T7+ts+tl I)ZYZﬂSﬂﬂﬂhtl 1 +t8+td+T7-1

+E10€7,10E5€25€ 11€5,11€1€01 (To+HT1+HTp+HTs+HTr+Tg+ Tyg+Ty ) Z T O i el lvedorianionl
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2) Roaming Acquisition time for the special case €g;,€2€03=€01,€02/0
According to the definition given in equation (4.1) that the acquisition time from S to S; can be

found by setting z =1 in dH(z)/dz, then we get the roaming acquisition time :

Tsum = dH(z) = N/M,; +N,/M,> (4.10)
dZ z=!
where :
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Chapter 5 Test Results

5.1 Possible Cases

As we have discussed in the previous section, the mobile station operates on the universal base

station and its channels when it is in the state S, S;, Sz, S4, Ss, S7, S, and operates on the classical
base station and its channels when it is in the state S3 S¢ So, S)2in path 3, state Sio, S1;. S12in
path 1 & path 2. Also, in normal case, the data rate or bit rate of the universal pilot channel and
data channel may be different from that of the classical channel, and the data rate or bit rate in
different mobile systems are also different. Therefore, one should consider those factors for
precise time estimation.

During the mobile station connection establishment signaling period, we assume that the
signaling bit rates in the classical base station channels of different mobile systems are the same,
take 50Kb/s for example, our results are general though could apply to any signaling rate. The
propagation delay time in the link is not taken into account in this project, and the estimation
method will be no different from the current mobile communication system.

We condition the various acquisition time on the starting point and the final point, i.e., the
acquisition time for updating a new system is related to the starting and target system. For
instance, if the user wants to use the CDMA IS-95 network now, then the acquisition time to
authenticate, associate and download this system software code are different from other cases
where mobile station is currently in GSM or wireless LAN (because of the different number of
bits required).

Next, we will present the six possible cases and build up the tables listing the size of code

for listening, authentication, association, downloaded software, connection establishment
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signaling and the minimum time in each state (they are approximations). The values of code size,

bit rate and time satisfy the following equation:

The minimum time Ti = Size of Code in Number bits/ Channel Bit Rate

Then, the total time T; spent in each state Si can be easily found by T; = Ti/Pi —equation

(3.2), which will be used for evaluation input values in the following.

We assume that:

o The signaling bit rates of different cellular systems are the same as Rpcen =50Kb/s and the
signaling bit rates of wireless LAN is Rpwran =50Kb/s during the mobile station
connection establishing signaling period, without losing any generality of our results, this
is one example.

o The total time spent in start state To = 50ms, and 1 packet = 1Kbits.

Case 1: When the mobile station starts from GSM and moves to other mobile systems, the
required size of code, the number of packets, and the minimum time spent in each state will be
different. Their relative values are shown in Table 5.1(a) and Table 5.1(b), since one packet
contains 1Kbits, then one packet transmission time Tp = 10ms if the transmission bit rate R,

=100 Kb/s.

Table 5.1(8) The required number of kilo-bits and packets in each state for the transition from GSM to the other wireless systems.

- Cellular System Cordless | Wireless
s, | GSM TDMA | CDMA | AMPS | CDPD |DECT - 34GHz, 5GHz | System

(Kb)/(Packetin] 9001800MItz | 155415136 | 15-95,3G | ssommz | soonar: | 1soonam | 7

S1/S/Ss 40 - 100 100 100 - J100 100 ;-7 100 20
S4/Ss/S¢ 50 200 200 150 150 120 - -7 1200 50
S./Ss 200 1,500 2,000 500 500 1,000 = §1,000
So/S1s/S;; 1150 1 200 200 150 150 100" . ]300 150
Total Bit/ 440K - 2,000K |2,500K [ 900K 900K  [1,320K- “11,600K 220K
Packets /440 12,000 12,500 500 /900 /1,320 - - .1./1,600 1220
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We assume that the signaling bit rates of different cellular mobile systems are same as Rycen

=50Kb/s and the signaling bit rates of wireless LAN is Rywran =50Kb/s during the mobile

station connection establishment signaling period, again without losing generality and

applicability of our techniques. If the bit rate in universal channels is Ry=100Kb/s, we can derive

the following Table 5.1(b) from Table 5.1(a).

Table S.I(b) The minimum time spent in each state for the transition from GSM to one of the other wireless systems. (Ry=100Kb/s)

To Cellular System Cordless | Wireless
Miniwym GSM TDMA LAN Same
time in ach CDMA | AMPS | CDPD |DECT 24GHz,sGHz | System
state S, (ms)~] 200:1800MHz | 1S-54,15-136 ] 1595,3G | sooMmz ] S00MHz | 1800 MH:z T
T/ToT; | 400 1,000 1,000 1,000 1,000 1,000 1,000 400
TJTs/Tg | 500 2,000 2,000 1,500 1,500 1,200 2,000 | 1,000
T:/Ts 2,00 15,000 120,000 [5,000 5,000 10,000 10,000 - . J--
To/T1o/T1; | 3,000 4,000 - {4,000 3,000 3,000 2,000 6,000 - {3,000

If the universal channel bit rate R,=50Kb/s or R,=200Kb/s, we can derive the following

Table 5.1(c) and Table 5.1(d) from Table 5.1(a).

Table 5. l(c) The minimum time spent in each state for the transition from GSM to one of the following system. (R,=50Kb/s)

Cellular System Cordless | Wireless
— LAN | Same
GSM TDMA |{CDMA |AMPS ] CDPD | DECT 24GH;, SGHz | System
900,1800MHz | IS-54,15-136 | 15-95,3G ] 800 MHz | 800MH:z 1800 MHz GER R
800 2,000 - |2,000 2,000 2,000 2,000 B
1000 4,000 .- -1 4,000 3,000 3,000 2,400 . i i LT00
T+/Ts 4,000 30,000 40,000 10,000 10,000 20,000 20,000 . f:-
To/T1o/Ty; | 3.000 4,000 4,000 3,000 3,000 2,000 6,000 - - {3,000
Table 5.1(d) The minimum time spent in each state for the transition from GSM to one of the following system. (Ry=200Kb/s)
- Cellular System Cordless | Wireless |
VY 4 LAN = | Same
n | GSM TDMA | CDMA | AMPS | CDPD |DECT 246z, SGHz | System
state S; (ms) 900,1800MHz 1S-54,IS-136 | 1S-98,3G 300 MHz 800MHz 1800 MHz R T
T,/T,/T; 200 500 [ so0 500 500 500 500 [400
TyJTs/Tg [ 250 1,000 }1,000 750 750 600 1000 - | 1,000
T./Ts 1,000 7.50¢ 10000 {2,500 2,500 5,000 5/000 8 P
To/T1/T1; | 3,000 4,000 | 4,000 3,000 3,000 2,000 16000 - |3,000
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Case 2: When the mobile station starts from TDMA system IS-54 or IS-136 and moves to the

[
other wireless systems, then the required size of code, the number of packets, and the minimum

time spent in each state will be different. Their relative values are shown in Table 5.2 (a) and

Table 5.2(b), since one packet contains 1Kbits, one packet transmission time T, = 10ms if the

transmission bit rate Ry, =100 Kb/s.

Table 5.2(a) The required number of kilo-bits and packets in each state for the transition from TDMA IS-54 to the other wireless

systems.
Cellular System Cordless | Wireless ,
. . ———— LAN Same
s. | GSM TDMA | CDMA {AMPS |CDPD ] DECT 24GHz, sGHz | System

(Kb)/(Packets ‘__ 900,1800MHz | IS-54,IS-135 | IS-95,3G | 800 MHz ] S00MHz 1800 MH:z ?
S1/S2/S;3 100 40 100 1100 100 100 . 100 20
S4/Ss/S¢ 200 4150 200 150 150 §120° 227 1200 50
S,/Ss 1,500 200 2,000 500 500 1,000 . {1,000
So/S10/S1y | 150 - Y200 200 150 150 100 {300 150
Total Bit/ 1,950K  { 490K 2,500K | 900K 900K 1,320K° | 1,600K 220K
Packets /1,950 /490 /2,500 /1900 /1900 /1,320  {/1,600 1220

We assume that the signaling bit rates of different cellular systems

=50Kb/s and the signaling bit rates of wireless LAN is Rywran =50Kb/s

are same as Rpcen

during the mobile

station connection establishment signaling period. If the bit rate in universal channels is

Rp=100Kb/s, we can derive the following Table 5.2(b) from Table 5.2(a).

Table S.Z(b) The minimum time spent in each state for the transition from TDMA IS-54 to the other wireless systems.

(Ru=100Kb/s)
, Cellular System I(}ordless Wireless
. i 7 AN Same
ch | GSM . TDMA |CDMA |AMPS |CDPD |DECT: - 24GHz, 5GHz | System
state S; (ms)\J200:1800MHz | IS-54,1S-136 | IS-95,3G | sooMEz | s00ME:z . 271 '
T/To/T3 ] 1.000 400 1,000 1,000 1,000 1,000 1,000 400
TJTs/Tg | 2:600 500 2,000 1,500 1,500 - §1,200° 2,000 1,000
T/Tg ] 15.000 2,000 20,000 | 5,000 5,000 -10,000 10,000 -
To/T10/T1, | 3,000 4,000 4,000 3,000 3,000 2,000 - | 6,000 3,000
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Case 3: When the mobile station starts from CDMA system IS-95 or 3G and moves to the other

wireless systems, then the required size of code, the number of packets, and the minimum time

spent in each state will be different. Their relative values are shown in Table 5.3(a) and Table 5.3

(b), since one packet contains 1Kbits, one packet transmission time T, = 10ms if the transmission

bit rate Ry, =100 Kb/s.

Table 5.3 (a) The required number of kilo-bits and packets in each state for the transition from CDMA system to the other

wireless systems.
Cellular System Cordless | Wireless
LAN Same
s, GSM TDMA |{CDMA | AMPS | CDPD |DECT 24GHz,5GHz | System
(Kb)/(PacketS)~] 900:1800MHz | IS-5415-136 | IS-95,3G | 800 MHz | 800MH:z 1800 MHz ’
SJSJSs 150 150 50 80 80 . 120 100 50
S4/Ss/Se 200 200 50 100 100 120 200 50
S./Ss . _ {2000 2,000 200 800 800  ]1,000 800 -
So/S1o/Sy; | 150 200 200 150 150 {100 300 200
Total Bit/ 2,500K 2,550K 500K 1,130K 1,130K -4 1,320K 1,400K 300K
Packets 12,500 12,550 /500 1,130 /1,130 - {/1,320 /1,460 /300

We assume that the signaling bit rates of different cellular systems are same as Rpcey =50Kb/s

and the signaling bit rates of wireless LAN is Rpwian =50Kb/s during the mobile station

connection establishment signaling period. If the bit rate in universal channels is R,=100Kb/s,

we can derive Table 5.3(b) from Table 5.3(a).

Table 5.3(b) The minimum time spent in each state for the transition from CDMA system to the other wireless systems. (Ry=100Kb/s)

Cellular System : Cordless | Wireless
- LAN Same
'lls‘-ls.)‘zl,\gf}ss g.{»)sl,\;IGA ngol\I/v';lzs SPMI:I? gggz 2468z, sGHz | System
1,500 500 800 800 . §1200 1,000 1,000
2,000 500 - 1,000 1,000 - [1200 2,000 1,000
Ty/Ts r[ 20,000 20,000 2,000 {8,000 8,000 . 1 10,000 8,000 -
"To/T10/T11 | 3,000 4,000 4,000 3000 |3000 §2,000 6,000 4,000
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Case 4: When the mobile station starts from DECT cordless system and moves to other wireless
systems, the required size of code, the number of packets, and the minimum time spent in each
state will be different. Their relative values are shown in Table 5.4(a) and Table 5.4(b), since one

packet contains 1Kbits, one packet transmission time T, = 10ms if the transmission bit rate R,

=100 Kb/s.

Table 5.4(a) The required number of kilo-bits and packets in each state for the transition from DECT to the other wireless systems.
To Cellular System Wireless

Sizeohcode 'GSM |TDMA [ CD MPS [Cbpp | LAN | Same

in each s, | G . MA | AMPS 24GHz,5GHz | System

(Kb)/(Packets 900,1800MHz | 1S-54,1S-136 ] 1S-95, 3G 800 MH:z 800MHz

S$1/S,/S; 100 100 100 100 100 150 20

S4/Ss/S¢ 200 200 200 150 150 200 30

S,/Sg 1,500 1,500 2,000 500 500 1,000 -

So/S16/S11 150 200 200 150 150 300 . -1 150

Total Bit/ 1,950K 2,000K 2,500K 900K 900K 1,650K 1 200K

Packets /1,950 472,000 -1 2,500 /1900 /900 /1,650 . 1.1200

We assume that the signaling bit rates of different cellular systems are same as Rpcey =50Kb/s
and the signaling bit rates of wireless LAN is Rpwian =50Kb/s during the mobile station
connection establishment signaling period. If the bit rate in universal channels is R,=100Kb/s,
we can derive the following Table 5.4(a) from Table 5.4(b).

Table 5.4(b) The minimum time spent in each state for the transition from DECT to the other wireless systems. (Ry=100Kb/s)

To Cellular System Wireless |.
Mg [GSM__ [TDMA [ CDMA [AMps |CpPD |,LAN Same
time in 24GHz, sGHz § System
state S; (ms)\ 900,1800MHz IS-54,1S-136 - | 1S-95,3G 800 MHz 800MHz L
Ty/T»/T3 | 1.000 1,000 1,000 1,000 1,000 J1,500 - J400
TyTs/Ts | 2.000 2,000 12,000 1,500 1,500 2000 - 1600
T./Ts 15,000 ] 15,000 20,000 | 5,000 5,000 10000 © |-
To/T1o/T1 | 3,000 4,000 4,000 3,000 3,000 6,000 | 3.000
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Case 5: When the mobile station starts from AMPS or CDPD and moves to other wireless

systems, the required size of code, the number of packets, and the minimum time spent in each

state will be different. Their relative values are shown in Table 5.5(a) and Table 5.5(b), since one

packet contains 1Kbits, one packet transmission time Tp, = 10ms if the transmission bit rate Ry

=100 Kb/s.

Table 5.5(a) The required kilo-bits and packets in each state for the transition from AMPS/CDPD to the other wireless systems.

To Cellular System Cordless | Wireless
Size ol\gode S " DPD DECT LAN Same
in each s, | GSM TDMA | CDMA {AMPS |C ' - 2.4GHz, SGHz | System
(Kb)/(Packetn] 200:1806MHz { IS-54,15-136 | 15-95,3G | soommz | sooMHz | 1800 MH:
S1/S2/S; 100 100 100 20 20 100 100 50
S4/Ss/S¢ 200 1 150 200 500 500 120 200 50
S./Sg 1,500 1,500 2,000 300 300 1,000 - {1,000 -
So/S10/S11 150 200 200 150 150 100 - : }300 200
Total Bit/ 1,950K 1,950K 2,500K 970K 970K 1,320K 1,600K 300K
Packets /1,950 /1,950 /2,500 /970 970 /1,320 - /1,600 1300

We assume that the signaling bit rates of different cellular

systems are same as Rpycen

=50Kb/s and the signaling bit rates of wireless LAN is Rywran =50Kb/s during the mobile

station connection establishment signaling period. If the bit rate in universal channels is

Ry=100Kb/s, we can derive the following Table 5.5(b) from Table 5.5(a).

Table 5.5(b) The minimum time spent in each state for the transition from AMPS/CDPD to the other wireless systems. (Ry=100Kb/s)

Cellular System Wireless
- . LAN Same
a | GSM TDMA | CDMA | AMPS | CDPD 1 24682, 561z | System

state S; (ms)] 900:1800MHz { 1S-54,15-136 | 15-95,3G | so0Muz | 800MH: 1°

Ty/To/Ts 1,000 1,000 1,000 200 200 -1,000 1,000
TyTs/Ts 2,000 1,500 2,000 5,000 5,000 2,000 1,000
T+/Tg 15,000 1 15,000 20,000 3,000 3,000 -10,000 -
To/T1o/Ty; | 3,000 4,000 4,000 3,000 3,000 6,000 4,000
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Case 6: When the mobile station starts from wireless local area network (WLAN) and moves to

other wireless systems, the required size of code, the number of packets, and the minimum time

spent in each state will be different. Their relative values are shown in Table 5.6(a) and Table

5.6(b), since one packet contains 1Kbits, one packet transmission time T, = 10ms if the

transmission bit rate R, =100 Kb/s.

Table 5.6(a) The required number of kilo-bits and packets in each state for the transition from WLAN to the other wireless systems.

, Cellular System |} Cordless | Wireless

. - - LAN Same
. s{GSM TTDMA [CDMA [AMPS [CDPD |DECT |,LaN = o ctem
(Kb)/(Packetin] 2001800MHz | IS-5415-136 | I595,3G | s00MH: | soomm: | 1800 MHz
S1/S,/S; | §100 100 100 100 100 100 100 50
S4/Ss/Se 200 200 200 50 50 120 200 50
S./Sg 12,500 2,500 2,000 800 800 -1,000 500 -
So/S1o/S1: _ | 150 200 200 . {150 150 100 . {300 200
Total Bit/ . | 2,950K 3000K [2,500K |1,100K [1,000K |1,320K [ 1,100K 300K
Packets /12,950 /3,000 12,500 /1,100 /1,100 /1,320 /1,100 /300

We assume that the signaling bit rates of different cellular systems are same as Rycer =50Kb/s

and the signaling bit rates of wireless LAN is Rywran =50Kb/s during the mobile station

connection establishment signaling period. If the bit rate in universal channels is R,=100Kb/s,

we can derive the following Table 5.6(b) from Table 5.6(a).

Table 5.6(b) The minimmim time spent in each state for the transition from WLAN to the other wireless systems. (Ry=100Kb/s)

_ Cellular System ‘Cordless lWireless
— ] [ AN Same

n ] GSM TDMA | CDMA | AMPS | CDPD |DECT . 24GHz,5GHz | System
state S; (ms)\] 900:1800MHz | IS-54,IS-136 ] IS-95,3G | 800 MHz | SooMHz 1800MHz
| T/Ty/T5 ] 1:000 1,000 1,000 1,000 1,000 000:< - 1,000
T4/Ts/Te ] 2:000 2,000 2,000 500 {500 [ 1,000 -
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Besides the above assumptions, we further assume that:

1) The resource blocking probabilities of the universal base station and the classical base
station in each state are the same, let Ps, = Ps. = Ps so called system resource blocking
probability.

2) The mobile station (MS) resource blocking probability in each state is the same, denoted
as P,

3) The packet successful transmission probability in each state is the same, denoted as P

Then, we can find the relationship between the roaming connection establishment acquisition
time Tsum (called roaming acquisition time for convenience) and packet successful transmission
probability over radio channel Pi (Section 5.2), system resource blocking probability Ps (Section
5.3), mobile station resource blocking probability Pm (Section 5.4), and signaling bit rate over
the universal base station channel Ry (Section 5.5) for different cases and design scenarios. The
roaming acquisition time Tsum in design scenario number 1, 6, 19, 20, 26 can be found by
equation given by (4.6), (4.7), (4.8), (4.9), and (4.10) respectively.

In the following sections, we will compute the roaming time performance for the designed
scenario number 1 in case 1, 2, 3, 4, 5, 6 listed above (Section 5.6). For other designed scenarios,
we take case 1 for evaluation only, because the mobile station operates similarly in case 1, 2, 3,
4,5,6.

It is also noted that the relationship between the average roaming acquisition time and the

initial path transition probability distribution €q1/€g2/€03 is evaluated under the worst case

assumption that:
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o The cellular system download path 1 has the largest software (SW) code size system for

downloading. For example, CDMA system SW code in case 1, 2, 4, 5, TDMA IS-54

system SW code size in case 3, 6.

o The wireless LAN system download path 2 has the largest software (SW) code size

system for downloading.

5.2 Roaming Acquisition Time Versus Packet Successful Transmission Probability

Taking the minimum time value Ti in Table 5.1 (b) for evaluation, the total time T; spent in each

state can be found by T; = Ti/P; —equation (3.2).

5.2.1 Scenario Number 1:

Acquisition Time (ms)
2888 g
8¢ 8

1R

Aquisition time versus Packet Success Probabllity
r with Ps=0, Pm=0, Rb=100Kb/s

0.7 0.720.740.76 0.78 0.8 0.820.840.86 0.88 0.9 0.920.940.96 0.98
Packet successful transaiccion nrahahilise o:
(Scenario 1)

Figure 5.1(a) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number 1, with path transition probability €, or &y, or €; =1, universa! channel bit rate
Rb=100Kb/s, system resource blocking probability Ps=0, and MS resource blocking probability

Pm=0.
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Aquisition time versus Packet Success Probability
r with Ps=0.01, Pm=0.1, Rb=100Kb/s

Acquisition Time (ms)
EEEE
T ﬁ T
3
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X
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0.7 0.720.740.760.78 0.8 0.920.840.860.85 0.9 0.920.940.96 0.98 |
Packet successful transmis<inn nrahahilie. 0:

(Scenario 1)

Figure 5.1(b) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number 1, with path wransition probability € or £y, or &; =1, universal channel bit rate
Rb=100Kb/s, system resource blocking probability Ps=0.01, and MS resource blocking probability

Pm=0.1.
Aquisition time versus Packet Success Probability
z with Ps=0.01, Pm=0.1, Rb=100Kb/s
g
=
g
-
2
g
<

0.70.720.740.76 0.78 0.8 0.820.840.850.88 0.9 0.920.940.960.98 1

Packet successful trancmiccina nrahahitise b:

(Scenario 1)

Figure 5.1(c) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number |, with path transition probability distribution £o,/6p/ggs =1/0/0, 0/1/0, 0.5/0.5/0
respectively, universal channel bit rate Rb=100Kb/s, system resource blocking probability Ps=0.01,
and MS resource blocking probability Pm=0.1.

5.2.2 Scenario Number 6:

Aquisition time versus Packet Success Probability
15000 with Ps=0, Pm=0, Rb=100Kb/s
40000 *

35000 r
30000
25000
20000
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0.70.720.740.760.78 0.8 0.820.840.860.88 0.2 0.920.940.960.98 |
Packet successful rranemieeinm mmabobition n

(Scenario 6)

Figure 5.2(a) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number 6, with path transition probability &g, or €g; or £g; =1. universal channel bit rate
Rb=100Kb/s, system resource blocking probability Ps=0, and MS resource blocking probability
Pm=0.

Acquisition Time (ms)
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6eoco - Aquisition time versus Packet Success Probability
with Ps=0.01, Pm=0.1, Rb=100Kb/s
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Figure 5.2(b) Acquisition Time versus Packet successful transmission probability P; for

designed scenario number 6, with path transition probability Ep; or €2 or €93 =l. universal
channel bit rate R,=100Kb/s, system resource blocking probability Ps=0.01, and MS resource
blocking probability Pm=0.1.

Aquisition time versus Packet Success Probability

60000
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2 oo %
.
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Packat successful tranemieeinn acabab:itios n
(Scenario 6)

Figure 5.2(c) Acquisition Time versus Packet successful transmission probability Pi for

designed scenario number 6, with initial path transition probability distribution €91/€g2/€g3
=1/0/0, 0/1/0, 0.5/0.5/0 respectively, universal channel bit rate Rb=100Kb/s, system resource
blocking probability Ps=0.01, and MS resource blocking probability Pm=0.1.

5.2.3 Scenario Number 19:

45000 [ Aquisition time versus Packet Success Probability

40000 with Ps=0, Pm=0, Rb=100Kb/s
35000
30000

Acquisition Time (ms)
g
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Packet succesafil tranecmiceine moabmkition n

(Scenario Number 19)

Figure 5.3(a) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number 19. with path transition probability & or €y, or &3 =1, universal channel bit rate
Rb=100Kb/s, system resource blocking probability Ps=0, and MS resource blocking probability
Pm=0.



Aquisition time versus Packet Success Probability
60000 - with Ps=0.01, Pm=0.1, Rb=100Kb/s
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i
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0SS 8888853 .

0.7 0.720.740.760.78 0.8 0.820.840.860.85 0.9 0.920.940.960.98 1
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(Scenario Number 19)

Figure 5.3(b) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number 19, with path transition probability €4; or &g or &3 =1. universal channel bit rate
Rb=100Kb/s, system resource blocking probability Ps=0.01, and MS resource blocking probability
Pm=0.1.

Acquisition Time (ms)

Aquisition time versus Packet Success Probability
with Ps=0.01, Pm=0.1, Rb=100Kb/s

Acquisition Time
(ms)

0.7 0.720.740.760.78 0.8 0.820.840.860.88 0.9 0.920.940.960.98 1
Packer successful tramemiecine membhabition n
(Scenario 19)

Figure 5.3(c) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number 19, with path transition probability distribution £q,/€0:/€0; =1/0/0, 0/1/0, 0.5/0.5/0
respectively. universal channel bit rate Rb=100Kb/s, system resource blocking probability Ps=0.01,
and MS resource blocking probability Pm=0.1.

5.2.4 Scenario Number 20:

Aquisition time versus Packet Success Probability
45000 r with Ps=0, Pm=0, Rb=100Kb/s

Acquisition Time(ms)
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Packet successful tramemiceine meababition

(Scenario Number 20)

Figure 5.4(a) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number 20, with path transition probability £o; or €y or € =1, universal channel bit rate
Rb=100Kb/s, system resource blocking probability Ps=0, and MS resource blocking probability
Pm=0.
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60000 Aquisition time versus Packet Success Probability
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Figure 5.4(b) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number 20, with path transition probability £5; or £g or gg =1, universal channel bit rate
Rb=100KDb/s, system resource blocking probability Ps=0.01, and MS resource blocking probability

Pm=0.1.
Aquisition time versus Packet Success Probability
o Soo0o with Ps=0.01, Pm=0.1, Rb=100Kb/s
< 50000 {
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Packet successful trancmiswiom mwmbotitios n
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Figure 5.4(c) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number 20, with path transition probability distribution €g,/€p/gqs =1/0/0, 0/1/0, 0.5/0.5/0
respectively. universal channel bit rate Rb=100Kb/s, system resource blocking probability Ps=0.01,
and MS resource blocking probability Pm=0.1.

5.2.5 Scenario Number 26:

15000 [ Aquisition time versus Packet Success Probability
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(Scenario 26)

Figure 5.5(a) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number 26, with path transition probability &, or €g or €03 =1, universal channel bit rate
Rb=100Kb/s, system resource blocking probability Ps=0, and MS resource blocking probability
Pm=0.
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Acquisition Time (ms)

Aquisition time versus Packet Success Probability
with Ps=0, Pm=0, Rb=100Kb/s
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Figure 5.5(b) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number 26, with path transition probability €g; or £y or €3 =1, universal channel bit rate
Rb=100Kb/s. system resource blocking probability Ps=0.01, and MS resource blocking probability

Pm=0.1.
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Aquisition time versus Packet Success Probability
with Ps=0.01, Pm=0.1, Rb=100Kb/s
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Figure 5.5(c) Acquisition Time versus Packet successful transmission probability Pi for designed
scenario number 26, with path transition probability distribution €01/€02/Eg3 =1/0/0, 0/1/0, 0.5/0.5/0
respectively. universal channel bit rate Rb=100Kb/s, system resource blocking probability Ps=0.01,
and MS resource blocking probability Pm=0.1.

5.2.6 Comparison:
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Figure 5.6 Comparison of Acquisition Time versus Packet successful transmission probability Pi in
different designed scenario number 1, 6, 19, 20, 26, with path transition probability distribution
Eo1/Em/€g3 =0.5/0.5/0, universal channel bit rate Rb=100Kb/s, system resource blocking probability
Ps=0.01, and MS resource blocking probability Pm=0.1.
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5.2.7 Performance Analysis:
By observing Figure 5.1 (a), (b), (c), Figure 5.2 (a), (b), (c), Figure 5.3 (a), (b), (c), Figure 54
(a), (b), (c), Figure 5.5 (a), (b), (c), we can see that:

o The roaming acquisition time decreases as the packet transmission successful probability
increases.

o The roaming acquisition time for connection establishment in a new system is different
from the target system when the MS starts from GSM system. For the MS reaches to a
target system, the larger software code size required, the longer processing time under the
same conditions. It is shown that the MS needs the longest roaming acquisition time
while it roams from a GSM system to a CDMA system, and the MS needs the shortest
roaming acquisition time while it handoffs in the same GSM system.

o The average roaming acquisition time for connection establishment in a new system is
also different from the initial path transition probability distribution €g;/€92/€03 when the
MS starts from GSM system. The higher probability spent in a large code size system
download path, the longer acquisition time is required.

o The packet transmission successful probability contributes slight effect on the roaming
acquisition time comparing to the target system effect.

As seen from Figure 5.6, the average roaming acquisition time has slight difference in

different designed scenarios, and scenario 26 has the shortest acquisition time among them.

It is predictable that these results can be applied to the general scenaric, since the tested

scenarios are chosen randomly.
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5.3 Roaming Acquisition Time Versus System Resource Blocking Probability

5.3.1 Scenario Number 1:

Acquisition Time Versus System Blocking Probability
With Pi=0.9, Pm=0.1,Rb=100Kb/s
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(Scenario 1)

Figure 5.7(a) Acquisition Time versus System Resource Blocking Probability Ps for designed scenario
number 1, with path transition probability distribution eq/gg2/€q3 =1/0/0, 0/1/0, 0.5/0.5/0, 0/0/1, 0.8/0.1/0.1,
and 0.5/0/0.5 respectively, universal channel bit rate Rb=100Kb/s, packet successful transmission
probability Pi=0.9, and MS resource blocking probability Pm=0.1.

Acquisition Time Versus System Blocking Probability
With Pi=0.9, Pwm=0.1, Rb=50Kb/s
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Figure 5.7(b) Acquisition Time versus System Resource Blocking Probability Ps for designed scenario
number 1. with path transition probability distribution &g,/eq/€o3 =1/0/0, 0/1/0, 0.5/0.5/0, 0/0/1, 0.8/0.1/0.1,
and 0.5/0/0.5 respectively, universal channel bit rate Rb=50Kb/s, packet successful transmission probability
Pi=0.9, and MS resource blocking probability Pm=0.1.

Acquisition Time Versus System Blocking Probability
With Pi=0.9, Pm=0.1,Rb=200Kb/s
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Figure 5.7(c) Acquisition Time versus System Resource Biocking Probability Ps for designed scenario
number 1, with path transition probability distribution €g/€0:/E03 =1/0/0, 0/1/0, 0.5/0.5/0, 0/0/1, 0.8/0.1/0.1,
and 0.5/0/0.5 respectively, universal channel bit rate Rb=200Kb/s, packet successful transmission
probability Pi=0.9, and MS resource blocking probability Pm=0.1.
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5.3.2 Scenario Number 6:

Acquisition Time {as)

Acquisition Time Versus System Blocking Probability
With Pi=0.9, Pm=0. 1, Rb=100Kb/s
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Figure 5.8 Acquisition Time versus System Resource Blocking Probability Ps for designed scenario
number 6, with path transition probability distribution gqy/gg/eq; =1/070, 0/1/0, 0.5/0.5/0, 0/0/1, 0.8/0.1/0.1,
and 0.5/0/0.5 respectively, universal channel bit rate Rb=100Kb/s, packet successful transmission
probability Pi=0.9, and MS resource blocking probability Pm=0.1.

5.3.3 Scenario Number 19:

Acquisition Tise (me)
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Figure 5.9 Acquisition Time versus System Resource Blocking Probability Ps for designed scenario
number 19, with path transition probability dstribution €q,/gqaf€0; =1/0/0, 0/1/0, 0.5/0.5/0, 0/0/1,
0.8/0.1/0.1, and 0.5/0/0.5 respectively, universal channel bit rate Rb=100Kb/s, packet successful
transmission probability Pi=0.9, and MS resource blocking probability Pm=0.1.

5.3.4 Scenario Number 20:
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(Scenario 20)
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Figure 5.10 Acquisition Time versus System Resource Blocking Probability Ps for designed scenario
number 20, with path transition probability distribution Eg/Eq/egs =1/0/0, 0/1/0, 0.5/0.5/0 respectively,
universal channel bit rate R,=100Kb/s, packet successful transmission probability P,=0.9, and MS resource
blocking probability P,,=0.1.

5.3.5 Scenario Number 26:

Acquisition Time Versus System Blocking Probabillty
With Pi=0.9, Pm=0.1,Rb=100Kb/s
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(Scenario Number 26)

Figure 5.11 Acquisition Time versus System Resource Blocking Probability Ps for designed scenario
number 26, with path transition probability distribution €g)/€0x/€gs =1/0/0, 0/1/0, 0.5/0.5/0 respectively,
universal channel bit rate Ry=100Kb/s, packet successful transmission probability P=0.9, and MS resource
blocking probability Pm=0.1.

5.3.6 Comparison
Acquisition Time Versus System Blocking Probability
With Pi=0.9, Pm=0.1,Rb=100Kb/s
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Figure 5.12 Comparison of the Acquisition Time versus System Resource Blocking Probability Ps in
different designed scenarios number 1, 6, 19, 20, 26, with path transition probability distribution
Ea1/E/€o3 =0.5/0.5/0, universal channel bit rate R,=100Kb/s, packet successful transmission probability
Pi=0.9, and MS resource blocking probability Pm=0.1.
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5.3.7 Performance Analysis:
By observing Figure 5.7 (a), (b), (c), Figure 5.8, Figure 5.9, Figure 5.10, Figure 5.11, we can see
that:

o The roaming acquisition time increases as the system resource blocking probability
increases.

o The average roaming acquisition time for connection establishment in a new system is
also different from the path transition probability distribution €g,/€02/€03 when the MS
starts from GSM system. The higher probability spent in a large code size system
download path, the longer acquisition time is required.

As seen from Figure 5.12, the average roaming acquisition time has slight difference in

different designed scenarios, and scenario 26 has the shortest acquisition time among them. It is

predictable that these results can be applied to the general scenario.

5.4 Roaming Acquisition Time Versus Mobile Station Resource Blocking Probability

5.4.1 Scenario Number 1:

Acquisition Time Versus MS Resource Biocking Probability
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Figure 5.13 Acquisition Time versus MS Resource Blocking Probability Pm for designed scenario
number @, with path transition probability distribution &o/€0/€es =1/0/0, 0.8/0.1/0.1, 0.5/0.5/0
respectively, universal channel bit rate Rb=100Kb/s. packet successful transmission probability Pi=0.9,
and system resource blocking probability Ps=0.01.
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5.4.2 Scenario Number 6:
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(Scenario Number 6)

Figure 5.14 Acquisition Time versus MS Resource Blocking Probability Pm for designed scenario
number 6, with path transition probability distribution €01/Eq2/Eg3 =1/0/0, 0.8/0.1/0.1, 0.5/0.5/0
respectively, universal channel bit rate Rb=100Kb/s, packet successful transmission probability Pi=0.9,
and system resource blocking probability Ps=0.01.

S5.4.3 Scenario Number 19:

Acquisition Time Versus MS Resource Blocking Probability
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Figure 5.15 Acquisition Time versus MS Resource Blocking Probability Pm for designed scenario
number 19, with path transition probability distribution €o,/€q/Eq; =1/0/0, 0.8/0.1/0.1, 0.5/0.5/0
respectively, universal channel bit rate Rb=100Kb/s, packet successful transmission probability Pi=0.9,
and system resource blocking probability Ps=0.0}.

S5.4.4 Scenario Number 20:

Acquisition Time Versus MS Resource Blocking Probability
with Pi=0.9, P$=0.01, Rb=100Kb/s
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Figure 5.16 Acquisition Time versus MS Resource Blocking Probability Pm for designed scenario
number 20, with path transition probability distribution &q,/Eq/Eq3 =1/0/0, 0/1/0, 0.5/0.5/0 respectively,
universal channel bit rate Rb=100Kb/s, packet successful transmission probability Pi=0.9, and system
resource blocking probability Ps=0.01.
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5.4.5 Scenario Number 26:

Acquisition Time Versus MS Resourece Rlarkine Pranhahilire
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Figure 5.17 Acquisition Time versus MS Resource Blocking Probability Pm for designed

scenario number 26, with path transition probability distribution €p1/€g2/Eg3 =1/0/0, 0/1/0,
0.5/0.5/0 respectively, universal channel bit rate Rb=100Kb/s, packet successful transmission
probability Pi=0.9, and system resource blocking probability Ps=0.01.

5.4.6 Comparison

Acquisition Time Versus MS Resource Blocking Probability
with Pi=0.9, Ps=0.01, Rb=100Kb/s
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Figure 5.18 Comparison of the Acquisition Time versus MS Resource Blocking Probability
Pm in different designed scenarios number 1, 6, 19, 20, 26, with path transition probability

distribution €91/€92/€03 =0.5/0.5/0, universal channel bit rate Rb=100Kb/s, packet successful
transmission probability Pi=0.9, and system resource blocking probability Ps=0.01.
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5.4.7 Performance Analysis:

By observing Figure 5.13, Figure 5.14, Figure 5.15, Figure 5.16, Figure 5.17, we can see that:

o The roaming acquisition time increases as the mobile station resource blocking
probability increases.

o The average roaming acquisition time for connection establishment in a new system is
also different from the path transition probability distribution €o1/€02/€03 When the MS
starts from GSM systern. The higher probability spent in a large code size system
download path, the longer acquisition time is required.

As seen from Figure 5.18, the average roaming acquisition time has slight difference in different
designed scenarios, and scenario 26 also has the shortest acquisition time among them.

It is predictable that these results can be applied to the general scenario.

5.5 Roaming Acquisition Time Versus Universal Channel Bit Rate

5.5.1 Scenario Number 1:

Acquisition Time Versus lnivercal Channel Rit+ Rata
80000 -~ With Pi=0.9, Ps=0.01l. Pm=0.1

Acquisition Time (ms)

100 200

8

Universal Channel! Bit Rate Rb (Kb/<)
(Scenario 1)

Figure 5.19 Acquisition Time versus Universal Channel Bit Rate Rb for designed scenario

number 1, with path transition probability distribution €p;/€g2/€g3 =1/0/0, 0/0/1, 0.5/0.5/0,
0.5/0.25/0.25, 0.8/0.1/0.1, and 0.5/0/0.5 respectively, system resource blocking probability
Ps=0.01, packet successful transmission probability Pi=0.9, and MS resource blocking

probability Pm=0.1.
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3.5.2 Scenario Number 6

Acquisition Time Versus Universal Channel Bit Rate
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Figure 5.20 Acquisition Time versus Universal Channel Bit Rate Rb for designed scenario number 6.
with path transition probability distribution €q,/gg:/gq3 =1/0/0, 0/0/1, 0.5/0.5/0, 0.5/0.25/0.25, 0.8/0.1/0.1.
and 0.5/0/0.5 respectively, system resource blocking probability Ps=0.01, packet successful transmission
probability Pi=0.9, and MS resource blocking probability Pm=0.1.

5.5.3 Scenario Number 19

Acquisition Time Versus Universal Channel Bit Rate

8000e ¢ With Pi=0.9, Ps=0.01, Pm=0.1
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Figure 5.21 Acquisition Time versus Universal Channel Bit Rate Rb for designed scenario number 19,
with path transition probability distribution &1/€q,/€03 =1/0/0, 0/0/1, 0.5/0.5/0, 0.5/0.25/0.25, 0.8/0.1/0.1,
and 0.5/0/0.5 respectively, system resource blocking probability Ps=0.01, packet successful transmission
probability Pi=0.9, and MS resource blocking probability Pm=0.1.

5.5.4 Scenario Number 20

Acquisition Time Versus Universal Channel Bit Rate

80000 - With Pi=0.9, Ps=0.01, Pm=0.1
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Figure 5.22 Acquisition Time versus Universal Channel Bit Rate Rb for designed scenario number 20,
with path transition probability distribution &qi/eg/€q3 =1/0/0, 0/1/0, and 0.5/0.5/0 respectively, system
resource blocking probability Ps=0.01, packet successful transmission probability Pi=0.9, and MS resource
blocking probability Pm=0.1.
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5.5.5 Scenario Number 26

Acquisition Time Versus Universal Channel Bit Rate
80000 With Pi=0.9, Ps=0.01, Pm=0.1

Acquisition Tine (ms)

30 10¢ 200
Universal Channel Rir Rara o rwnse

(Scenario Number 26)

Figure 5.23 Acquisition Time versus Universal Channel Bit Rate Rb for designed scenario number 26,
with path transition probability distribution £q1/€g/€g; =1/0/0, 0/1/0, and 0.5/0.5/0 respectively, system
resource blocking probability Ps=0.01, packet successful transmission probability Pi=0.9, and MS resource
blocking probability Pm=0.1.

5.5.6 Comparison
Acquisition Time Versus Universal Channel Bit Rate
58300 With Pi=0.9, Ps=0.01, Pm=0.1
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Figure 5.24 Comparison of the Acquisition Time versus Universal Channel Bit Rate Rb in different
designed scenarios number 1, 6, 19, 20, 26, with path transition probability distribution €01/€p/E03 =
0.5/0.5/0. system resource blocking probability Ps=0.01. packet successful transmission probability Pi=0.9,
and MS resource blocking probability Pm=0.1.

5.5.7 Performance Analysis:
By observing Figure 5.19, Figure 5.20, Figure 5.21, Figure 5.22, Figure 5.23, we can see that:
o The roaming acquisition time decreases as the universal channel bit rate increases if the
mobile station needs to download new system software (i.e. if €91/€02/€03 is not equal to
0/0/1). The roaming acquisition time is not affected by the universal channel bit rate if the

mobile station keeps in the same system path 3 (i.e. if €91/€02/€03 is equal to 0/0/1).

119



© When the universal channel bit rate is higher, e.g. R,=200 Kb/s, the roaming acquisition
time is affected by the path transition probability distribution €¢;/€02/€03 slighter. When the
universal channel bit rate is lower, e.g. R,=50 Kb/s, the roaming acquisition time is
affected by the path transition probability distribution €91/€0,/€03 more seriously.

o The average roaming acquisition time for connection establishment in a new system is
also different from the path transition probability distribution €o1/€02/€03 when the MS
starts from GSM system. The higher probability spent in a large code size system
download path, the longer acquisition time is required.

As seen from Figure 5.24, the average roaming acquisition time has slight difference in

different designed scenarios, and scenario 26 also has the shortest acquisition time among them.

It is predictable that these results can be applied to the general scenario.

5.6 Other Tests on Roaming Acquisition Time in Scenario Number 1
Roaming Acquisition Time Versus Packet Successful Transition Probability test for Scenario
Number 1 by taking Case 2, 3, 4, 5, 6 for evaluation.

5.6.1 Case 2:

When the mobile station starts from TDMA system IS-54 or IS-136 and moves to the other

wireless systems, we take Table 5.2 (b) for evaluation.
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(Scenario 1 in case 2)
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Figure 5.25 Acquisition Time versus Packet successful transmission probability Pi for evaluating case 2,
with path transition probability &g or €g; or €y =1, universal channel bit rate Rb=100Kb/s, system resource
blocking probability Ps=0.01, and MS resource blocking probability Pm=0.1.

5.6.2 Case 3:
When the mobile station starts from CDMA IS-95 and moves to the other wireless systems, we

take Table 5.3 (b) for evaluation.
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Acquisition Time (ms)

Figure 5.26 Acquisition Time versus Packet successful transmission probability Pi for evaluating case 3,
with path transition probability &g, or &g; or gg; =1, universal channel bit rate Rb=100Kb/s, system resource
blocking probability Ps=0.01, and MS resource blocking probability Pm=0.1.

5.6.3 Case 4:

When the mobile station starts from DECT and moves to the other wireless systems, we take
Table 5.4 (b) for evaluation.
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Figure 5.27 Acquisition Time versus Packet successful transmission probability Pi for evaluating case 4,
with path transition probability &g or €g Or g3 =1, universal channel bit rate Rb=100Kb/s, system resource
blocking probability Ps=0.01, and MS resource blocking probability Pm=0.1.
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5.6.4 Case 5:

When the mobile station starts from CDPD or AMPS and moves to the other wireless
systems, we take Table 5.5 (b) for evaluation.
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Figure 5.28 Acquisition Time versus Packet successful transmission probability Pi for

evaluating case 5, with path transition probability €p; or €2 or €3 =1, universal channe! bit
rate R,=100Kb/s, system resource blocking probability Ps=0.01, and MS resource blocking

probability Pm=0.1.

5.6.5 Case 6:

When the mobile station starts from wireless LAN and moves to the other wireless systems, we
take Table 5.6 (b) for evaluation.
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Figure 5.29 Acquisition Time versus Packet successful transmission probability Pi for

evaluating case 6, with path transition probability €gy or Egz or €g3 =1, universal channel bit
rate Rb=100Kb/s, system resource blocking probability Ps=0.01, and MS resource blocking

probability Pm=0.1.
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5.6.6 Comparison:

When the mobile station starts from different wireless systems and moves to the same wireless
system, the acquisition time may be different. We take CDMA, GSM, wireless LAN as the target
system for evaluation, testing in designed Scenario Number 1.

Aquisition time with Ps=0.01, Pm=0.1, Rb=100Kb/s

600C0 -

SOOOOL
P = ==
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GSM-CIMA FLAN-CDMA  TOMA-CDMA  CDPD—CDMA  DECT-CDMA  CDMA-CDMA
Packet success nrahahiliry 0:
(Scenario Number 1)

Acquisition Time (ms)

L et |

Figure 5.30(a) Roaming Acquisition Time from other systems to CDMA in scenario 1, with path
transition probability € or €3 =1. universal channel bit rate Rb=100Kb/s, system resource blocking
probability Ps=0.01, and MS resource blocking probability Pm=0.1, packet successful transmission
probability Pi = 0.7, 0.8, 0.9, 0.98 respectively.

Aquisition time with P$=0.01, Pm=0.1, Rb=100Kb/s
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Figure 5.30(b) Roaming Acquisition Time from other systems to GSM in scenario 1, with path
transition probability €g; or &; =I, universal channel bit rate Rb=100Kb/s, system resource blocking
probability Ps=0.01, and MS resource blocking probability Pm=0.1, packet successful transmission
probability Pi = 0.7, 0.8, 0.9, 0.98 respectively.
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Aquisition time with Ps=0.01, Pm=0.1, Rb=100Kb/s

L1
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Figure 5.30(c) Roaming Acquisition Time from other systems to wireless LAN in scenario 1, with
path transition probability &, or g3 =1, universal channel bit rate Rb=100Kb/s, system resource blocking
probability Ps=0.01, and MS resource blocking probability Pm=0.1. packet successful transmission
probability Pi = 0.7, 0.8, 0.9, 0.98 respectively.

5.6.7 Performance Analysis:
By observing Figure 5.25, Figure 5.26, Figure 5.27, Figure 5.28, Figure 5.29, we can see that:

o The roaming acquisition time decreases as the packet transmission successful probability
increases. This is true for 6 possible cases.

o The roaming acquisition time for connection establishment in a new system may be
different when the mobile station starts roaming from the same system to the different
target system. For the MS reaches to a target system, the larger software code size
required, the longer processing time under the same conditions.

As seen from Figure 5.30 (a), (b), (c), the roaming acquisition time for connection
establishment in a new system may be different when the mobile station starts roaming from the
different system to the same target system. For the MS reaches to a target system, the larger
software code size required, the longer processing time under the same conditions. It is
predictable that these results can be applied to the general scenarios, since the tested scenarios

are chosen randomly.
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Chapter 6 Conclusion and Contribution

In this thesis, derived from the software defined radio technique, we proposed a reconfigurable

multi-mode mobile station (MS) possible transition from one kind of wireless system standard to
another. The reconfigurability of the MS is obtained by downloading the system software code
over-the-air. Thus, a generalized state diagram of the multi-mode MS was presented for this
purpose. Moreover, a detail description of the roaming operation and transition probabilities in
this state diagram was presented. Furthermore, we focused on the evaluation of the roaming
connection establishment acquisition time performance. The evaluation of the above roaming
times include time for sensing the universal pilot channel, classic base station pilot channel,
association time, and connection establishment signaling.

In acquisition time performance test, we investigated the effects of packet successful
transmission probability over wireless channel P;, system resource blocking probability P,
mobile station resource blocking probability Py, and signaling bit rate over the universal base
station channel Rp on the roaming connection establishment acquisition time performance for
different cases and designed scenarios. By summarizing the performance analysis presented in
Section 5.2.7, Section 5.3.7, Section 5.4.7, Section 5.5.7, and Section 5.6.7, and since the tested
scenarios are chosen randomly, we can conclude that:

1) The roaming acquisition time decreases as the packet transmission successful
probability increases.

2) The roaming acquisition time increases as the system resource blocking probability
increases.

3) The roaming acquisition time increases as the MS resource blocking probability

Increases.
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4) The roaming acquisition time decreases as the universal channel bit rate increases if the
mobile station needs to download new system software (i.e. if €91/€p2/€g; is not equal to
0/0r1). The roaming acquisition time is not affected by the universal channel bit rate if
the mobile station keeps in the same system path 3 (i.e. if €01/€02/€03 is equal to 0/0/1).

5) The packet transmission successful probability contributes slight effect on the roaming
acquisition time comparing to the target system effect.

6) When the universal channel bit rate is higher, e.g. R,=200 Kb/s, the roaming
acquisition time is affected by the initial path transition probability distribution
€01/€02/€o3 slighter. When the universal channel bit rate is lower, e.g. Ry=50 Kb/s, the
roaming acquisition time is affected by the initial path transition probability
distribution €q,/€92/€g3 more seriously.

7) The roaming acquisition time for connection establishment in a new system may be
different when the mobile station starts roaming from the different system to the same
target system. Vice versa, the roaming acquisition time may be different when the
mobile station starts roaming from the same system to the different target system. For
the MS reaches to a target system, the larger software code size required, the longer
processing time under the same conditions.

8) The average roaming acquisition time has only slight difference among different
designed scenarios.

In this thesis, we have developed a generalized state diagram of a SDR reconfigurable, multi-
mode MS and presented a detailed description of its roaming and download operation. These

contribtions would provide a good reference to the future design of SDR mobile terminal. The
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time evaluations in this thesis are important for prior design of SDR in global roaming situations
and would be asset for the design of universal BS, such as for the choice of channel bandwidth.
Also, we derived a generalized test case table and acquisition time formula in order to
compute the roaming connection establishment acquisition time for the MS in areas defined as
having a mixture of universal cellular base station, universal wireless LAN base station, and
classical base stations. It should be noted that our test case table and acquisition time formula
could also be applied to some other situations’ acquisition time estimation, such as roaming
registration acquisition time. This can be done by changing the code size in the possible case

table and by modifying the values of transition probabilities in the state diagram. For example, to
compute the registration acquisition time, one could set the values of &, ,:. €. Eu:2to 1 and reduce

the code size, i.e., minimum time for signaling spent in the state Sg, Sio, Si1 in the input test
table.

However, some complex situations roaming connection acquisition time evaluation, such as
in the case of roaming to a different system happens during call processing period, the MS roams
to a different system during SW downloading, have not been discussed in this thesis. Since these
issues requires more complicated mathematic and network planning analysis, or these maybe
cause call dropping, we just suggested the MS should move slowly while it is downloading new
system software code and considered that the connection establishment occurs in the center but

not at the edge of a wireless system.
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Chapter 7 Suggestion for Further Research

Software defined radio represents an idea target for R & D. In this thesis, we addressed some

software download issues and time performance analysis. Several suggestions are presented here

for further research:

O At present, the development of an software radio system remains very utopian because of

several problems, overall technological ones, such as the amount of signal processing is
too much for most processors.

We propose that each re-configurable mobile station could have a default mode whose
data is stored in a ROM by the manufacture and have two download modes whose data
are saved as filel and file2 stored in the memory such details are left for further research.
Another problem arisen is how to increase the size of memory but not increase the power
consumption—low power consumption component implementation issue.

The details about how the universal base station reaches the database and details of its
authentication method need to be considered for further research.

The downloaded software code should be platform independent and could re-configure
the MS to different wireless system standard, what kind of language should be adopted
need to be investigated for further research, even though some literatures suggested that

JAVA would be the suitable candidate.

Software radio is an emerging technology, an increasing literature addresses the SDR

terminal architecture and the other related issues (wideband ADC, RF filtering, DSP, multi-band

antenna). I believe that a breakthrough point to this research area would be the hardware

implementation.
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Appendix II: Acronyms

1G: First Generation Communication

2G: Second Generation Communication

3G: Third Generation Communication

Abis-interface: Interface between BTS and BSC.

A-interface: Interface between MSC and BSC.

Air-interface: Interface between MS and BTS.

Active set: consists of the BSs involved in the soft handoff with given MS.

A/D: Analogue to Digital Converter

AMPS: Advanced Mobile Phone System

ARQ: Automatic Repeat Request

AuC: Authentication Centre

B-interface: Interface between MSC and VLR.

BCCH: Broadcast Control Channel

BSC: Base Station Controller

BSS: Base Station Subsystem

BTS: Base Transceiver Station

Candidate Set: consists of BSs that fulfil the criteria to be included in the active set but have not
yet been included in active set.

CC: Call Control

CC: Connection Confirm

CCCH: Common Control Channel

CCH: Control Channel
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CDMA: Code Division Multiple Access

CDPD: Cellular Digital Packet Data

CellularSW_DL.: Cellular system Software Download

CI: Cell Identity

CKSN: Ciphering Key Sequence Number

CM: Call Management

Cnf: Confirmation

CR: Connection Request

CSMA: Carrier Sense Multiple Access

D-AMPS: Digital-AMPS

DCCH: Dedicated Control Channel

DCH: Data Channel

DCS: Digital Cellular System

DECT: Digital Enhanced Cordless Telecommunication

Discard Set: is the set of BSs that belongs to the current active set but are going to be dropped
from the active set since they no longer fulfil the criteria for the active set.

DL: Download

DLC: Data Link Control

DPCCH: Dedicated Physical Control Channel

DSP: Digital Signal Processing

ETSI: European Telecommunication Standard Institute

FACCH: Fast Associated Dedicated Control Channel

FCCH: Frequency Correction Channel
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FDD: Frequency Division Duplex

FDMA: Frequency Division Multiple Access
FPGA: Field Programmable Gate Array

GPRS: General Packet Radio Service

GSM: Global System for Mobile Communications
HLR: Home Location Register

HO: Handover/Handoff

HW: Hardware

ID: Identifier

IEEE: Institute of Electrical and Electronics Engineers
IMEI: International Mobile Equipment Identity
IMSI: International Mobile Subscriber Identity
IN: Intelligent Network

ISDN: Integrated Service Digital Network

ISO: International Organization for Standardization
ISUP: ISDN User Part

ITU: Intemational Telecommunication Union

LA: Location Area

LAC: Location Area Code

LAI: Location Area Identification

LAN: Local Area Network

LAPC: Link Access Procedure for the C-plane

LAPD: Link Access Procedure for the D-channel
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LAPDm: LAPD for Mobile
LC: Link Controller

LLC: Logic Link Control

LOS: Light-Of-Sight

MAC: Medium Access Control

MM: Mobility Management

MNC: Mobile Network Code

MOC: Mobile Originated Call

M-QoS: Mobile QoS

MS: Mobile Station

MSC: Mobile Switching Centre

MSIN: Mobile Subscriber Identification Number
MTC: Mobile Terminated Call

MTSO: Mobile Telephone Switching Office
NA-TDMA: North American-TDMA
Neighbor Set: contains the BSs that are likely candidates for soft handoff.
NMT: Nordic Mobile Telephone

NSS: Network and Switching Subsystem
OSI: Open System Interconnection

PC: Personal Computer

PCH: Paging Channel

PCHHT:: Pilot/Paging Channel History Table

PCS: Personal Communication Service
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PCS: Personal Cellular System

PHY': Physical Layer

PIN: Personal Identity Number
PLMN: Public Mobile Land Network
PS: Power Saving

PSTN: Public Switched Telephone Network
PTM: Point-to-Multipoint

PTP: Point-to-Point

QoS: Quality of Service

RACH: Random Access Channel
RAND: Random Number

Remaining Set: contains all BSs excluded from the other sets.
Req: Request

Res: Response

RLC: Radio Link Control

RLP: Radio Link Protocol

RM: Resource Management

RNS: Radio Network Subsystem
ROM: Read Only Memory

RR: Radio Resource

RRC: Radio Resource Control

RRM: Radio Resource Management

RSS: Radio Subsystem
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RTS: Request To Send

SABM: Set Asynchronous Balance Mode
SACCH: Slow Associated Dedicated Control Channel
SC: Synchronization Channel

SCCEP: Signalling Connection Control Part

SCF: Service Control Function

SCH: Synchronization Channel

SDCCH: Stand-alone Dedicated Control Channel
SDMA: Space Division Multiple Access

SDR: Software Defined Radio/ Software Radio
SIM: Subscriber Identity Module

SMS: Short Message Service

SN: Subscriber Number

SNDCP: Sub-Network Dependent Convergence Protocol
SS7: Signaling System No. 7

SW: Software

SWDB: Software Database

SYSDB: System Database

TCH: Traffic Channel

TCH/F: TCH Full Rate

TCH/FS: TCH/F Speech

TCH/H: TCH Half Rate

TCH/HS: TCH/H Speech
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TD-CDMA: Time Division-CDMA
TDD: Time Division Duplex

TDMA: Time Division Multiple Access
TMN: Traffic Management Network
TMSI: Temporary Mobile Subscriber Identity
TOS: Type Of Service

TRX: Transmission/Reception Unit

TS: Time Slot

UA: Unnumbered Acknowledgment
VLR: Visitor Location Register
W-CDMA: Wideband-CDMA
W-CTRL: Wireless Control

WLAN: Wireless LAN

WLL: Wireless Local Loop

WMT: Wireless Mobile Terminal
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