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Abstract

Recognition of Courtesy Amounts on Bank Checks based ona
Segmentation Approach

Li Qiang Zhang

A segmentation based courtesy amount recognition (CAR) system is presented
in this thesis. This system consists of four modules, which are preprocessing, seg-
mentation, recognition and syntactical analysis. The noise is first removed in the
preprocessing module. Then, the segmentation module seeks to extract characters
(digits, punctuation marks and so on) from the the nurmeral strings. The recognition
module aims at classifying each pattern into one of the ten numerals (0 - ‘9"} and
double zeros (*00°), rejecting ambiguous patterns. F inally, the syntactical analysis
module parses the recognition results to provide an acceptable courtesy amount.

Two sets of features, shape features and spatial features, are developed to locate
the punctuation marks. In addition, a hypotheses-then-verification approach for seg-
mentation of the numeral strings is introduced. The emphasis is on finding all possible
segmentation hypotheses and then verify them. A two-level segmentation module is
proposed, namely the global segmentation level and the local segmentation level. At
the global segmentation level, the intent is to find the potential broken numerals and
group them together. On the contrary, the local segmentation level seeks to split the
touching digits.

Two classifiers are combined into the recognition module. The isolated digit
classifier divides the input patterns into ten numerals (‘0’ - °9’), while the holistic
double zeros classifier intends to recognize the cursive and touching double zeros as
an atomic symbol.

The proposed courtesy amount recognition system has been trained on the
database of CENPARMI checks and tested on the database of real checks. The
system reads 66.5% real checks correctly at 0% misreading rate.

ifi
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Chapter 1
Introduction

Automatic check processing has become an active research field in document analysis
and handwriting recognition due to its commercial potential and the nature of the
academic challenge it presents. The objective of this thesis is to develop a system for
the automatic reading of courtesy amounts on checks. To this end, several processing
modules have been integrated in the system including the preprocessing module, the
segmentation module, the isolated digit recognizer and the parser.

1.1 Motivation

Despite the rapid growth of E-commerce which seems to be taking us into a paperless
future, personal checks remain America’s favorite method of Payment since they are
considered to be secure, confidential and convenient. Investigations show that 83%
of Americans prefer to make their non-grocery type payments by means of personal
checks {1]. It is estimated that 69 billion checks are written and change hands annually
and this already formidable volume presently increases by 2 billion checks in the
United States every year in spite of the popularity of ATMs, credit cards and home
banking [2].

The labor costs entailed by processing checks have imposed a huge financial
burden on banks and utility companies, where an immense number of checks are
treated every day. The protocol of processing checks in these institutions requires

1



CHAPTER 1. INTRODUCTION 2

that one operator keys them in and another person verifies them. Check processing
has consequently become a very labor intensive task. According to a survey, the
US banks spend more than 10 billion dollars just to clear all the checks received
annually [2].

On the other hand, advances in the technology of optical character recognition
(OCR) and document analysis (DA) have led to successful commerical applications
of the integrated check reading systems (ICRS). Compared with the labor costs,
the investment required for an ICRS would be relatively inexpensive. If half of the
received checks had been automatically processed by machine, the US banks would
have saved about 5 billion dollars every year. In addition, it has been reported that
ICRSs have attained a speed of processing of about 20,000 cheques per hour (3]
Consequently, current ICRSs have already met the two basic industrial requirements
of inexpensive production costs and high processing speeds. In conclusion, machine
based check reading systems have a wide application potential in banking institutions.

As Bartneck (4] pointed out, the general task of reading systems including ICRSs
will be to bridge the gap between the world of paper and conventional writing and
the world of computers and electronic processing. This will ensure that ICRSs have
a promising future.

1.2 Challenge

The courtesy amount is one of the most important pieces of information on a check
and it is mostly written in digits. Courtesy amount recognition (CAR) is a very
complex process in which humans have proven more capable than machines.

To meet industrial requirements, a CAR system must solve two main problems:

e High recognition rate. The expectation of banks has been set at a 70% reading
rate [2].

® High reliability. An error rate of less than 0.1% is required for a commercial
system [5]. In real application instances, errors are very intolerable and the
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remedy is very costly since people have to detect them by sorting through a
huge quantity of checks by hand.

However, building a successful CAR remains a difficult task due to the complexity
and variability of checks, especially given:

e Various check forms, which differ in both the background and in the position
of courtesy amount zones.

¢ Great variations in the writing style, which vary not only in terms of cursive
handwriting, but also in terms of the different ways that information is repre-
sented.

Actually, human handwriting is affected by many factors such as characteristic,
educational background, writing environment, down to the use of writing instrument,
etc. The problems posed by courtesy amount recognition are difficult to solve since
there are so few constraints Permitting an adequate definition of the problem. Even
one instance of the same courtesy amount written by a given person is different from
another instance. In order to obtain a feasible solution, great efforts should be made
to identify hidden contraints.

On the other hand, it is almost impossible for a CAR system to achieve no

substitution error. It is Decessary to combine several algorithms in the CAR system
in order for them to reinforce each other.

1.3 State of the art

Courtesy amount recognition has been studied for more than ten years and many
different algorithms and systems have been reported in the literature. Some of these
Systems have already been applied in banks. In this section, we briefly review these
CAR systems as well as the legal amount recognition (LAR) systems. We also note
that, since there is no standard test set for all these systems, this review is intended as
an introduction the state of the art rather than as a comparision of different systems.
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1.3.1 A2iA

A2iA system has been developed in France by Knerr et al. [6], which recognizes both
the legal amount and courtesy amount, albeit for French checks only. The system
contains two recognition chains. One analyzes the legal amount and the other analyzes
the courtesy amount. Then, the results of the two chains are fused and a final decision
is made whether to accept or reject the amount.

For both chains, the recognition process is divided into 5 steps: extraction of the
image parts containing the amount, preprocessing of the extracted amount images,
segmentation of the amounts, recognition of characters, words and amounts, and the
final decision.

The courtesy amount recognition has attained a 70.6% recognition rate, the legal
amount recognition has reached 43.2%, and the recognition rate of the combination
is 64.5% with less than 0.1% substitution.

1.3.2 LIREC

LIREChéques system has been developed by MATRA SYSTEMS & INFORMA-
TION [7]. The courtesy amount module is also divided into 5 steps: preprocessing,
segmentation, non-numeral detection, numeral recognition and syntactic analysis.

At the point of recognition, two sets of features are extracted from each binary
image: one set is based on concavity measurements, while the other combines ex-
clusively statistical and structural features. Each pattern is thus represented by two
feature vectors which form the basic input of a statistical recognition process based
on linear discrimination. Two sets of character solutions are then derived from the
two sets of features and a unique final decision is made for each digit.

The system has been tested on a test set of 3,374 real checks scanned at 240 dpi.
The test set also contains 15% of typed checks. The global recognition performance
of the LIREChéques system are list in Table 1, where R(n) and C(n) stand for the
percentage of presence and absence respectively of the correct amount hypothesis
among the best n rated.
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41}

R() R(2) R RE) R(16) R(M) C(M) Reject
R) () (% %) (%) (B) (%) (%)
5294 6051 6544 68.79 7117 7340 2105 535

Table 1: Global Recognition Performance of LIREChéque System.

1.3.3 ParaScript

ParaScript is a check amount recognition system based on the cross validation of
courtesy amounts and legal amounts [3].

In the courtesy amount recognition module, the image is cleaned and segmented.
The output image is sent to a numeral recognizer based on a matching input subgraph
to graphs of symbol prototypes. Similarly, after legal amount preprocessing and
Segmentation, words or phrases are sent to a holistic recognizer which processes them
without segmentation into characters.

The cross validation procedure takes two ordered lists of answers as an input: one
from the courtesy amount recognizer and another from the legal amount recognizer.
Each answer in the list has a similarity score showing to what extent the inscription
in the input image can be interpreted as such an answer. Then, the answer lists are
merged and the similarity score of each answer is calculated using its courtesy amount
and legal amount similarity score.

The system has been tested on a test set of 3,000 real checks. At a 1% error rate
level, the recognition rates of courtesy amount, legal amount and fina] answer have
achieved 47%, 18% and 67%, respectively.

1.3.4 Previous work at CENPARMI

Check recognition is one of the main fields of study at CENPARMI, where research has
been conducted for almost a decade 8. 91. A system has been designed to recognize
the courtesy amount, legal amount and date of each check. This integrated system
involves prepacessing, segmentation, classification and syntactical analysis module.
The handwritten items of data are extracted through locating and consequently
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removing the base lines. The segmentation of data is achieved through splitting the
courtesy amount into digit candidates, the legal amount into word candidates and
the date into month, day and year divisions. By using a priori knowledge about the
relative locations of these items on checks, the corresponding classification module is
applied to each item. Finally, the syntactical analysis module parses output data of
the classification module.

Table 2 shows the performance of the system for recognizing courtesy amounts
and legal amounts without rejection. The recognition rates for courtesy amounts and
legal amounts have made this system one of the top performers ever reported.

Item Train No. Test No. Rec. Rate
Courtesy amount recognition - 400 72
Legal amount rec. (English) 3,223 2,482 92.7
Legal amount rec. (French) 4,513 1,622 86.7

Table 2: Performance of CENPARMI System.



Chapter 2

System Overview

2.1 Courtesy Amount (CA) Analysis

In North America, all bank checks possess a similar format. Figure 1 shows a typical
Canadian bank check. The data zone of courtesy amounts is always located in the
box on the right of each cheque, with a “$" symbol printed on the left of the box.
The box is a restriction zone where courtesy amounts should be written.

Date

. Courtesy Amount

Legal Amouns

Figure 1: A sample of Candian bank check.

Nevertheless, there is no constraint on writing styles, so the appearance of

7



CHAPTER 2. SYSTEM OVERVIEW 8

4 courtesy amount varies, depending on each person’s writing habit. A courtesy
amount usually contains two parts: a dollar part and a decimal part. Punctuation
marks {period (*.’), comma (‘') and hyphen (*-')] are used to identify the beginning
and the end of the amount and to separate these two parts. Also, commas are often
used to split every three digits in the dollar part. Some people often use auxilliary
elements (“100” and “xx” ) as denominators in the decimal part. As there are more
than 14 classes of symbols (10 digits, 3 punctuation marks and one denominator ‘x’),
the variations of courtesy amounts are extraordinarily great. There are more than a
dozen different styles currently available in writing the courtesy amount in Canada,
as shown in Figure 2. Some of them are extremely difficult to cope with, e.g., it is
not so easy to distinguish the denominator “100” from the real amount. There is
no general writing style, and we can only assume that writers intend to separate the
dollar and decimal parts with a punctuation mark, an evident space or a denominator
if there is a fractional part.

B3 B - 954

734 79 - 2, /2544 -90

6= a0ur  7ge oo

Figure 2: Illustration of Writing Styles.

The objective of courtesy amount recognition is to build a computer-based
system to identify symbols in images and to parse them to an amount, so that human
beings can be spared from this arduous daily manual Iabor. However, computer-based
recognition is not as smart and flezible as that of human beings. Its performance
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totally depends on its algorithms, which provide an extension of human knowledge.

In the observation of the real checks, our CAR system should be able to solve the
following problems:

® Recognition of ten classes of digits (“0”-“9"). Courtesy amounts are mostly
organized into 10 classes of numerals, so that a basic function of CAR is the
digit classifier.

o Grouping the broken digits. Since there are a few of connected components in
an image, how can the system find these components which are parts of a digit?

e Segmentation of touching digits. How to find a reasonable segmentation cut
without destroying the morphological structures of the touching digits?

¢ Punctuation marks, broken pieces and garbage/noise detection. The appear-
ances of these items are quite similar, relatively small and simple in shape, but
how can the system distinguish them?

e Syntactic analysis. After recognition, a string of numerals and punctuation
marks are obtained. How can the system distinguish the decimal point through

identifying periods and commas and hence separate the dollar and decimal
parts?

e Decision-making. How can the system accept a possible result and avoid costly
errors?
2.2 Principles of CAR system

A courtesy amount recognition system is a complex System which involves many tasks
such as preprocessing, segmentation, recognition and syntactic analysis. To build a
structured CAR system, Knerr et al. [6] have proposed the following key elements:

L. Hierarchical organization. The data structure of CAR systems is organized
as a hierarchy: starting from the pixel level, proceeding via components, and
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characters to the amount level. At each hierarchical level, a set of relevant
concepts is defined and all objects are described in terms of these concepts.

2. Modularity and standards for input/output of the modules. Each recognition
task in the hierarchy is implemented through an isolated software module. The
data flow between different modules is consequently standardized.

3. Complementarity. Since it is impossible to design an algorithm which works
optimally, as expected, due to the complexity of courtesy amounts, it is neces-
sary to combine several algorithms to achieve robustness and redundancy.

4. Adaptivity. Variations in the data are modeled according to a set of parameters
which are learned from the data. For example, classifiers such as neural net-
works are trained on large databases of character images. The system is easily
adaptable to new applications by simply adjusting this set of parameters.

5. Soft decisions. These are probability values. A sub-optimal decision made at
an early stage can be recovered later by using soft decisions instead of hard
decisions, which are used to reject or accept.

6. Use of several sources of information, funtioning independently if possible. Gen-
erally, the more information used, the better the decision.

As discussed in Chapter 1, the development of a courtesy amount recognition
System presents a challenge. Certain problems are intrinsic to the design of the CAR
systems: high recognition rate vs robustness, speed vs complexity of algorithms, and
cost vs efficency. It is impossible to build a general CAR system for different types of
application. To achieve a better performance, the design strategy must be domain-
specific which means the CAR systems should be suitable for specific applications.
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2.3 The proposal

A courtesy amount recognition system is proposed, which consists of preprocessing,
segmentation, digit recognition and parsing. The function of the preprocessing mod-
ule is to remove the noise. The Segmentation module seeks to extract characters
(digits, punctuation marks and so on) from numeral strings. The recognition module
aims at classifying every pattern into one of the ten numerals, rejecting ambiguous
patterns. Finally, the syntactical analysis module outputs an acceptable courtesy
amount from the recognition results. The system architecture is shown in Figure 3.

Courtesy Amount
Recognition

!

Segmentation l Digit Recognizer t Syntactical Analysi
L CAZone L Hypotheses L: Digir Siming
Q:  Hypotheres ' O:  Digit String { O Courtesy Amount

Figure 3: System Architecture

For the purpose of punctuation recognition, a set of features have been intro-
duced. By means of the geometric and spatial aspect of a connected component, three
kinds of punctuation marks (period, comma and dash) are identified.

A hypotheses-then-verification approach for the segmentation of courtesy amounts
is proposed. The empbhasis is on finding all possible segmentation hypotheses and then
evaluate them. A two-level strategy is applied in the segmentation module, namely
the global segmentation level and the local segmentation level. At the global seg-
mentation level, segmentation hypotheses are generated by combining the connected
components and a hypotheses tree is constructed. The hypotheses are verified by the
recognition module and touching digits are then split at the loca] segmentation level.

A double zero classifier is also implemented in this research. The holistic classifier
intends to recognize the cursive and touching double zeros as atomic symbols.
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These proposed approaches have the following advantages:

® Punctuation marks have been detected at the beginning of the segmentation
process by using certain spatial and shape features.

e It is a recognition based segmentation. A number of cuttings are tried but only
those hypotheses with a high confidence value are accepted.

¢ By using the two-level strategy, isolated digits and touching digits are classified.
The touching digits are subsequently separated at the local segmentation level.

e The split hypotheses are based on an analysis of the shaps of images, so the
results are rational.

® Double zeros classifier is able to recognize those cusive touching zeros which are
difficult to separate.

e There is no need for any prior information concerning applications.



Chapter 3

Punctuation Recognition

3.1 Description of the Image

The input to our system is a binarized image, which contains a set of black and white
pixels. Connected components have been extracted by tracing contour chains around
the foreground objects [10]. Each contour consists of a linked list of nodes called

a chain. Also, a set of important topological and structural information has been
ascertained from the contours:

e Chain code of each connected component, which presents the size and shape of
the object [11].

¢ Bounding boz of each connected component, which presents the two-dimensional
size of the object and the relative distances to other objects.

o Euclidean distance between two objects, which computes the distance between
the closest points in each object.

¢ Corners of contour (see Figure 4, which are the points of high curvature. An
N-code or Gallus-Neurath code [12] has been used to determine the corners: the
higher the absolute N-code value, the sharper the corner.

o Stroke tips of the contour, which are the pixels between two corners. For sim-
plicity, the straight lines between the corners have been applied when they are

13
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longer than 8 pixels.

Figure 4: Examples of corner detections

3.2 Punctuation Analysis

There are three types of punctuation marks frequentiy seen on Canada bank checks:
period/decimal point(‘."), comma(‘,’) and hyphen/dash(*-"). The presence of a deci-
mal point identifies the division between the dollar and decimal parts of the courtesy
amounts, commas are often used to split every three digits in the dollar part and the
positions of hyphens mark the beginning and end of these amounts. However, it is
Dot necessarily the case that punctuation marks are used only in these given ways.
For instance, people sometimes use a comma or obvious spacing instead of a decimal
point to separate the dollar and decimal parts. Figure 5 presents some real samples
extracted from real bank checks.

On the other hand, broken Pieces of digits and garbage/noise are very similar in
appearance to punctuation marks. They are small and have simple shapes. As shown
in Figure 5, the separated upper horizontal bar of the digit 5’ looks like a hyphen,
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40— 50,40
§47/9 |S.S¢
//s"o, 370 07

-

Figure 5: Samples of Courtesy Amount

and certain commas are very similar to “1” and so on. If these punctuation marks and
broken pieces cannot be identified correctly, it is likely that worse decisions will be
make in later processing, i.e., recognize commas as “1” and misrecognize “5" without
the upper horizontal bar. That explains the importance of punctuation recognition
and the detection of broken pieces. Fortunately, most people tend to distinguish
between punctuation marks and digits, and specific features may be found to identify
different types of punctuations and broken pieces.

3.3 Feature Description

Devijiver and Kittler define features as the information extracted from the raw data
most relevant to classification purposes, in the sense of minimizing the within-class
pattern variability while enhancing the between-class Pattern variability [13]. For
the purpose of classifying punctuation marks, two categories of features have been
included by means of the description of the shape or spatial aspect of a connected
component [14].

In this research work, feature algorithms return either a Boolean value or a
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confidence value. The Boolean value is either 1 or 0, where 1 means the presence of a
certain feature, while 0 means its absence. A Boolean value means a binary decision,
while conversely, a confidence valye provides a fuzzy value. Confidence valye is located
between 0.0 to 1.0 (inclusive), where 1.0 indicates that the feature is most likely to

be present and decreasing values suggest a decreasing probability that the feature is
not present.

3.3.1 Shape Features

The shape features indicate the geometric aspects of connected components. Punc-
tuation marks are usually written as simple curve, e.g., a stroke tip or a small loop.
The features used in this system include small, flat, straightness and slope.

Small

Punctuation marks such as periods and commas are relatively smaller than the
size of digits. The small feature compares the size of a given component with that of
the others. The sizes of connected components are based on the lengths of the outer
contours. The pepper-salt noise is normally very small, and it should consequently
be removed first. Next, the average size (avg.size) of all the connected components
is computed. A value is assigned to the component depending on the ratio of its size
(comp_size) to the average size:

1 — comp_size/avg_size (1)

It is assigned to 0.0 if comnp.size is found to be larger than avg_size.

Flat

The dash has a certain distinguishable characteristic; namely, it is flat, or it has
a relatively low ratio of height to component width. Therefore, R. Fan has proposed
the use of a flat feature [15]. A confidence value is computed using the ratio of the
maximum height of the component to the width of the bounding bax, as shown in
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Figure 6. It is assigned to 0.0 if the maz_height is larger than the width. Otherwise,
it returns:

1 — maz_height/width (2)

» which indicates the probability that the component can be considered “fat”.

{)

Figure 6: Ilustration of Flat feature

Slope
The shapes of the dash and the digit “1” are similar: straight and long. Therefore,
the slope feature has been introduced to identify them. This feature computes the
cumulative slope of the connected components from the slope of each stroke tip. The
slope (In_slope) of each stroke tip is:

In_slope = yl Zz 3)

where (z1,y,) and (z2, ) are the end points of a stroke tip (see Figure 7).
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Figure 7: Mllustration of Slope feature

Hence, the cumulative slope (sum_slope) of the connected components is com-
puted by summarizing the slope (In_slope) of all the stroke tips:
n
sum._slope = Y In_slope; * In_length; (4)
=1
where n is the number of the stroke tips. A confidence value is subsequently returned
depending on the ratio of the overall slope to the length of the chain of the component:

sum_slope/comp length (5)

where 1.0 indicates the component lies on a horizontal line and the decreasing values
indicate the increasing slope of the component.

Straightness
This feature computes the cumulative straightness of the stroke tips of the con-

nected components. First, the length sum (sumlength) is computed by summarizing
the lengths (In_length) of all the stroke ti '

sumdength = i Inlength; (6)

i=1L
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where n is the number of the stroke tips. At this point, a confidence value is returned
depending on the ratio of the length sum to the length (comp length) of the chain of
the component:

sum length/comp length (7)

where 1.0 indicates that the component is located on a straight line and the decreas-
ing values indicate the increasing curvature of the component. Among punctuation
marks, periods have the highest curvature and dashes have the lowest.

3.3.2 Spatial Features

The spatial features indicate the context aspects of the punctuation marks. The
features used in this system involve below_half, distance and overiap rate. These

features indicate a connected component’s spatial locations in the image and to the
neighbor.

Below_half

Punctuations are usually found at the various different locations on the image.
Normally, periods and commas are written at a relatively low position, while the
hypen is usually situated around the middle of the image. A set of reference lines are
therefore developed, which include upper bound, lower bound, middle line, as shown
in Figure 8.

The below _half feature compares the position of the connected component to
the middle line of the image. It returns 1.0 if the component falls completely below
the middle line, and returns 0.0 if the component falls completely above the middle
line. Otherwise, it returns:

(middle — comp_zt) /(comp_zb ~ comp_zt) (8)

If the returned value is larger than a threshold, the connencted component is consid-
ered as a punctuation candidate.
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Upper bound

i
e A e L- 3

Lower bound :

comp_xb
|
Figure 8: Illustration of Below_half feature
Distance

People tend to separate Punctuation marks and digits. Consequently, certain
spatial distances may be detected between the punctuation mark and the closest
components to it. The distance feature is measured using the minimum Euclidean
distance between two neigbored components (see Figure 9), and it is a Boolean value.
If the distance is smaller than a threshold, 1 is returned. Otherwise, 0 is returned.
This feature can distinguish the broken pieces from punctuation candidates.

Overlap Rate
The overlep rate feature is computed using the percentage of the vertically
overlapped part of the smaller one of two near components. It returns 0.0 if the

components do not overlap each other. If the smaller one is positioned left of the
bigger one, it returns:

(small_yr — big_yl)/(small yr - small_yl); (9)
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Figure 9: Tlustration of Euclidean distance between two components
otherwise, it returns:

(big-yr — small_yl)/(small_yr - small_yl). (10)

Figure 10: Examples of overlap feature
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3.4 Feature Combinations

Different feature combinations are used for each connected component in order to
verify if it belongs to one of the specified punctuation classes. The two kinds of
Ineasurements are applied; namely, Boolean and confidence values. Boolean values
provide a ‘hard’ decision, such as excluding a connected component from a possible
candidate of punctuation. Meanwhile, confidence values are computed to evaluate
the likelihood of a connected component to be identified as a certain kind of punc-
tuation marks. Each confidence valuye represents the percentage of the presence of
a distinguishing feature, and the average values of all the different features tend to
compensate for each other.

The following 4 sets of features were chosen in the puctuation recognition process
and for the detection of broken pieces:

e Period: small and below_hal f
e Comma: small, straightness and below _half

o Dash: flat, straightness, slope and below_hal f

e Broken pieces: small, distance and overlap rate



Chapter 4
Segmentation

Segmentation is an operation that decomposes an image of a sequence of characters
into subimages of individual symbols. It is one of the decision processes within an
optical character recognition (OCR) system. This decision reveals whether the de-
composed pattern is a meaningful character or some identifiable unit. It is proven
that the wrong decision often makes a major contribution to the error rate of the

whole system. Casey and Lecolinet (16] have suggested three “pure” strategies for
segmentation:

® Dissertion: the decomposition of the image into a sequence of subimages using

general features {17, 18]. This process looks for the potential breaks to isolate
characters.

® Recognition-based segmentation: a set of candidate breaks is provided using a
mobile window of variable width and is validated by recognition results [19, 20].
The candidate breaks are chosen at the elementary level, combined with neigh-
boring strokes, and subsequently checked as to whether they are meaningful.

e Holistic methods: Recognition of words as a whole without segmenting them (21,
22]. Recognition was based on the comparison of a collection of simple features

extracted from the whole word against a lexicon of “codes” which represents
the “theoretical” shape of the possible words.

23
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Recently, a number of research papers have combined these methods in order to
achieve accurate segmentation results (23, 24, 25]

In this research work, a hypotheses-then-verification approach for the segmenta-
tion of courtesy amounts is proposed. The emphasis has been on finding all possible
segmentation cuttings and related component grouping hypotheses so as to evaluate
them. Consequently, the recognition system rejects any courtesy amount that yields
one or more rejected symbols or an inadmissible phrase of the courtesy amount.

The segmentation module uses a two level strategy, employing global and local
segmentation levels. At the global segmentation level, connected components are
detected and different grouping hypotheses are generated by the analysis of the whole
image. Each hypothesis is verified by a digit recognizer. The rejected hypothesis is
sequentially inputted to the local segmentation level, where it is divided into two
sub-blocks or more by the analysis of contour points. Then, each sub-block is verified
again.

4.1 Global Segmentation Level

At this level, connected components are found by tracing contours [10] and then
sorted from left to right. These components could be isolated digits, broken pieces,
punctuation marks, touching digits or garbage. Therefore, punctuation marks and
garbage are first detected and then removed from the image.

An “undersegmentation” strategy is applied at this level. This strategy intends
to find separated parts of a digit and group them back into a dynamic sub-block
of variable width so that the correct segmentation boundary is included inside this
sub-block.

Subsequently, a hypotheses tree is constructed by means of a combination of
neighboring connected components, as illustrated in Figure 11. The basic strategy
of combination is to exhaust all probable global segmentations. Inside this tree, the
root is the original image and its children are the subimages extracted from left to
right. Next, the subimages are removed from the original image and the children of
these are the subimages extracted from the remaining image, and so on. Every node
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Figure 11: Mlustration of the hypotheses tree.
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in this tree is a sub-block of an image extracted from the original image and a path
from the root to the leaf is a hypothesis. Therefore, a hypothesis is a list of sub-blocks
which are, in turn, the combination of connected components of the original image.
Two principles for extracting a sub-block of images may be derived from the:

1. Width of the block. It should be a reasonable width. Otherwise, the subimage

might contain more than one character and the hypotheses tree then becomes
too big.

2. Distance between two neighboring components. If it is larger than a threshold,
the components do not likely belong to the same character.

A recursive algorithm for generating the hypotheses tree, which is named Gen-
erateHypotheseTree, is summarized as follows. The initial call of the algorithm is
GenerateHypothese Tree(1, root), where root is the root of the bypotheses tree.

n is the total number of sorted connected components;

yk and yr; are the y coordinates of the left and right bound of
the ith connected components, respectively;

thy is a fixed threshold of the width of the subblock;

th is a fixed threshold of the distance between two neighboring components;

(1) procedure GenerateHypothese Tree (3, rt)

(2) begin

(3) if i > n then return;

4 J«3

(3) whilej < ndo

(6) if yr; — yk < th; then

(M ifj > iand y& —yrj_1 > the then return;

(8) group the connected components i to j into a subblock node;
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(9) assign node as a child of rt;
(10) call GenerateHypotheseTree (j+1, node);
(11) else return;

(12)  j e+
(13)  end do;

(14) end.

The complexity of all recusive algorithms increases exponentially. Therefore,
two thresholds, th, and thy, are set in G’enemteHypotheseTree() in order to bound
the exponential increase of the hypotheses tree. Otherwises, the complexity of the
algorithm is O(2")!

After the hypotheses tree is generated, all global level segmentation hypotheses
can be exported by using a simple pre-order traversal. Then, each sub-block insides
this hypotheses tree is verified by a digit recognizer and this stage is called early
recognition.

An obvious advantage of this hypotheses tree is that considerable meomery is
saved. More importantly, in stead of verifying all hypotheses, it is simple and efficent
to recognize the nodes of this hypothese tree since every hypothesis is a route from
the root to the leaf, Hence, very considerable processing time is saved.

4.2 Local Segmentation Level

At the global segmentation level, each node of the generated hypotheses tree is verified
by a recognizer. As shown in Figure 11, for each node, it may contain a complete
character, a part of a character or more than a character. If it is well recognized, it is
accepted as a digit. Otherwise, this block might contain touching digits and it is sent
to the local segmentation level, where the segmentor attempts to split it into isolated
digits.
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On the constrary to the ” undersegmentation” strategy at the global segmentation
level, an “oversegmentation” strategy is used here. The image is considered as two
or more touching digits and a few of cuts are tried in the potiential touching points.
Finally, split parts are tested by the recognition module and the cut giving a high
confidence value is accepted.

The segmentation algorithm is based on image contour analysis. The identifica-
tion of signi ficant contour points (SCPs) on the outer contour of touching digits is
a key element of the segmentation. Three types of SCPs are recognized (10]:

® SCP found by corner detection

"o SCP added by contour extension

Figure 12: Exit SCPs by extending the contours through a stroke.

1. The corner points of the outer contour.

2. The maximum (minimum) of each mountain (valley) regions of outer contour,
as shown in Figure 12.

3. The exit points of the imaginary straight lines by extending the contour through

the stroke at the concave corners in mountains and valleys, as seen in Figure
12.

Then, the SCPs are sorted according to nine measures of each pair [10]:
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~1

. A fixed number of credits for each mountain/valley pair.

- A fixed number of credits for each SCP found by corner detection.
- Credits for the proximity to each other of the points in the pair.

. Credits for the sharpness of the concavity at each of the SCPs.

. Credits for the proximity, where applicable, of an SCP’s mountain (valley) to

bottom (top) of the image.

. Credits, where applicable, for the distance of an SCP from the bottom (top) of

its mountain (valley).

. Credits, where applicable, for the degree to which a valley corner is above a

mountain corner in the image.

. Credits for the degree to which stroke pixels outnumber background pixels in

an imaginary straight line drawn between the pair.

. Credits for the nearness of the pair to the left hand side of the image.

Credit values are normalized according to the height of the bounding box of the

given string. The SCP pairs are sorted from the highest score to the lowest, so that
the more favourable candidates appear towards the front of the list.

The cutting path is determined by a straight line which passes through the

foreground pixels or by the contour in regions where the line passes through the
background pixels. Once cutting paths have been determined, the single connected

stroke component can be split into several separated components. The split algorithm
is briefly described as follows:

image is the input block to be split;
N is the maximum number of sub-images to be split;

(1) procedure SplitHypotheses (image)

(2) begin
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(3) 1«0

(4) whilei < Ndo

(3) split the image into two sub-images using an SCP pair;
(6) recognize the two sub-images;

(7) if the sub-images are both recognized then return;

(8) if one of the sub-images is recognized then

(9) i+ 1+1;
(10) remove the sub-images from image;
(11) end if;

(12) get another SCP pair;

(13) if all SCP pairs are tried then return;
(14) end do;

(15) end.

In general, the image is cut into left and right parts and then verified by the
recognition module. If a cut produces a component too small to be considered a digit,
it is not accepted. A sub-image is considered to be recognized when its confidence
value is greater than a specific threshold. Step by step, the recognized sub-image is
reomved from the whole image and the remaining image is split again. The following
cases can happen:

1. Both sub-images are recognized. The recognition result of these two sub-images
and separated sub-images in the previous step are accepted.

2. Only one sub-image is recognized. The recognized part is removed from the
image and the remaining part is split again.
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3. Both sub-images are rejected. The remaining image is split again using another
pairs of SCP.

4. All SCP pairs are used. If the remaining image is rejected, the whole image,
image, is rejected.
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Recognition and Verification

The output of the segmentation module is a hypotheses tree, which contains a list of
hypotheses. Each hypothesis is a combination of sub-images of the original courtesy
amount image. Each subimage is then sent to the digit recognition module which
finally derives a list of possible digits and corresponding confidence values.

In our CAR system, two classifiers are applied in the recognition stage: one is
an isolated digit classifier and the other is a touching double zeros classifier. The
architectures of the two classifiers are very similar: a combination of three simpler
neural networks and majority voting strategies are used. The performance of the
classifiers is very critical since they form the base line of the system. Once misrecog-
nition occurs, it can hardly be recovered. In fact, a good classifier is not only able to
recognize digits but able to reject garbage as well.

5.1 Isolated Digit Classifier (IDC)

The isolated digit classifier applied in our CAR system was implemented by Strathy (8]
and it is summarized as follows:

1. Preprocessing. Thinning and normalizing of the input image.

2. Feature Eztraction. Two sets of features have been extracted: the pixel distance
features and the size-normalized image pixels. Pixel distance features (PDF)

32
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are measured in the horizontal and vertical directions for each pixel, shown in
Figure 13. The horizontal pixel distance features give the direction and distance
from that pixel to the nearest black pixel in the same horizontal scan line. The
direction is indicated by the sign, positive if the nearest black pixel is to the
left, negative if to the right. Vertical PDFs are analogous.

\_

Figure 13: The horizontal pixel distance feature array of a character "8".

3. Architecture. Each network has three layers. One network is fully connected,
having 336 input, 70 hidden and 10 output units. The other two networks are
not fully connected, having 256 input, 560 hidden and 10 output units.

4. Training and Results. Each network was trained on about 430,000 isolated digit
images and a recognition score of 99.07% was obtained [9].

5.2 Double Zeros Classifier (DZC)

Double zeros are frequently seen on bank checks, especially in the cent parts. Because
the cent part is usually less important, double zeros are often written less carefully;
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namely, touching and cursive. Seven categories of touching double zeros can be ob-
served, as Figure 14 shows.

Touching Types Examples

Single Point Touching

Only one touching point between
the contours of two zeros.

Muitiple Point Touching
More than one touching point.

Ligature Touching
An extra ligature stroke connects
WO Zeros.

Ligature Overlap

The ligature overlaps zeros as well as
connects them.

Overlap
Two zeros overlap each other.

Cursive
The writing of zeros is sloppy.

Noise

Useless pattern extracted from the
image or the pattem is not clear.

SNHERE
R)82298

Figure 14: Touching Situation of Double Zeros

It is extremely difficult to split some of those double zeros into two complete ze-
ros. Ligatures, overlaps and cursivenesss cause serious difficulties in segmentation. To
tackle this problem, a holistic classifier has been developed to recognize the touching
double zeros as an atomic symbol. This classifier is composed of three backpropa-
gation neural networks and majority voting is applied in an effort to attain a high
degree of reliability. The architecture of the classifier is:
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e Composed of three simpler non-fully connected neural networks with a single
hidden layer.

e The first neural network has 512 input, 448 hidden and 11 output units. The
dimension of the input feature vetors is 2*16*16. The input image is first
normalized to 16*16 and then the horizontal and vertical pixel distance features
(PDF) are extracted. The hidden layer is composed of two groups of 14*16
units and each group consists of 14 maps. All the units in a map take the
same input from 3*16 feature units and use a set of 49 weights (including the
bias). The receptive fields of in the same group overlap, but the receptive fields
of the two groups do not overlap. The output units are fully connected to
the hidden units. The architecture of this network is shown in Figure 15. For
simpilicity, this figure only shows the horizontal pixel distance features (PDF)
and their receptive fields in the hidden layer. Actually, the connections of the

input vertical pixel distance features (PDF) and their receptive fields are the
same.

e The last two networks have 513 input, 448 hidden and 11 output units. The
architectures are very similar to the first one. The pixel features and the image
density feature are extracted from the size-normalized image. The hidden layers
are also composed of two groups of 14 maps of 16 units. All the units in a map
takes the same input from 3*16+1 feature units and use the same set of 50
weights. The output units are fully connected to the hidden units.

¢ The outputs are 10 digits (“0"-“9") and “00”.
e A tanh activation function is used in the hidden layer.

e A log function is used in the output layer.

The training set consists of about 50,000 isolated digits and 1,000 samples of
“00”. In order to make each class achieve the same prior probability, the “00” samples
are duplicated five times. The standard backpropagation algorithmis applied and the
training parameters are set as follows:



CHAPTER 5. RECOGNITION AND VERIFICATION 36

i Input Layer Hidden Layer Output Layer
2* 16 * 16 units 1+ 14 * 16 units 11 units

Figure 15: Diagram of One Hidden Layer Neural Network.

o The learning rate growth is set to 1.1.

e The learning momentum is set to 0.2.

The classifier is applied to the symbols rejected by the isolated digit classifier.
The threshold of the classifier is set to 0.6 and only the result of “00” is accepted
to prevent a misrecognition of other symbols. The hierarchical structure of the two
classifiers is present in Figure 16.

5.3 Evaluation and Verification

For each subimage of a hypothesis, the top two possible digits are outputed by the
digit recognition module (see Figure 17). A confidence value between 0.0 and 1.0
(inclusive) is also given to each digit.

Therefore, a confidence value is assigned to the hypothesis using the average
confidence values of the top choices of all symbols:
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Figure 16: Hierarchical Structure of Recognition Module.
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Figure 17: Dlustration of Recognition and Verification.
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where conf is the confidence value of the hypothesis, conf™ is the confidence value
of the mth choice of the symbol i and n contained in the number of symbols of this
hypothesis. In this CAR system, the top choice of symbols is only considered.

The result of the evaluation stage consists of a list of amount candidates along
with various confidence values. This list has been sorted from the highest confidence
values to the lowest, so the most probable candidate appears at the front of the list.
The final decision in the verification stage is either to accept the top candidate in the
list or to reject it. Due to a high reliability expectation, the candidate is rejected if
one or more of the following conditions are satisfied:

1. CO'ﬂf < thl.
2. conf! < thy,i=1l.n.

3. conf! —conf? < ths.

Here, th, 5 3 are fixed thresholds, which are adjusted according to different applications
to achieve the desired substitution rate.
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Experimental Results

6.1 Database

The database of bank check images used by the CENPARMI research group have
been collected from two different sources, referred as CENPARMI checks and real
bank checks.

6.1.1 CENPARMI Checks

When designing a check recognition system, a large quantity of bank checks written
by various people are required to enable the research team to train and test the system
adequately. However, for security reasons and protection of the privacy of the bank
customers, it is very difficult for the CENPARMI research group to access the real
checks from banking institutions.

Therefore, the ‘Bank of Concordia’ check was designed by the CENPARMI re-
search group [26]. It is similar in appearance to those real checks from banks used
in the Montreal area and has a similar layout also, see Figure 18. The background is
white and invisible to the scanner with the baselines printed in a light blue color in-
stead of black or dark ink. This facilitates the location of the handwritten information
and the removal of the baselines.

After that, the research group visited different classes at Concordia University

39
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Figure 18: Sample of a CENPARMI check.

and Ecole Polytechnique Montreal [15]. Each student was asked to fill in three CEN-
PARMI checks. They were also asked to ll in a predefined amount on every check
but were free to fill in the fields ‘date’, ‘Pay to the order of’ and ‘signature’. Although
there are abnormally ‘neat’ and ‘sloppy’ samples, the marjority of the collected data
is good. Figure 19 gives a sample of filled CENPARMI checks. Those samples have
been scanned at 300 DPI (dots per inch) in grey scale. The written information has
been extracted and binarized in a semi-automatic fashion.

A training set of 645 binarized courtesy amount images has been built for this
research work. In order to train a robust system, there are not only good data but
also some rather poor samples inside this database.

6.1.2 Real Checks

A limited number of filled bank checks were received by the CENPARMI researh group
from a local telephone company {15]. These checks were orignally issued by different
banks in the Montreal area. Therefore, their layout and geometric measurements are
slightly different from each other. Moreover, the printed backgrounds, fonts, lines
and baxes have various colors which are visible to the scanner. This makes the image
processing much more complicated. Hence, automatic reading of amounts and date
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Figure 19: Sample of a filled CENPARMI check.

becomes much more challenging.

On the other hand, these checks were written by the general public in a real-life
environment and have real financial background. Therefore, they are suitable for
testing the robustness and performance of the integrated check reading system. They
were also scanned into a testing database at 300 DPI in grey scale.

In this research work, 400 binarized courtesy amount images have been selected
from the database as the test set. The quality of some samples is poor due to the
difficulty of image processing.

6.2 Working Environment

The courtesy amount recognition system has been trained and tested on a PC with
a Pentium IIT 500MHz processor and 128 Megabyte memory. The system was imple-
mented using Microsoft Visual C++ 6.0 on Windows NT workstation 4.0 operating
system.
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6.3 Result of Segmentation

and noises are removed and the entire numeral string are correctly separated into

isolated numerals, Hence, it is possible to provide a correct recognition result by the
recognition module,

6.3.1 Result on Training Set

n 1 2 5 >3
Rec(n) 881% 91.5% 92.7% 7.3%

Table 3: Segmentation hypotheses on the training set, 645 samples.

6.3.2 Result on Test Set

Table 4 shows the experimental resylts of Segmentation on the test set of 400 real check

mages. Also, a good Segmentation performance is obtained. There are 86.0% of the
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cases that the good segmentation is the top option in the hypotheses list. In 89.3% of
the cases, the top 2 hypotheses cover the good segmentation. Nevertheless, due to the
high complexity of information extraction from the real checks, the quality of courtesy
amount images extracted from rea] check is not as good as that of the CENPARMI

checks. Therefore, there are 9.7% of the cases that the good segmentation is not
provided.

n 1 2 3 >3
Rec(n) 86.0% 89.3% 90.3% 9.7%

Table 4: Segmentation hypotheses on the test set, 400 samples.

6.3.3 Performance Analysis of Segmentation

As Tables 3 and 4 show, the proposed segmentation method provides a significant
performance. On the training set, there are 88.1% of the cases that the good seg-
mentation is the top 1 choice of the candidates list while 91.5% of the cases that the
good segmentation falls within the top 2 choices of the hypotheses list. Meanwhile,
on the test set, there are 86.0% and 89.3% of the cases that the good segmentation
is the top 1 choice and the top 2 choices, respectively.

However, there are 7.3% of the cases on the training set that the good segmenta-
tion is not in the candidate lists while 9.7% of the cases on the test set do not provide
a good segmentation. It can be dye to one or more of the following reasons:

e Case 1: As mentioned before, due to the difficulty and complexity of data
extraction and image preprocessing, the image quality of some samples are very
poor in the test set (Figure 20). If an image contains tog many connected
components, the segmenation process will not only become more difficult, but
tends to make errors as wel]. Therefore, rejection is the best decision.

® Case 2: Significant Contour Points, which are based on a contour analysis of
image, have proven to be very promising in detecting the touching points of
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Figure 20: Sample of poor image quality.

digit pairs. However, if the SCPs are not detected in some special cases, it is
likely that the samples are under-segmented. Refer to the example in Figure
21, the separated upper horizontal bar of the digit ‘5’ connects to the top of
the neighboring digit ‘3’. The system fails to identify the correct Significant
Contour Points in the middle of the long stroke.

3i-%3
1 0.83

Figure 21: Failure to detect Significant Contour Points,

|

® Case 3: Failure in punctuation detection. There exist two kinds of situations:
i) fail to detect the punctuation mark and it is recognized as a numeral or a
part; ii) detect a numeral or a broken piece as a punctuation mark. Hence,
these situations tend to provide an incorrect recognition results. As shown in

Figure 22, the system fails to detect the dash since it touches to the numeral
‘9’.
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Figure 22: Sample of failure in punctuation detection.

® Case {: On the other hand, a segmentation-then-recognition strategy is applied
at the local segmentation level (see the algorithm SplitHypotheses(image) in
Section 4.2). Once the split subimages are recognized, where the confidence
values of subimage are greater than a fixed threshold, they are accepted as
isolated digits. As an effort to save processing time, the segmentation module
does not try the remaining detected SCPs if an acceptable segmentation solution
is found. Nevertheless, it is not necessarily the case that this strategy provides
the best solution. As Figure 23 shows, a reasonable segmentation is provided,

where the segmentor says the touching digits are ‘2’ and ‘3", but it is rejected
by the human supervisor.

Detailed statistics of each case on CENPARMI checks and real checks is given
in Table 3.

Case1 Case2 Case3 Cased Mix
CENPARMI checks 3 17 14 8 3
Real checks 6 13 10 6 4

Table 5: Erroneous segmentation on CENPARMI checks and real checks.

Besides that, around 3% of the cases that the good segmentation is the second op-
tion in the candidates list. The first options in all these cases are under-segmentations
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Human supervised
touching point

Figure 23: Hlustration of acceptable segmentations.

(Figure 24). Their confidence values are siightly higher than those of the good seg-
mentations. This situation is also due to the segmentation-then-recognition strategy.
The recognition module gives a high confidence value to the under-segmented sub-
blocks which should have been rejected. To solve this problem, the garbage-rejecting
ability of the existing recognition module should be improved and also verification
modules should be integrated to achieve a more robust system.

WS Ay
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Figure 24: Mlustration of under-segmentations.
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6.4 System Integration

When a courtesy amount is read from the database, noise is first cleaned and the
punctuation marks are detected. The clean numeral string image is subsequently
input to the segmentation module, where segmentation hypotheses are generated.
These hypotheses are in turn sent to the recognition module. For each hypothesis,
the recognition module gives a confidence vaule between 0.0 and 1.0. In this research
work, only the top candidate with the highest confidence value is output as a digit
string. Finally, this digit string is parsed to a courtesy amount by the syntactic
analysis module and verified with the truth amount.

Within this process, segmentation and recognition are the key modules, which
make a major contribution to the final results. For this reason, this part of statistics
focuses on numerals recognition. It will assist detailed analysis of the performance of
the recognition module, while the performance analysis of the segmentation module
is discussed in Section 6.3. At the end, final recognition results of courtesy amount
are given, which present the overall performance of the entired system.

6.4.1 Numeral recognition

The recognition module consists of isolated digit classifier and touching double zeros
classifier. The first one was trained on a database of 450,000 isolated digits and the last
one is trained on a database of 35,000 samples. Table 6 shows the recognition results
of isolated numerals which are separated from the clean numerals strings among the
CENPARMI check database and the real check database. This can illustrate not
only the performance of the recognition module on the “real application”, but also
its contribution to the final recognition results.

Among 645 CENPARMI check images, 2721 sub-images are split in the seg-
mentation stage and sent into the recognition module. Meanwhile, 1604 sub-images
are separated among 400 real bank checks. In Table 6, the results are given at two
substitution levels, namely 0% and 1%, where the reliability rate is defined by
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o Recognition rate
liability = tuti
Reliability Recognition rate + Substitution rate

Recognition | Rejection | Substitution Reliability
% | ® | %)
CENPARMI Checks 93.0 7.0 0.0 100.0
2721 sub-images 94.7 4.3 1.0 99.0
Real Checks 90.4 9.6 0.0 100.0
1604 sub-images 92.1 6.9 1.0 98.9

Table 6: Performance of numeral recognition on CENPARMI checks and real checks

6.4.2 Recognition results on real checks

Table 7 illustrates the recognition results of the proposed courtesy amount recognition
system on 400 real checks at 0%, 0.5% and 1% substitution levels. Also, Table 7 gives
the recognition results of a previous CENPARMI Check Recognition System tested on
the same test set. The comparison shows that this newly proposed system provides
a significant increase in the recognition rate and the reliability rate. At the 0%
substitution level, the proposed system increases the recognition rate by 20.7%.

Recognition | Rejection | Substitution Reliability
(%) (%) (%) (%)
Proposed CAR system 66.5 33.5 0 100
68.5 31.0 0.5 99.2
69.8 29.2 1.0 98.6
Previous CENPARMI 45.8 4.2 0 100
Check Rec. System 56.0 43.5 0.3 99.1
62.0 37.0 1.0 98.4

Table 7: Recognition results on 400 real checks.
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Figure 25 shows some good recognition results. These courtesy amounts are cor-
rectly segmented into isolated digits or touching “00”s. Then, these digits including
touching “00”s are recognized and a correct amount is given.

Table 8 shows the comparative performances of the proposed system and two
state-of-the-art CAR systems, A2iA Check Reader and ParaScript Check Reading
System. Among them, A2iA Check Reader had already been operating in several
French banks and financial institutions successfully [27. ParaScript recognizes legal
amounts and courtesy amounts on American personal checks [5]. The recognition
results are given at 0.5% and 1% error rate levels. It must be noted that there is no
standard database in this research area.

Recognition | Substitution | Reliability

(%) (%) (%)
Proposed CAR System 68.5 0.5 99.2
400 samples 69.8 1.0 98.6
A2iA Check Reader 40 0.5 98.8
35,000 samples 49 1.0 a8
ParaScript 34 0.5 97.9
5,000 samples 47 ! 1.0 96.6

Table 8: Courtesy Amount Recognition.

6.4.3 Performance Analysis

Table 7 shows that a significant performance has been obtained by the proposed
courtesy amount recognition system, compared to the other CAR systems reported in
the literature (3, 9, 27]. 66.5% of the 400 real checks are identified at 0% substitution
rate level. This performance has almost the industrial requirements: a 70% reading
rate and high reliability, so the system has a promising commercial potential. It must
be noted that the CAR system is trained and tested on a relative small database. For
further research, larger training sets and test sets are needed.
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Figure 25: Ilustration of good recognition results.
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Notably, a significant amount of good segmentation hypotheses have been re-
jected. A rejection occurs if the sample yields one or more of the following reasons:

1. Case I : Recognition of numerals. Great variations in handwritten numerals
provide difficulty in recognition. As Figure 26 shows, the courtesy amount is
rejected because the confidence value of ‘7’ given by the recognition module is
less than a fixed threshold.

1351
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Figure 26: Problem of numeral recognition.

2. Case 2: Recognition of non-numerals. As discussed in Chapter 3, three kinds of
punctuation marks (periods, comma and dashes) are frequently seen in courtesy
amounts. Actually, more non-numerals can be observed besides those punctu-
ation marks, especially the ‘8’ symbol. It is observed that there is a ‘8’ symbol
in about 2% of the courtesy amount samples. The ‘S’ symbol is either in the
leftmost or in the rightmost of the amount (see in Figure 27). Normally, it is
recognized as an isolated digit or combined with related connected components,
depending on the confidence values of segmentation hypotheses given by the
recognition module. As the confidence values are usually not high enough, this
kind of courtesy amount samples are rejected.
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(b) °$’ is in the rightmost and recongized as a part of a digit

Figure 27: Problem of ‘$’ recognition.
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3. Case 3 : Ambiguous digit string. Although an amount image is well separated
and recognized, it is still rejected by the syntactical analysis module if an am-
biguous string is obtained. As Figure 28 shows, since there are only two digits
in the amount and no decimal point is detected, the amount will be ambiguous:
it can be 16.00 or 0.16. The contextual analysis module rejects this kind of
confusing digit strings in an effort to obtain a reliable result.

1
SE

&
4

L

Figure 28: An example of ambiguous digit strings.

A decision of rejection is usually given by two modules in the CAR system,
the recognition module and the contextual analysis module. Case ! and Case 2
are generally classified as recognition problems, while Case 3 belongs to syntactical
problems.

It is also worth noting that the proposed CAR system presently processes a cour-
tesy amount in around 2 seconds. The speed is slower than the reported commercial
system (3] and also behind the industrial expectation. The bottleneck of this system
is the segmentation module. A few of segmentation hypotheses are generated and
then verified at the global and local segmentation levels, thus this iterative process
is time consuming. For further improvement, speedy algorithms should be reviewed
without loss of the system performance.
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Conclusion

7.1 Contributions

A segmentation based courtesy amount recognition system is proposed in this thesis.
The system is implemented with into four major modules, referred as preprocessing
module, segmentation module, recognition module and parsing module. Every raod-
ule conducts one hierarchical task in the procedure of courtesy amount recognition.

Three types of punctuation marks (period, comma and dashes) are studied in
this research work. These punctuation marks are most frequently observed on Canada
bank checks. In detecting them, a set of features are introduced by means of the shape
and spatial aspects of the connected component. These features are proven successful
in identifying broken pieces from punctuation marks.

A two-level segmentation module is developed using the segmentation-then-
recognition strategy. At the first level, namely global segmentation level, the module
aims at grouping potential broken digits. The generated hypotheses are verified by
the recognition module and the rejected hypotheses are subsquently sent to the local
segmentation level. On the contrary, the segmentator seeks to decompose the po-
tential touching digits at the local segmentation level. The split subblocks are also
verified by the recognition module.

Two context-free classifiers are integrated into the recognition module for the
different purposes. The isolated digit classifier divides input samples into 10 numeral

54
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classes (‘0’-9"). The rejected samples are then sent to the double zeros classifier.
The holistic double zeros classifier intends to recognize the cursive touching or sloppy
double zeros which are difficult to be split into two complete zeros.

Experimental results show the proposed CAR system achieves a 66.5%, recognition
rate on the test set at 0% substitution rate. This significant performance makes the
system one of best courtesy amount recognition systems ever reported.

7.2 Strengths and Weaknesses

The proposed CAR system is segmentation based and aims at cursive handwriting
courtesy amount recognition. Several strategies have been combined in the segmen-
tation system, therefore a very good segmentation performance has been achieved.
This system has the following strengths:

¢ Two level strategy is applied. At each segmentation level, the segmention mod-
ule has different tasks and uses corresponding strategies. At the global seg-
mentation level, the intent is to “undersegment?, i.e., to group the neighboring
connected components so that the good segmentation boundaries of one digit
are included in one sub-block. On the contrary, at the local segmentation level,
it seeks to “oversegment”, i.e., to split the sub-blocks into several pieces so that
the potential touching digits can be separated.

¢ Multi-hypotheses strategy is applied. Multiple separating points are generated
and different combinations of these points are tried.

o It is a recognition based segmentation and the feedback from the recognition
module affects the segmentation process. At the global segmentation level,
sub-blockes are recognized by recognition system and those rejected sub-blocks
belong to the next level. Similarly, an acceptable segmentation at the local
segmentation level is the one in which all split parts are well recognized, i.e.,
their confidence values are larger than a fixed threshold.
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Mixed strategies have provided a significant segmentation performance. However,
this system still has its weaknesses which are summaried below:

* Relatively slow. As discussed in Chapter 6, the system reads a courtesy amount
in about two seconds due to the complexity of the algorithm. The time is con-
sumed mainly by two sources: the generation and then recognition of multi-
hypotheses and the feedback interation between segmentation and recognition.
In general, the more hypotheses are generated, the more processing time it
takes. Also, every hypothesis is verified and the segmentation cuts are adjusted
according to the feedback from the recognition module . This iterations con-
tributes quite a lot of processing time.

¢ High degree coupling between the segmentation and recognition modules. Since
it is a recognition based segmentation, segmentation hypotheses are passed to
the recognition module and feedbacks are sent reversely to the segmentation
module. These frequent interations are against module intergrity. An individual
classification sub-module should be integrated into the segmentation module.

¢ Single source information. The present system highly depends on one context-
free recognition module. This design is against the principles of CAR system
proposed by Knerr [6], Use several sources of information. If the recognition
module makes a mistake, it is hardly recovered.

7.3 Future Work

Courtesy amount recognition has been proven challenging due to its complexity. The
difficulty of the task is that a high reliability is required as well as a high reading rate.
To achieve this goal, generic approaches should be studied and exposed. First of all,
the performance of segmentation should be improved, i.e., the good segmentation is
bound to be generated among the hypotheses list. On the other hand, more reliable
evaluation methods should be investigated, i.e., the good segmentation is sure to
have the highest confidence value so that it is in the top of the hypotheses list. Some
detailed future research directions are:
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e Improvement of recognition methods. The recognition module should not only
be able to classify numerals, but also able to reject garbage.

e Simplification of algorithms and procedures. A commerical system is required
to process 10,000 checks per hour.

* Recognition of ‘§". A suggested solution is to design an efficent and simple
nerual network which takes this kind of ‘$' symbols into account.
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