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ABSTRACT

Stability of Haptic Displays in Distributed Virtual Environment
Md. Wahidul Islam

The term “Haptic” is associated with the sense of 3D touch from Virtual Environment.
Stability is a critical issue in haptic simulation. Unlike other conventional robotic
manipulators. haptic devices inherently function in close proximity to humans. The
unpredictable nature of human operator and the virtual environment are the main sources
of instability in a haptic Virtual Reality system. To meet the growing demand of the
development of Distributed Virtual Environment (DVE), stability of haptic displays in
DVE is now an interesting and challenging research problem. In the case of network-based
haptic display the criteria for stability are far more complicated and requires the force and
kinematic data to be transferred over the communication links. The delays over network
add phase lag to the signal and this lag limits the effective bandwidth which in turn may
hamper the stability of tele-robot or haptic display system. The current approaches toward
stability in presence of expected time delays are to reduce the total loop gain sacrificing
the performance requirements. To guarantee stability in the presence of random and

unpredictable time delays new control algorithms and software are required.

In this thesis. Dead Reckoning Algorithm in haptic simulation is introduced to
guarantee stability for any kind of time delays or loss of information over network. Haptic
dead-reckoning allows a comparatively simpler. local environment model to serve the
haptic rendering while being periodically updated by a more complex and accurate model.
Two force calculation models - “Complex” and “Simple” are simulated with an order
reduction technique in a two user DVE with haptic devices. Force outputs for different
types of interaction from both the force calculation models along with the errors between
them are investigated. Stability and discrete-time passivity of haptic displays are
guaranteed for any kind of delays without sacrificing e total loop gain. This technique

enhances the real-time performance in force feedback realization and reduces the human

risk involved.
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Chapter 1

Introduction

The domain and scope of Virtual Reality (VR) or Virtual Environment (VE) is very broad
and may be seen as inclusively encompassing many other information technology related
applications. Virtual environments and virtual reality applications are principally
characterized by human operators explicitly interacting with dynamic and truly realistic
3D world models with sophistication and significant complexity. Virtual reality today is
not merely confined to the entertainment industry. Indeed. VR has found a strategic place
in the fields of engineering and design. manufacturing. medicine. training. scientific
visualization and multimedia. The concurrent engineering. product prototyping. tele-
medicine and tele-surgery. tele-robotics and space research. and tele-immersion. among
others. are all based on this emerging and enabling technology having significant and wide
ranging social and economical implications. It is our view that the future of VR is toward
Distributed/Networked Virtual Environments (DVEs). The Web is emerging as a new
supercomputer with all the countless machines that are interconnected together by the
internet. The distributed computing along with high speed personal computers and
networks facilitate the development of innovative tools and technologies that may be
utilized in distributed VEs where a simulated world runs not on a single computer but

rather on several machines that are networked.



A DVE or Net-VE is a software system in which multiple users located at distant
locations around the world interact with each other in real-time. It can be characterized by
some common features as follows: A shared sense of space where all participants sharing
the same space should get the same sensational feeling such as temperature, tactile
acoustics etc. A shared sense of presence where each user is represented as an entity in the
VE and should be able to interact with each other as if any user can see or feel the
activities of others with realistic realization. A shared sense of time where real-time
interaction should be feasible for each and every user. A streamline communication for
performing cooperative tasks among all users such as collaborative design or training
systems where there must exists feasible ways for communicating among the participants
by gesture, text or voice. Immersion and sharing where the user must interact with the VE

itself realistically to accomplish any individual or collaborative work [1].

Various components of the DVEs can be characterized as distribution which must
contend with managing network resources, data loss. network failure and concurrency:
Graphics that must maintain smooth. real-time display frame rates and allocation of CPU
among rendering and other tasks; Interaction where the users should see the VE locally with
distributed participants and be able to input user data through certain interaction devices in
the VE. These components interact with each other in a complex way and work on top of a
number of existing application services. The development of DVE is a difficult balancing act
where optimization of one element can severely effect the other components. The problem
areas involved in developing a successful and a “balanced”™ DVE are numerous ranging from

network and end user interaction to hardware and software architectures.

1.1 Problem Areas

Despite trade-off in optimizing each component of the DVE there are numerous problem
areas involved in the development of DVE that must be solved and requirements satisfied.
The basic requirements in the development of any kind of successful and practical DVE

may be specified as follows:

9



i. Network Bandwidth: The backbone of any DVE is the capability to exchange
information over the data network. The information may contain the current state of the
entity or avatar or it might be the initial massive download of the VE. As the number of
users increases more information must be transmitted. In the era of limited bandwidth the
communication architecture must be designed in an efficient manner to meet the restricted
available bandwidth. Appropriate and efficient protocols must be developed to overcome
this issue. In this regard an appropriate selection of the users in the DVE must be satisfied
either through physical (geographical) consideration or other parameters that affect the

communication bandwidth [2].

ii. Scalability: Scalability defines and determines the number of entities that may
simultaneously participate in the system. The entities may represent human-controlled and
computer-controlled avatars, a terrain or even logical objects such as weather information
or group of objects. Factors that affect the scalability are network capacity. processor
capabilities. rendering speeds and throughput of shared servers. It is the most “expensive”
aspect of the development of DVE as it requires enhancement of almost all features of the
DVE system. The complexity increases exponentially with the number of participating
entities because of the possible interactions among those entities. There can be a
maximum of 2n possible entity-entity interactions where n is the number of entities in the
VE. But in reality an entity does not interact with every other entity and all entities do not
interact at the same time. Therefore the concept of localization is introduced and applied
by which the entities can be grouped in an “intelligent” and efficient way to minimize the
communication between them. This process of grouping is rather dynamic with the VE as

their existence inherently reduces the number of interactions [3].

iii. Heterogeneity: Heterogeneity deals with dissimilar network capabilities. end users’
graphical display, computational and audio capabilities and even the interface attributes of
the VE at the user's end. The design of DVE must support different network speeds to
which users are connected to. The designer can in principle choose the lowest possible
connection speed for the VE and user requirement. The problem with this choice is that it

invariably reduces the realistic immersion sensations of the VE by the users. An optimal



choice can be made either dynamically in accordance with the available resources or may
be obtained as a trade off with the level of immersion. On the other hand users may be
equipped with a wide varieties of terminals ranging from PCs to high speed workstations.
The response speed of one user may significantly impact the immersion quality of the
other users. The interaction among user interfaces and VE also affect the quality of DVE.
The interface devices may be Head Mounted Displays (HMD), crystal eyes or simple
monitors for graphical displays as well as force feedback haptic displays. In designing a

DVE the above issues must be considered and optimized carefully.

iv. Distributed Interaction: This is the most important quality for consideration in
developing DVE. Each user must have a “realistic™ illusion that the entire virtual
environment is accessible and his/her actions are having a direct and an immediate impact
on the environment. The design must mask any artifacts and anomalies that might arise
because of the application’s distributed nature. Different messages may incur different
delays depending on the characteristics of the network and on the location of sources and
destinations. Therefore the main issue here is that each host system must attempt to
present a consistent real-time immersion despite the fact that all of the incoming
information about the remote hosts are already out-of-date after arrival. This problem is
severe in the case of collision. agreement and resolution among users. Accurate collision
detection is very difficult as at any given particular time. No user has the correct
information about the position of other users unless the object or the user is static and
stationary. The problem becomes even more critical when in addition to the collision other

kinds of information such as heat. sound. forces etc. are involved [1].

v. Real-Time Issues: The process and thread architecture of the DVE must be well
defined because of the numerous and diverse contending tasks. Most of them have hard
real-time constraints. The quick detection and processing of user action require real-time
interaction with the DVE. Graphical image generation must occur at a fixed rate. Network
packets arrive asynchronously and need to be processed as soon as they arrive. Modeling
and collision detection must be performed at a reasonable rate with several samples per

second. Usually all the available CPU cycles are devoted toward generating high quality



graphics populated with modeling. texture, rendering etc. requirements. One naive
approach is to cycle through all of the tasks in a round-robin fashion sufficiently fast so as
to meet their real-time constraints. Alternatively, the application may be partitioned and
segmented into multiple threads that are optimally tuned and scheduled to balance their
CPU use. Efficient scheduling algorithms are yet to be developed for resource allocation

and sharing of the CPU in balancing different tasks in DVE.

vi. Security on Failure: While designing the DVE system the extent of failure that may
affect the execution of the application must be considered and resolved. System Stop can
be defined as the termination of the entire system if the missing resource is critical to the
execution of the DVE. If the central server used for receiving and distributing the data has
failed then the DVE is likely to cease operating. System closure is a kind of a failure that
may prevent the arrival of new users. If the authentication server fails. new users cannot
log into the system. System hindrance can be termed as the degradation of the quality of
immersion but not significantly affecting the operation of DVE. For the disruption of a
single user. other users may only experience sudden departure of that user from the
environment. System continuance is a case when a critical service is supported by a
backup server that shadows the primary server’s state and can therefore be quickly
activated to replace the primary server when that one fails [1]. Handling failure is rather a
complicated task. When a single host that provides multiple services suddenly fails. all of
those services become immediately unavailable. The allocation of resources and services
among the hosts and networks must be achieved through a well defined and systematic

procedure and methodology.

vii. Software Architecture: The software must be designed around a core library where
components may be downloaded dynamically depending on the changing needs of the
executing DVE. The software must ensure that the environment is easily downloaded.
must meet the security requirements of the browser in case of Net-VE and must be
compatible across different platforms and operating systems. The standard 3D graphics
markup language VRML (Virtual Reality Modeling Language) has not yet achieved true

portability across different platforms.



1.2 Objective

Haptic display is an emerging technology with the implication of wide spread application in
human operator training design prototyping. However, very few of these applications have
been realized so far. One of the reasons for this is that haptic displays can not generate
convincing realistic illusion even with simple environment. The limitations mostly emerge
from mechanical design. electromechanical interface. computing hardware. software
development tools, control architecture and simulation algorithms. One of the major
shortcomings of haptic displays is instability both in stand-alone and in a distributed VE
system. The main objective of this thesis is in development of conditions for the guaranteed

stability of haptic displays in DVE.

1.3 Contribution

A distributed 3D graphics environment with two users interacting simultaneously with force
feedback devices are simulated. The feasibility of dead-reckoning algorithm to ensure
stability of the haptic devices and the quality of immersion with real-time force feedback in
the presence of unexpected delays over network is presented for different scenarios of

interaction.

The outline of this thesis is as follows: In Chapter 2 current major issues and possible
solutions in the development of DVE are presented. Chapter 3 deals with the stability
criteria of stand alone haptic displays where Chapter 4 introduces the algorithms for
stability of haptic displays in the distributed environment. Chapter 5 describes the
implementation and results of dead-reckoning algorithm utilized to guarantee the stability
of haptic displays in DVE. Finally. Chapter 6 concludes the thesis with suggestions for

future work and possible improvements.



Chapter 2

Background Information

Successful development of a DVE relies on implementation of diversive technologies. The
components of DVE should seemlessly interact and cooperate with each other in order to
achieve the realistic immersion and quality of interaction. Some major technological
issues that mostly affect the design and performance quality of a DVE are briefly

discussed below.

2.1 Communication Systems Architectures

The communication architectures for DVE are based on Distributed Interactive Simulation
(DIS) protocol and its Protocol Data Unit (PDU) [4]. The PDU contains necessary
information to manage the state of different entities. The improvement over the standard
DIS is the NPSNET-IV DIS [5]. The improvement facilitates smaller packet configuration
with higher rate of information transmission and higher scalability. The physical carrier
constraints which are not possible to overcome immediately. impose obstacles for high
speed packet transmission. One way to address this issue is to have a trade off by
developing appropriate communication architectures that make the best use of the existing
network capacities. The basic client-server with multiple-server architecture requires high
speed to have proper illusion of the virtual environment [6. 7]. Even servers with

significant computational powers can’t support the desired scalability requirements of the



DVE.

One of the most important design goals of DVE is to take full advantage of peer-to-
peer architecture and to scale within the available limitations of the computing resources.
In this architecture no server is involved in communication between any two hosts. Either
broadcast or multicasting approaches are used to transfer packets. The problem with
broadcasting approach is that it keeps the network and computers busy to discard useless
packets and possibly waste bandwidth. In multicasting approach packets can be directed to

machines that have subscribed to particular and agreed upon multicast groups.

In multicasting approach when the packets subscribed to a specified multicast group
arrive at network interfaces. they are brought through the operating system kernel where
they can be processed or discarded. Like broadcast schemes. multicast approaches flood
the Local Area Network (LAN) but reduce requirements for processing at each user side in
DVE. For a scalable DVE. multicasting seems to be the only practical approach. To effi-
ciently utilize the multicasting scheme. distributed software must be developed for assign-
ing packets to proper multicast groups. This software is known as Area of Interest
Manager (AOIM). This layer of software assigns outgoing packets to the appropriate mul-
ticast group. receives incoming packets and propagates them to the appropriate state table
in the local user machine. keeps track of available groups and takes care of incoming and

outgoing stream information (8].

twork
multicast multicast networ
packets packets
AOIM AOIM
User User

Figure 2.1. AOIM software layer.



The main current problems and limitations are that multicast capable routers in WAN
(Wide Area Network) are not yet universally implemented. For the purpose of propagating
packets, multicast packets are wrapped inside a unicast UDP (User Datagram Protocol)
packet using a machine designated as a multicast router. The region of network where
multicasting is known and the UDP packet is destined to, a server is available to remove
the unicast UDP wrapper and put the packet in the local segment as a multicast one. Still
the success of DVE over net depends on the development of internet capable multicasting

approaches.

Management of available resources for DVE or Net-VE is an active area of research.
To have a well populated DVE the requirements for resource utilization are critical. A
realistic DVE requires to represent thousands to millions of entities as either users or
computer simulated entities. Therefore the crucial problem is how to efficiently manage
these resources and simultaneously cope with the limited network bandwidth and
processor speed. Savings in processor load can be used to generate higher quality graphics
(after ensuring that realistic interactions at the user end are achieved). whereas savings in
the network bandwidth can be used to manage shared state and to exchange the updates
more frequently. The problem here is that different Net-VE architectures use different
techniques to manage the resources and a commonly accepted standard and protocol is yet

to be developed.

The addition of any new user imposes significant constraints and requirements on the
bandwidth. Each new participant must receive the initial VE state and updates of the other
existing participants. This requires new updates on the existing shared state of the VE and
new interactions. Moreover, each new user introduces additional shared state to the VE
relating to its own position. orientation and graphical representation vis-a-vis other objects
or entities in its own environment. To maintain these additional information. stringent
constraints are imposed on the bandwidth and the processors. The resources can be
approximated using an empirical expression using the variables like resources. number of
messages. hosts-bandwidth requirement. speed of network and processor cycle [1]. The

modification of any variable requires an increase or a decrease in other variables or even in



the quality of realism with the VE. The choice of which variable to compensate is
application dependent. The resource management problem can thus be considered as an
optimization problem subject to particular specifications and requirements. Towards this
end, several approaches have been proposed in the literature. Some of the most common

methods are described below.

(i) Packet Compression and Aggregation: This approach reduces the size of
transmitted packets over the network. Either lossless or lossy compression techniques may
be used to reduce the packet size. It can also be based on either “Internal” or “External”
compression procedures. Internal compression does not consider the content in the
previous packet. and compression is achieved by detecting redundancy within the data
being transmitted. In contrast. External compression takes into account the content of the
previously transmitted packet and the next packet is formed by taking into account only
the changes from the previous packet. Though the external compression yields better
bandwidth reduction over internal compression. it introduces and requires coupling and
dependency between packets with explicit demands on successful transmission of all
previous packets. The choice of the selected compression algorithm depends on many
factors such as the frequency of packet updates. content of packets, communication
architecture and protocol being used. One possible approach is that of Protocol
Independent Compression Algorithm (PICA) [9], where redundant information from
successive update packets are eliminated. Localized compression is another approach
where compression or decompression tasks are performed only when packets are entering
or leaving high speed LAN in order to meet the high traffic constraints over WAN [10].
Packet aggregation reduces the number of transmitted packets by merging information
from multiple packets into a single packet. The merging is performed by eliminating
repetition both within an individual packet and between successive packets. Updates for
multiple entities are generally not generated simultaneously. It introduces a trade off in
packet aggregation. In time-out-based transmission policy [11]. individual updates are
collected and transmitted as one packet after a certain period of time. In quorum-based
transmission policy [11], individual updates are collected and transmitted as one packet

until the aggregated packet contains a certain number of updates. Currently the best
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approach seems to be a hybrid strategy composed of these two techniques. The
aggregation server collects packets from different hosts of similar type managed by AOIM
and merge them into a single packet to be transmitted. This approach further improves
over aggregation at each host. The reason is that most of the hosts manage only one or few
entities on their side. Therefore, the collection of packets from multiple hosts that are
members of the same multicast group further reduces the number of packets to be
transmitted. One DVE might have multiple aggregation servers. The distribution of
aggregation servers depends on the nature of the grouped users and on the type of entities

for which it is dedicated to.

(ii) Area of Interest Manager (AOIM): This approach reduces bandwidth by
optimizing the number of hosts that receive each message. It partitions the VE into a set of
workable small scale environments or classes for reducing the computational load on hosts
and at the same time for minimizing the communications in the networks and for
localizing the reliability problems. The AOIM exists in every simulator that distributes and
partitions the processing among hosts as shown in Figure 2.1. The data flow optimization
can be defined by using the aura-nimbus model to quantify a client’s region of interaction
[12]. A “focus” refers to the area of space in which a client is interested on and “nimbus”
is the area in which that client can be detected. A client’s “aura™ is a bounding region
containing both the focus and nimbus for determining the interaction. When two client’s
aura overlap there is a possibility of interaction between those two. This model was first
used in DIVE [13] and MASSIVE [14] VE systems. The problem with this model is that it
can not scale effectively. The AOIM residing in between each host and LAN receive
subscription details from each participating hosts to determine which of the hosts requests

are satisfied by that data to only send information to the corresponding host.

(iii) Culling Techniques: Different culling techniques are employed for defining
multicasting group. Namely. Spatial, Functional and Temporal cullings are commonly
used in the literature [15]. The spatial culling technique is used to determine
communication between entities based on visual occlusion. Multi-User Dungeons

(MUDs) [16] have initially used this idea. If two users are in the visual range of each other
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then they can be in the same group otherwise, if their mutual visualization is occluded by
some obstacle then they no longer should be in the same group. Functional culling is
based on the functional groupings of clients. Entities having similar working functions can
be grouped together to communicate with each other. Temporal culling depends on the
resolution of the update rate. Certain entities may not actually require real time updates of
all of its entities due to their particular functionality. Entities of this kind can be grouped
together to have a low-resolution update. Consequently. the grouping of the clients
depends on the software architecture and the algorithms used in the generation of the
AOIM software. In a realistic DVE the simulation of complex behavior and functionalities
of different entities poses a great challenge in culling techniques. Each specific application
requires a particular culling technique that is suitable and efficient for it as it is hard to
implement a universal culling technique in grouping all the hosts and entities. The
dynamic behavior of entities introduces another challenge for assigning a particular group
to each entity or host dynamically. NPSNET culls communications by separating the VE
into grid cells. Hosts receive information only from those cells in which they have interest.
Clients with low-bandwidth and those that have a small field of awareness occupy only the
grid they are in and clients with higher-bandwidth and with greater awareness require a
greater number of grids (8]. There is an inherent delay associated with the information
transfer when an entity changes its multicast group to another one as in addition to the
update information transfer now there is also the need to have the initial information about
the new part of the VE. To avoid this boundary or temporal aliasing it is conceivable that
the same entity can belong to several groups at the same time and only the information
about the region or group in which it is in are transferred to. The association groups to any

particular entity is managed dynamically as the entity moves or change its group in the
VE.

Another possible concept in chunking the VE is the use of Locale and Beacon that is
commonly employed in the development of Spline [17. 18]. Locales divide a large VE into
many chunks that can be processed separately which is not apparent to the user. Each user
sees several locales at the same time including its point of view and its neighbors. The user

does not experience any temporal aliasing between locales or any abrupt changes while its



point of view change from one locale to another. Each locale is addressed with a separate
set of multicast addresses having its own coordinate system. On the other hand beacon
approach supports content-addressable communication. It facilitates in deciding what
locales to attend to based on the content of that locale. To implement this process each
beacon object contains two key fields: a tag and the multicast address of the locale that
contains the beacon. The creation of tools to support the design of locales is still an area of

research work.

Temporal group ) Functional group

entity/
host

——

Spatial Group

Figure 2.2. Entity and multicast group.

(iv) Multicasting is a solution to the problem of partitioning the available data among a
set of groups. One naive approach to the group mapping is to assign a different multicast
address to each entity in the VE [19]. Each host executes its AOIM based on the available
information about the entities that are present in the VE. and then subscribes to the multi-
cast groups for entities of local interest. The problem is that entities cannot specify their
aura and have no control over which hosts will receive that information. Another possible
approach is that each entity subscribes to the information for entities that are located
nearby in the VE [20]. The allocation technique can be extended as multiple group address
to each entity. Subsequently each entity can transmit specific type of packet to a particular

address. The current state of participating entities may be managed through some direc-
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tory service. Beacon Server [17] for each region (locale) of the VE has a designated multi-
cast address for receiving information about entities of the associated region. It also shares
a beacon multicast group which is used by the clients to query and locate the appropriate
beacon server. The problem with allocation of one multicast group per entity is that in gen-
eral due to the large number of addresses required for a VE, interferences with other appli-
cations using those addresses may occur. In addition to creating an overhead on the
network routers for processing joining and leaving requests. this approach may potentially
overflow network capacity at each host. This limitation leads to the “'promiscuous mode™
[1] which forces processing of the packets to be performed within the software protocol
stack. One of the possible solutions to this dilemma is to recycle the available addresses
21]. A large number of addresses introduces overhead on the router state information.
The optimization of the number of state information to be transmitted and multicast packet

processing in the router are major challenging research problem in this area.

Another approach for assigning multicast addresses is through one group per region
basis. The VE is partitioned. as discussed earlier. into cells or locales. In a hexagonal cell
system, where the partitioned cells are hexagons. a dynamic directory service is imple-
mented [8]. The entity that has been active within a cell for the longest time acts as a group
leader. When an entity enters a region it multicasts a “join™ packet and while leaving it
multicasts a “leave” packet. The group leader maintains a list of all the entities currently in
the region and is responsible for providing that information to any new entity in that cell.
The problem with this approach is that at the boundary of the two cells all the entities
crossing it must subscribe to multicast groups for both the adjacent cells. This problem is
alleviated to some extent by the concept of locale. It is generally impossible to implement
and achieve the full advantage of the AOIM and multicasting within a single system.
Rather a hybrid approach should be attempted to integrate “best” elements from both tech-

niques [19].
(v) Exploiting Perceptual Limitation is another approach for managing the available

network resources and hence for increasing the scalability of DVE. Human perceptual

limitations are exploited in two ways to reduce resource requirements. In the exploitation
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of Level of Detail Perception, information about entities in the VE can be provided at mul-
tiple levels of detail and at different update rates. The users located in close proximity of
the entity need to receive higher detail resolution and update frequency information
whereas other users can have lower resolution and update frequency information as long
as a certain level of realism is maintained. This approach introduces muitiple channel
architectures which leads to different levels of data frequency and reliability at different
channels [22]. Rigid-body channel requires the least network bandwidth and processor
computation resources. It supports far range viewers and provides three types of updates-
position, orientation and structure. Approximate-body channel provides more structural
information in addition to position and orientation such as radial length, articulation vector
and local coordinate system points. A full-body channel provides the highest level of reso-
lution about the entity's dynamic position, orientation, structure and clearly requires the
highest bandwidth. When compared with the single channel approach. the multiple chan-
nel approach introduces more computation at the source host. more traffic on the network
close to the source and some additional bandwidth at destination if multiple hosts sub-
scribe to different channels. In exploiting Temporal Perception entities are grouped in two
categories- active and passive. Active entities being human participants or computer con-
trolled entities take actions on their own, whereas passive entities only react to events from
the environment or active entities and do not generate their own actions. More update
information is required for active entities compared to the passive ones [23]. The chal-
lenges for DVE designers are to allocate an appropriate number of channels for each entity
without overflowing the multicasting addresses when the VE is populated with a large

number of entities.

(vi) Network Software Architecture is the last optimization technique used for scal-
ability of DVE. This architecture is based on the client-server and peer-to-peer communi-
cation paradigms. and optimization is achieved through combining these two basic
architectures. A basic client-server architecture suffers from scalability problems due to
the fact that all traffic must pass through the central server acting as a simple broadcast
reflector or a filtering reflector or a packet aggregator. Partitioning clients across multiple

servers can help to improve the scalability dilemma. Figure 2.3 shows a possible architec-
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ture where clients send and receive updates through one of the servers and the servers
themselves communicate using peer-to-peer protocol [7]. The server to server communi-
cation is controlled through some control messages which contain a list of entity locations.
the grid or cell information [24] or they may contain entities’ functional interests [15].
Multiple servers also introduce problems of their own. The update packets need to go
through multiple servers which introduce greater latency compared to a single server
architecture. The total processing and bandwidth required by the servers are naturally
greater than the resources required in a single server system. To take full advantage of the
high speed WAN in distributing the workload among servers. bi-level multicasting groups

(110] and [25]) can also be employed.

Client Client Client
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Figure 2.3. Partitioned clients across multiple servers.

Another approach in Network Software Architecture is to partition the VE among
multiple servers. Each server is responsible for the communication of entities of particular
region of the VE as shown in Figure 2.3. This architecture illuctrates the challenges in
exchanging information. Given that the designer must statically define the visibility rela-

tionships among the regions of the VE, when a server receives a packet it checks for the
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region in which the active entities can see or realize the updates and forward the updates to
the servers that manage that region with all those specific entities. An advanced approach
that may be used is to partition server environments into different levels of hierarchy for
reducing the overhead of the peer-to-peer communications among the servers in lower
level hierarchies. The problem here is that there must be some local information among
the server partitions. Otherwise. the server hierarchy degenerates into a server-to-server
broadcast system. Therefore, the servers’ regions of responsibility defined should corre-
spond to the local regions in the environment. A hybrid peer-server architecture that
embody the best characteristics of client-server and peer-peer architectures has then
emerged [26]. Over short distance and high-bandwidth links the hybrid approach employs
peer-peer communication and for long distance and low-bandwidth links it invokes client-
server communication. The technique is therefore rather adaptive and dynamically adjusts

the system architecture for network topology. host location and network dynamics.

Development of a universal approach for network software architecture is still not fea-
sible at present for complex. dynamic and heterogeneous network environments. Consid-

erable amount of work remains to be done in this area.

2.2 Real-Time Protocol Paradigms

To place the VE on a network requires that the environment and the supporting software
be downloaded to a browser running on any machine supported by any platform so that
various users can see and interact with the DVE. With the development of Virtual Reality
Modeling Language (VRML) the possibility of a large scale DVE over a network is now
promising and research is now aiming towards the development of a proposed specific sets
of protocols that could enhance the communication needs of DVE. Several approaches are
proposed in the literature to meet the needs of real-time protocols for DVE. It is an ongo-
ing research activity to develop a protocol like HTTP to meet the distributed requirements
of DVE over the net. Among the earliest protocols attempted were Central Server (CS)
systemn and the Distributed Interactive Simulation (DIS) standard [4] by the Department of
Defense (DoD. USA). Both CS and DIS provide the best possible real time performance

and state quality. DIS uses the peer-to-peer communication and have better speed over the
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CS. But being centralized in nature CS provides better state quality than DIS. The main
problem with CS is that it inhibits scalability. Though DIS is fully distributed in nature and
supports scalability, every node in the DIS simulation is informed of every change that
occurs anywhere in the simulated world. Therefore, each node is informed with torrent of
information so that the bandwidth of the network is wasted which would then limit the
scalability capabilities. Furthermore. DIS requires dedicated special-purpose network to

have a realistic DVE.
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Figure 2.4. Client-server architecture with hierarchy of servers.

Multicast Transport Protocol (MTP-2) is a multicast protocol developed to achieve
reliability. A central server called master manages the ordering and numbering of packets
and guarantees some sort of reliability through sending tokens to all the members. Clients
are divided into two groups namely producer-clients that tries to send packets and con-
sumer-clients that attempts to receive packets. The flow control is managed by time-out
value and re-sending of all the lost packets [26]. RMP (Reliable Multicast Protocol) is
another protocol that uses token passing to increase reliability. The lost packets are man-

aged to revive through re-sending via a point-to-point connection (UDP). The problem
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with this approach is the complexity and delay involved in joining and leaving a multicast
group. When joining all members must be informed of the new member through token site
and while leaving all pending messages have to stable [27]. Application Level Framing
(ALF) / Scalable Reliable Multicast (SRM) is another reliable multicast protocol in which
the NAK (Negative Acknowledgement) explosion effect in response of missing packets
from clients is prevented by requesting a recovery state after a random period [28]. The
problem with this protocol is that the network latencies have to be very short to ensure the

retransmission of the packet is detected before an additional retransmission is sent.

Interactive Sharing Transfer Protocol (ISTP) developed at the Mitsubishi Electric
Research Lab is a transport layer protocol and is meant to meet the basic requirements
such as real-time quality-state updates are transferred to meet hard deadlines. state quality-
processes closely agree on the state of the data they share. scalability-supports as much
users as possible like internet. malleability-communication of all kinds of data so that
application can be extended at run time, WWW like-DVEs can be rapidly expanded by the
addition of content from many sources, and Low bandwidth-users with low and limited
bandwidth must be supported and served as long as they are connected [26]. The basic
architecture of ISTP with object sharing is shown in Figure 2.5. The world model contains
the local copy of the data that processes share via the shared data object model of distrib-
uted shared memory. Each object in the world model is owned by a process and only the
owning process which is transferable is responsible for any modifications in the model.
The model is broken into chunks as locales [18]. Each process maintains the partial copy
of only the locale of the world model they are interested in. Peer-to-peer communication is
used to meet the real-time needs and scalability is achieved by assigning each locale with
separate multicast communication group. Malleability is achieved via a small object called
links whose main component is Uniform Resource Locator (URL). WWW-like operation
is achieved through loc.les, links and beacons [17]. Locales allow content to be encapsu-
lated and integrated with pre-existing content. beacons allow it to be located and links
make it possible to be retrieved. Lower bandwidth is achieved through reliable communi-
cation of entity state update protocol data unit (ESPDU) removing the need for keep-alive

messages.
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The architecture of ISTP is developed based on sub-protocols such as HTTP, UDP.
TCP and Real-Time Protecol (RTP). Specifically the 1-1 connection sub-protocol is used
to establish and maintain TCP connection, and the object state transmission sub-protocol
is used to communicate the state of objects either by TCP or UDP between two ISTP pro-
cesses. The streaming audio sub-protocol is used to communicate audio data over RTP.
The region-based communication and content-based communication are higher level pro-
tocols on top of the three sub-protocols discussed above. Region-based communication
supports sharing of information about objects in the world model using UDP multicast
backed by TCP unicast when UDP messages are lost. whereas content-based communica-
tion supports content addressable connections using reliable communication (TCP) to find
requested beacons [26]. The problem with ISTP is that it is still not optimized for video
streaming and security is not supported. Moreover. it is more prone to Spline (Scalable
Platform for Large Interactive Networked Environments, developed at Mitsubishi Electric

Research Lab) platform and is not generalized for different kinds of DVE.
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Figure 2.5. Sharing of world in ISTP.

In order to support VRML world over web a more generalized protocol known as Vir-

tual Reality Transfer Protocol (VRTP) is under development [27]. This protocol is based



on multicast architecture and four types of data objects to be communicated. The data
objects are: (i) Light Weight Interaction messages are composed of state, event and control
information as used in ESPDU in the DIS protocol [4] and are implemented using unicast
or multicast architectures. The packet is an encapsulated one without fragmentation. (ii)
Network Pointers are references to objects that can be multicast to receiving groups. (iii)
Heavy-weight Objects are large data objects that require reliable connection oriented
transmission and (iv) Real-time Streams are live audio, video, DIS behaviors. sequential
graphics images or other continuos stream traffic that require real-time delivery, sequenc-
ing and synchronization which is implemented with a multicasting architecture. The net-
work software architecture is positioned somewhere between pure client-server and pure
peer-peer architectures. Users and entities contribute both static content and dynamic
streams. The entities participating in DVE simultaneously need to act as clients. servers
and peers. All these actions must be provided at once by the VRTP architecture. Entity

interactions will occur in multiple ways across the spectrum (Figure 2.6).

client-server

peer-peer
architecture archutecture
high =~ - | Iatency . low
htp ESPDU
web browser audio and video
muany examples
existin
midspectrum
shared cache agent-based
http servers AOIMs

Figure 2.6. Spectrum of the communication architecture in VRTP.

Essentially VRTP is an optimized combination of the available components such as

HTTP. DIS. multicast streaming, Java agents. network monitoring etc. VRML is now



extending the fiat 2D functionality of HTML into four dimensions: 3D geometric space
and temporal behaviors. VRTP is needed to support multiple simultaneous users of shared
large-scale web-based interactive 3D graphics just as HTTP was needed to support large-
scale use of HTML. VRML graphic primitives provide platform independent capability of
putting together 3D scenes. Moreover VRML 2.0 script connections via Java, Java script
and links to behavior protocol (DIS) enables animations of scenes both locally and glo-
bally [28]. The internet application layer is insufficient to meet the demand of VRML in
making a realistic distributed 3D graphics world. Consequently. there is a need to develop
a new protocol dedicated to DVE over the net. The four components of VRTP are defined
as: (i) Client - when looking at others worlds, (ii) Server - showing others one’s own
world, (iii) Peer-to-peer - send and receive multiple real-time streams of audio, video and
behavior interactions and (iv) Monitoring - diagnose and correct problems across the
whole network. Numerous web browsers can act as client component in addition to public
domain browsers such as Arena and Amaya from World Wide Web Consortium [29] or
Mosaic by NCSA [30]. Researchers are also attempting to incorporate Java Virtual
Machine for the Java API for VRML. on-the-fly behavior dial-a-protocol updates.
enabling distributed network monitoring programmability and providing automatic VRTP
upgrade capabilities. Apache is a natural choice for server component. The research impli-
cations regarding this is to extend server capabilities by using perl and other languages.
Including up-to-date MBone applications [31] for audio. video. whiteboard. DIS and other
behavior protocols have to be embedded to get a highly efficient cross-platform solutions
for streaming data. The success of ongoing research on “reliable multicast™ protocols and
resource reservation will present other peer-to-peer transport protocol in addition to con-
nectionless UDP. The meaningful use of time stamps among participants of DVE using
Simple Network Transfer Protocol (SNTP) [32] and query capabilities using Simple Net-
work Monitoring Protocol (SNMP) [33] make them a possible choice for component mon-
itoring. For MBone connectivity evaluation and diagnosis mtrace and mrinfo can also be

integrated as discussed in [34] and [35].

Another approach for generalizing protocols for DVE is the Distributed Worlds Trans-

fer and Communication Protocol (DWTP) [36]. It’s goal is to support scalability, heteroge-
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neous network, high throughput, error correction and adaptive flow control. The data types
are (i) event - information about entity state change, (ii) messages - pre-defined set of spe-
cial events, (iii) file - contains scene description, texture, audio files, avatars etc. and cli-
ent-server approach is used for the transmission of streams- video and audio data. The
protocol uses IP multicasting for many-to-many communication and tasks are distributed
among different daemons. The daemons could be one of the following: (i) world daemons
- to join a shared virtual world, (ii) reliability daemons - to detect transmission failure, (iii)
recovery daemons - to recover from transmission failure and temporary disconnection. and
(iv) unicast daemons - to support non-multicast capable participants. As explained earlier
large VE is chunked into several multicast groups. All daemons communicate via multi-
cast address only. Additional daemons can be added on new hosts depending on the exist-
ing load but it does not put any additional load on the existing daemons. The non-multicast
capable users communicate with the unicast daemon using TCP/IP or UDP/IP. As this pro-
tocol depends on unreliable UDP/IP, the reliability is achieved by reliability and recovery
daemons. Wide area testing with large number of participants on top of this protocol has
not yet been demonstrated. Further research is required to support heterogeneous set of

participants with different connection bandwidths.

A network with moderately high bandwidth and low latency is essential among univer-
sities. academia and government agencies for studying design issues on virtual environ-
ment protocols. the development of tools for rapid development of VE protocols and the
development of networked software architecture. This leads to the development of Cyber-
space Backbone (CBone) [37]. This backbone should include dedicated multicast capabil-

ities. dedicated bandwidth and dedicated latency.

2.3 Real-Time Issues

In the simulation of DVE generally different kinds of processes and threads are involved.
The main issues here are resource management and sharing. In case of incorporating force
feedback devices efficient algorithms have to be developed for real time interaction
between the 3D graphics world and the force-feedback interface assuring the stability of

the feedback device along with the realistic immersion of end users. The modelling of the



graphics world also affect the development and performance of the force-feedback
devices. The process and thread architecture of the DVE must be well defined because of
the numerous and diverse contending tasks. Most of the tasks have hard real-time con-
straints. The rapid detection and processing of user’s action require real-time interaction
with the DVE. Graphical image generation must occur at a fixed rate. Network packets
arrive asynchronously and need to be processed as soon as they arrive. Modeling and col-
lision detection must be performed at a reasonable rate with several samples per second.
Usually all the available CPU cycles are devoted toward generating high quality graphics
populated with modeling, texture, rendering etc. requirements. One naive and simple
approach would be to cycle through all of the tasks in a round-robin fashion sufficiently
fast so as to meet their real-time constraints. Alternatively. the application may be parti-
tioned and segmented into multiple threads that are optimally tuned and scheduled to bal-
ance their CPU use. Efficient scheduling algorithms are highly needed. but yet to be
developed for resource allocation and sharing of the CPU in balancing different tasks in
DVE. The requirement of real time interaction between processes can be presented with

the discussion of single threaded and multi-threaded task-driven structures.

2.3.1 Single-Threaded Architecture

In this simplest form of the process interaction different tasks are cycled through a round-
robin fashion with reasonably high speed processors and systems. Different tasks may be
categorized with their sequence of operations as shown in Figure 2.7. Most single-
threaded VEs enter the cycle after the inirialization phase. This phase includes tasks such
as database reading, input/output device initialization with ports set for further communi-
cation, network sockets opened. graphics window initialization with the required menus
and environment condition. initial downloading of the world model etc., and tends to be as
one of the most important parts as other phases often reuse the functionalities from this
phase. After initialization, the main event loop is started and proceeds until the execution
of the DVE program. The event loop contains different contending events which are
described below [1]. Developing this system is rather simple and its performance is good
for simple VE if the total traversing time for the complete cycle is less than 100 ms [38].

Otherwise. even in this architecture the smoothness of graphics dynamics and the immer-



sive force feedback realization would be lost. The specific descriptions regarding the sys-

tem are outlined below (refer to Figure 2.7):

(i) The event read input devices may introduce a considerable amount of lag in the
loop. Usually the devices connected with the workstations through the serial port may run
from *“low” baud rates to around 56,000 baud rate [1]. The conventional steps involved in
this event are shown in Figure 2.8. A command is sent from the application program down
the serial port to the controller of the input device. The controller is a specially designed
low cost CPU which queries the input device and in response receives a set of values of the
current states of the device. The controller converts the device’s state into a meaningful
format and sends back the data through the serial port to the workstation. The application
program in the workstation receives the state information and accordingly proceeds to the

next event.
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Figure 2.7. A single threaded DVE.



(ii) In the event state change computation [ the states of different participants and
entities are updated according to the input received from the previous event. The time
required for this event depends upon the sophistication required in processing new states.
The state changes may include updating the local user position received from the input
device position changes, updating the change of viewpoint due to input received from
HMD (Head Mounted Display) like devices or updating the position of other entities
locally due to interaction with the local user entity. Generally, the computational
complexity in this event is not “high” and it does not include issues such as hard deadline

consideration.

(iii) The read nerwork data queries the network to retrieve any information arrived
from other users in DVE. The query should be performed only if any data has arrived. oth-
erwise the query should return right away. Generally, reading data from the network
through the operating system kernel is rather expensive and a slow operation because it
involves numerous data copy operations among memory buffers as the packet is processed

by the protocol stack.
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Figure 2.8. /O device connection and information flow.

(iv) The packets received. if any. in the previous event are processed in the event stare
change computation II. The data is extracted from the PDU (Protocol Data Units) and
modifications are done in the states table. The latest information about the states of differ-
ent entities and force feedback due to their interactions. according to the information con-

tained in the header and data fields of the packets are stored. The changes due to this event



appear as the position and orientation changes of the entities representing other users in
the DVE.

(v) The computational modeling event computes the physical modeling. collision
detection. force feedback due to collision and any other computationally expensive opera-
tions. If the modelled VE is simple and without any collision complications, feedback
from VE, or complex interaction among entities. then the event loop may ignore this par-
ticular event. However. for a complex VE this event introduces a considerable amount of
lag due to its processing time. The amount of lag generated in this event depends highly on

the level of complexity of the VE required.

(vi) The event send data to nenwork involves reading data from buffer, packet forma-
tion and sending the packets to the appropriate users (by multicasting) over the network.
The packets are sent through the kernel of the operating system. The information con-
tained in the data usually involve the position and configuration of the local user. force
feedback information for other users resulting from collision with others and the corre-
sponding state update information. This event introduces considerable lag due to the tra-

versing of kernel of the operating system.

(vii) All the updated information is visualized through the event generate new graph-
ics. The time required for this event depends on the complexity of the VE. the number of
polygons. type of texture, quality of illumination. light. shadow. level of detail (LOD) of
the VE etc. to be rendered. the graphics hardware available on the local workstation and
the frame rate required. This event does present many research problems dealing with real

time issues as discussed later in this thesis.

(viii) The event compute force feedback involves the computation of the feedback
forces to be sent to the output device after a collision has occurred either with a local
object on the local user side or with any other entities or objects on the other users’ side.
The data required for the computation are retrieved from the state table updated in the

event state change computation II. The computation of the force feedback is performed



locally after receiving the required parameters for the calculation of the force. The time
lag involved in this event depends on the resolution and degree of freedom required for the
output device. The controller shown in Figure 2.8 is partly responsible for these computa-
tions thus freeing some of the workstation main processor load. The realism depends

mostly on the performance and computational power of the controller.

(ix) Finally, in the event send forces to output devices. the calculated forces are sent to
the output device. This event does not introduce much lag into the system as most of the
computations are performed by the controller shown in Figure 2.8. We will discuss more

about the real-time force feedback issues later in the thesis.

For a fairly complex VE the above technique for managing the threads is not practical.
Complicated VE systems demand more computational resources and hence time in every
event of the event loop shown in Figure 2.8. Clearly the 100 ms limit is easily exceeded for
a very complex VE. which in turn would make the graphics appear as a jerky one. and the
quality of immersion either in the display or in the force feedback interaction is greatly
hampered. To support a highly populated and realistic VE. multi-threaded architecture is

the only feasible solution.

2.3.2 Multi-Threaded Architecture

This architecture partitions the events in the event loop of a single-thread architecture
into subsystems. The subsystems work in parallel with a shared memory among them as
shown in the Figure 2.9. The results from the computation of each subsystem are stored
temporarily in the shared memory and are protected from retrieving for a certain time. The
retrieval and write operation is controlled through a protocol which alerts the subsystems
when to read and write what kind of data. An efficient protocol of this kind is yet to be
developed for interaction of multiple force feedback devices with DVE. Efficient parallel

programming in the shared memory environment is a possible solution as discussed in

[{39] and [40].



As shown in Figure 2.9 the input/output subsystem contains read input devices. state
change computation I which computes feedback force and send it to O/P devices events.
This subsystem may have several threads for several input/output devices. One of the
advantages of partitioning the I/O devices is that the speed of the cycle through the thread
does not depend on threads in other subsystems. As a result the speed of the I/O devices

does not effect the speed of any other block [41].

The network read subsyvstem contains the read network data and state change
computation [I events. It reads the packets at the network interface either by reading all the
packets until no packets are present or one by one packets at a time with finally writing
them to the shared memory. For a highly populated VE the first approach is preferable in
the sense that duplicate and obsolete packets can be discarded from further computation in
the state change computation II event. But this approach may result in discontinuities in
the position of entities. The second approach happens to be computationally costly and
better suited for small scale DVE. One of the major advantages of this subsystem is that it
frees the processor by blocking read of the network without a no wait. non-blocking I/O
call which in turn reduces calls through the operating system’s kernel and allows the

thread to be put to sleep when there are no packets to be read [3].

The computational modeling event in the modeling subsystem performs the predictive
modeling of objects controlled by other remote hosts. computes the physics and properties
of objects residing on local machine as well as any other calculations necessary for the
states of the VE. This subsystermn can be parallelized if the computations are complex and
parallelism is possible. The parallelism requires the development of efficient private proto-
cols to share the data among threads [41]. To meet the real time updates of the VE the
modeling subsystem could be comprised of two threads. the dead-reckoning thread and
the actual computation thread. If the actual calculations require more than 100 ms. then
the results from the dead-reckoning thread are used until the calculations in the computa-
tion thread are completed. The utilization of a proper convergence algorithm can minimize

the error between the dead-reckoned and the actual calculated values {42].



The generate new graphics is located in the display subsystem. This subsystem reads
the state data from the shared memory and generates proper display by sending the
complete set of transformed 3D models down the graphics pipeline. In its usual
implementation this subsystem utilizes four threads namely “app”. “cull”, “draw” and
“timer” [43]. The App thread is responsible for computing the view volume, the view
point, view direction for the VE and any other application dependent modeling. The Cull
thread eliminates most of the 3D model thus minimizing the total number of polygons to
be sent through the graphics pipeline [44, 45]. The culling technique uses the bounding
volume associated with each node of the hierarchical data structure of the scene graph
[46]. The Draw thread finally draws the visible polygons and sends them to the graphics
pipeline. Synchronization is achieved among several frames through the rimer thread.
Each of these threads operate in parallel operating on each frame in the sequence of
frames. This multi-threaded subsystem requires sufficient processor resources to support

the overhead of managing multiple threads.
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Figure 2.9. Multi-threaded Architecture.
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The subsystem nenvork write involves send data to network event of the event loop.
For a simple VE this thread just reads state data from the shared memory. makes packets
(PDUs) and then sends them to the network. For a complex VE, in addition to the above
functions, it also reduces the number of packets that are transmitted to the network. This
feature is implemented through predictive modeling, i.e. if other hosts which can observe
the local host entity can predict the state of the local entity using the dead-reckoning algo-
rithm [2]. then there is no need to send the state information packets to those hosts fre-
quently. In another approach the multicasting and AOIM (Area of Interest Manager) [3]
are used by which a state packet is sent only to that address which is shared by the users of

the same multicast group.

The real-time system design for the DVE is a complex problem requiring balancing of
the computational requirements against the performance requirements and the actual
available hardware resources. For a multi-threaded architecture VE on a multiprocessor
machine that has a processor for each thread. each thread can run in parallel and there is
generally no major complication on the computational resource management issue. The
problem arises when the number of threads are more than the number of processors. If the
threads are comprised of system calls where a thread will be blocked until the hardware in
other users return data. the blocked thread yields the processor to the other waiting
threads. In this kind of operating system. the input/output and network read subsystem
operate well as long as the /O bus has enough speed and has no net-read operation until
there is a packet on the network intertace. But in the display subsystem the app. cull and
draw threads require extensive computational power. and hence may block the system to
perform effectively. For high end graphics workstations this resource management is pro-
vided as part of the scene graph processing software and comes with the graphics hard-
ware. However, an efficient and a general computational resource management for
complex culling is not developed yet and does provide a great potential research problem.
The modeling subsystem thread has significant problems in resource management as par-
allel computation is implemented for complex VE. Much of the current research involves
on the management of the resources in this kind of parallel computation. In its simplest

form network write subsystem does not require much computational resource manage-
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ment. But for a scalable DVE the computation of AOIM requires significant amount of
resource management. One approach is to implement a thread scheduler which will
schedule the threads according to the priority assigned to the threads. This priority assign-

ment of the threads is VE application dependent.

The performance and benefits of the DVE in multiple threads can only be achieved if
the system of threads is properly balanced by means of partitioning of the threads by tak-
ing full advantage of the processor cycles and memory. However, the actual partitioning
and construction of the DVE is application dependent and can not be generalized in a sin-

gle and or a comprehensive guide.

2.4 Force-Feedback Issues

The information requirements for many tasks from VE needs dextrous manipulation and
the sense of touch. In a VE for collaborative design a participant actively uses tactile
feedback to manipulate or move an object to perform a task. This type of novel feedback
information is useful in identification of object’s positions and orientations. The
development of multi-user virtual environment has become a major area of research in the
fields of computer engineering. tele-robotics and control. However. there has been a few
efforts to date for developing force feedback strategies in a distributed or shared virtual
environments. In many distributed robotic systems applications such as master/slave
systems and haptic displays connected to a distributed VR simulator. the network-based

force feedback issues have become an important problem to deal with.

2.4.1 Hardware Design Issues

There is a fine distinction between touch and force feedback. Touch sensors provide infor-
mation on contact-surface geometry, the smoothness of the contact surface and even the
grasped object’s slippage due to gravity. Whereas the force feedback gives information on
the total contact force. contact surface compliance and grasped object weight. The forces
applied by the fingers and palm depend mainly on the way objects are grasped. and may be
classified as (i) power grasp- where whole hand and palm are used. and has high stability

and force but lacks dexterity and (ii) precision grasp- where only fingertips are used and it



exerts less force with higher dexterity [47]. For touch feedback total force feedback is of
less interest. The fingertip spatial resolution is about 2.5 mm. and the temporal resolution.
which refers to the perception of a sequence of contacts in time, is around 300-400 Hz
[48]. Virtual touch and force feedback need to replicate real-time computed contact forces,
surface geometry, smoothness, slippage etc. In addition to the real-time requirement, vir-
tual force feedback applies real forces on the user’s hand. These forces need to be large
enough to stop the user’s hand and at the same time need not to be too large to harm the
user. In the early stages of the development of force feedback actuators five main
approaches were identified [49]. namely visual. pneumatic, vibro-tactile, electro-tactile
and neuro-muscular simulations. Electro-tactile feedback provides electric pulses to the
skin with varying width and frequency, and neuro-muscular simulation provides the signal
directly to the user’s primary cortex. Both are risky to the user’s safety concern. and are
not considered any more for designing haptic devices [50]. In pneumatic touch feedback
devices micro air pockets are placed in a glove along with force sensitive resistors (FSR)
on twenty different places which are most sensitive on the hand [51]. In vibro-tactile actu-
ators. voice coils were driven at 250 Hz with variable amplitude modulation using a real- time

control circuit {52].

Different force feedback devices have been developed in this industry where they dif-
fer in the type of actuators used. resolution. range. bandwidth and in functionalities like
force sensing and feedback. portability. range of motion etc. [49]. The simulation of the
weight of an object. its inertia and contact with stiff walls require force feedback at the
user's palm and wrist. In the following some of the most commonly reported devices are
described briefly. Master Arm is a four degrees of freedom force feedback device with
direct-drive electric actuators [53]. The problems with this device were lack of portability.
difficulty in use, complexity and high cost. For easy and widespread use as a desktop feed-
back system jovstick was designed with three degrees of freedom [54]. It was integrated
with large actuators and high bandwidth and allowed simulation of object’s inertia as well
as contact surface texture. The problem with joystick was its limited work envelope and
restricted degrees of freedom. Enhanced joystick was developed with six degrees of free-

dom and larger envelope [55]. In more dextrous tasks it is necessary to control simulated
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forces on independent fingers rather than at the wrist. Rutgers Portable Master was devel-
oped with a feedback structure that uses four pneumatic micro-cylinders placed in the
palm of a glove on a small "L’ shaped platform [56]. In its stand alone configuration it
does not allow the simulation of virtual object weight as no wrist feedback is provided
with limited degree of freedom. The LRP Hand Master provides more degrees of freedom
and force feedback to 14 hand locations as discussed in [57] and [58]. The SAFIRE Master
has eight degrees of freedom., three for the thumb, three for the index and two for the mid-
dle finger. The actuators are DC motors which have their own torque sensors and control.
The problem with this device is its high weight. The Force Arm Master uses DC actuators
to produce force feedback to shoulder, elbow and forearm with five degrees of freedom
[50]. It also suffers from the heavy weight problem. and makes it difficult to integrate in

VR training simulation systems.

The sensation of touch and force feedback are not mutually exclusive but
complementary and are termed as hapric feedback. While manipulating real objects their
weight and hardness as well as their surface smoothness and geometry are sensed. The
sensing glove CvberGlove incorporate these two kinds of feedback in a single device [539].
Desktop haptic devices are already finding widespread applications as force “display™ for
surgical simulators. nanoscale manipulation and for interactive computer graphics. At the
core of the development of haptic devices is creating a “realistic” force-position interface
with the VE. The quality of this interface can be measured in terms of impedance
accuracy which implies how close the impedance matches that of the VE. and impedance
resolution or fidelity which represents the level of impedance discrimination that can be
detected at the haptic interface [60]. The dynamics of the haptic devices are the principal
barriers to achieving high impedance accuracy and precision. Improvements in the design
of efficient drive train (cables. harmonic drives). higher strength-to-weight ratio materials
over the last few years have facilitated the reduction of the inherent undesirable dynamics
of the haptic devices. However, further reduction and simplification of the dynamics are
becoming increasingly difficult due to larger actuators, drive mechanism and linkages, as
these contribute to more inertia and friction. Another problem is that even if the force

output of the haptic devices is adequate. the natural dynamics of the devices might
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prohibit the better force discrimination required for simulating dextrous tasks as in the
case of abrupt change of impedance in the VE [61. 62, 63]. Further reduction of the
dynamics is feasible through active control by feedforward or force feedback from the
force-torque sensor mounted at the haptic interface. Though gravity and friction
compensations are often used to reduce dynamics, modification of the inertial dynamics
requires force or acceleration feedback. However, as the physical properties of the haptic
device change with time, teedback control design allows a more robust design strategy and

solution [60].

Two classes of haptic displays are currently available. (i) Impedance Displays which
measure motion and display force with low inertia and highly back-drivable mechanism
and (ii) Admittance Displays which measure force and display motion with high inertia
and non back-drivable manipulators fitted with force sensors and driven by a position or
velocity control loop [64]. Examples of impedance displays are Phantom [65]. Pantograph
[66]. Pen-Based Force Display [67] etc. Among admittance displays WYSIWYF display
[68]. lowa State/Boeing virtual aircraft control column [69] are a few to mention.
Generally, three criteria are followed in designing a haptic interface. (i) free spuce must
feel free. (ii) solid virtual objects must feel stiff and (iii) virtual constraints must not be
easily saturated [63]. The first criterion requires the natural dynamics of the haptic device
not to distract the user from the environment being simulated (for the PHANToM™ haptic
display it is less than 0.2N). The apparent mass and friction of the apparatus should be as
low as possible. This fidelity can be satisfied either through passive design or by active
control. The second criterion requires the haptic device to produce enough stiffness to
make the user believe that contact with a static object has taken place. For improving
fidelity this stiffness is usually at least greater than 20 N/cm. Using very high bandwidth
controllers can make the mechanism quite stiff. The third criterion implies that the device
must be capable of producing enough force to make user feel the virtual object as solid.
The control law must be computed at a fast rate usually at 1000 Hz. The saturation
requirement is a function of the peak torque outputs of the motors. A block diagram of a

typical PHANToM™ haptic display is shown in Figure 2.10.
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Figure 2.10. PHANToM™ haptic interface controller.

The encoders mounted on the motor shaft read the angles of the motors which are then
converted into joint angles. The angles are then sent to a forward kinematics module inside
the controller to determine the position of the tool tip. x,. An environmental model uses the
position and desired physical properties to generate a desired force response. F,. This
force is then mapped using a Jacobian to a set of desired torques. t, to be produced by the
motors in the haptic device. This kind of control architecture is termed as “impedance con-
trol with force feedback™ and is quite popular in fabrication of haptic devices. Another
control architecture. “admittance control with position feedback™ is also developed in
robotic applications [{70]. However, any one control approach can not be generalized and
termed as superior. The control design has significant effect on the quality of the haptic
feedback. The first approach is promising, if the stability problems associated with explicit
force feedback can be resolved. Researches are aiming to meet the demand of higher force
output and fidelity requirements, and it seems that force feedback controllers will play an

important role in the successful implementation of 3D touch from a virtual environment.
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The stability criteria for this kind of control architecture are discussed in chapter 3.

2.4.2 Modeling Issues

In almost all of our hand’s activities either for extracting information from or for altering
the environment. we use both the sensory and motor parts of our haptic system. Corre-
spondingly, a haptic interface needs to sense our motor actions and display appropriate
haptic displays. Whenever we touch an object, it imposes forces on our skin. These net
forces, plus the posture and motion of hands and arms. are transmitted to the brain as
kinesthetic information which gives the sense of large shapes and spring-like compliances.
In contrast receptors embedded in the skin convey tactile information such as spatial and
temporal variations of force distribution on the skin within the contact region with an
object. which gives the sense of slipping of surfaces. fine textures. small shapes and soft-

ness.

To evoke sensations the objects in VE must be modelled according to their geometry.
material properties, kinematic and dynamic properties. The interacting forces must be
modelled by appropriate computational methods known as “haptic rendering™ (71]. The
algorithms rely on the model used. and must be considered carefully to meet the real-time
needs. Usually a force server is dedicated in the force servo loop for real-time force feed-
back computations. This server tracks the probe of the haptic device and executes the
force-feedback servo loop. In doing so the low-level force servo loops get decoupled from
higher-level control. The force output is realized by the intermediate representation for a
force model instead of sending a single force vector to the force-feedback controller [72].
The use of this kind of intermediate representation is application dependent. An immer-
sive system could send a representation of nearby surfaces. a molecular modeling system
might use spheres of contact whereas a simulation of physical force fields might send the
equation of force field. Some of the most commonly used intermediate representations are

discussed below.

(1) Plane and Probe: The force server keeps the models of plane which the probe can

contact. After the penetration of the probe through the plane. a restorative spring force that
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depends on the depth of the penetration is applied. The application approximates a local
plane to the surface at the user’s hand location each time through the main loop. The
forces are updated at around | kHz by the force server whereas the plane’s position is
updated at around 20 Hz [73]. The problem with this approach is that the forces produced
are always perpendicular to the surface and the surface feels “oily” with the probe tending

to slip off convex areas and into concave areas.

(1) Texture and Surface friction: To have realistic friction of a virtual object both static
and kinematic friction have to be modelled. One approach is to represent the variations in
the surface height by using a 2D lateral force field proportional to the gradient of the sur-
face height function [74]. To simulate the texture, a surface populated by snags was pro-
posed in [75]. When the probe tip is not stuck in a snag. it moves across the surface
opposed by the friction. When it encounters a snag. a force tangent to the surface pulls the
tip towards the center of the snag and it sticks there until it moves out of the snag in any
tangent direction. Basically the snag distribution over the surface controls the transition

from kinematic to static friction.

(iii) Multiple Probes: To feel multiple contacts between the VE and the hand. the mod-
eling of multiple probes requires that each probe has its own local surface with which they
can collide. This is an active area of research for simulating the sense of touch for both fin-
gers as well as for the palm with proper resolution and level of immersion. One approach

presented in [75] gives the sense similar to sticking a single finger in a very stiff glove.

(iv) Multiple Planes: To model an object with sharp inner edge requires simulation of
multiple planes to constrain the probe tip in several directions at once. More research is

required to sense interaction with multiple planes.

(v) Point-to-Point Springs: The objects in a multi body simulation are subject to multi-
ple forces and the calculation of forces is very complex and time consuming. To overcome
this problem a simulated spring is used to connect the probe endpoint from force server to

the appropriate body in the simulation of the application loop [76]. The application con-
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trols the motion of one end point of the spring at its slower rate, while the other endpoint
follows the probe motion at the force update rate. Typically the spring applies force both
to the user’s hand at the point of contact and to the environment. To adjust the rapid move-

ment of the probe viscosity can be adjusted [77].

(vi) Mulriple Springs: To simulate torque multiple springs are attached to multiple
application points and to multiple probes [75]. Further research is required to sense

immersive torque realizations.

Modeling of haptic objects in VE is still at its early stages of development. Various
artifacts have to be considered and simulated in real-time. Advanced algorithms have to be
developed to compute force feedback for any kind of interaction in VE. The problem
becomes more complex when interacting in a DVE. The unpredictable delays over
network has a significant effect over the performance of the haptic display. A stable haptic
system in a stand alone VE can be unstable in a DVE. More robust control algorithms and

techniques are necessary to simulate the realistic force sensation by all the end-users.

2.5 Collision Detection

The purpose of collision detection or contact determination is to automatically report of a
geometric contact when it is at the verge of occurring or when it has already occurred. The
object models may be polygonal. splines. or other geometric surfaces. Collision detection
concerns and issues are encountered in force feedback realization from VE. computer
aided design and machining (CAD/CAM). robotics and automation. manufacturing,
computer graphics. animation and simulated environments. In many of the tasks involved
in the above areas. contact analysis and spatial reasoning among static and dynamic
objects such as tolerance verification. engineering analysis, concurrent assembly. motion
planning. animated figure articulation. walkthrough, etc.. collision detection is considered
as a major computational bottleneck. A wide range of methodologies and techniques such
as hierarchical representation, geometric reasoning, algebraic formulations. spatial

partitioning. analytical methods and optimization methods, have been proposed in the
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literature [78]. Application of a specific algorithm depends on the geometric model

representation. the desired query types and on the nature of the VE.

2.5.1 Representation of the Model

Among different types of model representations used in the simulation of realistic objects.
the most popular one in the literature is shown in Figure 2.11 [78]. The simplest 2nd most
commonly used models are polvgonal objects. Among these the most general one is the
polygon soup which is a collection of polygons that are not geometrically connected and
has no topology information available. If the polygons form a closed surface or volume
then the model is defined as structured solid with convex (closed) and nonconvex models.
The constructive solid geomerrv (CSG) forms objects from primitives such as blocks.
spheres, cones. cylinders, tori, etc. The combination of the primitives is done with a set of
theoretic operations such as union, intersection. and set difference [79. 80]. This technique
enables one in the design process of building shapes by means of cutting with intersection,
set difference techniques and joining simple shapes with union technique to form more
complex objects. This kind of models make the collision detection algorithm easier to
develop and implement, and the detection algorithm can be optimized for certain kind of
predefined primitives [81]. The problems with this approach are that an accurate boundary
and surface representation and rounding of edges are difficult to formally describe as well
as computationally expensive [82]. Alternatively. implicit surfaces are defined with
mappings from space to real numbers. They are the loci of points where f(x.y.z) = 0. The
inside of the model is represented as f(x.y.2)<0. and the outside is defined as
f(x,¥.2)>0. The implicit surface described with the polynomial in x. v and z is called
algebraic. which includes algebraic surfaces. higher order functions and convolution
surfaces [83, 84]. This kind of objects are also used as primitives in CSG [85. 86].
Parametric surfaces are mappings tfrom some subset of the plane to the whole space. They
represent the surface boundary of the objects. Non-Uniform Rational B-Spline (NURBS)

is one example of parametric objects. which are easy to render and polygonalize [87. 88].

2.5.2 Types of Queries

Different information is required to calculate the occurrence of a collision and the result-
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ing response. Intersection of objects is required to find if the objects have touched each
other or not, and is important for physically based modeling and animation [89. 90]. Cal-
culation of separation or distance of objects is needed to find the minimum distance
between objects, and if the objects are penetrated or not. and if penetrated what is the
information required to determine the minimum translational distance to separate them.
The distance calculation is also useful in calculating reaction forces [91]. The information
on position and motion of objects are necessary for prediction and real-time calculation of

any future collision either in the VE or the DVE.

Nonpolygonal Models Polygonal Models

Constructive Implicit Parametric Polygon
Solid Surfaces Surtaces Structured Soups
Geometry

Convex Nonconvex

Figure 2.11. Classification of 3D models.

2.5.3 Types of Simulation

Different simulation environments affect the design and application of corresponding col-
lision detection algorithms. The most common types of simulation environments are (i)
pair processing vs. nbody processing- where in pair processing only two objects are con-

sidered for detecting the collision where as in nbody processing there are several objects
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[78]. (ii) static vs. dvnamic- where slight differences between successive dynamic posi-
tions of the objects are exploited. For instance some algorithms are based on the position
and motion information of the objects at successive time steps [89], and (iii) rigid vs.
deformable- where the rate of deformation over time is exploited in developing the algo-
rithm. In a highly complex and realistic VE the differences in dynamics and object proper-
ties affect the application and development of the collision detection algorithms for

different region and different kinds of interactions.

2.5.4 Algorithms for Polygonal Models

A number of algorithms have been proposed in the collision detection literature achieving
relatively good results. In applications involving rigid motion. spatial and temporal coher-
ence. as pointed out in static vs. dynamic simulation, are exploited to design algorithms
for convex polyhedra. When two objects come into contact local properties such as dis-
tance between them. motion in discrete time steps and object properties are considered
[92]. Different hierarchical approaches have been widely used in the development of colli-
sion detection algorithms. The most popular one is the bounding volume which includes
axis-aligned boxes and spheres. These bounding volumes are chosen for the overlap tests
in the collision detection [89]. Among different hierarchical structures cone trees, k-d trees
and octrees [93]. sphere trees [94]. trees based on S-bounds [80] are widely used in the
development of collision algorithm. Binary space partitioning (BSP) [95] and spatial parti-
tioning based on space-time bounds or four-dimensional testing [96] have also been used.
All of these methods perform “rejection test” or “sweep and prune” whenever two objects
under consideration are far apart. When objects are in close proximity and can have mulu-
ple contacts. subdivision of the bounding volume into more boxes are considered to deter-
mine good potential contacts at the cost of computational power. This approach could
potentially have adverse effects on the real-time collision realization but yield near accu-
rate results. More recent work have been attempted in developing a fast algorithm based
on oriented bounding boxes (OBB). which compute the actual area of collision after deter-

mining a collision between two objects [97].



2.5.5 Algorithms for Non-Polygonal Models

A great deal of research has been conducted in geometric and solid modeling to compute
the intersection of surfaces. The surfaces may be represented as splines or algebraic sur-
faces. Most of the early algorithms are based on accurate computation of the intersection
for static models. The collision detection in a dynamic environment is a major research
issue in this area. Among different types of non-polygonal models, the intersection test for
CSG models is rather simple as the CSG models exploit the set operations as explained
earlier. The set intersection testing is sufficiently appropriate for these kinds of models. If
the intersection test results in a null set then the objects are not collided, otherwise they
collide. This technique is often referred to as null object detector (NOD) [80]. The bound-
ary representation of the solids are used in the development of the algorithm. One useful
and well known approach is known as “S-Bounds” which defines points in space that can
be applied to the expression of the fundamental objects in CSG tree to yield the “in". “out”
and “on" classification of those points. To speed up the algorithm a good number of sam-
ple points are classified which can be evoked later to determine the intersection [81].
Another approximate and easy method to implement employs interval arithmetic to evalu-
ate implicit functions over box-like regions of space to determine the “in”. “out” or “on”
classifications. The point classification technique explained above has been extended to
regions obtained from adaptive subdivision of space. The precision of the result is depen-
dant on the fineness of the subdivision of the space. The setback of this approach is that it
may not be able to detect the contact status of disjoint models which are almost touching

and it does not perform well in real-time collision detection [98].

For parametric surfaces four basic techniques known as. subdivision method. lattice
method. tracing method and analytic method. are employed to find the object intersection.
The subdivision methods work by simply dividing the domain of the two surface patches
in tandem and examining the spatial relationship between patch subsections. The subsec-
tions are further divided and examined or terminated depending on various criteria. The
accuracy of this method depends on the fineness of the subdivisions. Interval arithmetic is
used to adaptively subdivide the domain of the surfaces to refine an approximation of the

intersection curve until a finite precision is achieved. Instead of confirming a collision
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directly. this method report upper and lower bounds on the patches’ closest approach in
the space. A zero value of the lower bound indicates the occurrence of collision with the
patch of that parametric surface {99]. To subdivide the domain with time varying paramet-
ric surfaces, the domain is adaptively subdivided with a priority queue which is used to
direct the subdivision so as to locate the earliest pair of subregions which overlap in space
[100]. The problem with this approach is that it is computationally expensive and the
motion of the objects need to be expressed as closed-form functions of time. For deform-
able surfaces the improved algorithm is based on the tangency condition which describes
the point of contact at the moment of contact. Two curved surfaces must have a common
point of contact with opposite normals and the converging points must be moving toward
each other. Based on this condition any pair of domain patches can be eliminated from fur-
ther consideration when they don’t contain opposing normals [101]. The lattice method
exploits the fact that the intersection curve of two surfaces in space has a pre-image on the
domains of both patches. It then attempts to locate specific points of these pre-images by
selecting many isoparametric curves which criss-cross the surface like lattice. The inter-
section pre-image meeting the isoparametric curve can be found by analyzing the degree
of the polynomials and the derivatives. The problem is that this technique fails when the
intersection curve form a very small closed loop [102}. The tracing method trace the inter-
section curve in sufficiently small steps until the edge of the patch is found or until the
curve returns to itself to close a loop starting from a given or known point from the bound-
ary. At the intersection point on the surfaces. the intersection curve must be mutually
orthogonal to the normals of the surfaces and the tracing path is given by the cross product
of the normals. Finally, analytic method represents the model itself as an implicit function.
The locus of roots of this scalar function map out curves in the plane which are the preim-

ages of the intersection curve [103].

The shape and the property of the “inside-outside” functions for implicit surfaces are
computed using the point samples described earlier. An efficient algorithm is presented in
[104] for curved models composed of either spline surfaces or algebraic surfaces in con-
strained rigid motion. The limitation of this algorithm is that it does not perform well for

objects with higher degree primitives.



2.5.6 Multi-Body Collision

The collision detection in an environment populated with entities or objects becomes time
consuming due to pairwise interference checks. The efficiency of a given algorithm in this
environment depends on the speed to which it can eliminate unnecessary pairwise checks.
Some recent algorithms in the multi-body environment exploit the spatial arrangement or
the acceleration and velocity information of the objects to reduce the number of pairwise
interference checks. The scheduling algorithins maintain a queue of all object pairs that
might collide. The sorting is based on the lower bounds of the time of collision. The lower
bounds of time to collision are calculated adaptively and updated during a possible colli-
sion [91]. Another popular algorithm. I-COLLIDE is based on the spatial and temporal
coherence which implies that objects are expected to have not moved far between compu-
tational time frames. The number of pairwise intersection checks are reduced by sorting
axis-aligned bounding boxes (AABBs) surrounding the objects of interest. Its run time is
linearly dependent on the number of objects in the environment. It takes the advantage of
the fact that for a collision to occur between two AABBs. their projection onto the x. v and
z axes must overlap [105]. The sweep and prune algorithm maintains a list of intervals for
each bounding box for each dimension. The overlap check is then reduced to looking for
interval overlap for each of the three axes to determine the 3D bounding box overlap. By
sorting the interval lists. the algorithm can determine which time steps overlap and if there
is overlap in all three dimensions then the bounding boxes overlap. In uniform spatial sub-
division algorithm the space is divided into units or cells and each object is placed in some
cell. If the cells occupied by each box are shared somehow by another object then a colli-
sion is possible. For an environment with equal size of objects. this algorithm is quite effi-
cient. The problem with this algorithm is that it is difficult to set an optimal size of cell and

more cells require more memory allocation [106].

2.6. Conclusion

A substantial amount of research is being conducted on developing suitable prototypes.
toolkits. protocols, network and communication architectures to support the demands of
large scale DVE. Toolkits developed in different universities are widely available and

easily understandable. The Department of Defense has been pursuing its own architecture.

45



High Level Architecture (HLA), for interoperable VE [107]. As fewer and fewer
development of DIS-based simulations are being conducted in 1999. HLA represents the
migration path for existing DIS-based DVEs. One of the major impediments in adopting
multicasting over internet in its full extent is the lack of multicast router. Currently
personal computers and workstations are not properly supported for multicasting.
Network cards are yet to be developed to support large multicast subscription capability at
the user end. Development of DVE is a multidisciplinary problem. The advancements in
high speed network, graphics card, communication architecture. protocol. graphics
toolkits, and interface devices all impact and affect the development of successful large
scale realistic DVE. A lot of research has been conducted in the literature on collision
detection. However. the results are mostly confined to rigid objects. Much remains to be
investigated for detecting collision between deformable objects and measuring penetration
and post collision effects with accuracy and efficiency. The calculation of contact points
and penetration distances between objects are extremely difficult to perform for models
with smooth surfaces having plenty of concavities. For an “extremely large” DVE the
computational burden of collision detection introduces additional complexities due to the
large memory requirements of local VEs and shortage of efficient real-time and parallel

computing algorithms.
In the next chapter we will discuss more about the stability criteria of stand-alone hap-

tic display and the source of unstable behavior and its impact on the collision detection

and real-time performance.
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Chapter 3

Stability Issues of Haptic Display

3.1 Introduction

The term “haptic” is associated with the sense of 3D touch. As haptics form an essential
part of most of our interactions with the real world. any VR application that involves sim-
ulating the real world benefits from haptic interactions when combined with stereo visual
and auditory displays. Distributed haptic feedback technology finds a wide range of appli-
cations in training - mostly for military and medical surgery applications. in science and
business to enable users to experience. represent and manipulate complex multi-dimen-
sional data sets. in commerce to allow customers to feel and interact with products. in
entertainment to permit users to feel and manipulate different environmental behaviors.
interact tools and avatars. in education to give students a feel of realistic and non realistic
phenomena at a variety of spatial and temporal scale and even in arts to create virtual

works of art either by individuals or by many artists and users.

An haptic simulation is composed of several elements required to provide a human
operator/user with an artificial sense of kinesthetic presence in a virtual world. Haptic in a
shared environment includes. as a minimum, multi users at possibly geographically differ-
ent locations. haptic display at each user. a computer model of the virtual environment

residing at each host and the network to connect multi users. The level and quality of inter-



action depends on the physical constraint of the communication media and on the avail-
able computational power. A typical architecture for force feedback in a shared

environment is introduced by the active operator model in [108].

Stability is a critical issue in haptic simulation. Unlike other conventional robotic
manipulators. haptic devices inherently function in close proximity to humans. An unpre-
dicted instability in a haptic system can severely harm the operator. The unpredictable
nature of human operator and the virtual environment are the main sources of instability in
a stand alone haptic VR system. Researchers have investigated the use of a two port net-
work model to characterize stability and performance issues in tele-operation. A frame-
work for the design of tele-operators based on the two port hybrid matrix was introduced
by Hannaford [109]. To guarantee stability of a bilateral tele-operation system a two port
network theory was used by Anderson and Spong [110]. Colgate [111] presented criteria
for coupled stability in bilateral systems and introduced an impedance shaping for bilat-
eral control. He also proposed in [112] the use of a virtual coupling network between the
haptic display and the virtual environment. A similar “god-object™ approach that couples a
haptic device to a virtual environment through a virtual spring-damper was suggested by
Zilles and Salisbury [113]. The concept of stable haptic simulation into a two port frame-
work and a virtual coupling network to include both impedance and admittance type hap-
tic displays was introduced by Adams and Hannaford [114]. They also identified the

duality between the impedance and admittance models of the haptic simulations.

3.2 Background Information and Terminologies
Several concepts that are commonly used in the field of force feedback in VE are briefly

described below.

Virtual Environment: Computer generated 3D model. not essentially stereographic. of
some physically motivated scene. It can be either impedance or admittance type in terms
of interaction with haptic interface. The impedance environment is one which accepts
velocities and generates forces according to some physical model. The penalty based

approaches belong to this class and up to now are considered to be the most popular in the
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literature (65, 67, 75. 115, 116]. On the other hand the admittance type VE accepts forces

and returns velocities (or positions). The constraint-based techniques belong to this class
(113].

Haptic Display: Belongs to a class of tele-robotic manipulators configured to convey
kinesthetic information to a human operator. As in the case of VE it can be either Imped-
ance or Admittance type display. In impedance type displays forces are generated in
response to measured displacements. These systems generally have low inertia and are
highly back-drivable. The most popular PHANToM haptic display falls into this category.
In admittance type displays displacements are generated in response to measured
forces.These systems are generally characterized by high inertia and non back-drivable.
Carnegie Mellon University’'s WYSIWYF Display based upon a PUMA 560 industrial

robot falls into this category.

Haptic Interface: [s a link between a human operator and the virtual environment and
includes both the haptic display and the necessary software for stable interaction opera-

tion.

Haptic Simulation: It includes the synthesis of human operator. haptic interface and vir-

tual environment that all together create a kinesthetically immersive environment.

Haptic Architecture: Four different types of architectures are possible with the combina-
tion of impedance and/or admittance type virtual environments and impedance and/or
admittance type haptic displays. The scalability and performance issues in bilateral tele-

operation systems are described extensively using two port models and circuit theory in
[109] and [110].

Instability and Passivity: The haptic display system is composed of three main compo-
nents- human operator, display and the simulation environment. Due to the unpredictable
dynamic nature of the operator and the complexity of VE. the operation and the simulation

are highly uncertain and difficult to model. To make the analyses tractable a standard
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approach has been established that require the display and the simulation subsystem
appear to be passive to the user. i.e. the operator should not extract energy from the haptic
display on a continuing basis. The implementation of passive VE is essential to guarantee
stability of haptic display. The basic difficulty may be described with the example of vir-
tual spring. An ideal physical spring is a lossless system where the energy stored by
squeezing will be freed by releasing it. As the virtual spring is implemented in discrete
time the force provided by the spring will not increase smoothly with deflection. The force
will be repeatedly hold at each sampled time (zero-order hold). The average force during
squeezing will be slightly less than for physical spring of identical stiffness and the aver-
age force during release will be slightly greater. Figure 3.1 shows that the delicate balance
of stored and released energy is lost in this case. Thus. the spring acts to store or generate

energy without dissipating it.

8q ing and releasing spring
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Figure 3.1. Loss of passivity in the virtual spring.
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Any realistic implementation of VE includes some dissipation along with the capabil-
ity of producing energy via a haptic display due to the inherent delay and information loss
in the real-time sample and hold process and data transmission. The simplest example of
passive physical behavior which can cause energy generation is unilateral constraint which
occur whenever two rigid bodies collide. Two physical systems which are stable in isola-
tion and also stable when rigidly coupled together. are stable when allowed to collide. The
fact is that collisions do not generate energy in rigid body contact. For discrete time sys-
tems, it is possible that even simplest VE with unilateral constraint will be directly respon-

sible for instability.

Stability Criteria: Considering the human user and the virtual environment as passive
operators. a haptic interface can be represented as a linear two port network with terminals
for the human operator (F},, V) and the virtual environment (F,". V,") as shown in Figure
3.2. The necessary and sufficient conditions for unconditional stability are established in

[71]. Several necessary criteria for a stable haptic system are as follows:

Criterion-1: A continuos (discrete) linear time-invariant system is stable if and only if its
corresponding characteristic equation has no roots in the right half s-plane (outside the

unit circle in the z-plane) and only simple roots on the imaginary axis (unit circle).

The haptic interface must be designed for any unpredictable and time varying behavior
corresponding to the human operator as well as the virtual environment. The system must
be able to handle a variety of uncertainties and nonlinearities. The stability criteria that
will be developed is based upon the assumption that the human operator and the virtual
environment must be passive operators. The human interaction with a robotic manipulator
can be considered passive but passivity for the environment is. in general. not predictable
as numerical integration routines could not necessarily and strictly adhere to the physical
laws. However, haptic interfaces that are designed under the conservation laws of physics
are found to be very robust when coupled to almost a passive VE [72]. The basic criterion
is that any Linear Time-Invariant (LTI) passive system will be stable when coupled to a

system which is itself passive.
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Figure 3.2. A haptic simulation model with two-port network

Criterion-2: A general statement of “passivity” of a haptic interface is that the kinetic

energy of the mass must be less than the total energy input by the source f{¢)

t

5

,l)r)zv—([)<jf(1)t'(t):{t. ¥t >0. forany admissible f(¢) 3.1)
- 0

Criterion-3: The continuos (discrete) time linear immittance matrix P (a mapping between
two vectors ¥ = Pu is an immittance mapping if v « = F v + F,(~v,)) will be “posi-
tive real” if and only if P has no poles in the right half of s-plane (outside the unit circle in

the z-plane). has only simple poles on the imaginary axis (unit circle), and

P(j(o)+PT(jw)20. Yo=20 (3.2)

The last condition can be further simplified to

Re(pll)ZO . Re(p22)20 (3.3)

+ 2
p217p12 >0. Vo =0 (3.4

Re(Pll)Re(P?_z) -

Performance Criteria: The Z-width. defined as the achievable range of impedances that
the haptic interface can stably present to the operator was proposed by Colgate and Brown
[73]. as a measure of the performance of the haptic system. For unilateral constraint the

range of impedances to be achieved can be expressed from almost no resistance in the case



of a contact parallel to or outside of the wall to almost complete resistance in the case of

contact inside or normal to the wall.

3.3 Development of a Stand Alone Stable Haptic System

Preservation of the passivity in the closed loop system has been widely used in the design
of haptic interfaces in VE. Haptic interfaces are assumed to operate in an almost ideal
environment with collocated sensors and actuators, and where they are interacting with a
VE whose physical counterpart is passive. These factors may contribute to unstable
oscillations when the haptic interface is grasped by a human operator. Sometimes the
higher frequency oscillations require energy to sustain them, which is then supplied by the
interface and that tends to destabilize the overall system. As a consequence the system is
no longer passive. but active as a direct consequence of the time delay and loss of

information inherent in sampling.

To remedy this problem a simple model of the system was considered. The model
intends to simulate a unilateral constraint that is present in the VE. The unilateral
constraint (piece-wise linear operator) is needed to account for collision. contact and
ubiquitous in the physical world e.g. a bouncing ball on the floor. Therefore. the resulting
overall system is nonlinear. However, up to a certain range of operations the necessary and
sufficient conditions established for the linear system may still be quite adequate and the
performance may be actually acceptable. Figure 3.2 is a model of one degree-of-freedom
haptic interface where m is the inertia and b is the damping of haptic device. y is the
position, v is the velocity of display hardware, fis the total force generated by the operator

and T is the sampling period.

The model considered here is a sampled data-system (continuos-time plant and
discrete-time controller). Amplifier and sensor dynamics. nonlinearity and noise are
ignored. The virtual environment in the feedback controller is represented by a stable
linear, shift invariant transfer function, H(z). Practical virtual environments cannot be
composed strictly of linear operators. For a model close to reality it is necessary to include

the nonlinear element. unilateral constraint. to account for collisions and contact as shown
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in the feedback path of the Figure 3.3. A simple example of unilateral constraint is a ball
bouncing on the wall or floor where completely different equations of motion apply when

the ball is and is not in contact with the floor.
A general statement of passivity has been obtained in equation (3.1). A rigorous

analysis of passivity for this kind of a system (Figure 3.2) has been performed in [117].

The necessary and sufficient condition for stability are obtained as follows:

T _ -joT joT << _
b>._7_—_(l—cosz)Re{(l e YH (e )}. 0O<sw=<wy 3.5)

where wy = ; is the nyquist frequency.
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Figure 3.3. Simplified model of the haptic display system

In this system we have considered the common implementation of the “Virtual Wall”
consisting of a virtual spring (K,) and a virtual damper (b.) in a mechanical parallel {112]

configuration as described below:
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VE(z) = be+% (3.6)

¢
|
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where VE(jw) = j—,laH(ju)) . Using (3.5). we get the conditions of passivity are as fol-

lows:

« oT
T J

I _,—joT
b>2(1—cosmT)Re(l e )| Ke

By using simple algebraic manipulations the above expression leads to

b>g—becosmT. Osw=wy (3.7)

and for o = wy we obtain

b>—+b (3.8)

(89

and for the case of negative virtual damping that is applicable to simulating insertion

through the wall. the condition is modified to.

b>KTT+|b

-

el (3.9)

The above design condition does provide us with some guidelines for implementing a
stand alone haptic interface system. In addition to the above design guidelines when the
“unilateral nonlinearity” that is associated with any unilateral constraint is taken into
consideration (refer to Figure 3.3). one needs to still determine the required stability

conditions.
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It turns out that it is quite difficult to find necessary stability conditions for nonlinear
systems. Lyapunov functions are developed for nonlinear time-invariant systems in
feedback with static or time-varying nonlinearities. Circle criterion gives a sufficient
condition for the stability of a system with a single nonlinear gain in the feedback path
[118]. The Popov criterion is less conservative than circle criterion and it defines the
absolute stability if the Popov-plot touches or lies to the right side of an arbitrarily chosen
straight line. The Tsypkin criterion performs better than circle and Popov criteria and is
specially designed for sampled data system [119]. These criteria are too conservative to be
useful in the analyses of stability of haptic displays due to their limited nature of their
analysis of nonlinear characteristics. The unilateral nonlinearity involved in haptic display
is well defined and it must be exploited using different approaches. Mitra [120] derived
sufficient stability conditions for this kind of systems considering saturation nonlinearity.
Finally. the most recent and the least conservative stability conditions for feedback
systems incorporating a linear. shift invariant operator and a unilateral nonlinearity was
reported in [121]. In addition. they also consider the non-zero reference input situation.
The limitation of this approach is that it is strictly a criterion for determining the absence

of an oscillation rather than verifying the stability condition.

3.4 Simulation of Stand Alone Haptic Display System

For a system level simulation. we have basically ignored the computational cost of our
simulation procedures. and for the sake of simplicity. have ignored any nonlinearity
involved (refer to Figure 3.4) by selecting sufficiently large inherent damping (b) for the
haptic device (to ensure that a large amount of energy is lost due to friction). Thus. while
moving, the haptic device will consume a large amount of energy during every sample
period. The haptic device is passive without a feedback loop as the nonlinearity is present
only in the device. This leads to the situation where the reference force input to the
comparator (after zero-order hold) in Figure 3.4 is zero during any given sample period.
Thus the kinetic energy of the mass of the haptic device will at no point be greater than the
total energy input by f(z). This condition guarantees the passivity of the haptic device with

a linear controller even in the presence of unilateral constraint in the feedback loop.
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Figure 3.4. Block diagram of the stand alone haptic system

To design the stand alone haptic system. the design guideline developed in (3.8) is
used. For the first simulation of this scenario the parameters chosen were m=1, b= 0.5, b,=
0.1 and K,= 0.2. The sampling rate was selected at a high rate of T=0.01 sec. The main
reason behind this choice is to keep the damping coefficient of the haptic device within an
acceptable range suitable for a physical development. and to further dissipate some energy
in order to ensure passivity. Another obvious reason is that for a fixed device damping
coefficient, use of high sampling rates allows one to simulate very stiff and dissipative
virtual constraints. With a step input the simulation results, the force output F,. from first
order and second order VE is shown in Figure 3.5. The force remains sufficiently stable
without any oscillations and it matches the stability criteria given in (3.9) for this type of a
system. The VE was modelled as simple as possible with one zero and one pole and the
passivity was preserved for the first order system. The force output is quite acceptable
during the transient region (1 to 4 sec.) which is also depicting some steady state error.
The force output from a second order system depicts more transient oscillation than the
first order system which finally settles down and merges with the first order output. The
velocity output V, from the haptic device for a unit step input are shown in Figure 3.6. The
velocity output from the first order system has reached a steady state of 0.2. representing a
motion of the haptic display terminus which is realized by the human operator. The initial
transient oscillations (1 to 4 sec.) are inherent to the system and must be kept low for safe

interaction with the device. The velocity output from the second order system is rather



oscillatory and the transient interval is more than the first order system. The force and
velocity outputs from the third and the fourth order VEs (after adding poles at the
imaginary axis) are shown in Figure 3.7 and 3.8, respectively. Both of these show
oscillatory behavior and for higher order they tend to be positive exponential envelope

with oscillation.
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Figure 3.5. Force output from VE with first and second order VEs
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Figure 3.7. Force output from VE with third and fourth order VEs
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Figure 3.8. Velocity output from VE with third and fourth order VEs

3.5 Conclusion

A stable. high performance haptic display of virtual environments is a combination of
electromechanical design. parameter tuning. software design and psychophysics. So far.
not much successful work has been done to extend the stability criteria (3.9) of the haptic
device to a fairly complex environment populated by different types of object properties
such as soft. spongy. deformable etc. Recently. Colgate et al. [122]. have shown that
passivity of a virtual wall could be extended to the passivity of a broad class of linear

virtual environments by considering the VE to be discrete-time passive and connecting the
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environment to the haptic display via a “virtual coupling” consisting of a virtual spring
and a damper. The advantage of this approach is that the stability is assured by ensuring
the simulation as discrete-time passive rather than tuning many parameters in a complex

simulation.

In the next section a rigorous analysis will be performed for stability properties in a
distributed environment in presence of network delay. Dead reckoning algorithm will be

introduced and implemented towards the guaranteed stability of the haptic display.



Chapter 4

Stability of Haptic Display in DVE

4.1 Introduction

In the case of a network-based haptic display the criteria for stability of the overall system
is considerably more complicated and involved when compared to those that have been
studied so far in the literature for single user haptic displays. An application with
distributed implementation requires that force and kinematic data be transferred over the
communication links. The time required for transmission and processing of data
introduces delays which add phase lag to the signal and this lag limits the effective
bandwidth of the system which in turn may limit and hamper the stability of the tele-
robotic or haptic display system. One of the current approaches available to study stability
of systems in the presence of expected time delays is to simply reduce the overall loop
gain but sacrificing the performance requirements of the resulting system. To guarantee
stability in the presence of random and unpredictable time delays new control algorithms
and software schemes are required. The dead reckoning algorithm [1] can play an
important role in this case by addressing stability issues for arbitrary time delays over a
network configuration. Haptic dead reckoning allows a comparatively “simpler’. local
environment model to serve the haptic rendering while being periodically updated by a

more “complex’ and accurate network communication model.



4.2 Development of a Networked Haptic Feedback System

Toward the above goal, two identical haptic systems were networked and a unit delay was
incorporated in the transmission line. The resulting architecture is shown figure 4.1. The
velocity information is transferred over the network from one user side to the other and is
combined (negatively) with the velocity information at the local user. The resultant
information is then fed to the VE residing over the local user end. The motivation behind
this idea is to support the collaborative or shared operation of two users in the VE. For
simplicity identical haptic devices and virtual environments have been considered. Using
two identical haptic displays may not appear to be a reasonable assumption as users may
have different kinds of haptic devices e.g. either impedance type or admittance type
displays or they may also have different degrees of freedom. We have chosen this scenario
for the sake of simplicity of the ensuing computations. However. the use of identical VEs
is quite reasonable as multi-user VE requires initial downloading of the environment and
further communication with other users either through unicast or multicast modalities for
the transfer of information and periodic updating of the local environment. Networked

multi-user VEs are extensively discussed in [1].
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Figure 4.1. Networked haptic feedback system with unit delay



The signal flow diagram of the networked haptic system is shown in figure 4.2. The

input-output relationship is derived and is shown as an immitance matrix given by

-

V;;J [ HD, -:_I(HD._,)(VEI)(ZOH)(HDI) i,

e (+.1)

thJ {—:_l(HDl)(VEz)(ZOH)(HDZ) HD., ho

The immitance matrix is of the form Y= GI. where Y = output vector. G = admittance

matrix and [ = input vector. and

511812

G = . where g;;'s are frequency dependent terms and are defined according to
521 822
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Figure 4.2. Signal flow graph of networked VE

To establish the design guidelines for such a system we can use criteria-3 presented

earlier in Chapter 3, section 3.2 for stability consideration. Using equations (3.3) and (3.4)
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the stability conditions become

Re(gy)20. Re(g55) 20 (4.2)
and
2
851 +8
Re(g“)Re(gz?_)— 21_) 12 20. Yw=0 (4.3)

The haptic display system 1 (i.e. HD|) can be expressed in the z-domain using a first

order difference approximation technique

K
ms+b,

HD[(S) =

-1
S = =

~

or equivalently

jw
HD,(jo) = TKe +4)

(m, + bIT)ejm -m,

and similarly the haptic display system 2 (i.e. HD») can also be expressed as

Jjw
HD,(jo) = TKe (4.5)

(m,+ sz)ejm -m,

By applying equation (4.2) to the above system results in the following inequality
m; +b,T2m cosw and m,+ b,T 2m,cosw. which leads to one of the design criteria

for the haptic display system in order to obtain a stable system.

In order to analyze (4.3) we have considered two identical haptic systems with the

same sampling rate at both the user end and other parts of the system. The analysis of this
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condition now involves z-transformation of the VE. As before the first order difference

approximation is used for the transformation and we obtain

K, KeT(ejw)
VE(s) = b, +— = VE(ju)=b +—— (4.6)
A} -_ 1 € eju)—l

Also note that the combined sampler and the zero order hold can be expressed as

z+ 1 . ejm + 1 )
ZOH(z) = 5— = ZOH(jw) = _ +.7)
2z 5, J©

After some algebraic manipulations the real and imaginary parts of g, and g, (g)2 =

g>)) were obtained. By setting. without loss of generality. m| = m, = m. b, = b, = b

and b"l =b, =0b,. 1'(e1 = Ke: = K, . the following expressions are now obtained by

applying (4.3) to our haptic VE system:
) 2 hl
Re(g5)/X = 4m(m + bT)sin"w(b, + KT)-2m b,sin"w
i
-(m+bT)~{ Z’.be( I - cosm)(cosw — cos2w) + K”T(cosu) -cos3m)} (4.8)
and

4 2
Im(g5)/X = 2mK T(m+ bT)sinZu)-m"Zbesm(u( I = cosw)~2m™K Tsinw

5
=4mb (m+bT)(1 - cosw)sinw + (m + b { 2b,(sinw + sin2w)(1 - cosw) + K, T(sinw - sin3w)} (4.9)
where

X _ TlKl
4(l -=cosw){(m+bT) -2m(m + bT)cosw + m:}:.
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It can be shown that the condition (4.3) may be re-arranged into the following inequal-

ity, where expressions from (4.8) and (4.9) are to be applied
Re(g)Re(822) 2 {Re(ga) 1+ {Im(g2)}* (4.10)

To summarize the design guidelines for the networked haptic display are given by the con-

dition given in (4.9).

From the above discussion and for the system under consideration we can conclude
that unconditional stability requires that the haptic interface to be stable for any set of
passive human operators and the VE in real world. The haptic interface will remain stable
whether the operator holds it with a steel grip or breaks contact completely. The

environment may simulate free or rigidly constrained motion without loss of generality.

To test and verify the system performance requirements the design guidelines provided
in equations (4.8). (4.9) and (4.10) were invoked. For the sake of numerical simulations
the selected parameters were considered as follows m; = m, = L. b, = b, = 0.3.
bel = b"z = 0.1. Kfl = Ke: = 0.2 and the sampling rate 7 = 0.0l . The attenuation
factor for the delay was kept at | implying that there was no attenuation over the network.
The simulated force output from VE, is shown in Figure 4.3. The steady state error with
respect to the step input is greater than that of the stand alone haptic system shown in
Chapter 3. Figure 3.4(a). Furthermore, the oscillatory region increases from that in Figure
3.4(a). The ideal force output should be null throughout the operation. But due to the
introduction of delay element between the systems the ideal behavior is lost and the
realistic force realization is hampered. The velocity output is shown in Figure +.4. The
velocity is rather sluggish and has an exponential growth (i.e. unstable) which is not
acceptable as the end user is concerned. The user will feel the object as “spongy” instead
of free motion. The steady state velocity is reached to the value of 2 whereas in Figure
3.4(b) it is reached to 0.2. These outputs are affected by the additional couplings resulting
from the other haptic system having a delay of one unit between them. Similar case holds

for the other end of the networked system. Both the force and velocity behave in the same
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manner with a similar haptic and a virtual environment model.
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Figure 4.3. Force output from networked haptic system
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Figure 4.4. Velocity output from networked haptic system

4.3 Network Approach in Distributed Simulation

Multi-port networks fundamentally consist of one-port with generalized impedances. two-
ports with generalized transformers and ideal energy junctions with common-effort and
common-flow junctions. A physical system can be thought of as a collection of one-port
subsystems which communicate via effort and flow variables. The effort and flow vari-
ables pass over network consisting of two ports. junctions and interconnecting power
bonds [123]. Tellegen's theorem [124] consider a lumped finite network with b branches
and n nodes. For any kth branch of the network. if i; is the branch current and v, is the

branch voltage for different set of operating conditions then with the sign convention
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b
> vy =0 (4.11)
k=1

which leads to the consequence that a network composed of only passive components is

itself passive [124].

-1
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Figure 4.5. A Distributed two-port simulation model

The simplest possible architecture of a distributed simulation can be shown in Figure
4.5. where two subsystems interact over a network with unit delays. Treating the junctions
as a two-port, the relation between the subsystems can be expressed with immittance
matrix [114]. Possible immittance matrices are the “impedance matrix™ Z where y is force
and u is the velocity vector. the “admittance matrix™ Y where v is the velocity vector and «
is the force vector and the “hybrid matrix™ H where v is composed of v, and F>and u is
composed of vy and F,. The effort and flow relation between the two subsystems in Figure

4.5 can be expressed with “hybrid matrix” as:

il 0 <}k (+.12)
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where the two-port “hybrid matrix” is defined as H(z) =

“ho

. o 1oy T .
For this two-port to be passive, it is necessary that H( ) + H*(’") be passive for
. . . -1 .
any w and T. where T is the time delay corresponding to : . If the two-port is composed

of only passive elements, H(ejmr) + H*(ejmr) would have all zero eigenvalues [3]. For

this particular case, we have:

HE ) s @) = | O ¢ +[ 0
_e-_/(uT 0 Leju)T 0
_ 0 =2jsinwT (4.13)
2jsinwT 0

The eigenvalues are A = +2sinw7T . Therefore. the only value of T for which the junction

is passive (lossless) is T = 0 (no delay).

The above straightforward approach to exchanging effort and flow information
between simulation subsystems would not therefore be passive due to the computational
and communication delays. An improved approach that incorporates the inherent delays
over transmission lines is introduced in [114] to guarantee discrete-time passivity. This
type of junction model is based on a lossless. dispersionless (dielectric lossless)

transmission line (t-line) as shown in Figure 4.6.

If we consider that the t-line has mass per unit length m and stiffness per unit length k
and the length is L. then the t-line has a total mass M = mL and total stiffness of K = kL.
The “surge impedance™ (“characteristic impedance™ - well known property of the t-line for
wave reflection) of the t-lineis Z , = ./ﬁl—{ and the transmission delay is T = W If

e4(s) and f,(s) are the Laplace domain effort and flow variables at one end. and ¢,(s) and



f(s) are at the other end. the input-output relation can be represented in terms of the

“hybrid matrix™ as [121]:

subsystem |

t-line

subsystemn 2

t-line

Figure 4.6. Transmission line model of distributed simulation

or alternatively.

~T
where A = ¢ °

ea(s) - Zo 4
eb(s)

5| £(8)
eTS fb(-s)

e,(s) _
€,(s)

2| [ £405)]
fb(s)

is the delay operator. For this system to be passive, the t-line must itself

(4.14)

(4.135)

be passive provided that the subsystems are already passive. It is necessary that

H(ejmr) + H*(ejmr) be positive for any w and T for the t-line to be passive. Therefore.

in this case we have
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- - - -

e—ju)T+ej(1)T " eij+e—jmT "

e—j(.!)T-e_]u)T eju)T_e—ij ej(.UT_e—j(DT e-—j(L)T_ej(UT

(H+H®| _ ., =2, . o l+z, , ,
=J » e—jmT+e1mT » ej(l)T+e—_[(.l)T
_e_[(.l)T-e—ju)T e—ju)T_ejmT— _e—_](.UT-ej(DT e_/mT_e—ij-
=00 (4.16)
00
JjoTl

From (4.16) it follows that when }\.2 #1, H(e' )+ H*(ejmr) has all zero eigenval-

ues and therefore. t-line is passive and lossless. But when A2 =1, H(ejmr) + H*(ejmr)

becomes indefinite and the t-line is no more guaranteed to be passive and lossless.

A rigorous analysis of the t-line approach is conducted for unilateral and bi-lateral
constraints in [125]. The problem with this approach is that it considers only the definite
time delays over the transmission line and does not consider the situation of unexpected
delays due to congestion and/or loss of packets over the network which is quite common
in today's communication networks. Handling this type of delay is quite vital for the per-

formance and stability of the force feedback devices in a DVE.

4.4 Dead Reckoning in Shared State

Dead Reckoning is defined as the transmission of regular or non-regular updated informa-
tion to and from remote hosts where prediction and convergence concepts (to be defined
formally later) are used to manage states with these updates. This technique provides
weakly consistent state maintenance (with bounded error) in order to fully utilize the avail-

able bandwidth and maximize the number of participants (or hosts).

Dead reckoning algorithm is quite a popular technique in network-based virtual envi-
ronments in order to maintain the shared states of different entities. It is quite efficient
given the limited bandwidth of communication channels and processing powers of the

host computers. The idea behind it is to transmit state update packets less frequently and
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instead use information contained in those updates to approximate the true shared state.
This state prediction technique is known as dead reckoning protocol. In the latest standard
in IEEE std. 1278.1. a dead reckoning model (DRM) notation is introduced. A DRM is
defined by three elements. The first element indicates whether the model specities a rota-
tion as either fixed (F) or rotating (R), the second element specify if the DRM rated are to
be held constant as either rate of position (P) or rate of velocity (V). and the third one
specifies the coordinate system to be used with the dead reckoning algorithm as either
world coordinate (W) or body axis coordinates (B). These elements are grouped as DRM
(For R, Por V., W or B). The dead reckoning protocol consists of two elements - Predic-

tion and Convergence defined more precisely below.

Prediction: The most common technique used here is derivative polynomials to predict an
entity's future position. In the simplest zero-order polynomial the instantaneous position is

used to predict the updated position. that is

predicted position after t seconds = position.

The zero-order polynomial does not fully support the requirements for dead reckoning
and gives. in general, very poor quality displays due to a sudden movement of an entity.
First order polynomial may be considered to be the next obvious choice. In this case. the

instantaneous velocity information is used to predict the next position. that is

predicted position after t seconds = position + velocity X ¢

Similarly. incorporating a second order derivative into the update packets will yield

more accurate position prediction. in other words

2
predicted position after t seconds = position + velocity x ¢ + 0.5 x acceleration X ¢

and so on.



The anticipated position of an entity is usually calculated based on the last (or past)
accurate state information of the entity using some extrapolation equation [126]. The
extrapolation equations can be divided into two groups: one-step formulae and multi-step
formulae [127]. One-step formulae only use the last state update packet to extrapolate an
entity's position, whereas, multi-step formulae use the last two or more state update pack-
ets in the extrapolation. For a position update dead reckoning the extrapolation equations

are as follows:

Ist order (one-step): X, = X, +v,T .17
Xp— X
Ist order (two-step): X, = x4+ —[,—-?,—'c (4.18)
< .2
2nd order (one-step): X, =Xy TH 0.5a,1 (4.19)
iV 2
2nd order (two-step): X, = x,+v,T+05 T T (+.20)
where x,. v, and a, represent the position. velocity and acceleration of the entity in

the last state update packet. respectively. Similarly. x,.. v,.

~ and a,. are the position. veloc-

ity and acceleration of the second last packet. respectively, and 7 is the elapsed time from

the last update. thatis t = ¢~1¢'.

The choice of the derivative polynomial order has to be decided adaptively depending
on the nature of the data. In other words. the remote host can dynamically assign the order
to update the predicted position. The criteria for selecting the order of the polynomial
depends on the History-based dead reckoning [1] where the predictive polynomial
depends on the past behavior of the entity for certain duration. In this respect. the Position
History-Based Dead Reckoning (PHBDR) was developed by Singhal and Cheriton for
PARADISE net VE in Stanford [1]. The protocol evaluates the last three position updates
and checks for minimal or substantial acceleration. It then selects a first-order derivative
polynomial to predict next position. Threshold cutoff values are used to define the bounds

for both a minimal and substantial acceleration categories.
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From the above discussion. one may conclude that although high precision updated
positions may be obtained by using higher-order polynomials. however, this comes with a
cost to the system. The reason behind this is that transmission of higher-order derivatives
is an overhead to the system given the strict bandwidth constraints and computational
resource limitations. The extra overhead may actually reduce and diminish the advantages
of using the more complicated dead reckoning algorithms. Moreover, it is harder to get

accurate instantaneous information about higher-order derivatives.

Convergence: This algorithm is used to correct the inexact prediction whenever an
updated information is received. A piece-wise constant approximation may quickly repre-
sent the prediction without visual distortion. Though this type of convergence is faster and
simpler to understand and implement, it does not provide the best visual display. A slower
and a smoother convergence technique is known as the linear convergence. The entity
travels in a straight line (convergence path) from the current position to the convergence
point along the new predicted path. A more slower, smoother and sophisticated convergence
techniques can also be achieved by curve-fitting approaches. Cubic Splines can in principle

achieve the best approximation at the cost of extra computational overhead.

4.5 Haptic Dead Reckoning

Dead reckoning for haptic systems can be employed using two models of an environmen-
tal system:

i. A local and a simpler environment model to meet the high rate local needs of the haptic
display. and

ii. A full system representing the high fidelity display and realization.

The local model computes the updated forces (or displacements) to be applied to the
haptic device. Kinematic information. stiffness and damping. are passed from the local
system to the environment server. The environment server is responsible for passing the
updated model parameters back to the local system. The updating procedure in the
environment server relies on linearizing the full system model and then simplifying or

approximating this linearized model. The simplification procedure consists of the
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following steps [42]:

i. Linearization: The system model is linearized around the current operating point. The
result of this linearization is a system of N first-order ordinary differential equations with
an N x N Jacobian matrix of the rates-of-change of the states for the full system.
ii. Eigenvalues and Eigenvectors: These are calculated from the Jacobian matrix.

iii. Diagonalization: Using the eigenvectors, the Jacobian matrix is then diagonalized.

iv. Order Reduction: The model-order is reduced using the diagonalized system of ordi-
nary differential equations.

v. Update: A set of coefficients are calculated from the preceding steps and the coefficients
are used to define a simplified. linear set of ordinary differential equations in state space
representation. These coefficients are transmitted to the local system for use over the

updating interval.

Compared to the dead reckoning for maintaining the position of entities as described
earlier, the above procedure is very similar to the prediction algorithm. The linearization
and simplification procedures described above are more or less the same for both
impedance and admittance type displays. The only difference is in the way the coefficients
are calculated. This difference arises due to the type of the calculations needed for the
output that could be either force or displacement. The order of the differential equations
have a significant affect on the performance of the algorithm. The higher the order of the
model the more accurate information will be available to the local models. albeit at the
cost of extra computational burden. The sudden changes in the interacting environment
may cause instability in the haptic display. Collision. the abrupt change of the interacting
surface have significant role on the performance of the display device. One way to get rid
of this extraneous behavior of the interacting device is to provide the behavioral
information of the interacting surface or the environment and the post collision data to the
environment server. After detecting the abrupt changes in the environment the new
operating point is selected and the above calculations are performed again on the new

operating point. While calculating the coefficients for the full system server care must be
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taken to meet the Z-width to ensure the stability of the overall system.

The instability due to random and unexpected time delays are minimized through the
updated information from the environment server. Whenever new data (packets) arrives

the convergence algorithm is used to offset non regularities in the output calculation.

4.6 Networked Haptic System with Dead Reckoning
As described earlier for dead reckoning a simpler and an approximate model is used
instead of the complex model. The simplification procedure was discussed in section 4.5.

As an example of the simplification process and results let us assume that the transfer

function of the VE model VE(3) Kz

complex = o) -0 and the approximated model

can be given as

_ (Kl -a)

VE(:)simple - (z—a)

4.21)

In the simulation results our strategy was to observe different force outputs for
different values of the complex environment and then compare them with the force output
from the simpler version of the VE. The velocity output is obtained from the two systems
and the resulting difference between them was computed. The specifics of the simple and

the complex VE are shown in Figure 4.7.

Int i In, t2
virtual damper! Qut 2 virtual damper2 Ou
022 0612
L
(2-1X2-0.68) (2-1)
second order VE First order VE

Complex Virtual Environment Simpie Virtual Environment

Figure 4.7. Complex and simple virtual environments
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Two different systems similar to Figure 4.1 are modelled with the two different
environments as shown in Figure 4.7. The force output from the system with complex
environment is shown in Figure 4.8. After an initial step rise for a duration from 2.5 to 7
sec. where the output force remains constant, it becomes oscillatory at around 7.5 sec. The
force output from the system with simpler environment is shown in Figure 4.9. The
difference between these two force outputs is quite interesting. Using the simple
environment the oscillatory behavior of the output force due to complex environment is
removed. The error between these two forces is shown in Figure 4.10. The maximum error
magnitude obtained is 0.3. For the reduction of the model from a second order to a first

order given a unit step input. the maximum error is quite significant (30%).
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Figure 4.8. Force output from the complex VE
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Figure 4.9. Force output from the simple VE
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Figure 4.10. Error between force outputs from the simple and complex VE

The velocity output from the system with complex VE is shown in Figure 4.11. The
exponential growth of the velocity gives a realization to the user as a “spongy™ object before
it reaches a constant value. After reaching the constant value it appears as a unilateral con-

straint object to the user. In Figure 4.11 the velocity reaches a constant value (1.25) at around

7.5 sec.
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Figure 4.11. Velocity output from haptic system with the complex VE

Similarly. the Figure 4.12 shows the velocity output from the system with simple envi-
ronment. The output has almost similar behavior as of Figure 4.11. The constant value
reaches after 9.5 sec. The error between these two velocity outputs are plotted in Figure

4.13. The maximum error obtained is about 0.06.
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Figure 4.12. Velocity output from haptic system with the simple VE

From the above discussion and figures it is quite evident that the model reduction tech-
nique is fairly dependent on the resolution and precision requirements of both the haptic
device and human finger tips. For a fine precision and resolution of the haptic device it
would not be possible to reduce the order of the system drastically. On the other hand. to
meet the hard real-time constraints. the force calculation model must be simpler. Thus in
order to assure a real-time interaction and realistic immersion of the VE. there is a trade-
off between allowable error and computational time required. For improved real-time
immersion. the accuracy of the force computation has to be sacrificed. and similarly for

better accuracy the quality of the immersion may have to be degraded.
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Figure 4.13. Error between the velocity output from the complex and simple VEs

4.7 Conclusion

The implementation of “simple™ and “complex” world models were rather simple com-
pared to the high end real world graphic applications where the interactive VE changes
dynamically and simultaneously with the kinesthetic information. The robustness of our
proposed algorithm subject to a rapidly changing haptic VE and the subsequent stability
and the end user implication and requirements are yet to be investigated. The impact of
just before and after the collision in a networked haptic interface when implementing our
algorithm may have some significant effects on the overall performance of the system. The

design guideline developed in (4.10) considering the delay parameter over the network is

85



not practically feasible due to the unpredictable nature of the delay in today’s communica-

tion network.

Our next goal is to implement the proposed algorithm in a two user VE using two
PHANTOM™ haptic displays in a collaborative environment. The delay will be simulated

locally to make it unpredictable in nature.
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Chapter 5

Simulation and Results

5.1 Introduction

A collaborative 3D-graphics environment with two simultaneous users is simulated on a
single computer with dual processor- one for graphical simulation and the other one is for
force calculation (haptic simulation). Two processes “graphics™ and “haptics™ run
independent of each other and a real-time interaction between these two processes is
maintained throughout the simulation. “Tree” data-structure is used for both the
“graphics” and “haptics” environment simulation. Two force calculation models -
“complex™ and “simple™ are simulated. Force outputs for different types of interaction
from both the force calculation models along with the errors between them are

investigated.

5.2 Graphical Modelling

The 3D-graphical environment is simulated using “tree” data structure and termed as
“scene graph”. The “scene graph” is the structure that holds all of the current elements of
the scene. such as geometries. lights and positional information. The “scene graph™ is an
ordered collection of nodes in the form of a directed acyclic graph which holds
hierarchical scene data. It provides a very powerful scene structure for real-time 3D

simulation. Its hierarchical framework provides the capacity of grouping objects together



spatially. This spatial hierarchy is very important in maintaining efficient simulation
containing numerous distinct moving parts. In addition to animation the scene graph also
provides an efficient way of culling. picking objects from scene. collision detection and

level-of-detail (LOD) perception.

The basic element, node, holds either geometry. light. fog and positional data. or is a
structural element that is used to maintain the hierarchy of the graph. Nodes can be simply
an element of content or can be either grouping or procedural element. “"Content” nodes
contain geomeltry, transformation (position and orientation). light and other rendering
information. “Grouping” nodes are rather organizational nodes used to group certain
geometric objects and “procedural” nodes contain certain additional information like
LOD. Nodes are ordered in a directed hierarchical fashion. In other words. nodes are
attached from the top to bottom. in a tree like structure. A node that has other nodes
attached to it at the bottom is a “parent” to those nodes beneath it. The nodes attached
immediately underneath another node are the “children™ of that node. If two nodes share
the same parent. then they are considered to be “siblings™. Figure 5.1 illustrates the parent.

child and sibling structure.

Figure 5.1. Parent. child and sibling relationship

t———— Siblings

The starting point of the “tree” is called a root node. Because of the hierarchical
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structural in a top to bottom manner of the scene graph. the root node represents the top
point on the scene graph. Each scene graph has a single root node. and this can not be
shared with other scene graphs. The root node is the entry point into the scene graph while
traversing it. This “traversing” process is always the same with visiting each node of the
tree in a top to bottom, left to right order. In other words. when “traversing™ encounters a
node with more than one child. it walks down the first child’s branch. completely
traversing this portion of the tree before returning back up and processing the second
child’'s branch as shown in Figure 5.2 where geom node is the geometry node and postn

node is the positional node and the numbers show the sequence of traversing the scene

finish
Root
node
16
8 14
9 -
15

group group geom
node node node

10 13

\\7
11
postn postn geom
node node node

Figure 5.2. Traversing the scene graph

graph.

W
[e)}

During the process of traversing the scene is drawn. When a node is encountered. it is
evaluated and processed depending on its content. More explicitly. when a geometry node
is encountered, it is drawn with current position and orientation with the current lighting.
When a light node is encountered. the light is added to the currently active set of lights.

When a transform node is encountered, the current orientation and position information
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are modified. The entire scene graph tree is traversed once per frame.

5.3 Haptic Modelling

Haptic modelling is similar to graphical modelling and based on the hierarchical collec-
tion of nodes called “scene graph”. The internal nodes of the tree provide a means for
grouping objects, orienting and scaling the sub-tree relative to the parent node, and adding
dynamic properties to their sub-trees. The terminal nodes of the tree. called leaves. repre-
sent actual geometries or interfaces. Leaves also contain an orientation and scale relative

to their parent nodes.

The terminus of the haptic interaction device is represented as a point within the scene
graph. The interaction forces between this point and objects or effects within the scene are
computed according to the force calculation model which depends on the properties of the
objects and simulation environment. The resulting parameters of the force calculation
model are then sent to the haptic interaction devices (Phantom) for realization. Applica-
tions can treat the haptic interaction point in the graphical world as either the physical
location of the haptic interaction device terminus within its physical work-space or the
computed location of the interaction point constrained to the surface of geometric objects.
The latter point is known as the Surface Contact Point (SCP). This SCP is used to generate

all surface interaction forces.

The collision detection in the haptic environment is modelled using the concept of
“bounding volume”. The bounding volumes are approximate boxed or sphere shaped
containers that encapsulate whole or in parts of the objects in the environment. These are
used to minimize the number of interactions between objects in the work-space and the
haptic interaction device in each servo-loop pass. The servo-loop is the haptic simulation
process and will be discussed in a later section. “Sweep and prune” technique is used to
search and detect the interaction precisely. In each servo-loop pass the collision detection
is tested for each bounding volume in a certain area near the SCP. If a bounding volume
is in close proximity with the SCP. then that bounding volume is further broken into its

underneath bounding volumes and the detection of collision process goes on to select a
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more suitable sized bounding volume. The “sweep and prune” technique depends on the
precision requirement. For extreme precision the final bounding volume may end up in a
point shaped solid sphere/cube. For potential and practical application the final bounding
volume usually end up in a moderate size of cube or sphere. Thus in servo-loop pass the
bounding volume is used to minimize the number of SCP-object interactions and enhance

the real-time performance.

Geometric objects are simulated with geometry consisting of rigid surfaces. When the
physical position of the haptic interface end-point passes through the surface of an object.
the object does not deform. Instead. the SCP is maintained for each haptic device. The
SCP is forced to a point on the surface of any object intersected by that haptic device.
The SCP never penetrates the surface of an object. even if the position of the associated
node representing the haptic device does penetrate the logical boundaries of the surface
as shown in Figure 5.3. The force is calculated using the spring-damper model. An
additional node is created as the same size. position and orientation of the object
representing haptic device object in the haptic scene graph. The graphical update depends

on this SCP node instead of the real object node representing the haptic device object.

When computing and sending a force representative of haptic device object touching
or intersecting a geometry node. the force normal to the surface is calculated using a
spring-dashpot (spring-damper) model for the surface. The force is proportional to the
difference in the position of the SCP from the actual position maintained in the node
representing the haptic device. In addition, the tangential forces are computed using a
stick-slip friction model where the coefficient of friction is considered in force

calculation when the relative speed between the colliding objects is not zero.
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Figure 5.3. Surface Contact Point representation of haptic device object

5.4 Real-time Interaction

The two processes graphical and haptic simulation run in parallel as a single-threaded
architecture as explained in Chapter 2. Section 2.3.1. Different tasks are cycled through a
round-robin fashion on high speed processors. The reason of doing this is due to the sim-
ple graphics and properties of the virtual environment used here. The real-time interaction
does not involve any network data to be processed. The simulated environment is rather a
collaborative virtual environment on a single system and represents a dummy distributed
virtual environment. Two users interact simultaneously with the same graphical environ-
ment. The real-time programming involve only in reading the users’ input. updating the
graphics and then sending back the feedback force to the users. The graphical process runs

at a frame rate of 30 Hz whereas the haptic process maintains an update rate of 1000 Hz.

The overall process interaction is shown in Figure 5.4. where the two processes are
named as “application process” and “haptic process”. The haptic simulation loop defines

all the dynamics and force calculation of the simulated model. The application process



starts with the scene creation. The scene is created with the specification of haptic and
graphical scene graph as explained in Section 5.2 and 5.3. After creating the scene the
application process goes to a “'servo-control loop” which basically initiates the haptic sim-
ulation process. Subsequently the application-specific (core) function gets initiated which
includes the generation and maintenance of all the graphical scene graphs. After updating
the graphical simulation the haptic state update starts with a bi-directional information
transfer with the haptic simulation process. Depending on the haptic state update data, the
graphical simulation as well as the force feedback are updated. When simulation ends. the

clean-up process frees-up all the memory allocated to the simulation [128].

Application Haptic
Process Process

Scene
creation

> Haptic
v simulation

! Core

application

1 KHz
30 Hz l

Haptic
State < >

update

v

Clean-up
process

Figure 5.4. Real-time interaction between application and haptic processes
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The core application process is maintained by a simulation manager that manages a
container called “universe” which contains all the objects like geometries. sensors, lights.
viewpoints, texture etc. It can have more than one scene graph to describe the environ-
ment. Every aspect of the simulation takes place in the universe. The simulation loop is
entered and exited by particular functions calls. Figure 5.5 shows the normal sequence of

execution of different actions in the graphical simulation loop.

At the beginning of the core application the sensor inputs (force inputs) are read.
Depending on these inputs the universe’s action functions are called. These functions
define the required modifications needs in the graphical environment. The changes in the
objects may be the change of positions, rotations and even collisions with other objects or
no changes at all if the sensor inputs are not enough to yield any modification in the envi-
ronment. The objects then perform the tasks that are implied on them. At the new situation
the universe is rendered again with new data and rendering information. Finally. the simu-
lation back to the step where it again waits for the sensor input to occur if the simulation is

not stopped or exited through function calls [129].
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Enter simulation loop

Sensors are read

Action functions are called

Objects are updated

Objects perform tasks

Universe is rendered

Exit simulation loop

Figure 5.5. Simulation loop in the core application function

5.5 Simulation of Dynamics

This process runs in the simulation loop of the haptic process as shown in Figure 5.4, and
deals with the motion of the objects. force calculation. object velocities. acceleration. col-
lision detection etc. It is called at a rate of 1000 Hz in the simulation loop. This process
maintains «n active dynamic list of the objects that are inside the active environment. An
object is added to the dynamic list whenever an external force is applied to the object. or if
the application purposely add it to the dynamic list. An object remains in a dynamic list

until it stops moving for a length of time of one second. This process interprets forces and
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velocities on the objects and performs reflections off of the work-space boundaries
(boundary of the simulated environment) defined by the object. It also performs collision

detection between the object and its targets.

The feedback force (F,,,) is calculated using the damping coefficient and spring con-

stant as given in (5.1) below:

F = F,,-bxv,,-~KxVS§ 3.1

out

where F}, is the input force by the user, b is the damping coefficient. v, is the velocity of
the object just before collision, K is the spring constant and VS is the distance penetrated
in the object. The new acceleration (@) and velocity (v,,,,) are calculated using the force
(5.1) after considering the gravitational force as follows:

out

a=—+g (5.2)
m

V voa+ VT xa (5.3)

’ -
new

where m is the mass of the object and VT is the elapsed time.

The collision is detected whenever there is a target object to collide. When objects col-
lide, the algorithm performs a perfectly elastic collision. i.e.. objects exchange their veloc-
ities. If the objects are moving roughly at the same speed. the algorithm treats them as a
single object. The collision algorithm treats each as a cubic bounding box in its simplest
form. Collision is detected whenever the distance in all three directions (X. Y and Z) vio-
lates the pre-set thresholds. After collision the object moves in the direction which is vio-
lated the least and it moves on until it no longer penetrates in that direction. If the objects’
velocities are very similar and within a difference of 0.03 cm/sec. they are considered to
be stucked together and then they simply exchange velocities. Otherwise. the velocities

are dampened by the elasticity of the objects by being multiplied by the ratio of masses
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between the objects according to Newton's law of momentum. Subsequently the objects
performing collision are added to the active dynamic list. If one object was formerly at
rest, it must be added manually to the active dynamic list. Otherwise, the scene will con-
sider the object as being stationary. The scene automatically maintains an active dynamic
list which is composed of those objects that are known to be moving. It adds objects to the
active dynamic list when an external force is applied, and it removes those objects when

they return to rest.

The objects are confined in a six-sided boundary box. If the object’s position is against
the boundary walls they rebounce and their velocity is computed after dampening it. Fig-

ure 5.6 shows the simulated environment.

5

user |

user 2

Figure 5.6. Work-space of the simulated environment
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5.6 Simulation of Simple and Complex Environments
As explained in Section 4.6, two haptic environments with different haptic force calcula-
tion models were simulated. The complex model was simulated as a second order system

as given below:

K_.: <
=b+——- 3.4

complex 2(z=-1)

VE

where b is the damping coefficient and K, is the spring constant. The simple force calcula-

tion model was simplified as given in (4.21). The simplified model is given below:

VE

simple =

The constants used for the force calculation are b = 0.4. K. = 0.1 and K = 0.9. Differ-
ent types of interaction like unilateral (collision with stiff wall). bilateral (collision with
movable object) and slip (moving on the rough surface) were performed using both the
simulated environments. The force outputs from both the force calculation models for dif-
ferent types of interactions and error between them are plotted in Figures 5.7. 5.8 and 5.9.
For unilateral collision as shown in Figure 5.7. it is quite evident that the force output
behaves in a similar fashion. The error at the beginning of the interaction is quite notice-
able while at the end of the interaction the error is reduced. The zero error corresponds to
the situation when there is no interaction. The bilateral collision as shown in Figure 5.8
also has similar behavior. The maximum for simple model reaches one sample later than
the complex model. The slip action performs fairly well for both models with higher initial

error and lower final error.
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5.7 Conclusion

From expressions (5.4) and (5.5) it is quite evident that the quality of the simplitied model
and hence the force output from the simple model depends on how the model is simplified.
The complex model considered here is only second order force calculation model and the
reduced model is therefore first order system. The error between the force outputs should
vary widely if the complex model is of much higher order than the simplified model. Con-
sequently, the simplification process depends on the quality of error requirement. A better
simplified model always can be achieved at the expense of higher computation burden and
degraded real-time performance. Another approach would be to manipulate the error by
tuning the coefficients b. K., K, in (5.4) and (5.5). If a threshold error is maintained in the
simplification process. then for a certain period of time the coefficients can be tuned to set
the error below that threshold value. However this approach is only feasible for that spe-

cific certain duration or for a certain sampled output.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

As already explained a stable haptic display become unstable in a DVE in the presence of
delays over network due to loss of passivity. For expected delays a transmission line
modelling approach can help to guarantee discrete time passivity. But it did not consider
the unexpected delays or loss of information over network. To address this issue Dead
Reckoning Algorithm in force calculation model is proposed to meet the stability and
performance requirements of haptic displays in the presence of any kind of delays. For a
realistic simulation a 3D graphics world is developed where two users can interact and
play around with cubical objects in a confined workspace. The force-feedback is sensed
through “Phantom™ haptic devices at the two users’ ends. The graphical and haptic
simulations are maintained on two different processors and the real time interaction
between them is maintained through “Worldtoolkit” (for graphical simulation) and

“Ghost” (for haptic simulation) software toolkits.

Using “simple” and “complex™ force calculation models. force outputs from haptic
displays with different types of interaction such as uni-lateral. bi-lateral and slippage are
investigated. The nature of force outputs from two models for each type of interaction

matches each other leaving error between them. The similar nature of these two force



outputs justifies the initial modelling and results from the two force calculation models.
During delays or loss of information the *“simple” model is used for feedback force
calculation and thus the haptic devices are prevented from instability or unwanted
behaviors. The stability and passivity are guaranteed as long as the gain of the “simple”
force calculation model is not increased significantly by violating the passivity criteria
explained earlier. The order reduction technique used here does not consider the
modification of gain in the VE model. So a passive haptic display in a “complex” VE
should also be passive in a “simple” VE. If any kind of tuning of the coefficients of the

simplified model is obvious then the post tuning coefficients must be tested for passivity

criteria.

The choice of model order reduction algorithm should limit the magnitude of error.
The amount of threshold error, the error at which switching between the force calculation
models happens, should define the number of model order to be reduced. For a higher
number of model order reduction the real-time performance of force computation may
significantly be improved after sacrificing the quality of force-feedback realization. In
contrast, a lower number of model order reduction yields better force-feedback realization
but degrades the real-time performance. Thus the choice of threshold error is a critical
issue in selecting the model order reduction algorithm. For a realistic immersion the
maximum error should not get such a value that the feedback-force yields different sense
of touch than the object really is. Thus the choice of threshold error should depend on how

much the quality of force realization can be sacrificed without hampering objects’ haptic

properties.

The force computation is completely local to the system and it does not depend on the
network data except when the objects’ properties are updated. Any kind of communication
model should not effect the behavior of this algorithm as long as the user’s VE are updated
periodically. Another interesting application of this algorithm is that it is suitable for any

kind of VE and haptic display combinations.
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6.2 Future Work

The VR technology is not a stand alone field of research interest. The development of
higher quality graphics accelerator, processor, high speed network and data
communication, specific protocol for 3D graphics world, specific real time algorithms and
even the development of 3D modelling language effect this next generation technology.
The core problem lies in the need of quality of realistic sense of immersion in the 3D

graphics world.

A distributed environment with multiple users over network can be simulated. When
the number of users grows the traffic of information transfer can be reduced by applying
dead reckoning algorithm both for positional updates and for force calculations. There
should be information slots in packets regarding the properties of the objects like
coefficient of friction, coefficient of restitution, damping factor and the order of the model
for force calculation. Deformable objects are of much higher order and complex in force
calculation and the dead reckoning algorithm can play a significant role in transferring the
information for this kind of objects. Further investigation is required on how dead
reckoning algorithm behaves in objects with different haptic properties along their
surfaces. Another research issue is to study the impact of the model reduction on the real-
time performance of the VE application. Dead reckoning algorithm can play a significant
role in manipulating hazardous materials and performing time critical robotic
manipulation. Due to loss of information unstable manipulation can be protected at the

expense of precision.
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