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ABSTRACT

Simulation of Adaptive Array Algorithms for 3G CDMA
Systems

Danyan Chen

The increasing demand for mobile communication services without a corre-
sponding increase in RF spectrum allocation motivates the need for new techniques
to improve spectrum utilization. CDMA systems and adaptive antenna array are
two approaches that show real promise for increasing spectrum efficiency. In this re-
search, we investigate the performance of different adaptive array algorithms, blind
and non-blind, in the CDMA systems. Three algorithms, least-squares despread re-
spread multitarget constant modulus algorithm (LS-DRMTCMA), Wiener solution
with pilot channel on reverse link of 3G CDMA and least-mean-square (LMS) algo-
rithm with training sequence, are developed. A C-++ simulation testbed is created
to compare the performance of these algorithms. It is shown from the simulation re-
sults that system performance is greatly improved by using adaptive array. Wiener
solution with pilot channel can outperform the other algorithms in all the test situa-
tions considered (e.g., AWGN channel, four types of fading channels). However the
LMS algorithm with training sequence has less computational requirements than

the other algorithms.
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Chapter 1

INTRODUCTION

1.1 Antenna Array

The radio frequency spectrum is, and always will be, a finite and scarce resource,
thus there is a fundamental limit on the number of radio channels that can be
made available to mobile telephony. Hence, it is essential that cellular land mobile
radio (LMR) networks utilize the radio spectrum allocated to this facility efficiently,
so that the service can be offered to as large a subscriber community as possible.
Indeed, networks which employ either omni-directional, or broad sector-beam, base-
station antennas, will be beset with the problem of severe spectral congestion as the
subscriber community continues to expand. The number of subscribers is growing
at a phenomenal rate and will continue to do so, as illustrated in Figure 1.1.

A measure often used to assess the efficiency of spectrum utilization is the num-
ber of voice channels per megahertz of available bandwidth per square kilometer[1].
This defines the amount of traffic that can be carried and is directly related to the
ultimate capacity of the network. Hence, as traffic demands increase, the spectral
efficiency of the network must also increase, if the quality and availability of service
is not to be degraded. In areas with a high traffic density, at present this is overcome

by employing a technique known as cell splitting. However, the continuing growth
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Figure 1.1: The growth rate of wireless subscribers is phenomenal[16].

in traffic demands has meant that cell sizes have had to be reduced to a practical
minimum in many city centers in order to maintain the quality of service. This has
resulted in increase in the infrastructure costs. Moreover, the number of subscribers
able to access these systems simultaneously is still well below the long-term service
forecasts due to the reduced trucking efficiency of the network. This places great
emphasis on maximizing the spectral efficiency, or ultimate capacity, of future gen-
eration systems, and thereby fulfilling the earlier promises of performance. There
have already been significant developments in terms of spectral efficient modulation
schemes, e.g., the proposed US narrow-band digital linear system[2], [3], and the
second generation Pan-European cellular network[4]. Also, in the area of antenna
technology, the use of fixed coverage directional antennas has been considered(5]. In
particular, the use of fixed phased array antennas, with carefully controlled ampli-
tude tapers and side-lobe levels for the enhanced UK TACS network[6] are currently
under evaluation. However, the application of adaptive antenna arrays in civil land
mobile radio systems has hitherto received little attention, in spite of the significant

advances made in this field for both military and satellite communications.



An adaptive antenna array may be defined as one that modifies its radiation
pattern, frequency response, or other parameters, by means of internal feedback con-
trol or other known characteristic of channels or signals while the antenna system is
operational. The basic operation is usually described in terms of a receiving system
steering a null, that is, a reduction in sensitivity in a certain angular position, to-
wards a source of interference. The first practical implementation of electronically
steering a null in the direction of an unwanted signal, a jammer, was the Howells-
Applebaum side-lobe canceler for radar. This work started in the late 1950, and a
fully developed system for suppressing five jammers was reported in open literature
in 1976 by Applebaum. At about the same time Widrow|[8] independently developed
an approach for controlling an adaptive array using a recursive least squares min-
imization technique, now known as the LMS algorithm. Following the pioneering
work of Howells, Applebaum, and Widrow, there has been a considerable amount
of research activity in the field of adaptive antenna arrays, particularly for reducing
the jamming vulnerability of military communication systems. However, to date,
there has been little attention to the application of such techniques in the area of
civil land mobile radio.

Adaptive antenna arrays cannot simply be integrated into any arbitrary com-
munication system, since a control process has to be implemented which exploits
some property of either the wanted, or interfering, signals. In general, adaptive an-
tennas adjust their directional beam patterns so as to maximize the signal-to-noise
ratio at the output of the receiver. Applications have included the development of
receiving systems for acquiring desired signals in the presence of strong jamming,
a technique known as power inversion|9]. Systems have also been developed for
the reception of frequency hopping signals[10], [11], TDMA satellite channels[12]
and spread spectrum signals[13]. Of particular interest for cellular schemes is the
development of adaptive antenna arrays and signal processing techniques for the

reception of multiple wanted signals|[14].



The adaptive array consists of a number of antenna elements, not necessarily
identical, coupled together via some form of amplitude control and phase shifting
network to form a single output. The amplitude and phase control can be regarded
as a set of complex weights. It can be shown[15] that an N element array has N — 1
degrees of freedom giving up to N — 1 independent pattern nulls. If the weights
are controlled by a feedback loop which is designed to maximize the signal-to-noise
ratio at the array output, the system can be regarded as an adaptive spatial filter.

The antenna elements can be arranged in various geometries, with uniform
line, circular array geometry given particular interest here since beams can be steered
through 27 , thus giving complete coverage from a central base-station. The elements
are typically sited \/2 apart, where A is the wavelength of the received signal.
Spacing of greater than \/2 improves the spatial resolution of the array, however, the
formation of grating lobes (secondary maxima) can also result. These are regarded
as undesirable.

The main distinctive point in adaptive array considered here is the interest
in adaptive beamforming algorithm. This thesis is thus centered around algebraic
techniques for adaptive beamforming. We consider three classes of algorithms: those

that are based on channel properties, and others based on signal properties.

1.2 Digital Beamforming

The early concepts underlying digital beamforming were first developed for applica-
tions in sonar and radar[17] systems|18]. Digital beamforming represents a quantum
step in antenna performance and complexity. It is based on well-established theo-
retical concepts which are now becoming practically exploitable, largely as a result
of recent major advances in areas such as monolithic microwave integrated circuit
(MMIC) technology and digital signal processing (DSP) technology. Digital beam-

forming technology has reached a sufficient level of maturity that it can be applied



to communications for improving system performance. The application of digital
beamforming to wireless communications is no longer only a theoretical possibil-
ity. It is fast becoming a reality. Furthermore, the demand for increased capacity
is a major driving force for incorporating digital beamforming into future wireless
communications systems.

Digital beamforming is a marriage between antenna technology and digital
technology. A generic digital beamforming antenna system shown in Figure 1.2
consists of three major components: the antenna array, the digital transceivers, and

the digital signal processor.

Transceiver

Digital Signal Processor

Transceiver

Antenna Array

Figure 1.2: A generic digital beamforming antenna system.

In a digital beamforming antenna system, the received signals are detected and
digitized at the element level. By capturing the RF information in the form of a dig-
ital stream, we open the door to a large domain of signal processing techniques and
algorithms that can be used to extract information from the spatial domain data.
Digital beamforming is based on capturing the radio frequency (RF) signals at each

of the antenna elements and converting them into two streams of binary baseband
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signals (i.e., in-phase (I) and quadrature-phase (Q) channels). Included within the
digital baseband signals are the amplitudes and phases of signals received at each
element of the array. The beamforming is carried out by weighting these digital sig-
nals, thereby adjusting their amplitudes and phases such that when added together
they form the desired beam. This process can be carried out using a special-purpose
digital signal processor. The key to this technology is the accurate translation of
the analog signals into digital format. The receivers perform the following functions:
frequency down-conversion, filtering, and amplification so that signal levels are com-
mensurate with the input requirements of analog-to-digital converters (ADC). The
main advantage to be gained from digital beamforming is greatly added flexibility
without any additional degradation in signal-to-noise ratio (SNR).

Spatial processing receivers can be implemented in a number of different ways,
using both analog and digital component, as shown in Figure 1.3. For base sta-
tions supporting multiple simultaneous uplink signals, the RF/IF spatial processing
structure in Figure 1.3(a) is less attractive than the digital system in Figure 1.3(b),
whereas a separate RF beamforming network is required for each independent beam
when analog components are used. The digital system can form multiple simultane-
ous beams, one for each Signal Of Interest (SOI), whereas a separate RF beamformer
network is required for each independent beam when analog components

Digital beamforming allows for a number of attractive features beyond the
capabilities of conventional phased arrays:

1. A large number of independently steered high-gain beams can be formed
without any resulting dan yan

2. All of the information arriving at the antenna array is accessible to the
signal processors so that system performance can be optimized.

3. Beams can be assigned to individual users, thereby assuring that all links

operate with maximum gain.



4. Adaptive beamforming can be easily implemented to improve the system ca-
pacity by suppressing cochannel interference. A ny algorithm that can be expressed
in mathematical form can be implemented. As a byproduct, adaptive beamforming
can be used to enhance the system immunity to multipath fading.

5. Digital Beamforming systems are capable of carrying out antenna system
real-time calibration in the digital domain. Therefore, one can relax the requirements
for a close match of amplitude and phase between transceivers, because variation in

these parameters can be corrected in real time.

1.3 Objective and Outline of Thesis

The aim of this research is to develop adaptive algorithms for the antenna array
used in a 3G CDMA system, and compare the performance of these algorithms with
that of the algorithms presented in the literature.

This thesis is organized as follows.

Chapter 2 introduces the fundamentals of CDMA system, 3G CDMA system
and fading channel model. Chapter 3 gives the introduction of the fundamentals
of adaptive antenna array, the terminology, and the basic concepts related to the
adaptive beamforming.

Chapter 4 provides a detailed survey of the adaptive beamforming algorithms.
Both non-blind and blind algorithms are described. For the non-blind algorithms,
‘the least-mean-square (LMS) with training sequence and LMS with pilot channel on
reverse link of 3G CDMA are discussed. For the blind algorithms, the algorithms
based on property-restoral techniques, such as the multitarget least-squares -constant
modulus algorithm (MT-LSCMA), the least-squares despread respread multitarget
array (LS-DRMTA), and the least-squares despread respread multitarget constant
modulus algorithm (LS-DRMTCMA), are presented. Followed by the beam patterns

of both single user and multi user system of different adaptive array algorithms.



Chapter 5 combines the concepts of CDMA and adaptive antenna to derive
classic results of system capacity and performance using CDMA with and without
adaptive antennas. Followed by the simulation results of system performance of
different adaptive array algorithms.

Comparison of different adaptive algorithms is made in Chapter 6. And a brief

summary and conclusions are provided in Chapter 7 along with some suggestions

for future work.
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Chapter 2

CDMA AND CHANNEL MODEL

2.1 Code Division Multiple Access (CDMA)

Traditionally. in radio communication systems, the carrier was modulated with user
data using techniques that minimize the transmitted bandwidth to conserve spec-
trum resources. That was the case because radio systems were designed so that
only a single channel occupied a given frequency band. If signals are transmitted in
multiple non-overlapping frequency bands, they do not interfere with each other and
the signals may each be recovered, provided that the power levels are high enough
relative to the noise which is always present in the channel. In a CDMA system,
rather than trying to minimize the bandwidth of the modulated signal, the goal is

to create a modulated signal that uses a large amount of bandwidth.

2.1.1 Direct-Sequence Spread Spectrum

In CDMA systems, a narrowband signal, containing a message with bandwidth B1,
is multiplied by a signal with a much larger bandwidth B2, which is called the
spreading signal. Assuming B2 is much larger than B1, the transmitted signal will

have a bandwidth which is essentially equal to the bandwidth of the spreading signal.
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The spreading signal is comprised of symbols that are defined by a pseudo
random sequence which is known to both the transmitter and receiver. Typically,
the rate of chips in the spreading code, R, is much greater than the symbol rate,
Ry, of the original date sequence. The pseudo random chip sequence is also called a
Pseudo Noise (PN) sequence because the power spectral density of the PN-sequence
looks approximately like white noise filtered to have the spectral envelope as a chip.
The spreading factor, or processing gain, is defined as the ratio of the chip rate to
the date symbol rate, or N = R./R,.

Consider an information signal b(¢). This signal may be a voice or date signal.
We will assume that b(t) is a digital signal composed of a sequence of symbols, b;,

each of duration T;. The data signal is given by

b(t) = i by (t"TZT"> (2.1)

j==00

where W (£) is the unit pulse function:

(t) 1 0<t<T
Ul—)=

0 otherwise

This signal is multiplied by a spreading sequence c(t) which is composed of a

sequence of chips:

o M-1 . .
e= 3 pew (I oo 22)

where T, is the chip period, and M is the number of PN symbols in the
sequence before the sequence repeats. It should be noted that the chips serve to
spread and identify the signal, whereas the data symbols convey information.

The multiplied signal, b (t) ¢ (¢), is up concerted to a carrier frequency f, by
multiplying b (¢) ¢ (¢) by the carrier,
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s(t) =b(t)c(t)cos (2n f.t) (2.3)

Let us assume, for the moment, that the channel does not distort the signal in
any way, so the received signal, 7 (t), consists of a weighted version of the transmitted

signal with added white Gaussian noise, n (¢):

r(t) = As(t) + n (t) = Ab(t) c(t) cos (2m ft) + n (t) (2.4)

At the receiver, a local replica of the chip sequence, c(t — 1), is generated,
where 7y is a random time offset between 0 and M7T.. To despread the signal at the
receiver, the local chip sequence must be “delay locked” with the received signal. This
means that the timing offset, 75, must be set to zero. For 3G CDMA systems, the
coherent demodulation at the receiver on the reverse link can ensure 7 very small.
Using this quantities, a decision statistic is formed by multiplying the received signal
by the local PN sequence and the local oscillator and integrating the result over one

data symbol:

(+1)Ty
z, = / () c* (¢) cos (27 f,t) dt

Ty

(G+DTs
= / [Ab (t) c () cos (2 f.t) + n (t)] ¢* () cos (27 f.t) dt (2.5)

T

Let us assume that ¢ (¢) c* (t) = 1, then

(J+1)Ts
zj = / [Ab (t) cos® (21 fot) + n (t) ¢* (¢) cos (27 fot)] at

Ty

/(j+ DT,
iTy

A ( i b; ¥ (t _Tij>> cos® (2 ft) + n (t) ¢* (t) cos (27 f.t) | dt

= —00
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T
— Ab, (3" + 2—)(% (sin (4 £, (j + 1) Ty) — sin (4 fch,,))) 0 (26)

where 7 represents the influence of channel noise on the decision statistic.

Assuming that the carrier frequency is large relative to the reciprocal of the bit

period, then

AbT,

23

(2.7)

Therefore, the decision statistic, z;, is an estimate, l;;, of the transmitted data

symbol b;.

Digital signal, b(t)
formed from bit

sequence {bj}

(G+hTyp
J dt _,[— >

iTp

Noise, n(t)

Spreading cos(2nfct) cos(2nfct) Spreading
Sequence, Sequence,
*
c(t) )

Figure 2.1: CDMA transmitter and receiver.

In mobile and portable radioc channels, the fact that the CDMA signal is
spread over a large bandwidth can significantly mitigate the effects of fading which
can degrade the performance of narrowband systems. The coherence bandwidth of

the channel quantifies the region of spectrum over which the amplitudes of all signal
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components at the receiver undergo approximately the same fading level. Typical
values for coherence bandwidth are 3 MHz in indoor channels and 0.1 MHz for
outdoor channels. If the signal bandwidth is smaller than the coherence bandwidth
of the channel and one part of the spectrum of the signal experiences a fade, then,
in all likelihood, the entire signal spectrum experiences a fade and it is not possible
to recover the lost data symbols except through error control coding. Using CDMA
techniques, the signal can be made to cover a large enough bandwidth so that if one
part of the signal spectrum is in a fade, other parts of the signal spectrum are not
faded. One result of this is that the short-time variation of the total received power
for a wide band CDMA signal is much less than that of the narrowband signal.
Various techniques can be used to recover the signal as long as some portion of the
received signal is not in a fade.

Finally, one property of the CDMA signal alluded to earlier is that many
CDMA signals can be overlaid on top of each other in the same frequency band. Let
us assume that there are two users in the system using the same frequency band at
the same time. We assume that the PN sequence from user 0 is ¢, (t) and the PN

sequence from user 1 is ¢ (¢) where

)= 3 Yaw(FEME) o1 ey

j=—0o0 i=0

The signals are said to be orthogonal over a bit period if

(G+1)Ty
/ co ()€ (&) dt = 0 (2.9)
Ty

Let us assume for the moment that the repetition rate of the PN-sequence is
the same as the symbol period such that M7, = T,. When the length of the PN
sequence, MT,, is equal to the message symbol period, Tj, the system is called a
code — on — pulse system. If the sequences are chip aligned, and bit aligned, then

the orthogonality over a symbol period may be expressed as
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M-1

Z Co’icii =0 (210)

=0
If each user has a different orthogonal underlying code sequence, then many
users can share the same medium without interfering with each other.
The received signal at user 0’s receiver consists of the desired signal, multiple

assess interference from user 1, and noise

ro (t) = Agbo () co (t) cos (27 fet) + A1by (t) ¢ (t) cos (2nft +91) +n(t)  (2.11)

where

Zbk,] ( JTb)

]———OO
The decision statistic for user 0 is obtained using equation (2.5). The compo-
nent of the decision statistic due to the desired signal is AqT,bo /2, just as before.
The component of the decision statistic due to the noise component is again a zero

mean Gaussian random variable with variance NyT,/4. In synchronous CDMA, the

component due to the interference is

(+1Ty
/ Avby (t) ¢1 (t) ¢ (t) cos (27 fot) cos (2 fot + U1) dt

iTy

G+1)Ty
= A1b; Z C1,iCo ; / cos (27 f.t) cos (27 fot + ¥1) dt
iTs

= A1b (Z o] ,COz> — cos (2.12)
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3G CDMA systems use coherent demodulation on both forward link and re-
verse link. So in equation (2.12), 9; =0 .

Thus if the spreading sequences of user 0 and user 1 are orthogonal, so that
they satisfy equation (2.10), then the component of the decision statistic due to
interference will be zero. In this case, the addition of the users in the same time and
frequency slots will not affect the performance of other users. On the reverse link,
since it is difficult to synchronize spatially separated mobile users on the bit and
chip level, and since the signals travel different path lengths from the transmitter to
the base station, it is not feasible to operate in a synchronous mode.

In the asynchronous case, where usually the sequence for user 1 is delayed by
71 seconds relative to the chip sequence for user 0, the expression describing the
interaction between the signals from two users at the receiver for user 0 becomes
considerable more complicated. We may express the delay as an integer number of
chip periods v, such that 7, = v, T,+A; where 0 < A; < 7. . We will further assume
that for values of i > M and ¢ < 0 that a;; = a1;_mar,s0that 0 < i~mM < M —1.

Then the signals from user 0 and 1 will not interfere with each other if

7n-1 M-1
* *
b1,j-1 E ey i+ b1 E CriemChy | (To~ AY)

1=0 =7

11—-1 M2
+ (bl,j—l D Clim Gy Fbiy Y Cl,i—'nc;,i+1> Ar=0 (2.13)

i=0 =71

It is not possible to select useful spreading codes which satisfy over equation
(2.13) all possible values of b; ; , Ajand ;. Thus, in an asynchronous CDMA system,
the signals from different users interfere with each other, resulting in higher bit
error rates as compared with orthogonal CDMA. Therefore, in asynchronous CDMA
systems, every user contributes interference, called Multiple Access Interference, to

the decision statistic for other users.
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For 3G CDMA, we use “gold code” for spreading code. Gold code has so
excellent orthogonality that any two codes are still orthogonal even though they are
asynchronous, having a phase shift. That is it can satisfy equation (2.13). Gold
codes are families of codes with well-behaved cross-correlation properties which are
constructed by a modulo-2 addition of specific relative phases of a preferred pair of
m-sequences. The shift register configuration used to generate the Gold code in our

simulation is illustrated in Figure 2.2.

L az Cl\ a6

Vi <> as a, > a3 a 3 Cl) N
g(D)=1+D+D%+D’+D?
1
y
‘—a’7 a’s C> a’s 'C\ a, > a’y '<> a’ a’y » @'

g(D)=1+D*+D’+D*+D?

Figure 2.2: Gold code generator.

2.1.2 Multiple Access Interference in CDMA Systems

Consider a CDMA system in which K users occupy the same frequency band at
the same time. These users may share the same cell, or some of the K users may
communicate with other base stations.

The signal received at the base station from user k is given by[19)

Sk (t — k) = VV2Piby (£ — 7i) ek (t — 7x) cos (27 fet + Py) (2.14)

where by (t) is the data sequence for user k, ¢ (¢) is the spreading (or chip)

sequence for user k, 7 is the delay of user k relative to a reference user 0, P is the
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received power of user k, and ¢ is the phase offset of user k relative to a reference
user 0. Since 7% and ¢ are relative terms, we can define 75 = 0 and ¢y = 0.
Let us assume that both ¢, (t) and b (¢) are binary sequences having values

of -1 or +1.

The chip sequence ¢ (t) is of the form,

ACEDY }jck,i\ll <t‘(i J;jM)TC> ci€{-1,1}  (215)

where M is the number of chips sent in a PN sequence period and T is the
chip period. MT, is the repetition period of the PN sequence.

For the data sequence, b (t), T} is the bit period. It is assumed that the bit
period is an integer multiple of the chip period that T, = NT,. Note that M and N

do not need to be the same. The binary data sequence by, (¢) is given by

be(t) = ) bV (t _TZTb) brj € {-1,1} (2.16)

j=—00

At the receiver, illustrated in Figure 2.3, the signal available at the input to

the correlator is given by

=

o (t) = - sg (t— 7) +n(t) (2.17)

£
il

where n (t) is additive Gaussian noise with two-sided power spectral density
N,/2. It is assumed in equation (2.17) that there is no multipath in the channel with
the possible exception of multipath that leads to flat fading such that the coherence
time of the channel is considerably larger that a symbol period.

At the receiver, the received signal is mixed down to baseband, multiplied by

the PN sequence of the desired user (user 0 for example) and integrated over one
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.
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Figure 2.3: Model for CDMA multiple access interference[19]

bit period. Thus, assuming that the receiver is delay and phase synchronized with

user 0, the decision statistic for user 0 is given by

(G+1)Tp
zp = / To (t) ¢ (t) cos (2 f,t) dt (2.18)
j

Ty

For convenience and simplicity of notation, the remainder of the analysis will

be presented for the case of bit 0 (j=0 in equation (2.18)). Substituting equation
(2.14) and (2.17) into equation (2.18),

29 = / b Ki V2Peby, (t — 1) i (t — 74) cos (2m fut + ¢k)) +n (t)} ¢ (t) cos (27 fct) di
0 k=0

(2.19)

which may be expressed as

n=I+n+¢ (2.20)
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where I is the contribution to the decision statistic from the desired user
(k = 0), ¢ is the multiple access interference, and 7 is the noise contribution. The

contribution from the desired user is given by

Iy = V2P / K bo (2) |co (£)|° cos (27 f.t) dt
0

- \/g/on (i bo ;¥ (t —TZT”)> (1 + cos (27 f.t)) dt

==

P T
= 5b0,0/ (1 + cos (27 ft)) dt
0
= \/gbO,OTb (221)

The noise term, 7 is given by

Ty
nz/o n (t) ¢ (t) cos (27 ft) dt (2.22)

where it is assumed that n () is white Gaussian noise with two-sided power

spectral density, Ny/2. The mean of 7 is

Ty
by = Efn] = /t Eln ()] ¢, (t) cos (27 f.) dt = 0 (2.23)

=0
The third component in equation (2.20), {, represents the contribution of

multiple access interference to the decision statistic. ¢ is the summation of K — 1

terms, I ,
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=
L

(=Y I (2.24)

e
Il
—

each of which is given by

Iy = K V2Pby, (t — %) cx (t — 7) ¢y (t) cos (2w fot + ) cos (2 ft)dt  (2.25)
0

Therefore, we get the received signal at the base station in detail.

2.2 Third Generation CDMA

2.2.1 Development Background of 3G

In 1980 the mobile cellular era started. Mobile communications have undergone
significant changes and experienced enormous growth since then. First generation
mobile systems using analog transmission for speech services were introduced in the
1980s. Several standards were developed: AMPS (Advanced Mobile Phone Service)
in the United States, TACS (Total Access Communication System) in the United
Kingdom, NTT (Nippon Telephone and Telegraph) in Japan, and so on.

Second generation systems using digital transmission were introduced in the
late 1980s. They offer higher spectrum efficiency, better data services, and more ad-
vanced roaming than the first generation systems. GSM (Global System for Mobile
Communications), PDC (Personal Digital Cellular), and 1S-95 (US CDMA system)
belong to the second generation systems. The services offered by these systems cover
speech and low bit rate data.

The second generation systems will further evolve towards third generation
systems and offer more advanced services such as bit rates of 100 to 200 Kbps for
circuit and packet switch data. These evolved systems are commonly referred to as

generation 2.5.
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Recently, mobile communication services are penetrating. All of the current
second-generation cellular communications systems (e.g., PDC, GSM and IS-95)
have adopted digital technology. However, the major services they provide are
limited to basic services, such as voice, facsimile, and low-bit-rate (far less than
64 Kbps) data. We are now in the 21st century, when demands for a variety of
wideband services such as high-speed Internet access and video/high-quality image
transmission, will continue to increase. The third-generation mobile communication
system, called International Mobile Telecommunication-2000 (IMT-2000) in the In-
ternational Telecommunication Union (ITU), must be designed to support wideband
services at data rates as high as 2 Mbps, with the same quality as fixed networks.

Table 2.1 shows the main differences between WCDMA and IS-95 air interfaces.

Figure 2.4 shows the development of mobile cellular era.

| | WCDMA ! 1S-95
Carrier Spacing 5MHz 1.25 MHz
Chip Rate 3.84 Meps 1.2288 Mcps
Power Control Frequency 1500 HzUL and DL 800 HzUL;slow DL
Base Station Sync No needed Yes, typically via GPS

Inter-frequency Handovers

Yes, measurements with
slotted mode

Possible; measurement
method not speci fied

Radio Resource Management

Yes, provides QoS

No needed (speech only)

Packet Data

Load — based packet
scheduling

Packet data transmitted as
short circuit switched cells

Downlink Transmit Diversity

Supported

Not supported

UL=uplink, DL=downlink, GPS=global positioning system.

Table 2.1: Main differences between WCDMA and IS-95 air interfaces.

The current Personal Communication Services (PCS) are based on narrow-

band technology optimized for basic services. To realize true IMT-2000 systems, a
new wideband wireless access technology incorporating as many recent technology
developments as possible is necessary. In IMT-2000 technology, there are North
America’s IS-95 method and Europe’s GSM method. Currently, Europe is trying
to commercialize WCDMA, a GSM method, to service IMT-2000. In future, it is
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* Global Roaming
* High-Quality Multimedia
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-1990 Mid-90s 2000
Figure 2.4: Development of mobile cellular era.
expected that the North America’s CDMA2000 and Europe’s WCDMA technologies

will compete for the IMT-2000 market. Figure 2.5 and Figure 2.6 are the trends of

two methods.

Figure 2.5: IMT-2000 trends in North America.

There are several differences between the two will-be-leading IMT-2000 tech-
nologies. Table 2.2 shows the differences between WCDMA and CDMA2000. If
the two technologies are commercialized, the compatibility problem must be con-
sidered. Two users using different communication technologies must be possible to

communicate anywhere and anytime.
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Figure 2.6: IMT-2000 trends in Europe.

| | WCDMA | CDMA2000
Chip Rate 4.096 Mcps 3.6864 Mcps
Frame Duration 10 ms 10 ms
Base Station Sync Asynchronous Synchronous
. 3 step paral code sync for Sync through time—
Base Station Acq basep sﬁation slot /?;mr];e shizj”ted PN cgorrelation
Forward Link Pilot T DM dedicated pilot CDM common pilot
Antenna Beamforming T DM dedicated pilot Auziliary pilot

Table 2.2: WCDMA Versus CDMA2000.
2.2.2 Key WCDMA Features

An air interface based on direct-sequence CDMA and operation at a wide bandwidth
gives the opportunity to design a system with property fulfilling the third-generation

requirements.
Performance Improvement

e Capacity Improvement — The wide bandwidth of WCDMA gives an inherent
performance gain over previous cellular systems, since it reduces the fading
of the radio signal. In addition, WCDMA uses coherent demodulation in
the uplink, a feature that has not previously been implemented in cellular
CDMA systems. Also, fast power control on the downlink will give improved
performance. In total, for a speech service, these improvements are expected

to increase the cell capacity of WCDMA by at least a factor of two(3dB).
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e Coverage and Link Budget Improvements — The coverage of WCDMA is de-
termined by the link performance through the link budget. Assumptions for
the comparison are that the average mobile output power is equal in WCDMA
and GSM. The results show that a WCDMA speech service will tolerate a few
dB higher path loss than a GSM speech service. This means that WCDMA
gives better speech coverage than GSM, reusing the same cell sites when being

deployed in the same or a nearby frequency band.
Service Flexibility

e Support of a wide range of service with maximum bit rates about 2 Mbps and
the possibility for multiple parallel services on one connection. This flexibility
is supported in WCDMA with the use of orthogonal variable spreading factor

(OVSF) codes for chanelization of different users.
Operator Flexibility

e Interfrequency Handover — The support of seamless through interfrequency
handover through a downlink slotted mode is a key feature of WCDMA. In-
terfrequency handover is necessary for the support of hierarchical cell structure
(HCS) with overlapping micro- and macrocells operation on different carrier
frequencies. With HCS, a cellular system can provide very high system ca-
pacity through the microcell layer, at the same time offering full coverage and
support high mobility by the macrolayer. Hot spot is a certain cell that serves
a high traffic area uses additional carriers to those used by the neighboring
cell. If the deployment of extra carriers is to be limited to the actual hot spot

area, the possibility of interfrequency handover is essential.

e Support for Adaptive Antenna Arrays — WCDMA system supports full utiliza-
tion of adaptive antenna through the use of dedicated pilot symbols on both

uplink and downlink.
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2.3 Channel Model

A CDMA system employing binary phase shift keying (BPSK) will be considered
here. The voice coder used in the k* mobile will generate a data sequence by (t),
with each symbol having a period of time T}, seconds. This is then modulated by the
user’s pseudo-noise (PN) sequence ¢(t), which repeats with period T; seconds. The
PN sequence is composed of IV binary “chips”, each of period T,. The transmitted

RF signal, s;(¢) is given by:

sk(t) = /2Pebg(t)ck(t) cos(2m fot) (2.26)

where f, denotes the angular frequency of the carrier (with associated wave-
length A\) and P denotes the signal power. In our simulation, for 3G CDMA system,
the value of T, will be 2.67 x 10~7 sec and processing gain will be 255, so that
T,=6.83 x 10 3sec.

The received baseband signal for K active mobiles at a single antenna base

station may be written as:

r (t) = Z_ vV QPk,Okbk (t - Tk) Ck (t — Tk) exp {]¢k} +n (t) (227)

where pg, ¢ and 7% denote the channel attenuation, phase shift and time delay
for the k™ user. The complex scalar n (t) is a white Gaussian noise process with
single sided power spectral density N,.

There are usually a large number of paths or multipaths, each with an associ-
ated time delay, by which si(¢) can reach the receiver. In a CDMA system, the base
station receiver using a single antenna can resolve multipath components separated
in time by at least T, seconds. If significant multipath energy is received over the
range of excess time delays [0,7,], the receiver can resolve Q = 1 + int(T;/T,) sep-

arate channel taps, —int() denotes the integer part. The channel impulse response
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for the k** user may therefore be modeled as:

Za(k)cs t— 7' (k)) exp{]qﬁ )} (2.28)

where a((,k), T}k) and qb((;k) are the gth path gain, delay, and phase, respectively,

for the kth user and @ is the number of paths. Further, for each ¢ and k the path

delay Ték)

is assumed to be an independent random variable uniformly distributed
over [0,T) where T is the symbol interval duration. Likewise, the path gains a(k)
are assumed to be independent Rayleigh random variables with the average path
power E [(aék)y] = 2p for all k¥ and ¢ where p is some given constant. Then, the

received signal is given by

K Q
:ZZ\/2Pka b (t — M) ¢ (t = 7)Y cos (27 (fo — fa) t + ) + n (2)

k=1 g=1

(2.29)

where ¢{) is an independent random variable uniformly distributed over [0, 27]
representing the path phase of the received signal, and f; is Doppler frequency shift.

The type of fading experienced by a signal propagating through a mobile radio
channel depends on the nature of the transmitted signal with respect to the charac-
teristics of the channel. The time dispersion and frequency dispersion mechanisms in
a mobile radio channel lead to four possible distinct effects. While multipath delay
spread leads to time dispersion and frequency selective fading, Doppler spread leads
to frequency dispersion and ;cime selective fading. The propagation mechanisms are
independent of one another. So, we have four types of small-scale fading, flat slow
fading, flat fast fading and frequency selective slow fading, frequency selective fast

fading.
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2.4 Flow Chart

Figure 2.7 is the flow chart of the simple CDMA system, including transmitter,

channel and receiver.

Start
A 4
Spreading
c(t)
I Ka&ﬁlﬁﬁ&? T
I___QPSE___Jl Channel:
I Small-Scale Fading:
Multi-path Time Delay
Channel Doppler Shift
_____l__.___, Gaussian
: Demodulation | White Noise
I__-Q%SE___J n(t)
Despreading
c(t)
y
End

Figure 2.7: Flow chart of CDMA system and fading channel.

2.5 Simulation

As a starting point, we have computer simulated a simple model for the 3G CDMA
transmitter and receiver and evaluated the P, performance under AWGN and cochan-

nel interference without any adaptive antenna.

2.5.1 Simulation Parameters
e Chip rate of 3G CDMA: R, = 3.75 x 10%chips/sec.

28



e Bit rate of 3G CDMA system: R, = 1.46 x 10%bits/sec.

e Processing gain of 3G: N = 255.

e Carrier frequency: f.=1.9 x 10°H z.

e Time shift between multipaths for flat fading: 7 < 5 x 10~3second.

e Time shift between multipaths for frequency selective fading: 7 > 10~%second.

e The moving speed of subscriber for slow fading: vsiowrading = 2.7m/sec(10Km/h)

e The moving speed of subscriber for fast fading: vrestrading = 33.3m/sec(120Km/h)
(Because the chip rate of 3G CDMA is very high. The fast fading here is com-
paratively fast, not the fast fading by definition, which requires vrastrading >

110K'm/sec).

e In the simulation, we assume both baseband modulation and demodulation

processes are ideal. "

e Channel model: the 2-ray resolvable channel where each user has two multi-
paths. (The reason for using the 2-ray resolvable channel is that the bandwidth
of the transmitted signal, i.e., the direct sequence spread spectrum signal, is
very high compared to the bandwidth of the wireless radio channel, therefore

the multipaths are resolvable in time.)

2.5.2 Single User CDMA System

Figure 2.8 shows the probability of bit error of four types of small scale fading of
single user CDMA system according to different bit SNR of Gaussian White Noise.
From Figure 2.8, we see that the BER increases as the E,/N, decreases. Also BER

is more sensitive to frequency selective fading.
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Figure 2.8: Probability of error of single user CDMA system (no interference).

2.5.3 Muti User CDMA System

Figure 2.9 shows the probability of bit error of four types of small scale fading of
multi user CDMA system according to different number of users per cell.

From Figure 2.9, we see that the BER increases as the number of users per
cell increases. The BER increase for higher Ej/N, case is more obvious than the
lower Ey/Np case. This is because for a low Ey/N,, in addition to the interference,
the noise also play an important role in determining the BER. The BER increases
are higher in fading channels in the order: frequency selective fast fading channel,

frequency selective slow fading channel, flat fast channel, flat slow channel.
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Figure 2.9: Probability of error of multi-user CDMA system.
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Chapter 3

FUNDAMENTALS OF ADAPTIVE
ANTENNA ARRAYS

An antenna array consists of a set of antenna elements that are spatially distributed
at known locations with reference to a common fixed point. By changing the phase
and amplitude of the exciting currents in each of the antenna elements, it is possible
to electronically scan the main bea m and/or place nulls in any direction.

The antenna elements can be arranged in various geometries, with linear, cir-
cular and planar arrays being very common. In the case of a linear array, the centers
of the elements of the array are aligned along a straight line. If the spacing between
the array elements is equal, it is called a uniformly spaced linear array.

The radiation pattern of an array is determined by the radiation pattern of the
individual elements, their orientation and relative positions in space, and amplitude
and phase of the feeding currents. If each element of the array is an isotropic point
source, then the radiation pattern of the array will depend solely on the geometry
and feeding current of the array, and the radiation pattern so obtained is called the

array factor.
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3.1 Uniformly Spaced Linear Array

Consider an M-element uniformly spaced linear array which is illustrated in Figure
3.1. In Figure 3.1, the array element are equally spaced by a distance d, and a
plane wave arrives at the array from a direction 6 off the array broadside. The angle
6 is called the direction-of-arrival (DOA) of the received signal, and is measured
clockwise from the broadside of the array. The received signal at the first element

may be expressed as

Zo (t) = u(t)cos 2 fet + v (t) + ) (3.1)

where f, is the carrier frequency of the modulated signal, v (¢) is the infor-
mation carrying component, u (t) is the amplitude of the signal, and ¢ is a random
phase. It is convenient to use the complex envelope representation of Ty (t) which is

given by

zo () = u(t) exp {j (v (t) + ¢)} (3:2)

The received signal at the first element Z, (t) and its complex envelope g (¢)

may be related by

Zo () = Re[xo (t) exp {j (27 fet) }] (3:3)

where Re[] stands for the real part of []. Now taking the firs t element
in the array as the reference point, if the signals have originated far away from
the array, and these plane waves advance through a non-dispersive medium that
only introduces propagation delays, the output of any other array element can be
represented by a time-advanced or time-delayed version of the signal at the first

element. From Figure 3.1, we see that the plane wavefront at the first element
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should propagate through a distance dsinf to arrive at the second element. The

time delay due to this additional propagation distance is given by

dsin @
T =
C

(3.4)

where c is the velocity of light. Now, the received signal of the second element

may be expressed as

() =To(t—1)=ut—7)cos2nf.(t—T)+ ([t —T)+ ¢) (3.5)

Incident
Plane Wave

Plane
Wavefront

z
T ) Y
-,

Reference
Element

Figure 3.1: Illustration of a plane wave incident on a uniformly spaced linear array
from direction 6.

If the carrier frequency f. is large compared to the bandwidth of the imping-
ing signal, then the modulation signal may be treated as quasi-static during time

intervals of order 7 and in that case equation (3.5) reduces to

Z1 (1) = u(t) cos (2n fet — 2m for + v (t) + @) (3.6)
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The complex envelope of Z; () is therefore given by

2 (t) = u(t) exp{j (=2mfer +7(t) + 9)} (3.7)

=z (t)exp {—j (27 f.7)}

From equation (3.7) we see that the effect of the time delay on the signal can
now be represented by a phase shift term exp {—j (2 f.7)}. Substituting equation
(3.4) to (3.7), we have

21 (8) = 1o (£) exp {— j <2ﬂv fcdsine) } (3.8)

— 2o (£) exp {-j (%dsm 9) }

where A is the wavelength of the carrier. In equation (3.8), we have used the
relation between ¢ and f. , that is, f. = . Similarly, for element m, the complex

envelop of the received signal may be expressed as

ZTm () = x4 (t)exp{——j (%\desinﬁ)} m=0,..,M~-1. (3.9)
Let
" o) -
2 (t) = xl.(t) (3.10)
| 20
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and

1

¢~I(3rdsing)
@ (0) = . (3.11)

e—-j(%\’i(M—l)dsine)

L -

then equation (3.9) may be expressed in vector form as

T (t) = @ (6) 2o (2) (3.12)

The vector o (t) is often referred to as the array input data vector, and @ (6)
is called the steering vector. The steering vector is also called direction vector, array
vector, array response vector, array manifold vector, DOA vector, or aperture vector.
In this case, the steering vector is only a function of the angle-of-arrival. In general,
however, the steering vector is also a function of the individual element response,
the array geometry, and signal frequency.

In the above discussion, the bandwidth of the impinging signal expressed in
equation (3.9) is assumed to be much smaller than the reciprocal of the propagation
time across the array. Any signal satisfying this condition is referred to as narrow-
band, otherwise it is referred to as wideband. In most of the discussion that follows,
the signal is assumed to be narrowband unless specified otherwise.

We could extend the above simple case to a more general case. Suppose
there are () signals sy (t),....,5g (t), all centered around a known frequency, say,
fe, impinging on the array with a DOA 6,, ¢ = 1,2,...,Q. These signals may be
uncorrelated, as happens in multipath propagation, where each path is a scaled and
time-delayed version of the original transmitted signal, or can be partially correlated
due to the noise corruption. The received signal at the array is a superposition of all

the impinging signals and noise. Therefore, the input data vector may be expressed

as
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Q
T ()= T (0,)5,(t)+ 7 (t) (3.13)

where

1
e—j(zT"dsin()q)

@ (0,) = | (3.14)

e-j(z—)"l(M—l)dsian)

and 7 (t) denotes the M x 1 vector of the noise at the array elements. In

matrix notation, equation (3.13) becomes

P =A©)F )+ () (3.15)

where A (©) is the M x @ matrix of the steering vectors

a@=[20) 2@ - @0 ] (3.16)
and
]
B (1) = 82@ (3.17)
| sq (t) |

Equation (3.15) represents the most commonly used input data model.
Now let us consider a special case. Assume that P users transmit signals from

different locations, and each user’s signal arrives at the array through multiple paths.

38



Let Ly denote the number of multipath components of the ** user. We have

P
> Lui=Q
1=1

Let us further assume that all of the multipath components for a particular
user arrive within a time window which is much less than the channel symbol period

for that user, then the input data vector could be expressed as

P Ly

T (t) = Z Z ik @ (0ix) i (t) + 77 () (3.18)

i=1 k=1

71'81' (t) + —’ﬁ) (t)

M-

i=1

where 6; ;. is the DOA of the k*» multipath component for the :* user, @ (6;x)
is the steering vector corresponding to 6; , ; x is the complex amplitude of the k'
multipath component for the ** user, and D is the spatial signature for the 5

user and is given by

p= zai,k7 (0:x) (3.19)

T (t)=B¥ () + 7 (t) (3.20)
where
B= [ ?1 72 —5‘)13 (3.21)
and
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s1 (t)
S9 (t)

Sp (t)

The matrix B is called the spatial signature matriz.

In equation (3.15), if the data vector 7 (t) is sampled K times, at t,,...., tx,

the sampled data may be expressed as

X=A0©)S+N

(3.22)

where X and N are the M x K matrices containing K snapshots of the input

data vector and noise vector, respectively,

(3.23)

(3.24)

(3.25)



in equation (3.23), (3.24) and (3.25), we have replaced the time index t; with
k=1,..., K, for notational simplicity.

With the data model created above, most array processing problems may be
categorized as follow. Given the sampled data X in a wireless system, determine:

1. the number of signals @

2. the DOAs 64, .....,0¢

3. the signal waveform ¥ (1), ....., & (K).

We shall refer to (1) as the detection problem, to (2) as the localization prob-

lem, and to (3) as the beamforming problem, which is the focus of this research.

3.2 Beamforming and Spatial Filtering

Beamforming is one type of processing used to form beams to simultaneously re-
ceive a signal radiating from a specific location and attenuate signals from other
locations|20]. Systems designed to receive spatially propagating signals often en-
counter the presence of interference signals. If the desired signal and interference
occupy the same frequency band, unless the signals are uncorrelated, e.g., CODMA
signals, then temporal filtering often cannot be used to separate signal from inter-
ference. However, the desired and interfering signals usually originate from different
spatial locations. This spatial separation can be exploited to separate signal from
interference using a spatial filter at the receiver. Implementing a temporal filter re-
quires processing of data collected over a temporal aperture. Similarly, implementing
a spatial filter requires processing of data collected over a spatial aperture.

A Beamformer is a processor used in conjunction with an array of sensors (i.e.,

antenna elements in an adaptive array) to provide a versatile form of spatial filtering.
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The sensor array collects spatial samples of propagating wave fields, which are pro-
cessed by the beamformer. Typically a beamformer linearly compiles the spatially
sampled time series from each sensor to obtain a scalar output time series in the
same manner that an FIR filter linearly combines temporally sampled data. There

are two types of beamformers, narrowband beamformer, and wideband beamformer.

\%
SRl

y(k)

Figure 3.2: A narrowband beamformer forms a linear combination of the sensor
outputs.

A narrowband beamformer is shown in Figure 3.2. In Figure 3.2, the output

at time k, y(k), is given by a linear combination of the data at the M sensors at

time k,

y(k) =) Wz (k) (3.26)

where * denotes complex conjugate. Since we are now using the complex
envelope representation of the received signal, both z,, (k) and w,, are complex.
The weight w; is called the complex weight. The beamformer shown in Figure

3.2 is typically used for processing narrowband signals. In the following following
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discussion, each sensor is assumed to have all necessary receiver electronics and A/D
converters if beamforming is performed digitally.

Substituting equation (3.2) and (3.9) into (3.26), we have

M-1 M-1
y(k) =) whem (k) =u(t) Y whe?msm = u (1) £ (6) (3.27)

where 8 = 27 /) is the phase propagation factor.

The term f () is called the array factor. The array factor determines the
ratio of the received fsignal available at the array output, y (¢), to the signal, u (¢),
measured at the reference element, as a function of DOA. By adjusting the set of
weights, {wy,}, it is possible to direct the maximum of the main beam of the array
factor in any desired direction 6y. That is tc say, the array factor determines the
beam patterns of adaptive arrays..

To show how the weight, {w,,}, can be used to change the antenna pattern of

the array, let the m™ weight be given by

Wy = ejﬁmdsinﬂo (328)
Then the array factor is
M-1
f (9) — Z e—jﬁmd(sine—sineo) (3.29)
m=0

_sin (@;ﬂ (sin @ — sin 6;))

— e—j%(sin f—sin 8p)
sin (& (sin 6 — sin ;)

From equation (3.29), we will know the antenna gain in any direction, 6.

Equation (3.26) may also be written in vector form as
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y (k) = w7z (k) (3.30)

where

W = (3.31)

War-1

and H denotes the Hermitian (complex conjugate) transpose. The vector @
is called the complex weight vector.

Different from a narrowband beamformer, a wideband beamformer samples
the propagating wave field in both space and time and is often used when signals

of significant frequency extent (broadband) are of interest[20]. A wideband beam-

former is show in Figure 3.3.

The output in this case may be expressed as

M-1K-1

y(k) =Y whmm (k1) (3.32)

m=0 =0

where K — 1 is the number of delays in each of the M sensor channels. Let

Tl? = [’U)o,o, ..... y WO,K—13 -+vee y WM—-1,0y -+~ y wM_.l,K_l]T (333)

and

T (k) = [m0 (k) , oo, @0 (k= K +1) ooy Tager (K) s ooy Tag1 (k = K + 1)
(3.34)
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Figure 3.3: A wideband beamformer samples the signal in both space and time.

where T' denotes the conventional transpose, equation (3.32) may also be ex-
pressed in vector for as in equation (3.30). In this case, both @ and T (k) are
MK x 1 column vectors.

Comparing Figure 3.2 with Figure 3.3, we see that a wideband beamformer
is more complex than a narrowband beamformer. Since both types of beamformers
may share the same data model, we concentrate on the narrowband beamformer in

the following discussion.

3.3 Adaptive Arrays

In a mobile communication system, the mobile is generally moving, therefore the

DOAs of the received signals in the base station are time-varying. Also, due to the
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time-varying wireless channel between the mobile and the base station, and the ex-
istence of the cochannel interference, multipath, and noise, the parameters of reach
impinging signal are varied with time. For a beamformer with constant weight,
the resulting beam pattern cannot track these time-varying factors. However, an
adaptive array may change its patterns automatically in response to the signal envi-
ronment. An adaptive array is a antenna system that can modify its beam pattern
or other parameters, by means of internal feedback control while the antenna system
is operating. Adaptive arrays are also known as adaptive beamformers, or adaptive
antennas. A simple narrowband adaptive array is show in Figure 3.4. And Figure
3.5 is a general flow chart of a CDMA system with antenna array. The following

flow charts in this chapter is only the “antenna array” part in this figure.
y g

on(t,\ -
4
vl [ A

N yl y(©)
.

: Generate
H Error Signal
VXM' I(t) /
Error
Signal

Figure 3.4: A simple narrowband adaptive array.

In Figure 3.4, the complex weight wy, ....., wy are adjusted by the adaptive
control processor. The method used by the adaptive control processor to change the
weights is called the adaptive algorithm. Most adaptive algorithms are derived by
first creating a performance criterion, and then generating a set of iterative equations
to adjust the weights such that the performance criterion is met. Some of the most

frequently used performance criteria include minimum mean squared error (MSE),
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maximum signal-to-interference-and-noise ratio (SINR), maximum likelihood (ML),
minimum noise variance, minimum output power, maximum gain, etc[21]. These
criteria are often expressed as cost functions which are typically inversely associated
with the quality of the signal at the array output. As the weights are iteratively
adjusted, the cost function becomes smaller and smaller. When the cost function
is minimized, the performance criterion is met and the algorithm is said to have

converged.

3.4 Summary

In this chapter we introduced terminology and basic concepts related to antenna ar-
ray and adaptive beamforming. The correspondence between a narrowband beam-
former and a FIR filter is also introduced. In Chapter 4, a survey of adaptive

beamforming algorithms is presented.
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Figure 3.5: Flow chart of CDMA system with adaptive antenna array.
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Chapter 4

ADAPTIVE BEAMFORMING
ALGORITHMS

4.1 Introduction

In CDMA mobile communication system, multiple users occupy the same frequency
band. The beamformer in the base station attempts to form a beam directed to each
user, so that for one desired user, the interference from other directions is reduced.
For a system with P users, the beamformer will generate P complex weight vectors.

Figure 4.1 shows the structure of a multitarget adaptive beamformer with
M antenna elements and @ output ports. In Figure 4.1, y;(k),.....yo(k) are the
outputs of ports 1, ...., @, respectively, and o1, ....., WQ are the weight vectors of
port 1,....,Q, respectively. From Figure 4.1, the multitarget beamformer can be
viewed as a multi-input multi-output system.

This chapter provides a thorough survey of adaptive beamforming algorithms.
Most of these algorithms may be categorized two classes according to whether a
reference signal is used or not. One class of these algorithms is the non-blind adaptive
algorithm in which a reference signal is used to adjust the array weight vector.

Another technique is to use a blind adaptive algorithm which does not require a
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Figure 4.1: A multitarget adaptive beamformer with M antenna elements and Q
output ports.

reference signal.

Since the non-blind algorithms use a reference signal, data cannot be sent over
the radio channels all the time. This reduces the spectral efficiency of the system.
Therefore , the blind algorithm are of more research interest. The research here

focuses primarily on blind beamforming algorithms.

4.2 Non-blind Adaptive Beamforming Algorithm

In a non-blind adaptive algorithm, a reference signal, d(¢), which is known to both
the transmitter and receiver, is sent from the transmitter to the receiver. The
beamformer in the receiver uses the information of the training signal to compute

the optimal weight vector, Tt?opt.
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4.2.1 Adaptive Beamforming with Pilot Channel on Reverse
Link of 3G CDMA System

4.2.1.1 Wiener Solution

Most of the non-blind algorithms try to minimize the mean-squared error between
the desired signal d(t) and the array output y(t). Let y (k) and d (k) denote the
sampled signal of y(¢) and d(t) at time instant ¢, respectively. Then the error
signal is given by [23]

e(k) =d(k) —y (k) (4.1)

and the mean-square error is defined by

J =E[le(k)|] (4.2)

where E [ ] denotes the ensemble expectation operator. Substituting equation

(4.1) and (3.30) into equation (4.2), we have

J=E[ld(k) -y ()] (43)

=E{d(k) -y (k)}{d (k) -y (k)}]

=E[{d(k) - TT2 (k)} {d (k) - D72 (k)}']

=E[ld(k)]? —d(k) 2" (k) @ - BIZ (k) d* (k) + BT 2 (k) P (k) T]
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=E|[|d(k)’] - P*w - w¥P+ W RW

where

and

P =E[7d (k)] (4.5)

In equation (4.3), R is the M x M correlation matriz of the input data vector

z (k), and P is the M x 1 cross-correlation vector between the input data vector

and the desired signal d (k).
The gradient vector of J, V (J), is defined by

aJ

where a—%; denotes the conjugate derivative with respect to the complex vector

W. When the mean-squared error J is minimized, the gradient vector will be equal

to a M x 1 null vector.

V() | @ =0 (4.7)

Substituting equation (4.3) into equation (4.7), we have

—2P + 2RW ypr = 0 (4.8)
or equivalently
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RTWopt = P (4.9)

Equation (4.9) is called the Wiener-Hopf equation[23]. Multiplying both sides

of equation (4.9) by R™!, the inverse of correlation matrix, we obtain

Wopt = R'P (4.10)

The optimum weight vector W, in equation (4.10) is called the Wiener solu-
tion. From equation (4.10), we see that computation of the optimum weight vector

W o Tequires knowledge of two quantities:

1. the correlation matrix R of the input data vector 2 (k),

2. the cross-correlation vector P between the input data vector @ (k) and the

desired signal d (k).

4.2.1.2 Adaptive Beamforming for 3G CDMA System

Coherent data detection of phase-modulation signals requires a reference signal that
can be sent by the data source or reconstructed from the received data. In prac-
tice, it is often difficult to reconstruct the reference signal, especially in wireless
communications that are subjected to fading effects.

As we know, different from current CDMA system, the third generation (3G)
CDMA has pilot channel on both downlink and uplink. Figure 4.2 and Figure 4.3 are
the uplink channel modulator of IS-95 and cdma2000, respectively. The pilot channel
in uplink is very helpful in synchronization, cell searching, coherent demodulation,
and so on. It is transmitted either continuously or is multiplexed into the data
stream, as illustrated in Figure 4.4. These approaches provide different benefits:

The continuous pilot is immune to fast fading, while the multiplexed pilot is better
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at minimizing self-interference. In either case, the effectiveness of the pilot is based

on the transmitted power level.

I-Channel Pilot PN Sequences

1.2288 Mcps
\ cos(2rf.t)
Modulo 2 IV Baseband 1
From either Sum Filter y
Access Channel Z | cdma(t)
or [
Traffic Channel Modulo2| [ Q| Baseband
Sum Filter Q)
Delay of 1/2 PN chip I
=406.9 ns sin(2nf,)

Q-Channel Pilot PN Sequences
1.2288 Mcps

Figure 4.2: Uplink CDMA modulator.

So for 3G CDMA system, the pilot signal on uplink can also be used as refer-
ence signal for adaptive beamforming. In this thesis, we adopt continuously trans-
mitted pilot signal.

For this case, we use Wiener solution, equation (4.10) to get the optimum
weight, because the pilot signal is transmitted continuously and transmitted through

the same fading channel as data.

4.2.2 Adaptive Beamforming with Training Sequences

For this case, training sequences and information datas are transmitted. Training
sequences are transmitted during the training period. The optimal weight vectors
are generated. After the training period, data is sent and the beamformer uses
the weight vectors generated in the previous training period to process the received
signal. If the radio channel and the interference characteristics remain constant

from one training period until the next, the weight vector @, will contain the
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Bandwidth PN Rate
(MHz) (Mcps)

5.0 4.096
10.0 8.196
15.0 12.288

Pilot PN Sequences

1 cos(2nf.t)
From Pilot Channel —| Linear Modulo 2 | ! | Baseband
From Traffic Channel — Adder Sum Filter
cdma(t)
From Traffic Channel —* Linear Modulo 2 Baseband
From Traffic Information —{ Adder Sum Q Filter
Channel T
Pilot PN Sequences sin(2ref.t)

Figure 4.3: Uplink CDMA2000 modulator.

information of the channel and the interference, and their effect on the received

signal will be compensated in the output of the array.

4.2.2.1 Method of Steepest-Descent

Although the Wiener-Hopf equation may be solved directly by calculating the prod-
uct of the inverse of the correlation matrix R and the cross-correlation vector P, nev-
ertheless, this procedure presents serious computational difficulties since calculation
the inverse of the correlation matrix results in the high computational complexity.
An alternative procedure is the use the method of steepest-descent [23]. To find the

optimum weight vector ﬁopt by the steepest-descent method we proceed as follows:

1. Begining with an initial value w (0) for the weight vector, which is chosen

arbitrarily. Typically, @ (0) is set equal to a column vector of an M x M

identity matrix.

2. Using this initial or present guess, compute the gradient vector V (J (k)) at

time k (i.e., the k' iteration).
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Figure 4.4: Pilot signal concepts: (a) continuous and (b) multiplexed.

3. Compute the next guess at the weight vector by making a change in the initial

or present guess in a direction opposite to that of the gradient vector.

4. Go back to step 2 and repeat the process.

It is intuitively reasonable that successive corrections to the weight vector in the
direction of the negative of the gradient vector should eventually lead to the min-
imum mean-squared error Jy;,, at which the weight vector assumes its optimum
value W op;.

Let (k) denote the value of the weight vector at time k. According to the
method of steepest-descent, the update value of the weight vector at time k£ + 1 is

computed by using the simplest recursive relation

T (k+1) = @ (k) + %u =V (J (K))] (411)

where p is a positive real-valued constant. The factor -;— is used merely for

convenience. From equation (4.8) we have

V (J (k)) = —2P + 2RwW (k) (4.12)
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Substituting equation (4.12) into (4.11), we obtain

w(k+1)=w (k) +upl/P—Rw(k)], k=0,1,2,.. (4.13)

Using equation (4.4), (4.5), (4.1) and (3.30), the gradient vector in equation

(4.12) may be written in another form

V(J (k) = —2E [Z (k) d* (k) = & (k) ¥ (k) @ (k)] (4.14)

= 2E[2 (k) {d (k) — y (k)}"]

=—2E[7 (k)e" (k)]

Also, equation (4.11) can be expressed as

W(k+1) =W (k) + pE [T (k) e* (k)] (4.15)

We observe that the parameter p controls the size of the incremental correction
applied to the weight vector as we proceed from one iteration cycle to the next. We
therefore refer to p as the step-size parameter of weight constant. Equation (4.13)

and (4.15) describe the mathematical formulation of the steepest-descent method.

4.2.2.2 Least-Mean-Squares Algorithm

If it were possible to make exact measurements of the gradient vector V (J (k)) at
each iteration, and if the step-size parameter p is suitably chosen, then the weight

vector computed would indeed converge to the optimum Wiener solution. In reality,
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however, exact measurements of the gradient vector are not possible since this would
require prior knowledge of both the correlation matrix R of the input data vector
and the cross-correlation vector P between the input data vector and the desired
signal. Consequently, the gradient vector must be estimated from the available data.
In other words, the weight vector is updated in accordance with an algorithm that
adapts to the incoming data. One such algorithm is the least-mean-squares (LMS)
algorithm [22][23]. A significant feature of the LMS algorithm is its simplicity; it
does not require measurements of the pertinent correlation functions, nor does it
require matrix inversion.

To develop an estimate of the gradient vector V (J (k)), the most obvious
strategy is to substitute the expected value in equation (4.14) with the instantaneous

estimate,

o~

V(J (k) =27 (k) e (k) (4.16)

Substituting this instantaneous estimate of the gradient vector in equation

(4.11), we have

W(k+1)=w (k) +pT (k)e* (k) (4.17)

Now, we can describe the LMS algorithm by the following three equations

y (k) = @ (k) 2 (k) (4.18)
e(k) =d(k) —y (k) (4.19)
W (k+1) =T (k) + pT (k) e (k) (4.20)
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For the case of beamforming with training sequence, during training period,
we use equation (4.18), (4.19), (4.20) to get adaptive weights. In equation (4.18) and
(4.20), T (k) is the training bits. During the data period, we do not use adaptive

algorithm to adjust weight.

4.2.3 Flow Chart

Figure 4.5 Flow chart for non-blind adaptive beamforming algorithms.
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Figure 4.5: Flow chart for non-blind adaptive beamforming algorithms.
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4.3 Blind Adaptive Beamforming Algorithm

Blind adaptive algorithms are the techniques have been developed which do not
require any reference signal. They adapt by attempting to restore some known
property to the received signal.

In our simulation, Least Squares De-spread Re-spread Multitarget Constant

Modulus Algorithm (LS-DRMTCMA) are chose.

4.3.1 Derivation of MT-LSCMA

Generally, most digital communication signals possess some kinds of properties such
as the constant modulus property. Due to the interference, noise, and the time-
varying channel in a communication system, these properties may be corrupted
when the signal is received at the receiver. The adaptive array in the receiver tries
to restore these properties using a property-restoral-based algorithm, and hopes that
by restoring these properties, the output of the array is a reconstructed version of
the transmitted signal.

Figure 4.6 shows structure of a LS-CMA adaptive array.

4.3.1.1 Constant Modulus Algorithms

Some communication signals such as phase-shift keying (PSK), frequency-shift key-
ing (FSK), and analog FM signals have a constant envelope. This constant envelope
may be distorted when the signal is transmitted through the channel. The constant
modulus algorithm (CMA) adjusts the weight vector of the adaptive array to min-
imize the variation of the envelope at the output of the array. After the algorithm
converges, the array can steer a beam in the direction of the signal of interest (SOI),
and nulls in the directions of the interference.

The CMA tries to minimize the cost function

60



1 | RF FrontEnd & x,(k)
aseband Conversion
x, (&) Yok

i

: GSO

}

] -

]

]

[}

1

\

YQ-l(k)

M RE Front End & Xy (K)

: Baseband Conversion

Figure 4.6: Structure of a beamformer using LS-CMA.

J (k) = Elly (R)IF — 1[] (4.21)

The convergence of the algorithm depends on the coefficients p and ¢ in equa-
tion (4.21). Usually, the cost function J with p=1, g =2 or p = 2, ¢ = 2 is used.
Here we use J with p = 1, ¢ = 2. With the cost function of the 1-2 form, the CMA

minimizes the function

J (k) = E [lly (k)] - 1]°] (4.22)

The gradient vector is given by
— 9_0J(k)
V(J (k) = 25505
=2x28 [(ly (k) - 1] 244 )]
1
=2 x2F [(|y (k) — 1) At "’]
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6{‘1#”(k)7’(k)'?”(k)ﬁ(k)}%

=2 x 2E |(|ly (k) — 1)) EER ) }
— 25 [(ly () — 1) {B* () 2 (1) ¥ (1) @ (b))~ AL WZWZ 0w )
=20 [(y () - 1) iy @ (1) 27 (& W(’“)]
=28 |(1- gy) 2 B v* ()]
=282 (8) (v (k) - 28) ]
(4.23)

Ignoring the expectation operation in equation (4.23), the instantaneous esti-

mate of the gradient vector can be written as

SIH) =2 *) (y (k) - %) (424)

Using the method of steepest-descent, and replacing the gradient vector with

its instantaneous estimate, we can update the weight vector by

—~

W (k+1) =T (k) — uV (J (k)

— B ) - ) (y (k) - I%%) (4.25)

where p is the step-size parameter. Now, we can describe the steepest-descent

CMA (SD-CMA) by the following three equations

y (k) =@ (k) 7 () (4.26)
_ (k) — YE)
e (k) =y (k) ) (4.27)



W (k+1) = (k) —p2 (k)e* (k) (4.28)

From equation (4.27) we see that when the output of the array has a unity
magnitude, i.e., ly (k)| = 1, the error signal becomes zero. Comparing the above
three equations with equation (4.18), (4.19) and (4.20), we see that the CMA is very
similar to the LMS algorithm, and the term ég—:;l in CMA plays the same role as
the desired signal d (¢) in the LMS algorithm. However, the reference signal d (¢)
must be sent from the transmitter to the receiver and must be known for both the

transmitter and receiver if the LMS algorithm is used. The CMA algorithm does

not require a reference signal to generate the error signal at the receiver.

4.3.1.2 Least-Squares CMA

The constant modulus algorithm was first used by Gooch [38] in the beamforming
problem. After that, many CMA-type algorithms have been proposed for use in
adaptive arrays. In [39], B. G. Agee developed the least-squares constant modulus
algorithm (LS-CMA) by using the extension of the method of nonlinear least-squares
(Gauss’s method) [40]. The extension of Gauss’s method states that if a cost function

can be expressed in the form

F(@) =) lg (W) (4.29)
=7 (D)
where
7 (W) =g (W), 92 (W), ..., gx (W) (4.30)
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Then the cost function has a partial Taylor-series expansion with the sum-of-

sequence form:

F(T +A) = ||g(@) + D7 () Al (4.31)

where A is an offset vector, and

D) =|V((D), V@), -~ Vx@)| (432

The gradient vector of F' (w + A) with respect to A is given by

vA(F(aMA)):zaF—(;’Z—fA)

(4.33)

o{(s(@) + D¥ (@) 4)" (¢(@) + D" (@) 1) }

=2 A"

_,0{lg (@)l + ¢" (@) DF (@) A + A¥D (@) g (w) + A" D (w) D" (@) A}
OA*

=2{D (W) g (W) + D (w)D¥ (@) A}

Setting Va (F (@} + A)) equal to zero, we will find the offset that minimizes
the cost function F (W] + A)

A=—[D(@;) D¥ (@3)]” (@) ¢(W:) (4:34)
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Therefore, the weight vector can be updated by

m(+D)=w()+A (4.35)

=@ (I) - [D(W:) D* (@)] ' D (W) g (W)

where [ denotes the iteration number. The LS-CMA is derived by applying

equation (4.35) to the constant modulus cost function,

F(w) =) lly(k) -1 (4.36)
k=1

||@¥ 2 (k)] - 1/

1

K
k=
Comparing equation (4.36) with (4.29), we see that in this case,

g (W) = |y (k)] - 1 (4.37)

= |[PE ()] -1

Substituting equation (4.37) into (4.30), we obtain

) -1 |
o(@)=| " (2):| - (4.38)
()l -1 |
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The gradient vector of gy () is given by

D(@) = V(e(®) V(e(@) -~ V(o (W) ]
=20y »@)Ld ? (K) &)
ZX}/cm
where
x=[20 2@ 2 (K) |
and
%%% 0 0
}/cm: 0 ily_((_llT)l
0
0 e 0 Igy:(%)l_

Using equation (4.40) and (4.38), we have
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D (W) D¥ (W) = XY, . YA X" = XX¥ (4.41)

and
ly(1)| -1
2)| -1
D(W)g(W) = XYem Iy )_I (4.42)
ly (K)[ -1 |
y (1) - £
* *(2)
_y y* (2) - B
| v () = 5
=X(7-7)
where
T
T=y0) y@ - y(&) |
T
- . 1 2 K
r_[ﬁ% FTOR ﬁx@)}_’] (4.43)

The vector 77 and 7 are called the output data vector and complex-limited

output data vector, respectively. Substituting equation (4.41) and (4.42) into equa-
tion (4.35),
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B+ =w () - [XXI]T X (PO -7 (4.44)

=@ (1) - [XXT] 7 XXTW () + [XXH] T X ()

= [XXH] 7 X7 ()

where 7/, 7/ are the output data vector and estimate of signal waveform
of user i over one bit period corresponding to the weight vector @ (I) in the I-th
iteration, respectively.

The LS-CMA can be implemented either statically or dynamically. The static
LS-CMA repeatedly uses one data block X, which contains K snapshots of the
input data vectors, in the updating of the weight vector . In the static LS-CMA,
after a new weight vector W (I + 1) is calculated using equation (4.44), this new
weight vector is used with the input data block X, which was also used in the last
iteration, to generate the new output data vector % (I + 1) and the complex-limited
output data vector 7 (I +1). The new complex-limited output data vector is then
substituted into equation (4.44) to generate a new weight vector. In dynamic LS-
CMA, however, different input data blocks are used during the updating of the
weight vector. Let X (I) denote the input data block used in the I** iteration. X ({)

can be expressed as

XO)=[Z0+IK), T2+IK), ..., T (K +IK)] 1=1,2,....L (4.45)

where L is the number of iterations required for the algorithm to converge.

Using X (1), we can describe the dynamic LS-CMA by the following equations
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7O=[T*QxO]"

=[yA+IK), yQ+IK), .., y(K+1K), " (4.46)
() = y(1+1IK) y(2+I1K) y (K +IK)
D=y TrBT WEriB) ™ Jy (K +iK)] (447)
o ()= [XOXEO] X)) (4.48)
If we define
Ree () = X () X" ) (4.49)
P () = X ()7 () (4.50)

equation (4.48) can also be written as

T (1 +1) =R () P (1) (4.51)

Some may find that equation (4.51) is very similar to (4.10), however, in
equation (4.51), R,; (1) is an estimate of the correlation matrix of the input data
vector, computed over the /" data block containing K snapshots of the input data
vector, and P, (1) is an estimate of the cross-correlation between the input data

vector and the complex-limited output signal.
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Figure 4.7: Structure of a beamforming using LS-DRMTA.

4.3.2 Derivation of LS-DRMTA

The LS-CMA discussed earlier does not utilize any information of the spreading
signal of each user in the CDMA system. However, in the base station of a CDMA
system, the spreading signals of all the users are previously known. It is these
spreading signals that distinguish different users occupying the same frequency band.
Therefore, it will be very useful if the information of these spreading signals can be
utilized in the multitarget adaptive algorithm.

In the conventional receiver, to detect the i** user’s data bits, the received
signal is correlated with the time delayed spreading signal of the i** user, c; (t — 7;),
and the correlation output is sent to the detector, which makes a decision based on
the correlation output. There exist many techniques to estimate the time delay, 7;,
for the i*" user, and we are not going to cover this topic in this research. So from
now on, we assume that the time delay for each user is detected perfectly unless

specified otherwise.
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Figure 4.8: LS-DRMTA block diagram for user i.

If the n™* data bit of the i user is detected correctly by the detector, i.e.,
B,-n = b;,, where Ein is the detector output, then the waveform of the " user’s
transmitted signal during time period [(n —1)T;, nT;) can be obtained by re-
spreading the detected data bit b;, with the PN sequence of the i*" user, ¢; (t).
- This re-spread signal can then be used in the beamformer to adapt the weight
vector for user . The adaptive algorithm that uses this de-spread-and-re-spread
technique is referred to as Least Square De-spread Re-spread Multitarget Algorithm
(LS-DRMTA). Figure 4.7 shows the structure of a beamformer using the LS-DRMTA
and Figure 4.8 shows the block diagram of the LS-DRMTA for user i.

In Figure 4.8, r; (t) is a time-delayed version of the re-spread signal for user i

and is given by

i (t) = Einci (t—7), (n-1)T, <t<nT, (4.52)

In a CDMA system, the PN sequence is repeated every bit period; therefore,
both ¢; (t) and 7; (t) have a time period T, Let y; (k) and r; (k) denote the kt*
sample of y; (1) and r; (t), respectively, in a digital system; the LS-DRMTA adapts

the weight vector W; to minimize the cost function, in equation (4.53)

F(@)=Y_lyi(k) —ri (k)] (4.53)
k=1
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Z |THER (k) — i ()|

where K is the data block size and is set to be equal to the number of samples
in one bit period in LS-DRMTA. So if the signal is sampled with a sampling rate
R, = N,R., where R, is the chip rate of the CDMA signal, and N, is an integer
greater than two, the block size K will be equal to N;N,, where N, is the processing
gain.

Using the extension of Gauss’ method described in section 4.3.1.2, and com-

paring equation (4.53) and (4.29), we have

9 () = |yi (k) = i (k)| (4.54)

= |@ "z (k) — i (k)]

Substituting equation (4.54) into (5.33), we have

5 () = ()
Sy | @ =n@)

3 = _ (4.55)
| s (K) = () |
The gradient vector of g (W;) is given by
V(g (@) = 2@@ (4.56)

ow'?

[y (K) — i (R)]"
ly: (k) — i (k)|
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Let

v; (k) = y; (k) — 7 (k)

Then, equation (4.56) can be expressed as

v; (k)

From equation (4.35), the weight update can be written as

-1

T(+1) =) - [D(@) D(@)"| D(@) 9 (W)

where

D@ =[ V@) V@) -

Substituting equation (4.57) into (4.59), D (W) can be expressed as

D(@) = [ V(e(T)) Vie(T) - V(W) ]

_ (1 vr(2
=[z()ED 2@ ED .. z(K)

= XViem

where

Y (g5 (@) |

v (K)
v (K)

|

(4.57)

(4.58)

(4.59)

(4.60)



and

vr(1)
oo O
0 U; 2)
Vs = o)
0
L

Using equation (4.60) and (4.55), we have

D (@) D(W:)" = X View Vit X¥

=X XxH

and

D(W;) g (W) = X Viem
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D (W) g(W:) =X (F:i— 74)" (4.63)

where
T
;= [ v (1) v (2) v; (K) ]
N T
Pi= %@ %@ - w(K) ]
T
= [ ri (1) r(2) -+ 1 (K) ]
The vector ; is the output data vector for user 7 and 7; is the estimate of

the signal waveform of user ¢ over one bit period. Substituting equation (4.61) and

(4.63) into equation (4.58).

TU+1) =2 () - XX X (T - Q) (4.64)

= [xXH] 7 X7 (1)

where 7 (1) and 77 (I) are the output data vector and estimate of signal wave-
form of user i over one bit period corresponding to the weight vector w} in the [**
iteration, respectively. Similar to the dynamic LS-CMA, LS-DRMTA can adapt the

weight vectors using different input data blocks in each iteration. Let
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X()=[ZQQ+IK), ZT@2+IK), ..., Z(K+IK)], 1=0,1,...,L (4.65)

where L is the number of iterations required for the algorithm to converge,
and K is the number of data samples per bit (N.N,) if the data samples over one
bit period are all used for the adaptation. In Figure 4.7, the LS-DRMTA for the it*

user can be described by the following equations

=g (L+IK), 4 2+1K), ..., i (K +1K)]" (4.66)
(K+IK)

bu=sgn{Re | > wi(k)ci(k— k) (4.67)
k=1+IK

7 =bale(L+1K — k), ¢; Q41K — k), ..., ¢; (K + 1K — k..)] (4.68)

@ (+1) = [XOXT 0] X 07

(4.69)
where ¢; (k) is the k™ sample of the spreading signal of user i, k., is the number
of samples corresponding to 7;, the delay of user i, and ’b\il is the estimate of {** bit
for user i. The accumulated sum in equation (4.67) is equivalent to integration in

the continuous time domain.
In equation (4.68), when [ = 0, there may be some time indices less than zero,
but since the PN sequence has a time period of T}, or equivalently, a period of K in

the discrete time domain, the index k, where k < 0, can be replaced by the index

k+ K.
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4.3.3 Derivation of LS-DRMTCMA

In LS-DRMTA, we utilize the spreading signal of each user in a CDMA system to
adapt the weight vectors of the beamformer. In LS-CMA, on the other hand, we
utilize the constant modulus property of the transmitted signal to update the weight
vectors. The approach is to combine the spreading signal and the constant modu-
lus property of the transmitted signal to adapt the weight vector. The algorithm
using this kind of combination in the adaptation of the weight vector is referred as
Least Squares De-spread Re-spread Multitarget Constant Modulus Algorithm (LS-
DRMTCMA) in this research. Figure 4.9 shows the structure of a beamformer using
the LS-DRMTCMA and Figure 4.10 shows the block diagram of the LS-DRMTCMA

for user 7.

1 RF Front End &
Baseband Conversion
L S T yn(k)
2 RF Front End &
Baseband Conversion
You(K)

4

Figure 4.9: Structure of a beamformer using LS-DRMTCMA.

The derivation of the LS-DRMTCMA is very similar to that of the LS-DRMTA.
In LS-DRMTA, the cost function that the algorithm wants to minimize is given in

equation (4.70) and is repeated here for convenience
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Figure 4.10: LS-DRMTCMA block diagram for user .

F(w)) = Z lyi (k) — i (k)|2 (4.70)

K
=S |@E2 (k) - i (0)|
k=1

where

ri (k) = binci (k= k), (n—1)K<k<nk (4.71)

In LS-DRMTCMA, the cost function that the algorithm wants to minimize
has the same form as that shown in equation (4.70). However, as illustrated in

Figure 4.10, r; (k) now becomes the sum of the weighted respread signal and the

weighted complex-limited output,

T4 (k‘) = apNTiPN (k’) + acmTicMm (k) (472)

where 7;pn (k) is the re-spread signal of user 7 and is given in equation (4.71),

ricm is the complex-limited output of user 7 and can be expressed as
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TicM = (4-73)

The terms, apy and acys , are the real positive weight coefficients for the re-
spread signal and the complex-limited output of user %, respectively. The coefficients

apy and acys should satisfy the condition

apy +acy =1 apn, acy > 0 (474)

So, we can obtain the following equations for LS-DRMTCMA:

T
7:0) = [@ 0" x )] (4.75)
= [ W +IE) w@+IK) - p(Q+DEK) ]
(+1)K
biu=sgn{ Re | > yi(k)ci(k- k) (4.76)
k=1+lK
— -~ T
TipN = by [ (l+IK—-ky,) ¢2+IK—-k;) - a(U+1)K—k,,) ]
(4.77)
— yIHK)  y(2+IK) yarnr 17
riem = [ WIHE)  WEFR)] T DK ] (4.78)
—77),' (k) = apN?),-pN (k) + aCM_r')iCM (k) (479)
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-1

@B (+1) = [X (1) X (l)H] X ()7 (1) (4.80)

From the above equations we see that if acy, is set to zero, the LS-DRMTCMA
becomes the LS-DRMTA, therefore the LS-DRMTA can be viewed as a special case
of the LS-DRMTCMA. Also we see that if apy is set to zero, the algorithms becomes
LS-LSCMA. The choice of apy and acys can affect the resulting beam pattern and

thus the performance of the system.

4.3.4 Flow Chart

Figure 4.11 shows the flow chart of LS-DRMTCMA.

4.4 Simulation

In the previous part of this chapter, we presented three adaptive beamformer algo-
rithms for the base station in a CDMA system. In this section, we will compare
the beam patterns got by equation (3.29) of these three algorithms under different
conditions.

The system we consider in the simulation is a 3G direct sequence CDMA
system with a processing gain, NV, of 255. The CDMA signals were generated at the
transmitter as in equation (2.26). And the CDMA signals with like users interference
as well as both AWGN and different types of fading were generated as in equation
(2.29). The modulation scheme used in the system is the binary phase-shift keying
(BPSK). The signals were then passed through the every antenna element and the

adaptive antenna array algorithms as in the equation performed above.

4.4.1 Description of System Parameters
e Antenna array: 10-element uniformly spaced linear array.
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e Element spacing: d = %

o DOAs of interfering users are uniformly distributed in (0, 7). But once selected,

they remain constant for the duration of calls.

e Channel model: the 2-ray resolvable channel where each user has two multi-

paths with indoor model. The power ratio between the multipaths is 15dB.

e The sampling rate is 2 times the chip rate, in other words, there are 2 data
samples per chip. So for the blind algorithm, the data block size is equal to

510, which is the number of samples per bit.

4.4.2 Beam Pattern Formed by Blind Adaptive Algorithm
Evolution of Beam Pattern with Desired User Moving

Figure 4.12 Beam patterns formed by blind adaptive algorithm with desired user
moving (with 50 interfering users, flat slow fading, Ey/Ny =15 dB).

Evolution of Beam Pattern while Increasing Interfering Users

Figure 4.13 Beam patterns formed by blind adaptive algorithm with the number of
interfering users increasing. The location of desired user is fixed (DOA of desired
user =1 rad, with flat slow fading, E,/Ny, = 15 dB).

Evolution of Beam Pattern with Adaptive Algorithm Iterations

Figure 4.14 Beam patterns formed by blind adaptive algorithm iterations (with 50
interfering users, DOA of desired user = 1 rad, with flat slow fading, E,/N, =15).
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4.4.3 Beam Pattern Formed by LMS Algorithm with Train-

ing Sequences
Evolution of Beam Pattern with Desired User Moving
Figure 4.15 Beam patterns formed by LMS algorithm with training sequences (with
50 interfering users, flat slow fading, F;,/No=15 dB).
Evolution of Beam Pattern while Increasing Interfering Users

Figure 4.16 Beam patterns formed by LMS algorithm with training sequence with
the number of interfering users increasing. The location of desired user is fixed

(DOA of desired user = 2 rads, E,/Ny =15 dB, with flat slow fading).

4.4.4 Beam Patterns Formed by Wiener Solution with Pilot

Channel on Reverse Link
Evolution of Beam Pattern with Desired User Moving

Figure 4.17, Beam patterns formed by Wiener Solution with pilot channel on
reverse link with desired user moving (with 50 interfering users, E,/No= 15 dB,

flat slow fading).

Evolution of Beam Pattern while Increasing Interfering Users

Figure 4.18 Beam patterns by Wiener Solution with pilot channel on reverse link
with the number of interfering users increasing. The location of desired user is fixed

(DOA of desired user = 2 rads, E,/No= 15 dB, with flat slow fading).
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4.5 Results and Conclusion

In this chapter we present an overview of the adaptive beamforming algorithms.
Both the non-blind and blind algorithms were described.

The beam patterns formed by different algorithms were presented in Section
4.4. From these simulation results, we can say the beam patterns with different
algorithms are very similar. All of them can adjust the main beam towards the
desired user, and put nulls or as small as possible gain in the directions of interfering
users.

From Figure 4.13(a), Figure 4.16(a) and Figure 4.18(a) we see that most of the
signals can be extracted by nulling out all the other interference when the number
of interfering users is no more than the number of antenna elements.

From Figure 4.13(b, ¢, d), Figure 4.16(b, ¢, d) and Figure 4.18(b, ¢, d) we
see that the beam patterns will change slightly in order to get as much as possible
Signal-to-Interference-and-Noise-Ratio (SINR) while the number of interfering users
increasing and more than the number of antenna elements. In such a case, although
the interference is not rejected completely, most of the interference coming from
other directions is rejected, thus the overall interference level is reduce. For the case
of beamforming by LMS algorithm with Training Sequences shown in Figure 4.16,
the beam patterns are not as sharp as the other two algorithms. But they still put
very small gain in the direction of interfering users to increase SINR.

We also note that the beamwidth of the beam near the endfire is wider than
that of the beam steered to the other direction.

In Chapter 5, we will give a detailed description of the benefits of system

capacity and BER performance we can get by using adaptive antenna.
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Figure 4.11: Flow chart of LS-DRMTCMA.
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Chapter 5

OVERALL SIGNAL TO NOISE
RATIO IMPROVEMENT OF
ADAPTIVE ANTENNAS

5.1 Introduction

The investigation into the use of adaptive arrays in communications began more
than two decades ago[12]. The objective then was to develop receiving systems
for acquiring desired signals in the presence of strong jamming, especially in mil-
itary communications. Adaptive array systems have been developed for receiving
TDMA satellite communications signals[12] and spread-spectrum communications
signals[13][25].

We have mentioned in Chapter 1 some general advantages of using digital
beamforming. Here, we will discuss the specific benefits of using adaptive antennas
in mobile communication. With the adaptive antenna technology, many of the sys-
tem parameters that are considered constraints in a single-antenna system become
parameters that a system designer has at his disposal to further optimize system

performance. It is this aspect of adaptive antenna technology which is perhaps most
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attractive with regard to its inclusion in the next generation of PCS system may

benefit from the use of adaptive antenna technology in the following aspects.

Coverage

Adaptive beamforming can increase the cell coverage range substantially through
antenna gain and interference rejection. In particular, the coverage range can be
improved by a factor of M/™ for noise-limited environments, where M denotes the
number of antenna elements and n denotes the propagation loss exponent. For ex-
ample, if n = 4 and M = 16, the range is approximately doubled with respect to
the omni-directional antenna case.

Generally, there will be fewer sites required with adaptive antennas employed
at base stations. A larger coverage area can be achieved with base station antennas
at a greater height above average terrain. However, this system trade-off between
antenna height and coverage area can be eased by using the number of antenna
elements as a design parameter. This leads to substantially eased siting requirements

in many situations.

Capacity

Adaptive antenna technology provides the flexibility that, in conjunction with
centralized dynamic channel assignment strategy, allows a reuse factor of unity;
that is, a single frequency can be used in all cells. Reuse planning therefore becomes
a dynamic programming problem that is solving the problem of maximizing the
number and quality of mobile links. With respect to CDMA systems, the reuse is
code reuse rather than frequency reuse, but the fundamental concept is the same.

In general, adaptive beamforming can increase the number of available voice
channels through directional communication links[28]-[34]. The increase factor de-

pends on the propagation environment, the number of antenna elements, and the
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amount of DOA allowed by the system. The point is that it is possible to have mul-
tiple mobiles on the same RF channel but different spatial channels at a particular
cell site. Furthermore, frequency-reuse patterns can be substantially improved or
reduced though intelligent use of adaptive antennas.

Transmission bit rate can be increased due to the improved SIR at the output
of the adaptive beamformer. The minimum rate improvement would be that attain-
able with 10log M dB SIR improvement in noise-limited environments and depends
on the modulation format. Adaptive antennas allow RF channels to be adjusted
through link power control to meet the requirements of user-selectable data transfer
rates. Low-rate users can use lower power links; high-rate users require higher power
links.

Reference [35] and [36] evaluate the capacity enhancement achieved by a base-
station array antenna with adaptive beam forming, and we will analyzes the impact
of base-station adaptive antennas on the capacity enhancement of a CDMA mobile

communication system in the following section.

Signal Quality

In noise-limited environments, minimum receiver thresholds are reduced by
10log M dB on average. In interference-limited environments, the additional im-
provement in tolerable SIR at a single element results from interference rejection
afforded against interferer directional interferer. The level of improvement depends
on the distribution of cochannel users in neighboring cells. With centralized DOA,
it is possible to improve system performance even further by providing optimization
on a “global” system-wide basis.

Adaptive antennas can be considered as spatial equalizers and can provide
substantial signal quality improvements through spatial signal processing. In fact,
some implementations of adaptive antennas provide a spatial rake receiver capability

to combine uplink multipath arrivals for improved output SIR. There is virtually
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no limit to the amount of delay spread tolerable on the uplink, since the signals are

with probability>95% spatially distinguishable.

Power Control

Power control requirements of the various modulation methods are somewhat
eased through the inclusion of adaptive antenna technology; however, there are
robustness benefits to be attained through coarse mobile unit and base station power
control. The dynamic link budget control in normally a difficult process, but it can
be made substantially easier through the use of angular information about the user
signals provided by adaptive antennas.

Power control can be enforced to ensure maximum use of dynamic range. The
objective is to keep all the users at a power level as low as possible under the

constraint that the range of power levels seen at the base stations is within 10 to 20

dB.

Handover

In many cases, adaptive antenna technology provides mobile unit location
information that can be used by the system to substantially improve handovers in
both the low and high tiers. With sufficiently accurate position estimates, prediction
of velocities is possible which allows further improvements in handover strategies.

Handover is performed by passing mobile unit tracking information from the
base stations to the control center for resource allocation optimization. Deciding
which cell to hand a mobile to is a much easier task when one knows where the unit
is and how fast it is moving. Coupled with the good engineering practice of designing
overlapping coverage areas, the result is “smart” handover, which is neither “soft”

nor “hard”.
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Base Station Transmit Power

Using adaptive beamforming, the maximum peak Effective Isotropic Radiation
Power (EIRP) required per user on a particular channel is 10log M dB less than
without adaptive beamforming. The average EIRP is similarly reduced. On a per
element basis, 10log M dB less power is transmitted while the antenna array is still
able to maintain the same power level at the mobile unit as in the case without the

use of an adaptive antenna.

Portable Terminal Transmit Power

If an adaptive antenna is implemented in a system without changing other
parameters (e.g., cell size), the transmission power levels required for portable ter-
minals can be reduced on average by at least 10log M dB. The reduction in transmis-
sion power levels, which results from the increase in antenna gain at the base station,
relaxes the requirements on batteries. Other relevant issues include increased fade
margin for improved signal quality (e.g., higher data rates, increased coverage area
per cell to decrease deployment costs). With appropriate link management in the
system, the power budgets for each of the radio links can be optimized for each
particular link dynamically, a process made substantially easier through the use of
mobile position estimates provided by adaptive antennas. The key point is that with
adaptive antennas at cells, the transmit power levels from and to the mobile can be
kept minimum to provide the requested service. The power levels will not exceed

those that would otherwise be transmitted from an omni or hard-sectored site.
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5.2 CDMA System Capacity Improvement

5.2.1 Single Cell System

5.2.1.1 Single Cell System with Isotropic Antenna

For interference limited asynchronous, BPSK-CDMA over an Additive White Gaus-
sian Noise (AWGN) channel, operating with perfect power control and with omni-
directional antennas used at the base station, the bit error rate (BER), P,, on the

reverse link is approximated by [19]

3N
=0 < 'k-__—l) (5.1)

where K is the number of users in a cell and N is the spreading factor. Equation
(5.1) assumes that the signature sequences are random.

In CDMA system, a critical parameter to measure link performance is the
Signal-to-Interference-and-Noise-Ratio (SINR) available for each subscriber. The
SINR for each subscriber is measured after despreading.

We define the SINR after despreading, as the ratio of the desired signal to the

sum of interference and noise.

B
K
%Zk:l By + o2

In equation (5.2), P is the power of the desired signal at the input to the

SINR =

(5.2)

despreader at the base station, and Py is the power from every other user for k =

1,..K — 1. The spreading factor is given by N, which was defined as

_ Chip Rate
~ Information Symbol Rate

(5.3)
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Equation (5.2) reflects the fact that spreading reduces the impact of multiple
access interference, P;. The noise variance, o2, represents the noise contribution to
the decision variable after despreading.

Multiplying the numerator and denominator of equation (5.2) by the bit du-

ration, T;, we have

BT,

SINR =
LS ¥ BT, + 02T,

(5.4)

The term PyT, is the energy per bit for the desired subscriber signal. After
despreading, the noise bandwidth is approximately %b If the thermal noise has a

power spectral density of N, then we can write the SINR as

E E
SINR = ——— o — (5.5)
¥ 2=t Do+ No B+ Ny

__ B B
N, +N, N,

The term V; represents the power spectral density of the total multiple access
interference after despreading.

It is also important to account for the fact that CDMA systems take advantage
of voice inactivity. Because the vocoder reduces its output rate when the speaker is
silent, the user subscribers unit does not transmit continuously, but is gated on the
off with a duty cycle as low as % during silent periods. This is captured in the voice
activity factor, v. Typically, the voice activity factor reduces the average Multiple
Access Interference level seen by the base station receiver by 50-60% (v=0.4 to 0.5)

relative to the case where all user are transmitting continuously.
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We can modify equation (5.5) to take in account the SINR improvement due

to the voice activity factor:

E, B _E
LS IR, + N, B+ N, N

SINR = (5.6)

where [, is the average total interference power, seen by the base station
receiver for the desired user, measured at the output of the receiving array.
If perfect power control is applied so that the power incident at the base station

antenna from each user is the same, P,

Ey

SINR = (K —1) BT, + N,

5.2.1.2 Single Cell Systems with Smart Antenna

To illustrate how directional base station antennas can improve the reverse link in
a single cell CDMA system, we consider the case in which each portable unit has
an omni-directional antenna and the base station tracks each user in the cell, using
a directive beam. It is assumed that a beam pattern, F(6, ¢), is formed at the base
station so that the pattern has a steer-able maximum in the direction of the desired
user.

We will assume that the pattern is separable in the 8 (elevation) and ¢ (az-

imuth) dimensions, so that we can express the pattern as

F(0,¢) = Fe(0)Fu(9) (5.8)
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The elevation pattern, F,(f), is fixed with a maximum value on the horizon,

at 6 = 7. For simplicity, we will assume that

max(Fa(¢)] =1 max[F(9)] =1 (5.9)

We assume that K users in the single cell CDMA system are uniformly dis-
tributed throughout a two-dimensional cell (in the horizontal plane, §# = ). On
the reverse link, the received power from the desired mobile is P,o. The powers of
the signals incident at the base station antenna from the K — 1 interfering users are
given by G, Fy(éx) Pk, where G, is the maximum gain of the overall pattern, ¢
is the direction of the k%" user in the horizontal plane, measured from the x-axis.

Then the average total interference power, Iy, seen by the base station receiver for

user 0, measured at the output of the receiving array, is given by

IO = GmE {iFa (¢k) Pr,k} (510)

k=1

If perfect power control is applied so that the power incident at the base station
antenna from each user is the same, then P,; = P, for each of the K users, and the

average interference power seen by user 0 is given by

Iy :GmPcE{KZ—lFa (¢k)} (511)

k=1

Substituting equation (5.11) into (5.7) we have

GmPchFa (¢0)
2T,GP.E {Z,f;f F, (¢k)} + N,

SINRuus = (5.12)
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From F, (¢9) > F,(¢;), i = 1,2,...K — 1, which is because the main beam is

in the direction of the desired user, We can obtain,

K-1

(K —1) Fy (o) 2 E{ Fy (¢k)} (5.13)

k=1

Assume G, F, (¢9) = 1. Substituting equation (5.13) into (5.12), we have

GmPcFa (CbO) Tb
SINR 4 > 5.14
A= TG (K — 1) Fy (o) Pe + N, (5.14)
Then
Pch
SIN > 5.1
Raaa 2 3Ty (K — 1) P.+ N, (5.15)

The right hand side of equation (5.15) which is the same as equation (5.7),
SINR of the system using isotropic antennas. Note that equation (5.15) holds for
a single cell CDMA system, with perfect power control applied to all subscribers,

when the base station antenna pattern may be steered toward the desired subscriber.

5.2.2 Reverse Channel Performance of Multi-cell Systems with

Spatial Filtering at the Base Station

In this section, we investigate how smart antennas are used on the reverse link to
improve CDMA system capacity in multi-cell systems. Note that equation (5.15)
is valid only when a single cell is considered. To find the effects of spatial filtering
on the reverse link when CDMA users are simultaneously active in several adjacent
cells, we must first define the geometry of the of the cell region. For simplicity, we

consider the geometry with a single tier of surrounding cells.
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5.2.2.1 The Interference Power Received from Users in Adjacent Cells

Let user 0 is the desired user, and it is in desired cell 0,
Py is the power received at the base station of cell 0 from the users in cell 0,
Fy ; is the power received at the base station of cell 0 from the users in cell j,
Py ; is the power received at the base station of cell k from the users in cell j.
Since users in adjacent cell j are power controlled by their base station, the
interference power from them received at the base station in cell 0, Py j is not Py .
Assume that base station j applies perfect power control to all users in cell j,

so that power P;; is received at base station j, for each of the users in cell 7. We

also assume that for each cell, P;; is same, that is to say
P;; = P, 7=0,1,.K-1

Assume the channels have Rayleigh fading and log-normal shadowing effect[37],

Po; (|od )’ _ @
Pii (le8;))*  (d9)

(5.16)

where n is the path loss exponent,
d§ is the distance from the user in cell j to base station j,
d? is the distance from the user in cell j to base station 0,
o} ; and of ; have a Rayleigh distribution
E [|a{)]|2] and F [|a8,j|2] is log- normal,
Pjj = Fe.

From equation (5.16), we can get

F,. =P, 2 ML I PCB"’ . 5.17
0,5 (dg) (lag,j D2 " ( )

where
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CAREY S
— J 0. 2
Boj = <@> o Posl
J

0,j
5.2.2.2 System Performance

The way of getting SINR for multi-cell system is similar to the way we use in the
previous part, i.e. single-cell system.

For the system using isotropic antenna,

SINR =

Pz’n + Pout + O'Tzl (518)

P
K—1 7 K-1 2

where F;, is the interference power from the users in the desired cell,
P,y is the interference power from the users in adjacent cells,
K is the maximum number of users per cell,
J is the number of adjacent cells we consider,
Py is the interference power from the k% user in the desired cell,
Py j is the interference power from the k** user in cell j.

Since prefect power control is applied,

SINR = ch o (5.19)
(K-1)P.+ P, Ej:l > koo B jx 02
For the system using smart antenna,
K-1
-Pin = C;’mE {Z PO,kFa (¢0,k)} (520)
k=1
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K-1
out - G E {Z F)j,j,kﬁg,ﬁk b Fa (¢j,k)} (521)

j=1 k=0

Substituting equation (5.21) and (5.20) into equation (5.19), we have

SINRjsa =
GmFo (¢0) Pe
GmE{Z  PogiFa (¢0k)} +G E{Z; 1 Lo PigalB3 i F. (¢j,k)} + o7
(5.22)
Assume G, F, (¢y) = 1, and perfect power control is applied,
SINRssn =
Fe (5.23)

CrP.E {45 Fo(bo) } + GmPeB { L)y 005 B0 Fa (930) ) + 03

Since

Fo(do) > Fo(dx), when j =0, k=1,2,. K -1

when 3 =1,2,..J, k=0,1,..K -1

So
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K-1

GmPcE{ZFaGﬁO,k)} SGmPc(K_]-)Fa (¢0) =PC(K_1)

k=1

K-

=

J
Blixe Fa ¢Jk)}<a P.Fu(d0) > > B2k

0

J
GmP.E {Z

j=1 k=0

x>
!

Jj=1

x

J
=P.> Y Bj.jk

j=1 k=0

-
il

Substituting equation (5.24) and (5.25) into (5.23), we get

P,
P(K—1)+PZJ 12 ﬂ“k—l-cr

SINRjss >

(5.24)

(5.25)

(5.26)

In equation (5.26), SINRa4 is the SINR of the system using smart antenna.

numbers of users per cell of both systems are same.

5.3 Performance Improvement

Its right hand side is the same as equation (5.19), which is the SINR of the system
using isotropic antenna. It is obviously that the performance of the system using

smart antenna is much better than the system using isotropic antenna, when the

In order to facilitate the following analysis, a number of assumptions have to be

1. The CDMA system operates in an additive white Gaussian noise (AWGN)

channel.
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2. Perfect power control is achievable.

3. Spreading factor is V.

4. There are K users uniformly distributed in each cell.

5. The pattern of a beam formed by the array does not vary in the elevation
plane.

6. A beam formed by the array can be steered in any direction in the azimuth

plane such that the desired mobile is always illuminated by the main beam.

If there is no interference from adjacent cells and an omni directional base

station antenna is used, the BER can be approximated by [26]

BER=Q ( -I?—]jo (5.27)
where
1 N
Q(m)-—-\/—2—_7r/0 e dy (5.28)

On the reverse link, if a beam with a directional gain G () is formed in the
direction ¢ of the desired signal from a particular user, the signals from the other
K — 1 users are considered to be interference. The average total interference power

02 with respect to the signal of this particular mobile is given by

o} =E [Z ¢ s) ai} (5.29)

k=1
where ¢, denotes the direction of the k** interfering mobile signal. With

perfect power control, the signals from all the mobiles have the same power o2 .

Thus,
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K-1

Z G (k)

k=1

2 _ 2
o;=0.FE

(5.30)

By taking into account the pdf that describes the geographical distribution of

the mobiles, o2 is found to be

where D represents the array antenna’s directivity given as
_ 2n

[T G(p)dy

It can be shown that the BER can be approximated by [27]

BER=Q (m)

Since SINR = 1;, the BER is therefore given by

97
3ND
BER = il

(5.31)

(5.32)

(5.33)

(5.34)

It can be observed from equation (5.34) that considerable improvement in

terms of BER can be obtained when an antenna array is used.

5.4 Simulation Results

In this section, we will compare SINR improvement and the BER performance of

different algorithms under different conditions.
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To compare SINR improvement, we will consider three Ey/Ny cases, Ey/Ny =
5, Ey/Ny = 15 and E,/Ny = 25. For each E,/N, case, we will also consider two
different DOA cases.

To compare BER performance of different algorithms, we will consider two
cases, single user system and multi user system, for each algorithm. For each case,
we will consider five different channel conditions, AWGN and four types of fading.

The CDMA signals were generated at the transmitter as in equation (2.26).
The CDMA signals with like users interference and AWGN were generated as in
equation (2.27). And the CDMA signals with like users interference as well as both
AWGN and different types of fading were generated as in equation (2.29). The
modulation scheme used in the system is the binary phase-shift keying (BPSK).
The signals were then passed through the every antenna element and the adaptive
antenna array algorithms as in the equation performed in Chapter 4.

To generate the BER for the different adaptive algorithms, we transmit differ-
ent random bit streams for each user’s signal and then feed the output of the beam-
former into the matched filter to despread the signal and estimate the transmitted
data bit. The estimates of the data bits are compared to the original transmitted
data bits and the BER of each user is calculated. The BER averaged over all the
users is then calculated and used in the BER performance plot.

In the following simulation cases, we assume perfect power control, so all the

signals impinging on the array have the same power unless specified otherwise.

5.4.1 SINR Improvement
5.4.1.1 Evolution of SINR with Blind Algorithm

Figure 5.1 - Figure 5.3 show evolution of SINR with blind adaptive algorithm iter-
ations, DOA of desired user=1 rad.
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From Figure 5.1 to Figure 5.3, we can see SINR is developed with the beam-
forming computation iterations of blind adaptive algorithm. The antenna weights
converge at last. The convergence speed depends on both E,/N, and interfering
noise in the system.

We also can see, for most of the cases, the improvement of SINR is very slightly
after 200 iteration, even though the system does not obtain the convergent state.
So, in the rest simulation, we use 200 iterations as the maximum iteration number
per bit. Thus, the computational requirement of blind algorithms can be reduced

greatly without effecting the system performance.

5.4.1.2 SINR Improvement by Using Adaptive Array

Figure 5.4 - Figure 5.6 show SINR development of multi user CDMA systems with
different DOA of desired user (Fy/Ny =15 dB, with flat slow fading).

From Figure 5.4 to Figure 5.6, we can see the SINR of multi system is greatly
developed by using adaptive array, compared with the SINR of normal antenna
system. With the number of interfering users per cell increasing, the reduction of
SINR can be very slight by using adaptive array.

LS-DRMTCMA uses the constant modulus property of the transmitted signal
in addition to the PN sequences of all the users to adapt the weight vectors, it can
reduce the interference to a lowest lever when it can generate deeper null in the
DOSs of the interference. However, the improvement of the LS-DRMTCMA over
the other two algorithms becomes smaller when the interfering users increase. This
is because under such situation, it is the interference falling into the main beam
of the desired user that dominates the overall interference level. Although the LS-
DRMTCMA can form deeper nulls in some DOAs of the interference than Wiener
solution and LMS, once there is some interference falling into the main beam, the

overall interference levels of these three algorithms become almost the same, and
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thus the SINR is very close.

5.4.2 BER Performance Improvement by Array Beamform-
ing by Blind Adaptive Algorithm

Figure 5.7 and Figure 5.8 are BER performance of single user system and multi user
system with antenna array beamforming by blind adaptive algorithm, respectively.
DOA of desired user=1 rad.The ratio of the coefficients apy/acy used in the LS-
DRMTCMA is set to 2. In the multi user case, E;/Ny =15 dB.

5.4.3 BER Performance Improvement with Array Beamform-

ing by Wiener Solution with Pilot Channel

Figure 5.9 and Figure 5.10 are BER, performance of single user system and multi user
system with antenna array beamforming by Wiener Solution with Pilot Channel,
respectively. DOA of desired user=1 rad.The ratio of the coefficients apy/aca used

in the LS-DRMTCMA is set to 2. In the multi user case, E,/Ny =15 dB.

5.4.4 BER Performance Improvement with Array Beamform-

ing by LMS Algorithm with Training Sequence

Figure 5.11 and Figure 5.12 are BER performance of single user system and multi
user system with antenna array beamforming by LMS Algorithm with Training
Sequence, respectively. DOA of desired user=1 rad.The ratio of the coefficients

apn/acy used in the LS-DRMTCMA is set to 2. In the multi user case, Ey/Ny =15
dB.
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5.5 Conclusion

In this chapter, we give the theoretical deviation of the improvement of capacity
and BER performance by using adaptive in a CDMA system, firstly. And then, we
present the simulation results of different adaptive array algorithms. We compare
the SINR and BER performance with adaptive array and without adaptive array in
various channel environments (e.g., the AWGN channel, the frequency offset case,
and the multipath environment).

From the comparisons of SINR, we can see the SINR of the system with adap-
tive array is reduced much more slightly with the increase of the number of interfering
users.

By comparing Figure 5.7, Figure 5.9, Figure 5.11 and Figure 2.8, and com-
paring Figure 5.8, Figure 5.10, Figure 5.12 and Figure 2.9(b), it is obviously that
the system with adaptive array with every algorithms can outperform the system
without adaptive array in all the channel environment, in both single user and multi

user cases.
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Figure 5.1: Evolution of SINR with blind adaptive algorithm iteration, E,/Ny =5
dB, with flat slow fading. DOA of desired user=1 rad.The ratio of the coefficients
apy/acy used in the LS-DRMTCMA is set to 2.
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Figure 5.2: Evolution of SINR with blind adaptive algorithm iteration, E,/N; =15
dB, with flat slow fading. DOA of desired user=1 rad.The ratio of the coefficients
apn/acy used in the LS-DRMTCMA is set to 2.
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Figure 5.3: Evolution of SINR with blind adaptive algorithm iteration, Ey/Ny =25
dB, with flat slow fading. DOA of desired user=1 rad. The ratio of the coefficients
apy/acy used in the LS-DRMTCMA is set to 2.
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the LS-DRMTCMA is set to 2.
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Figure 5.5: SINR of multi user CDMA systems (E;/Ny =15 dB, with flat slow
fading). DOA of desired user=1 rad. The ratio of the coefficients apy/acar used in
the LS-DRMTCMA is set to 2.
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Figure 5.6: SINR of multi user CDMA systems (E,/No =25 dB, with flat slow
fading). DOA of desired user=1 rad. The ratio of the coefficients apy/acy used in
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Figure 5.7: BER performance of single user system with antenna array beamform-
ing using blind adaptive algorithm. DOA of desired user=1 rad.The ratio of the
coefficients apy/acy used in the LS-DRMTCMA is set to 2.
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Figure 5.8: BER performance of multi user system with antenna array beamforming
by blind adaptive algorithm. Ej/Ny 15 dB. DOA of desired user=1 rad.The ratio of
the coefficients apy/aca used in the LS-DRMTCMA is set to 2.
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Figure 5.9: BER performance of single user system with antenna array beamforming
by Wiener solution with pilot channel on the reverse link of 3G CDMA system. DOA
of desired user=1 rad.
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Figure 5.10: BER performance of multi user system with antenna array beamforming
by Wiener solution with pilot channel on the reverse link of 3G CDMA system.
Ey/Ny =15 dB. DOA of desired user=1 rad.Wiener Solution with Pilot Channel
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Figure 5.11: BER performance of single user system with antenna array beamform-
ing by LMS algorithm with training sequence. DOA of desired user=1 rad.

Probability of Bit Error
3

10° = No Fading
# Flat Slow Fading
-=- Flat Fast Fading
+ Frequency Selective Slow Fading - .. e
— - Frequency Selective Fast Fading -
107 T T T L 1 1 1 )
5 10 15 20 25 30 35 40 45 80

SNR of White Noise(dB)

Figure 5.12: BER performance of multi user system with antenna array beamforming
by LMS algorithm with training sequence. Ej/Ny =15 dB. DOA of desired user=1
rad.
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Chapter 6

COMPARISON ADAPTIVE
BEAMFORMING ALGORITHMS

6.1 Introduction

For one adaptive array, there may exist several adaptive algorithms that could be
used to adjust the weight vector. The choice of one algorithm over another is

determined by various factor:

e Rate of convergence. This is defined as the number of iterations required for
the algorithm, in response to stationary input, to converge to the optimum
solution. A fast rate of convergence allows the algorithm to adapt rapidly to

a stationary environment of unknown statistics.

e Tracking. When an adaptive algorithm operates in a non-stationary environ-
ment, the algorithm is required to track statistical variations in the environ-

ment.

e Robustness. In one contest, robustness refers to the ability of the algorithm to
operate satisfactorily with ill-conditioned input data. The term robustness is

also used in the context of numerical behavior.
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o Computational requirements. Here the issues of concern include (a) the number
of operations (i.e., multiplications, divisions, and additions/subtractions) re-
quired to make one complete iteration of the algorithm, (b) the size of memory
locations required to store the data and the program, and (c) the investment

required to program the algorithm on a computer or a DSP processor.

6.2 Comparison of BER Performance

In this section, we present the BER performance of different algorithms together.
To generate the BER for the different adaptive algorithms, we transmit different
random bit streams for each user. In the receiver, we use the beamformer adapted
by each algorithm to extract each user’s signal and then feed the output of the
beamformer into correlator to despread the signal and estimate the transmitted
data bit. The estimates of the data bits are compared to the original transmitted
data bits and BER of each user is calculated. The BER averaged over all the users

is then calculated and used in the BER performance plot.

6.2.1 BER Perfermance of Single User System

Figure 6.1, Figure 6.2, Figure 6.3, Figure 6.4 and Figure 6.5 are comparison of
BER performance of single user system in case of AWGN channel, flat slow fading,
flat fast fading, frequency selective slow fading and frequency selective fast fading,

respectively.

6.2.2 BER Performance of Multi User System

Figure 6.6, Figure 6.7, Figure 6.8, Figure 6.9 and Figure 6.10 are comparison of
BER performance of multi user system in case of AWGN channel, flat slow fading,

flat fast fading, frequency selective slow fading and frequency selective fast fading,

respectively. Ey/Ng = 15 dB.
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Figure 6.1: Comparison of BER performance of different adaptive algorithms in sin-
gle user case with white Gaussian noise only. The ratio of the coefficients apy/acu
used in the LS-DRMTCMA is set to 2.

From Figure 6.1 to Figure 6.10, the BER performance of different algorithm
in AWGN channel and multipath fading channels of both single user system and
multi user system, wee see that Wiener solution using pilot channel on reverse link
of 3G CDMA has the best BER performance . It can outperform LS-DRMTCMA.
Because it always has a certain reference signal to assistant beamforming. At the

meantime, it can outperform LMS. Because it adjusts weight vectors in every bit.

6.2.3 Mobility Effect on BER Performance

The most difference among three algorithms are:

e LMS algorithm with training sequence adjusts the antenna weights only in the
preamble period ( the period in which training sequence is transmitted). But
during the data period (the period in which information data is transmitted),

antenna used the same weights got in the nearest preamble period.
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Figure 6.2: Comparison of BER performance of different adaptive algorithms in
single user case with flat slow fading and white Gaussian noise. The ratio of the
coefficients apy/acy used in the LS-DRMTCMA is set to 2.

e Wiener solution with pilot channel on the reverse link of 3G CDMA and blind

algorithm adjust the antenna weights all the time.

So, the ability to fit the changing of environment of different algorithms are different.

In this section, in order to know the mobility effect on the BER performance
of different algorithms, we simulate the worst case we can have. That is the desired
user are moving quickly, 100km/h, with flat fast fading. The speed of interfering
user are uniformly distributed within the range from 0 to 100km/h, with flat fading.
Figure 6.11 is the simulation result in this case.

From Figure 6.11, in the case of subscriber moving, the BER performance of
Wiener solution is the best. Because the weight vectors are adjusted bit by bit. It

can keep the desired user staying in the main beam.
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Figure 6.3: Comparison of BER performance of different adaptive algorithms in
single user case with flat fast fading and white Gaussian noise. The ratio of the
coefficients apy/acy used in the LS-DRMTCMA is set to 2.

6.3 Comparison of Computational Requirements

The advantage of Wiener-Hopf equation is it can be solved directly by calculation
in every bit. But, in the practice this algorithm has high computatin comlexity
because the calculation includes the product of the inverse of the correlation matrix
T and the cross-correlation vector P.

The blind algorithm LS-DRMTCMA does not have as much computation as
Wiener solution after convergence. But before that, its computational requirement
is also very hight. It takes LS-DRMTCMA 50-100 bits to get convergence when
there are 50 interfering users per cell.

The LMS algorithm with training sequence does not need a lot of computation,

even in the preamble period. There is no need for any computation of inverse matrix.
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Figure 6.4: Comparison of BER performance of different adaptive algorithms in
single user case with frequency selective slow fading and white Gaussian noise. The
ratio of the coefficients apy/acy used in the LS-DRMTCMA is set to 2.

6.4 Conclusion

In this chapter, we put the simulation results of different adaptive array algorithms
under the same condition in a 3G CDMA system together, in order to compare the
BER performance of different algorithms in various channel environments (e.g. the
AWGN and the multipath environment).

From the comparisons we see that there is a tradeoff between BER performance
and cost. Beamforming with Wiener solution using pilot channel on reverse link of
3G CDMA system has the best BER performance and the best ability to fit a
quickly changing environment. But it has to finish the most computational work.
LMS with training sequence has the least computational requirements. But it can
not adjust weight vector during the data period, no matter how much the channel

or environment changes.
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Figure 6.5: Comparison of BER performance of different adaptive algorithms in
single user case with frequency selective fast fading and white Gaussian noise. The
ratio of the coeflicients apy/acy used in the LS-DRMTCMA is set to 2.

So which adaptive algorithm we should choose depends on the practical re-

quirements.
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Figure 6.6: Comparison of BER performance of different adaptive algorithms in
multi user case with white Gaussian noise. FE,/Ng = 15 dB . The ratio of the
coeficients apy/acar used in the LS-DRMTCMA is set to 2
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Figure 6.7: Comparison of BER performance of different adaptive algorithms in
multi user case with flat slow fading and white Gaussian noise. E,/Ny = 15 dB.
The ratio of the coefficients apy/acys used in the LS-DRMTCMA is set to 2.
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Figure 6.8: Comparison of BER performance of different adaptive algorithms in
multi user case with flat fast fading and white Gaussian noise. Ey/Np = 15 dB. The
ratio of the coefficients apy/acas used in the LS-DRMTCMA is set to 2.
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Figure 6.9: Comparison of BER performance of different adaptive algorithms in
multi user case with frequency selective slow fading and white Gaussian noise. E, /No
= 15 dB. The ratio of the coefficients apy/acy used in the LS-DRMTCMA is set
to 2.
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Figure 6.10: Comparison of BER performance of different adaptive algorithms in
multi user case with frequency selective fast fading and white Gaussian noise. Ej/Ny
= 15 dB. The ratio of the coefficients apy/acar used in the LS-DRMTCMA is set
to 2.
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Figure 6.11: Mobility effect on BER performance of different algorithms. Speed of
desired user is 100km/h. Speed of interfering user is uniformly distributed within
the range from 0 to 100km/h. The multipaths of each users are with flat fading.
The ratio of the coefficients apy/acyr used in the LS-DRMTCMA is set to 2. SNR
of white Gaussian noise =15.

132



Chapter 7

CONCLUSION AND FUTURE
WORK

7.1 Conclusion

In this thesis, we developed three adaptive algorithms for the beamformer used in
a CDMA system. Especially the adaptive beamforming with Wiener solution using
pilot channel on the reverse link of 3G CDMA is a very novel algorithm for the
coming generation of telecommunication. We provide a detailed derivation of these
algorithms and create a C++ simulation testbed to compare the performance of
these three algorithms with that of the algorithms presented in the literature. The
BER performance of all these algorithms is compared under different conditions (e.g.,
the AWGN channel, the frequency offset case, and the muitipath environment).

First of all, it was shown from the simulation results that both SINR and BER
performance are improved significantly by using antenna array of every adaptive
algorithm.

Secondly, from the comparison of different adaptive algorithms, it was shown
that the algorithm with Wiener solution using pilot channel on the reverse link

of 3G CDMA can outperform the other two algorithms in all the test conditions
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regardless if the system is single user or multi user. Especially in the case of fast
changing environment, the BER performance of array using pilot channel is the
best. Blind adaptive algorithm ranks second in this case. The BER performance
in the case of stable environment of blind adaptive algorithm and LMS algorithm
using training algorithm are proximate. The computational requirement of blind
algorithm is much larger than LMS algorithm. But it saves the time of preamble

periods.

7.2 Future Work

A number of possibilities exist for future work based on this thesis. These possibil-

ities are outlined below.

e Currently the algorithms are only simulated in the workstation using the C++
code. It will be useful if these algorithms can be implemented in a DSP chip
and the 10-element antenna array can be constructed for field trial measure-

ment.

o In this thesis, the performance of all the algorithms is evaluated by using a
uniform linear array. In the future, we can use different array geometries, e.g.,

a circular array, to examine the performance of the algorithms.

e In this simulation, we use the same DOA for all the multipaths of each user.
But, actually, different paths through different reflection, diffraction and scat-
tering in the environment come from different directions. In the future simu-
lation about two different multipath angle separation cases, we can investigate
the performance of different algorithms under the condition when both multi-
paths fall into the main beam and the condition with only one multipath fall

into the main beam.
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e From simulation results, we can see the BER performance of blind algorithm
is better than that of LMS algorithm using training sequence. This is because
blind algorithm can adjust the weight all the time according to the changing
of environment. But its drawback is larger computational requirement. The
work we will pursue in the future is semi-blind adaptive algorithm. That is
the adaptive algorithm also using training sequence. Blind adaptive algorithm

is performed during the data period.

o In the research, we assume a perfect power control for all the users. In the
future, we can examine the performance of these algorithms under imperfect
power control conditions. It is believed that the algorithms should have the

ability to combat the power variation of the signals.

Finally, in this thesis, all the beamforming algorithms are only used in the base
station for the reverse link. It will be a challenge to use the weight vectors generated
by the algorithms in the reverse link for the beamforming in the forward link, since

the reverse link and forward link are always working at different frequencies.
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