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ABSTRACT

A Bandwidth Efficient Turbo Coding Scheme for VDSL
Systems

Sreekanth Marti

The two important issues presently under consideration by ANSI and ETSI for
very high bit-rate digital subscriber lines (VDSL) are the last-mile problem and the
home local area network (home-LAN) interference problem. The first issue concerns
the maximum distance for which a VDSL system can operate reliably for a given
data rate. The second issue is the interference due to home-LAN services associated
with the twisted pair lines. The drawback of the existing FEC scheme (a 4D Wei-RS
scheme) for the VDSL systems is that further improvement is not possible to achieve
without a substantial increase in complexity and power penalty. Also, the VDSL
systems employing the 4D Wei-RS scheme operates far below the channel capacity.
On the other hand, several techniques have been proposed to solve the home-LAN
interference problem using iterative-decoding techniques. However, these techniques
are complex to implement. In order to provide solutions to these problems and to
ensure a reliable transmission of data over longer loops while providing the end user

with maximal bit rate, a good FEC scheme with a high coding gain is required.

In this thesis, the last-mile and home-LAN interference problems of VDSL systems
are addressed using turbo codes. With regard to the last-mile problem, a band-
width efficient turbo coding scheme is proposed in which, turbo codes are combined

with bandwidth efficient modulation and the soft information is exchanged between
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the decoder and demodulator in an iterative manner. The main objective of the
proposed scheme is to provide a higher coding gain than that provided by the 4D
Wei-RS scheme to result in an improved performance of the VDSL modems in terms
of bit rate, loop length and transmitting power. The scheme is investigated for vari-
ous values of transmitting power, signal frequencies and numbers of crosstalkers for
a targeted BER of 1073, The effects of various code parameters on the performance
of VDSL modems are explored. In order to reduce the latency at the receiver end, a
pipelined decoding scheme is proposed. Simulation results are presented and com-
pared with that of the 4D Wei-RS scheme. The results show that the choice of turbo
codes not only provides a significant coding gain over the standard FEC scheme but
also efficiently maximizes the loop length and bit rate at a very low transmitting
power in the presence of dominant far-end crosstalk (FEXT). In order to compare
the hardware complexity, the proposed and 4D Wei-RS schemes are synthesized us-
ing SYNOPSYS with the target technology of Xillinx 4010-3. The Xilinx FPGA

statistics of the proposed scheme is compared with that of the 4DWei-RS scheme.

To mitigate the effect of home-LAN interference, an iterative soft interference can-
cellation and decoding technique is proposed in which, the VDSL and home-LAN
signals are jointly detected using a soft interference canceller and a soft-in soft-out
demodulator combined with a set of turbo decoders. A symbol estimation algorithm
based on the soft information of the coded data is developed to estimate the trans-
mitted symbols. Simulations are carried out to evaluate the BER performance of
the proposed technique. The data rates provided by the VDSL systems employing
the proposed technique are evaluated. The results show that by employing the pro-
posed technique in VDSL systems, the home-LAN interference can be successfully

minimized thereby providing higher data rates and maximizing the loop length.
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Chapter 1

(zeneral

There exist many possible solutions to the problems of overloading the public switched
telephone network (PSTN) with packetized data and broadband services. Some in-
volve building entirely new systems based on wireless and satellite networks. But, a
more realistic and cost-effective solution would be to maximize the reuse of existing
analog local loops, or to include provision for providing some backward compatibility
with the existing voice telephony equipment of analog hand set.

Only copper-based solutions satisfy these criteria. Digital subscriber line
(DSL) is a copper-based solution which was created to foster a total digitization
of the PSTN end-to-end, from the user device to user device. Also, the drawbacks
of the voice-band modem can be overcome with the DSL technology [1]-[4]. Through
a process of bypassing the plain old telephone set (POTS) interface at a local cen-
tral office (CO), a DSL can utilize the full potential of a copper telephone subscriber
loop to deliver a transmission throughput of up to a few hundred times that of a
voice-band modem. Figure 1.1 shows the general structure of a DSL transceiver [5].
The transceiver set consists of an analog part and a digital part. The analog part
consists of analog transmit and receive filters, a digital to analog converter (DAC),
an automatic gain device, and an analog to digital converter (ADC). The digital

part has three major functions: modulation/demodulation, coding/decoding, and
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Figure 1.1: Block diagram of a typical DSL transceiver.

bit packing/unpacking.

Integrated services digital network (ISDN) was the first DSL service. New
DSL technologies which are more interesting and promising are commonly listed as
zDSL, where z represents a number or letter designation. The DSL technologies
in the chronological order can be listed as digital subscriber lines, high bit rate digi-
tal subscriber lines (HDSL/HDSL2), asymmetrical digital subscriber lines (ADSL),
single pair high bit rate digital subscriber lines (SHDSL), and very high bit rate
digital subscriber lines (VDSL). The latest member of the zDSL family, the VDSL
is capable of providing a data rate of 13 Mbps to 532 Mbps upstream, and 1.5 Mbps
to 6 Mbps downstream depending on the actual loop length. The applications sup-
ported by VDSL include all that ADSL was intended for, plus high definition TV
(HDTV) digital television services.

1.1 Basic Concepts of VDSL

VDSL is the latest transmission technology for providing a high speed digital service
on the twisted pair phone lines with a range of speeds depending on the actual
line length [3]. The basic intention of the VDSL technology is to create a service-
independent transmission platform at a much higher transmission throughput than

that provided by the ADSL technology. Therefore VDSL can be considered as a



high speed version of ADSL. The potential of a higher transmission throughput can
be achieved by expanding the signal bandwidth to the region of 10 to 30 MHz. At
such a high frequency, a usable channel can be realized only on short twisted-pair
telephone loops. Because of this short range, it is no longer possible to provide the
service simply from the central office. Hybrid structures are required to provide the
VDSL service to the customers living in direct proximity of a central office.

To operate successfully, the VDSL equipment should overcome the line attenu-
ation, crosstalk, radio-frequency (RF) ingress and other interferences. Of particular
importance is the operation on the existing unshielded twisted-pair lines. VDSL
modems must also sustain specified data rates over specified distances, suppress RF
emissions, and must be compatible with the frequency spectra of other services that
may be present in the same cable bundle such as ADSL, [SDN, and HDSL. The high
throughput VDSL is easier to be made compatible with synchronous optical network
(SONET) and asynchronous transfer mode (ATM) based services. VDSL can also be
used to interconnect business customers within a concentrated area through leased

telephone lines for high-speed intranet use.

1.1.1 VDSL System Architecture

For a public telephone networks, there are two architectures in general [6]. In densely
populated areas, many customers are within a few kilo feet of the CO or local
ezchange (LEz). In such cases, VDSL can be deployed directly from the CO or LEx.
This configuration is known as fiber-to-the-ezchange (FTTE) and is shown in Figure
1.2. When fiber extends deeper into the network, VDSL can be deployed from the
optical network unit (ONU) in a configuration known as fiber-to-the-cabinet (FTTC).
The FTTC architecture is shown in Figure 1.3. The transmission directions from
the CO, LEx or ONU to the customer premise is called downstream. The direction
from the customer to the CO, LEx or ONU is called upstream. In this thesis, we

concentrate on the FTTC architecture as it is most commonly employed.
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The allowable frequency band for VDSL signals start from 300 KHz to 30

MHz as shown in Figure 1.4. The first limit is for long range systems and the

second limit is for short range systems. The VDSL channel is separated from the

bands used for narrow band services like POTS and ISDN basic rate access (ISDN-

BA), thus enabling the service providers to overlay VDSL on the existing services.

The ADSL frequency band, however, overlaps with the VDSL signals. Hence, in

some circumstances, it may be prudent to place the start of the VDSL band above

1.1 MHz. Normal practice is to locate the downstream channel above the upstream

one.
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Figure 1.4: VDSL spectrum.

1.1.2 VDSL System Requirements

The standards ANSI T1E1.4 and ETSI TM6 have established consistent sets of
VDSL system requirements to find a common VDSL solution [7] . In the following

paragraphs, these requirements are briefly described.

a) Data Rates and Ratios

VDSL should consider both symmetric and asymmetric transmissions between the
CO and the customer. The downstream speed range from about 13 Mbps to 35
Mbps, depending on the distance. The upstream data rate start at 1.5 Mbps and
end at about 26 Mbps. Downstream data rates derive from the sub multiples of the
SONET and synchronous digital hierarchy (SDH) canonical speed of 155.52 Mbps.
Each rate has a corresponding target range. However, the overall transmission data
rate depends on a number of factors such as the loop length, wire gauge, type of the
cable, presence of bridged taps, and the crosstalk coupled interference. Also, line
attenuation tends to increase as the line length increases. Hence, line attenuation

must be taken into account during the design stages of a VDSL system.




b) Transmit Power and Power Spectral Density

The transmit power spectral density (PSD) describes how the power of a information
bearing signal is distributed in frequency when the signal is applied to the channel
at the transmitter output. A transmit PSD mask specifies the maximum allowable
transmit PSD, which is by definition a function of frequency. The maximum al-
lowable transmit power specified by both ANSI and ETSI is 11.5 dBm for a VDSL
system. Both the groups have defined the masks specifying the maximum allowable
transmit PSD, and require modems to be capable of reducing their transmit PSD to
-80 dBm/Hz [7]. The PSD may be independently selected for the downstream and
upstream directions of transmission. Regardless of mask option, the total transmit-
ted power should not exceed 11.5 dBm. As mentioned previously, VDSL modems
are deployed from the ONU which is typically located in a small curbside cabinet
with no temperature control mechanisms. Thus, VDSL power consumption must be

less than 1.5 Watts per transceiver, including line drivers.

c¢) Spectral Cornpatibility

If a VDSL system has to be viable, it must be spectrally compatible with other DSL
services that may reside in the same cable. The DSL service most vulnerable to
interference from VDSL is ADSL. VDSL can harm the performance of ADSL and
the vice-versa can also occur. In FTTC architecture, VDSL can be detrimental to
ADSL performance, since VDSL signals can couple into ADSL signals as Near-End-
Crosstalk (NEXT) or Far-end -crosstalk (FEXT). The effect of VDSL on ADSL
performance is quantified in [8]. Simulations in [8] show that if the downstream
VDSL transmission is below 1.104 MHz, it adversely affects the ADSL performance
in the FTTC configuration. For example, when a 300 meter VDSL line injects FEXT
into the ADSL line, the range for a fixed bit rate of 6 Mbps decreases from 3.75 km
to only 2.75 km, and for a fixed range of 3.75 km, the bit rate decreases from 6 Mbps

to 3.5 Mbps. To avoid such a substantial degradation in the ADSL performance,



the VDSL must be restricted from transmitting at -60 dBm/Hz either upstream or

downstream in the band below 1.104 MHz when the ADSL loops reside in the same

binder.

1.2 VDSL Issues

At present, there is no complete standard, defining VDSL; however, the issue of
standards is under consideration by both ANSI as well as ETSI. The most impor-
tant VDSL question concerns the maximum distance for which a VDSL system can
operate reliably for a given data rate i.e. the last-mile problem. This is a difficult
question, since the real line characteristics at high frequency of operation of a VDSL
system are not easy to measure, and the items such as short bridged taps or un-
terminated extension lines in homes may have detrimental effects on the VDSL in
certain configurations. The disadvantage of the VDSL system compared to other
DSL systems is its short copper loops that make the distribution area shrink to a few
dozen customers. To make the VDSL systems more economical and to increase the
distribution area, the design of such a system has to focus on increasing the length
of the copper line without a loss in the bandwidth efficiency. In order to increase the
loop length, the bit rate has to be compromised. To ensure a reliable transmission
of data over longer loops and also to provide the end user with a maximal bit rate
at a very low bit error rate (BER), a good forward error correction (FEC) scheme
with a high coding gain is required. The FEC scheme for the VDSL systems that is
under consideration in T1.413 proposal is a concatenated coding scheme consisting
of an inner Trellis code (4-D Wei’s code [9]) and an outer Reed-Solomon (RS) code
[10]. There are two problems with this approach. First, the system operates far be-
low the channel capacity. Second, the power penalty is more for multi-dimensional

constellations. Though the 4D Wei-RS scheme has a high spectral efficiency of 6.12



bits/s/Hz, it requires a high signal-to-noise ratio (SNR) of 27 dB to reach the tar-
geted BER. In order to maintain this high SNR, the bit rate available to the end
customer has to be drastically reduced or the transmitting power has to be increased.
Increasing the transmitting power increases the crosstalk which is detrimental to the
VDSL performance in terms of bit rate and loop length. On the other hand, if the
bit rate has to be kept constant, the loop length must be decreased drastically in
order to maintain the targeted BER. Due to the concatenation of 4D Wei code and
RS code, error propagation occurs between the two decoders thereby degrading the
BER performance. Hence, a coding scheme which can achieve the targeted BER
at a lower SNR than the 4D Wei-RS scheme can successfully address the last-mile
problem.

The second issue is interference due to the existing services associated with the
twisted pair lines while providing enough bandwidth to support the required high-
data rates [11]-[12]. The proposal to use the existing telephone wiring in homes
for computer networking (home local area network (home-LAN)) avoids laying of
additional wires in the same premise [11]. Due to the spectral crowding of home-
LAN on the twisted pair lines, a severe performance loss in the VDSL services occur.
To provide a better infrastructure for the internet services, it is desirable for both the
VDSL and home-LAN systems to co-exist on the same twisted pair lines. This can be
made possible by advanced receiver architectures and multiuser detection techniques
[12]. Cioffi and Zeng proposed a crosstalk cancellation technique in (13|, in which
the crosstalk is estimated in some frequency bands and cancelled in others. But
the authors considered NEXT as a major crosstalk which is not the case in general.
Several authors proposed multiuser detection techniques to identify and cancel the
crosstalk via iterative decoding [14] and [15]. In [15], a linear soft interference
canceller has been proposed to reduce the interference with a small loss of VDSL
signal bandwidth. These previously presented receivers for multi-user detection are

complex to implement. The complexity involved in the multi-user detection can



be reduced if iterative-decoding methods are used [12]. Hence, a low complex soft
interference canceller coupled with a good coding scheme is necessary to mitigate
the home-LAN interference on VDSL.

From the above discussion, we conclude that a good coding scheme is required
to provide a solution for the VDSL issues. The introduction of turbo codes in 1993
by Berrou is perhaps one of the most important contributions in the coding theory
in this decade [16]. The performance of this coding scheme approaches close to the

Shannon limit. Hence, it is worth addressing the two VDSL issues discussed above

using turbo codes.

1.3 Scope and Organization of the Thesis

The objective of this thesis is to address the last-mile problem and the home-LAN
interference problems of VDSL systems. Regarding the first problem, we propose a
bandwidth efficient turbo coding scheme that is more suitable for VDSL modems.
The objective of this scheme is to provide a higher coding gain than that provided
by the standard 4D Wei-RS scheme, to result in an improved performance in terms
of the bit rate, loop length and transmitting power. Also, due to the large vol-
ume of data in VDSL applications, the use of turbo codes can avoid the problem
of fixed length code word. Some design criteria are presented for constructing good
constituent codes for VDSL systems. A mapping method which can maximize the
inter-signal Euclidean distance is proposed. The interleaver size, the number of de-
coder iterations, the code complexity and the level of modulation are the important
parameters in determining the coding gain provided by the turbo codes. Hence, the
effect of these parameters on the performance of the VDSL modems is explored.The
proposed scheme is investigated for different signal frequencies, values of transmit-
ting power, numbers of crosstalkers and loop lengths. Also, since the VDSL systems

are delay sensitive, a pipe-lined decoding scheme is proposed to reduce the latency



generated due the iterations in the decoder. To compare the hardware complex-
ity, the proposed and 4D Wei-RS schemes are synthesized using Xilinx Synthesizer.
The Xilinx FPGA statistics of the proposed scheme is compared with that of the 4D
Wei-RS scheme. A simulation study on the implementation of the proposed scheme
is carried out to evaluate the achievable bit rates and loop lengths of the VDSL
modems. The results are compared with that of the standard 4D Wei-RS scheme.

To mitigate the effect of home-LAN on VDSL, an iterative soft interference
cancellation and decoding technique is proposed. The VDSL and home-LAN signals
are jointly detected using a soft interference canceller and a soft-in soft-out demodu-
lator combined with a set of turbo decoders. The soft interference canceller uses the
a priori probabilities to perform the soft interference cancellation. The turbo de-
coder produces a posteriori probabilities which are fed back to the soft interference
canceller as a prior: probabilities.

The thesis is organized as follows. I[n Chapter 2, VDSL line impairments
are discussed along with the need for a good coding scheme to improve the VDSL
performance in terms of bit rate, loop length and transmitting frequency. A brief
overview of the existing 4D Wei-RS scheme is provided. Two line codes, quadrature
amplitude modulation (QAM) and discrete multi-tone modulation (DMT), that are
presently under consideration by ANSI and ETSI for VDSL systems are presented
and a comparison is provided.

In Chapter 3, the proposed turbo coding scheme for the VDSL systems is
presented. Complexity analysis is carried out to compare the proposed scheme with
4D Wei-RS scheme. To compare the hardware complexity, the proposed and the
4D Wei-RS scheme are synthesized using Xilinx Synthesizer. The mapping method
used in the proposed scheme is discussed. To reduce the delay generated in the
decoder, a pipe-lined decoding scheme is presented. Simulation results are discussed
to evaluate the BER performance of the proposed scheme and the results compared

with that of the 4D Wei-RS scheme.
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In Chapter 4, the performance of the VDSL systems employing the proposed
scheme is discussed. The effect of transmitting power, transmitting frequency and
the the numbers of cross talkers are discussed. The channel capacity and bit rates
provided by the VDSL systems employing the proposed scheme are evaluated. Re-
sults are compared with that of the 4D Wei-RS scheme.

In Chapter 5, an iterative soft interference cancellation and decoding technique
is presented to mitigate the effect of home-LAN on VDSL. Simulation results are
discussed to evaluate the performance of this technique.

Chapter 6 concludes the thesis by summarizing and highlighting the significant

results of this investigation.
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Chapter 2

VDSL Line Impairments and Impact
of Coding in VDSL Systems

2.1 Introduction

For a VDSL system, the strength of the received signal is determined by the strength
of the signal from the corresponding transmitter and the attenuation of the telephone
subscriber loop [17]-[19]. Also, channel capacity of a telephone subscriber loop
is determined by the transmit signal level, channel attenuation, and the receiver
front end noise. Hence, to design an efficient VDSL system, an analysis has to be
performed on the VDSL channel and the transceiver front end noise models.

In this chapter, a VDSL channel model is presented and the channel attenu-
ation characteristics are discussed. Various VDSL line impairments are presented
along with their models. Using the VDSL channel model and the front end noise
models, the SNR of a VDSL signal at the receiver front end is analyzed. Based on
the analysis impact of a good coding scheme on the VDSL systems is explained. We
also discuss the existing FEC scheme for the VDSL systems and its disadvantages.
Finally, two different line codes QAM and DMT that are under consideration by

ANSI and ETSI to be employed in a VDSL system are presented and a comparison
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Gauge | k, (x107%) | ky (x1078)
22 3.0 0.035
24 3.8 -0.541
26 4.8 -1.709

Table 2.1: Parameters for a simplified cable model.

is drawn out.

2.2 VDSL Channel Model

The twisted pair channel model has been investigated and modeled in [1] and [19].
Since VDSL operates in a high frequency range (f > 1 MHz), the simplified high

frequency twisted pair channel transfer function can be formulated as

H(d, f) = e—d(kl\/f+k3f)’ (2.1)

where d is the length of the twisted pair cable in miles, f the frequency of operation

in Hz, and k, and &, the proportional constants which are shown in Table 2.1.
The received signal power spectrum deunsity, S(f), is determined by the trans-

mit power spectrum density, Q(f), and the twisted pair loop channel transfer func-

tion, H(f), as shown in the following expression

S(f) = QUf) IH(f)?

—_ Q(f)e—Qd(kl\/T'*'sz) (2..2)

Let us examine the signal attenuation (insertion loss) that can occur in a VDSL
channel. In general, signal attenuation increases with an increase in the frequency.
The rate at which the attenuation increases is a function of line length and wire

gauge as shown below
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Figure 2.1: Attenuation as a function of frequency of two 26 AWG (0.4 mm) lines
and two 24 AWG (0.5 mm) lines.
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H(f)]? = e 2(ksvT+kaS) (2.3)

Figure 2.1 illustrates the signal attenuation as a function of frequency for
four different twisted pair loops: 3000 ft and 4500 ft of 26 AWG (or 0.4 mm)
line, 3000 ft and 4500 ft of 24 AWG (or 0.5 mm) lines. The attenuation curves are
smooth because the loops are terminated in the appropriate characteristic impedance
at both ends. Comparison of the four curves show the relationship between the
signal attenuation, line length, and wire gauge. Signals on longer wires composed of
smaller diameter wires are attenuated very rapidly with an increase in the frequency,
whereas shorter lines made of larger diameter wires cause a more gentle increase in
the attenuation with an increase in the frequency. A single line terminated in an
appropriate impedance at both ends is preferred for VDSL transmission since in this
case, the attenuation is smooth with frequency. However, many twisted pair lines do
not exhibit such smooth attenuation because of bridged tap configurations in which

an unused twisted pair line is connected in shunt to the main cable pair.

2.3 VDSL Line Impairments

Besides the limitation of a transceiver hardware noise floor, the other types of noises
that effect the performance of a VDSL system are background noise, crosstalk noise,
impulse noise, and radio frequency interference (RFI). The severity of a noise is
usually measured from its power level or its power density level. The noise power is
usually expressed in dBm [5| and is defined as

2 ‘U2

v
P =10 x lng W = 10 x lOglO m, (21)

m

where, v is the average voltage of noise, R = 1005 the receiver input impedance, and

P,,=0.001 the reference of 1 milli-Watt. The noise power density usually expressed

-~
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in units of dBm/Hz is defined as

2 2

v v
PSD_lOXIOglOEx—-PmT—lo xlogmai__x__

B B’ (2.5)

where B is the bandwidth of noise in hertz.

2.3.1 Background Noise

Background noise in the telephone subscriber loop can be caused by a combination
of the radio noise and the noise generated by electrical and electronic devices. The
probability density of the background noise is very close to the Gaussian distribution.
Therefore, background noise can be modelled as a Gaussian noise. Based on the
results from the Bellcore noise survey, the background noise level in the twisted pair

telephone loop has been assumed to be -140 dBm/Hz [20].

2.3.2 Crosstalk Noise

Due to the capacitive and inductive coupling of the binder groups, there is a crosstalk
between each twisted pair even though the pairs are well insulated. As a result,
a local receiver can detect signals transmitted on the other lines, thus increasing
the noise power and degrading the received signal quality on that line. For VDSL
systems crosstalk could become a limiting factor to the achievable throughput. There
are two different types of crosstalks that can occur in a VDSL loop: Near End
Crosstalk (NEXT) and Far End Crosstalk (FEXT) [21]. To adjust the interference
level when the number of interferers differ from 49, we use a de-rating factor of

6 x log,4(n). This is called as 6-dB noise margin.

2.3.2.1 Near End Crosstalk

NEXT as shown in Figure 2.2 occurs when a local receiver detects signals transmitted

on the other lines by one or more local transmitters. The level of NEXT detected
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Figure 2.2: Ilustration of near-end crosstalk (NEXT).

at a local receiver is primarily dependent on the number of interferers, proximity to
the line of interest, relative power, spectral shapes of the interfering signals, and the
frequency band over which NEXT occurs.

In general, NEXT coupling between adjacent lines in a cable is worse than
NEXT between lines spaced further apart. Also, NEXT worsens if the transmit
power on the interfering lines are increased. The simplified Unger NEXT model

generalized for K disturbers [5] is given by

1398

K\ 1
Vy= (o) — .
Y (49) 131 x 1057 (26)

Figure 2.3 shows the NEXT coupling loss for 1 and 49 disturbers with a 6 dB
noise margin. From the figure we can observe that, the loss difference between 1
disturber and 49 disturbers is about 10 dB. However, NEXT can be eliminated
by employing the frequency division multiplexing (FDM) approach in which one
directional transmission is adopted among all the telephone subscriber loops. Hence,

in this work the effect of NEXT is neglected.

2.3.2.2 Far End Crosstalk

FEXT, as shown in Figure 2.4, occurs when a local receiver detects signals trans-
mitted in its frequency band by one or more remote transmitters. As in the case
of NEXT, the level of FEXT is dependent on the number of interferers, proximity
to the line of interest, relative power, spectral shapes of the interfering signals, and

the frequency band over which FEXT occurs. A simplified Unger FEXT model
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Figure 2.3: Next coupling with 6 dB noise margin.

generalized to K disturbers [5] can be expressed as

l\, 0.6 ) )
Nr = (E) kdf? | H(P) 27)

where, k£ = 8 x 10™%, d the loop length in feet, f the frequency in Hz, and H(f) is
the transfer function of the loop. Figure 2.5 shows the FEXT coupling loss due to
49 disturbers for 1500 ft, 4500 ft, and 7500 ft loop lengths. From the graph, it is
observed that FEXT decreases with an increase in the loop length. But, this is not
the case with NEXT which is independent of line length. This is because, as the
loop length increases, FEXT signals gradually attenuates. For this reason, FEXT is
a minor impairment in longer loops. As VDSL employs smaller loops, the effect of
FEXT is severe. On longer loops, the line attenuation is severe enough to counteract
the f? contribution to the FEXT coupling expression. Thus, the coupling curves

decrease rapidly beyond some frequency.
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Figure 2.4: Illustration of far-end crosstalk.
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Figure 2.5: FEXT coupling loss with 6 dB noise margin for N=49.

2.3.3 Impulse Noise

Impulse noise is a short-duration, high-power burst of energy that can temporarily
overwhelm information bearing signals. Impulse noise can be caused by electronic,
electro-mechanical devices, and lightning [22|. To mitigate the impulse noise, a well-
designed FEC scheme can be used with data interleaving. The interleaver rearranges
the order of the coded bytes so that any impulse noise that corrupts a set of bytes,
when de-interleaved are spread out in time. Also, the interaleaver reduces the time

over which a single impulse harms the signal.
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2.3.4 Radio Frequency Interference

Radio frequency interference noise appears at the receivers when over-the-air signals
in overlapping frequency bands couple into phone lines. Overhead distribution cables
and wires within homes, are particularly susceptible to interference from AM radio
signals. AM interferers appear in the VDSL frequency spectrum as high-level noise
spikes in the band between 525 kHz and 1.61 MHz [6]. However, radio frequency
interference can be successfully eliminated by relying on the QAM based adaptive

equalization techniques [23].

2.4 Impact of Coding

In this section, we discuss the need of a good coding scheme to improve the VDSL
performance in terms of bit rate, loop length and transmitting power.

The disadvantage of the VDSL system compared to other DSL systems is its
short copper loops that make the distribution area shrink to a few dozen customers.
To make the VDSL systems more economical and to increase the distribution area,
the design of such a system has to focus on increasing the length of the copper
line without a loss in the bandwidth efficiency. To explain the impact of coding,
we assume that FEXT and background noise are the major line impairments. The
FEXT noise power spectral density is determined by the transmit power spectral

density and the FEXT coupling transfer function as

Ne = Q(f) |H(f)|? kdf? (2.8)

By including the background noise power density, the received SNR becomes

S 1 29)
Ne(f)+W kdf? + a_Pze2d(k1\/f+kgf)’ .
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Figure 2.6: Spectral efficiency as a function of loop length.

where W is the white noise power density with total power ¢, and P the total
power of the transmit signal. As discussed in Section 1.1.2.2, the maximum allowable
transmit signal PSD is -80 dBm/Hz. Hence, we set the value of P at an acceptable

level of -70 dBm/Hz. The differential channel capacity for a VDSL system can be

expressed as

dC S(f) _ 1 .
7B = log, (1 + No(f) £ W) = log, (1 + - %e'-?d(kl\/f+sz)> (2.10)

From Figure 2.6, we can observe the trade off between the spectral efficiency of a

VDSL system and loop length. Due to this, the user located near the CO receives

high bit-rate data, whereas the user far from the CO receives the data with low bit

rate.

In order to explain the necessity for a coding scheme to improve the VDSL

performance, we examine the SNR of the received VDSL signal at the receiver.
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Figure 2.7 shows the SNR as a function of frequency under the FEXT plus white
noise condition for a 24-gauge twisted-pair loop with background noise level -140
dBm/Hz. From this graph we can see the compromise between the parameters SNR,
loop length, and frequency of operation. For a fixed frequency of operation, if the
targeted BER can be achieved for a lower SNR, the loop length can be increased.
On the other hand, for a fixed loop length, if the targeted BER can be achieved for
a lower SNR, the frequency of operation can be increased thereby increasing the bit
rate and reducing the line attenuation (refer to Figure 2.1). Figure 2.8 shows the
SNR as a function of loop length for a frequency of operation of 14 MHz. From
this figure we can conclude that, the lower the SNR, the longer the loop length that
can be realized. Due to the trade off between the SNR and the bit rate in VDSL
loops, user located near the CO receives high bit rate data, whereas user located far
from the CO receives the data with low bit rate. From Figure 2.8, we can observe
that, the received SNR decreases as the loop length increases because the signal
attenuates more with an increase in the loop length. As the signal attenuation
increases, the BER performance of the VDSL system degrades. Hence, if VVDSL
systems can achieve the targeted BER for a lower SNR, the loop length can be
increased. These requirements suggest the necessity of employing a bandwidth and
power-efficient coding scheme in the VDSL loops to provide the end user with a

maximal bit rate.

2.5 Overview of the Existing Coding Scheme

In this section a brief overview of the existing coding scheme for the VDSL systems
is presented. Th existing coding scheme for the VDSL systems employs a 4D Wei-RS

code as an inner code and Reed-Solomon code as an outer code as shown in Fig 2.9.
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Figure 2.9: 4D Wei-RS coding scheme.
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2.5.1 Reed-Solomon Coding

Reed-Solomon (RS) codes are cyclic block codes that perform forward error control
by using redundancy bits. The data is partitioned into symbols of m bits and each
symbol is processed as one unit by encoder and decoder. RS codes are described as
(n, k) block codes, where n is the coded data block length and £ is the uncoded data
block length. The extra (n — k) symbols are called the parity check symbols. The
RS code satisfies: n < 2™ — 1 and n — k > 2t, where ¢ is the number of correctable
symbol errors. Under the assumption that errors are independently distributed the

symbol error rate can be estimated by

P.=Y 7—1 Pi(1-P)*, (2.11)
i=t+1 \ t—1

where P is the symbol error probability. In a VDSL system, the number of data
symbols and the size of the code word vary depending on the VDSL data frame
structure. The VDSL RS codes operate in Galois Field GF(2®%). A popular RS
code used in VDSL is RS(255,223) with 8 bit symbols. For this code each codeword
contains 255 bytes, of which 223 bytes are data symbols and 32 bytes are redundant
parity symbols [10].

The interleaver is used to rearrange the coded data such that the location of
errors look random and is distributed over many code words rather than a few code
words. A periodic interleaver of depth m reads m code words of length n each and
arrange them in a block with m rows and n columns. Then this block is read column
wise. In the deinterleaver the bits are rearranged back to its original order. When
an erroneous decision is made in the Trellis decoder it takes some sub symbols to

reach the correct the trellis path again. This makes the interleaving useful in trellis

coded modulation (TCM) systems where error bursts occur.



2.5.2 16 State 4D Wei Coder

Trellis-coded modulation is an optional coding and modulation scheme for VDSL to
either meet the performance requirement for longer loops or increase the transmis-
sion throughput under a certain performance margin. In VDSL, TCM uses Wei’s
16 state four-dimensional (4D) convolutional encoder. This code has a theoretical
coding gain of 4.5 dB. Figure 2.12 shows the trellis encoder structure in VDSL. Fig.
shows the Wei’s 16-state 4D convolutional encoding circuit [9].

The trellis encoder takes a set of bits u = {u;, u,,...} as its input. Because
of the 4-dimensional nature of the encoder, each word u is encoded into two binary
symbols v and w , which are modulated into two constellation points. The encoding
process can be summarized as

1) Encode (u;, uy) using Wei’s 16-state 4D rate 2/3 convolutional encoder to
produce (ug, ui, us), in which (u,, us) are unchanged and ug=>S,.

2) (ug, u1,u,) is used to select one of the eight 4D subset.

3) The subset is mapped to two indices that determine the least significant

bits (LSBs) of u and w. The mapping method is

Up = U3
L=t B (2.12)
Wy = Uy D u3

W) =ug@u D us ®us

4) The remaining bits of « and v are directly mapped to the most significant
bits (MSBs) of v and w.

The subset in the Wei’s code is the union of two Cartesian products of two 2D
subsets. Figure 2.11 shows the 2D subsets used by Wei’s 4D code. The numbers in
the figure represent the 2D subset indices, which are in fact the decimal values of

two LSBs of v and w.

26



U xay-1 Wy-1

U gsy2 : Wy2
U2 : Y2
U gl : Vix-l
ug : V2
u —_— -
3 i
Wei's 16-state 4D i con?/lt der [ Vo
U2  —————= convolutional encoder — 2 ¢ W,
———————) — | -
U R=23 . Wy

Figure 2.10: Wei’s 4D 16 State encoder.

TCM decoder reads a pair of constellation points and takes them as its input.
Soft-decision Viterbi decoding is used to decode the 4D code. The output of the
decoder is an estimated sequence of received constellation points. After that, QAM
decoder converts the constellation points into a set of bits.

Figure 2.13 shows the viterbi decoding process. The metric used in the decod-
ing is the Euclidean distance. The 4D metric can be obtained by adding the two 2D
subset metrics for the pair of 2D subsets corresponding to that 4D subset.

Figure 2.14 shows the BER performance of the 4D Wei-RS scheme. The
asymptotic coding gain of this code is approximately 4-4.5 dB.The drawback of
this scheme is that it requires a SNR higher than 27 dB to reach the targeted BER
of 1073, though it provides a high spectral efficiency of 6.12 bits/s/Hz. In order to
maintain this high SNR, the bit rate available to the end user has to be drastically
reduced. On the other hand, if a coding scheme can be devised to provide a high
coding gain at the expense of some loss in the spectral efficiency, most of the trans-
mitting power can be utilized to achieve high signal frequency in order to provide a

high data rate.
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Figure 2.11: 2-dimensional subsets for Wei’s code.

Figure 2.12: Wei’s 16-state 4D convolutional encoder.
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Figure 2.13: Decoding Wei's code.
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Figure 2.14: BER Performance of 4D Wei-RS scheme.

2.6 VDSL Line Codes

In this section, we briefly discuss two line codes, QAM and DMT, which are un-
der consideration to be employed in a VDSL system, and make a comparison to

determine which one can best realize the VDSL’s potential.

2.6.1 CAP/QAM

The CAP/QAM proposal is associated with the frequency division multiplexing
(FDM) for the upstream and downstream channels. Figure 2.15 [6] shows the general
structure of a QAM VDSL transmitter. A bit strearm is encoded into symbols by
mapping consecutive sets of b bits, where b is generally less than 8, into constellation
points. These constellation points are then modulated, filtered, and transmitted

within some predetermined channel bandwidth.
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Figure 2.15: QAM transmitter block diagram.

2.6.2 DMT

DMT is a multi-carrier modulation technique in which channel is partitioned into
a set of orthogonal, independent sub-channels, each of which supports a distinct
carrier. Figure 2.16 [6] shows the general transceiver structure of a DMT system.
The source bits are encoded into a set of QAM sub symbols, each of which represents
a number of bits determined by the SNR. The set of sub symboals is then input as a
block to a complex-to-real inverse discrete Fourier transform (IDFT). Following the
IDFT, a cyclic prefix is prepended to the output samples to mitigate inter-symbol
interference (ISI). The resulting time domain samples are converted from digital to
analog format and applied to the channel. At the receiver, after analog-to-digital
conversion, the cyclic prefix is stripped, and the noisy samples are transformed back
to the frequency domain by a discrete Fourier transform (DFT). Each output value
is then scaled by a single complex number to compensate for the magnitude and
phase of its sub-channel’s frequency response and further processed by a frequency-
domain equalizer (FEQ). After the FEQ, a memory less detector decodes the sub
symbols. The DMT proposal deals with the time division multiplexing (TDM).
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2.6.3 Comparison of QAM and DMT

Here, a comparison of QAM and DMT techniques is presented in order to determine
which technology can best realize VDSL’s potential [24], [25].

The QAM approach rely on time-domain processing of signals thus taking into
account the serial and analog nature of the signal on the wire. On the other hand,
the DMT approach focuses on frequency-domain processing of the signal. It requires
a time-to-frequency and serial-to-parallel data stream conversion at each end of the
line.

Another important consideration is power. A area of a QAM chip will be about
14mm? and the power consumption will be about 110 mW. Whereas, the area of a
DMT chip will be about 50mm? in area with power consumption of 138 mW.

Considering the ingress and egress problems, adaptive equalization algorithms
in QAM can cope with incoming narrow band disturbers the to mitigate ingress,
and programmable notch filters can be employed to mitigate egress. The same ap-
proach used for QAM is also used for DMT to address ingress and egress problems.
But spurious, transient ingress interference, such as RFI is a more significant prob-
lem for DMT. This is because, in this case, the noise frequency has to be detected,

communicated between transmitter and receiver and then compensated by the DSP

32



circuitry. During the detection and compensation time, the data traffic being pro-
cessed must be thrown away. On the other hand, QAM-based solutions rely on
adaptive equalization techniques where no detection and communication between
transmitter and receiver is needed.

In summary, QAM technology fits well with the VDSL requirements and the

POTS environment.

2.7 Conclusion

In this chapter, VDSL line impairments and the necessity of a good coding scheme
to improve the VDSL performance have been discussed. A VDSL channel model has
been presented and is shown that the signals on longer wires composed of smaller
diameter are attenuated rapidly, and shorter wires made of larger diameter cause a
more gentle increase in the attenuation. The NEXT and FEXT models have been
analyzed. The analysis has shown that the FEXT is more detrimental to VDSL
compared to NEXT.

To explain the disadvantage of the present VDSL systems, the trade offs be-
tween the spectral efficiency and loop length of a VDSL system have been observed.
In order to determine the impact of coding, the trade off between the received SNR,
loop length, and transmitting frequency has been analyzed and concluded that, if
the targeted BER can be achieved for a lower SNR, either the loop length or the
transmitting frequency can be increased. The analysis has shown the necessity of
a higher coding gain for the FEC scheme in the VDSL systems to provide the end
user with a maximal bit rate.

The existing FEC (a concatenated 4D Wei-RS) scheme for VDSL systems and
its disadvantages have been discussed. The drawback of this scheme is that, it is very
complex to implement, and requires a high SNR of 22 dB to achieve the targeted
BER of 10~°. Hence, a good FEC scheme that can achieve the targeted BER for a
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lower SNR and is less complex than that of the 4D Wei-RS scheme is required.
Finally, the two line codes, QAM and DMT, that are under consideration

by ANSI and ETSI to be implemented in a VDSL system have been discussed

and concluded that the QAM has a better advantage than the DMT and can be

successfully implemented in a VDSL system.
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Chapter 3

A Bandwidth Efficient Turbo Coding
Scheme for VDSL

3.1 Introduction

The most important VDSL question concerns the maximum distance for which a
VDSL system can operate reliably for a given data rate i.e. the last-mile problem.
In order to provide a solution to the last-mile problem, the design of the VDSL
system has to focus on increasing the length of the copper line without a loss in the
bandwidth efficiency. As discussed in Chapter 2, to ensure a reliable transmission
of data over longer loops and also to provide the end user with a maximal BER, a
good FEC scheme with a high coding gain is required. Since a VDSL has generally
to deal with huge multimedia applications, the FEC scheme should be less complex
in order to reduce the decoding delay, and also it should be bandwidth efficient.
The introduction of turbo codes in 1993 by Berrou is perhaps one of the most
important contributions in the coding theory in this decade [16]. The performance
of this coding scheme approaches close to the Shannon limit. However, conventional
turbo codes are low-rate codes. Turbo codes can be combined with bandwidth

efficient modulation to develop power efficient coding techniques without sacrificing
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the bandwidth efficiency. There are various approaches that have been used to
increase the spectral efficiency of the turbo codes [26]-[31].

This Chapter is organized as follows. In Section 3.2, the basic concepts of
turbo codes are explained. In Section 3.3, a bandwidth-efficient turbo coding scheme
that is more suitable for VDSL modems is proposed [32]. The objective of the
proposed scheme is to provide a higher coding gain than that of the 4D Wei-RS
scheme resulting in an improved performance in terms of bit rate, loop length and
transmitting power. Some design criterion is presented for constructing good turbo
codes for VDSL systems are presented. In Section 3.4, a pipe-lined decoding scheme
is proposed in order to reduce the decoding delay at the receiver end. In Section 3.5,
an analysis is carried out to compare the complexity of the proposed scheme with
that of the existing scheme. To compare the hardware complexity, the proposed
and the 4D Wei-RS scheme are synthesized using Xilinx synthesizer. The FPGA
statistics of the proposed schemes compared with that of the 4D Wei-RS scheme.
In Section 3.6, simulation results are presented to evaluate the performance of the

proposed scheme and results are compared with that of the 1D Wei-RS scheme.

3.2 Basic Concepts of Turbo Codes

The turbo codes originally proposed consists of two parallel recursive systematic
convolutional (RSC) encoders separated by an interleaver and uses an iterative soft
input soft output (SISO) decoder. In this section, we will explain the general idea

of turbo codes.

3.2.1 Turbo Encoder

A turbo encoder as shown in Figure 3.1, is formed by two RSC encoders with memory
v (so that the number of states is 2"), linked through an interleaver of length N . The

role of the interleaver is to maximize the minimum Weight of the turbo code word
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Figure 3.1: Turbo encoder.

at the output of the constituent encoders. The codeword is formed by adding the
parity check bits generated by the first and second encoders to the input information
bit. The Weight of the corresponding code word is given by d = w+2z; +z,, where w
is the Weight of the information sequence, and z; and z, are the Weights of the first
and second parity check sequences respectively. The effective free distance dfreeeyy

of the codeword [33] is given by
dfree,eff =2 + 2z, (31)

where z,,;, is the minimum free distance of the codeword. For a RSC code with a

rate of 1/n and memory of v, the upper bound for zn:, [33] is given by

Zmin < (0= 1)(2° +2) (3.2)

The component codes and their rates are not necessarily the same. If the code rates
of the two component encoders are denoted by R; and Rs, the overall turbo code
rate R can be determined by § = z- + - — 1 [34]. The overall code rate can be
increased by suitably puncturing the original code. These punctured codes have a

simpler Trellis structure than those of the corresponding non-punctured codes.
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Figure 3.2: Turbo decoder.

3.2.2 Turbo Decoder

A simple suboptimal iterative algorithm, where two soft-in soft-out (SISO) decoders
are used in an iterative manner, is used in the decoder as shown in Figure 3.2. The
mazximum a posterioiri (MAP) criterion is used to provide a soft output. The LOG-
MAP algorithm minimizes the bit error probability by computing the log-liklehood
ratio (LLR) of the bit b [16], [35], which is conditioned on the received sequence r,

as given by

Pr(b, = 1|r)

gPr(bL = 0|r) (3.3)

Alb) =lo

The first MAP decoder produces an estimate of the a prior: probabilities for the
information sequence for the second MAP decoder. This decoder also produces a
soft output which is used to improve the estimate of the a priori probabilities for
the information sequence at the input of the first MAP decoder. After a certain

number of iterations, the soft outputs of both the MAP decoders stop to provide
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further improvements in the performance. Finally, the last stage of decoding makes

the hard decision after deinterleaving.

3.3 Bit Interleaved Turbo Coded Modulation

In this bit interleaved coded modulation (BICM) design, a single binary turbo code of
rate 1/R is used. The RSC component code has a rate of 1/ng. The information bit b
is first encoded by the turbo encoder to form the code bits given by ¢ = {c%, ¢!, c?},
where ¢® is the first coded bit, which is equal to the information bit b, c! is the
second coded bit from the first RSC encoder and c? is the third coded bit from the
second RSC encoder. The encoder outputs are suitably multiplexed and punctured
to obtain m parity symbols and m-m information symbols as shown in Figure 3.3.
These encoded symbols are mapped into an M-QAM signal set consisting of 2™
points. A set {c!} (i=1,...m;j=0,1,2) of m bits is mapped into a complex signal
symbol r to be transmitted over the channel. Each symbol z is represented by a
set of real-valued symbols {r;,zgo}. The spectral efficiency of this scheme is (m-
m) bits/s/Hz. The conventional turbo decoder [29] for this approach treats the
demodulation and the decoding process as two separate entities, thereby degrading
the performance with respect to the coding gain. The performance loss can be
avoided by treating the demodulation and decoding processes as two separate stages
of a single process. This is done through the so called “turbo principle”, in which the
“soft” information is exchanged between the demodulation and decoding operations
in an iterative manner. To implement this joint demodulation and decoding of the
VDSL signal, some assumptions are made with respect to the signal itself. A VDSL
signal can be expressed as
n
r=hr+ Y fim+ No, (3.4)

i=2
where  is the received symbol, z is transmitted symbol, A the VDSL channel gain, 7,

the ith crosstalk signal, f, the corresponding crosstalk coupling function and Ny the
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additive white Gaussian noise (refer to Figure 3.4). Clearly y is the scaled version of
z contaminated by a multiple access interference (MAI) and the channel noise, since
we estimate each signal separately. Assuming that no knowledge of other signals is
available, we can treat MAI as an extra “noise” source. As the MAI is independent
of the channel noise, we can combine the MAI and the channel noise together and

model the combined noise by another Gaussian distribution with its variance given

by

o

2 2 2 B}
On = Opmar T Tawen (3.3)

Figure 3.5 shows the proposed turbo structure for a joint demodulation and decoding
process. Before giving the detailed analysis of this structure, we will briefly describe
its operation. The received noisy symbols {r} are demapped and the log-likelihood
ratio associated with each received bit is calculated. The log-likelihood ratio consists
of a priori and extrinsic information. As the a priori information is not available to
the demodulator during the first iteration, an equally likelihood assumption is made
on the received symbols. The extrinsic information obtained from the demodulation
stage is then demultiplexed and sent as a priori information to the binary turbo
decoder. In turn, the binary turbo decoder computes the a posterioiri LLR of each
code bit and then excludes the influence of its a priori information to obtain the
extrinsic information of the decoding stage. This extrinsic information from the
decoding stage is again suitably multiplexed and fed back to the demodulator as
a priort information for the next iteration to improve the estimate of the received
symbols. The operations carried out by the demodulator and decoder are repeated
in an iterative manner. After the final iteration, the decoding stage makes hard
decisions on its a posteriori LLR of the information bits. The receiver is thus
expected to provide an improved performance by this iterative scheme as compared
with the scheme in which the demodulation and decoding operations are two separate

and distinct operations.
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Figure 3.5: BICM decoder.
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3.3.1 Demodulation and Bit LLR Computation

The log-likelihood ratio associated with each bit [14] can be calculated as

N, P(d=1]r)
AI(CI) _logP(Cg — 0[7')
_, plricd =1) P(d =1)
= =0 R =0)
=M()+X(d), i=1,..m (3.6)

where, /\l(cf ) denotes the soft metric corresponding to cf delivered by the demod-
ulation stage, and A2(c!) is the a priori LLR delivered from the decoding stage in
the previous iteration. The soft metric, A,(c?), is the extrinsic information delivered
by the demodulation stage which is then deinterleaved and demultiplexed and sent
to the channel decoder for further processing. For the first iteration, all the bits are
assumed to be equally probable, and hence, this term is set to zero and it can be

evaluated as

_ logp(r,d =1)P(c =0)
p(r.q, =0)P(c{ =1)

By expressing the numerator and denominator of the operand used in (3.7) as sum-

(3.7)

mations of all m-bit M symbols, we can rewrite the equation as

/\1((/'?) = log




= log (3.8)

Y eexi@=n P(rz)P(z) P(c] = 0)
Yoeexi@=o) PrIz)P(z)P(c = 1)’
where, x represents the signal space of M symbols. Depending on the specific bit
¢;, the signal space is divided into two sets, x(c! = 1) and x(c! = 0). From the
one-to-one correspondence between z and {c!}, P(z) in the above equation can be

replaced by [T, P(c!). Therefore, (3.8) can be rewritten as

ogZzex(c:=1) p(riz) l_rlc';éi P(CL =1)
Zzex(c{=0) p(rlz) H:;i P(c =0) ’

where the conditional probability density function, p(r|z), is the likelihood function

/\1(‘-'?) =

T

(3.9)

for the signal transmitted, and it is calculated as

P(7'|$) = p(ry, TQ|$1,IQ)

1 ezp _|7'—1:|2
\/27(’0’_/\( 20’%{

1 (re—z1)* ~ (ro—rQ)'z], (3.10)

where r; and rg are the noisy versions of z; and zq respectively, and oy is given
by (3.5). Equation (3.10) indicates that the soft information delivered by the de-
modulation stage depends on the minimum Euclidean distance between the received
symbol 7 and all the symbols z for which ¢ =1 or ¢/ = 0. P(c!) depends on the
extrinsic information (A5(c!)) delivered by the decoding stage, and can be expressed

as

Abied)

22 forcd =1
Aed) t
Plg)=4{ '**
—; Jord =0
e 21
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-1 [1 +cltant () (cg))] (3.11)

3.3.2 Binary Turbo Decoder

The turbo decoder consists of two MAP decoders, DEC1 and DEC2, serially concate-
nated by an interleaver and it operates in an iterative manner. Each MAP decoder
is modified to produce the a posterior: LLRs of both the coded and uncoded bits.
The first MAP decoder receives the soft information from the demodulation stage
and produces a soft output, which is interleaved and used to produce an improved
estimate of the a prior: probabilities for the second MAP decoder. The extrinsic
information of the second MAP decoder can be used as the estimates of the « priori
probabilities for the first decoder. After certain number of iterations, the uncoded
bit probabilities are taken out of the second MAP decoder and hard decisions are
performed on the information bits. The coded bit probabilities from the outputs
of the first and second MAP decoders and the uncoded bit probabilities from the
output of the second deoder are suitably multiplexed and sent back as the a priori
information to the demodulation stage. Here, we outline a procedure for computing
the LLR’s of the information and code bits, which is a modification of the algorithm
presented in [16].

The RSC component code has a rate 1/ng and an overall constraint length
v. The state of the trellis at time ¢ can be represented by a (v — 1)-tuple as
St = (St .n9 sﬁ"—l)). We denote the input information bits that can cause the state
transition from S;_, = s’ to S = s by b(s, s) and the corresponding output code
by ¢(s’,s). Suppose that the encoder starts in state s = 0, an information bit
stream {b,}/,, are the input to the RSC encoder followed by v blocks of all zero
inputs, causing the encoder to end in state S, = 0, where 7 = N + v. Since we
process one bit at a time in the encoder, we drop the notation ¢ for simplicity. Let

d, {7 =0,1,2} denote the output of the RSC encoder at time ¢. The a posteriori
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LLR of the coded bits obtained from DECI is given by

P(c} = 1]obs)

Ale) = log P(ct = 0|obs)

Yosiz1 2-1(5)7(s', 5)Be(s) {
ZS":O at—l(s )’n(s’, S)‘Bt(s) \3.12)

where o0bs is the observation provided by the soft information from the demodulation

= log

stage, S' the set of state pairs at time ¢ such that the ith coded bit is 1, S0 is the
corresponding pair set such that the ith coded bit is 0, and &, (s), B(s), 7.(s', s) are
defined as

a,(s) = Zac_]_(sl)"/g(sl, 8), t =1, 2, ey T (313)
with the boundary conditions ag(0) = 1 and ag(s) = 0 for s # 0, and 7 denoting
the length of the information sequence,

Bg(s Z 3“..1 /£+l S, S) t=1-— 1., T — 2, ,0 (314)

with the boundary conditions 8-(0) =1 and B;(s) =0 for s # 0, and

7(s',8) = P(S; = 5[Se-1 = ") = P ( (s',5)) P(c; (s',s)) for DEC1  (3.15)

1(s",5) = P(S, = 5|S,-1 = ') = P (c{ (s, 5)) P (c} (', 5)) for DEC2  (3.16)

The code bit distribution P(cl(s',s)) can be calculated from (3.11) as

P(c(s's)) = { +c%(s’, s) tanh (%/\’1’ (c?))] for DEC1 (3.17)

Ih
2
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P(c(s's)) =% [1 +c(s',5) tanh GA’{TZ?))] for DEC?2 (3.18)

P(d(s',s)) = [1 +d(s,5) tanh G,\f; (cg))] i=1,2 (3.19)

———

where A?(c]) is the prior information provided by the demodulation stage, A?(c]) is

its interleaved version. Thus, (3.12) can be rewritten as

_ Z 1= at_l(s’)ﬁt(s)P(c,l = 1)P(C? =1)
Ale;) = log z;=; () Be(3) Plck = 0) P(? = 0)

o S e (BOPE =) | Plet = 1)
=g e DBGIPE =0) T P =0)

= Xo(c;) + M(ct) (3.20)

[t is seen from the above equation that the output of DEC1 is sum of the a priori
information M (c}) provided by the demodulation stage and the extrinsic information
Aa(c}). The extrinsic information is the information about the code bit ¢; gleaned
from the prior information about the other code bits based on the trellis structure
of the code. Following the same procedure as for the coded bits, the LLR of the

uncoded bits can expressed as

og L5tz Gt (NBuls)(s's,)
Zsl —0@-1(8)Be(s)ne(s, s) (3.21)

Since the first coded bit is equal to the systematic bit, A(b,) = A(c?). Then, only the

1\(b; =

extrinsic information of A(b;) ( the information not received from the other decoder,
DEC?2) is interleaved and sent to DEC2, where it is used as the a priori probability.
After receiving the soft information about b, from DECI1, DEC2 uses it to evaluate
A(b:) and A(c?). The LLR of the coded and uncoded bits for DEC2 follows the same

steps as that for DEC1 and are expressed as

46



/ o Dot Q- 1(s')Be(s)P(ct = 1) P(c =1)
M) = o e AP =0) T BE=0)
= Aao(cf) + (<) (3.22)
— — Z 1y %e-1(5)Be(s)1e(s's, )
Alb) = Alet) = Zzo a-1(5")Be(8)7e(s", )
= do(c]) + X(<) (3.23)

The LLR of the coded bits (A(c!), A(c?)) and deinterleaved version of A(cl) from
DEC2 computed by the turbo decoder are then suitably multiplexed to form Ay(c;).
As(c;) is used to form the extrinsic information for the demodulation stage by ex-

cluding the a priori knowledge as shown in Figure 3.5 and it can be written as
A?(Ct) = ;\Q(Ct) - /\{(Cc) (324)

Equations from (3.12) to (3.16) corresponding DEC1 can be simplified by using
the MAX-LOG-MAP algorithm in which all the operations are carried out in the
logarithmic domain [35]. By replacing a, with @, =log(c,), 8 with B,=log(8;), and
v with 7, = log(7e), (3.13), (3.14), (3.15), and (3.16) can be respectively rewritten

as

= log (Z eEt-I“’)ﬁ&s"ﬂ) , @(0) =0 and @(s) = —oo for s #0 (3.25)

B.(s) = log (Z eE‘“(")H'H“’S')) , 3. =0 and B,(s) = —oo for s#0 (3.26)

F(s',s) =log (P (7)) +log (P (c;)), for DEC1 (3.27)

47



T (s, s) =log (P (c})) +1log (P (c?)), for DEC?2 (3.28)

By using (3.25)-(3.28), (3.12) can be modified as

Sy L NORLACE)

Alch) = 3.2
Alc;) = log S o, E BT (3.29)
By using the approximation
log(e® +e® + ... +e*)= max &, (3.30)
te{1,2,....n}
(3.25), (3.26), and (3.29) can be simplified respectively as
B.(s) = max(@o-i(5) +7(5',5)) (3.31)
Bt(s) = “L?—‘:(ELH(SI) +Ter1 (5 5')) (3.32)

A(e) = max(@e () + 3,(s) + 7,05 )) — max(@e-1(s) +3,(s) + 7,0, 5)) (333)

The MAX-LOG-MAP algorithm used for DEC1 can also be applied for DEC2.

3.3.3 Design Criteria for Constituent Codes

We now present some design criterion for constructing good constituent codes for
VDSL applications. Since the turbo codes should be spectrally efficient, we chose
the rate of the turbo codes to be 1/3. The coding gain achieved by the turbo coding
scheme is determined by two factors, the code complexity (CC) and the interleaver
gain. The coding gain yielded by increasing the CC is rather large compared to
that achieved by increasing the interleaver size (V) [33] and [36]. Thus, the size of
the interleaver should be kept small. The constituent codes should be designed to
perform well in the high SNR range as the targeted BER is 107 or lower. At high

SNR. the performance of the code is determined by the code effective frec-distance
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(dfreeefr) when the interleaver size N is much larger than the code memory v.
Hence, maximizing the effective free distance can be used as the design criterion for
constructing good turbo codes at high SNR. Maximizing the df ey is equivalent to
maximizing zn:, of the component RSC codes (refer to equation 3.1). This design
objective can be achieved if a primitive feedback polynomial is used in the RSC
component codes, because it maximizes the minimal length of the output sequences
for an input Weight of w = 2. For a rate 1/2 RSC code with memory v, generator

matrix is given by

" go(D)

where go(D) is the primitive polynomial of degree v, and ¢,(D) is feed-forward

D
G(D) = [1 gi—)] (3.34)
polynomial. z,,;, can be determined from equation (3.2) as

Zmin < 2¥ 4+ 2 (3.35)

Let 1 + D! be the shortest input sequence of Weight 2 that generate a finite length

code sequence. Then, the code parity check sequence is given by

(1+ DY) .%—; (3.36)

Since g,(D) and go(D) are relatively prime. The input sequence 1 + D! must be
a multiple of go(D) and periodic with a period of /. Increasing the period I will
increase the length of the shortest code sequence with Weight 2. Intuitively, this
will result in increasing the Weight of the code sequence. For polynomial go(D)
with degree v, any polynomial divisible by go(D) is periodic with period [ < 2¥ —1.
The maximum is 2V — 1, which is obtained when go(D) is a primitive polynomial.

The corresponding encoder is generated by a maximal length linear feedback shift
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register with degree v. In this case, the parity check sequence Weight depends only
on the primitive feedback polynomial and is independent of g;(D). The code search
procedure [33] can be summarized as follows

1. Choose go(D) to be a primitive polynomial of degree v.

2. Choose g,(D) to be a polynomial of degree v, where go(D) and g,(D) are
relatively prime.

3. Evaluate the average bit error probability bound of the candidate turbo
code for a given interlever size.

4. From all the candidate codes, choose the one with the lowest BER. in the
desired range of SNR’s.

In steps 1 and 2, the candidate code has a maximum zpn = 22! + 2, and
thus the maximum dfreeesr = 2° + 6. Then, the best code is chosen from all the

candidate codes. The BER can be expressed as,

E -
Pb(e) = Bfree,efo (\/;lfree.ejj.RT-Z) ’ (331)

where Bjreeess is the error coefficient related to the code effective free distance. For
a fixed dfreeefs, Optimizing the BER implies minimization of the error coefficient.
Thus, steps 3 and 4 can be replaced by the following steps.

3. Evaluate the error coefficient Bjree ey Of the candidate code.

4. From all the candidate codes, choose the one with minimum Bjreeefy-

Based on the search performed on the turbo codes using the above procedure,
we select simple 1/3 rate codes as shown in Table 3.1 and implement it in a VDSL
system. [n this table, the generator polynomials go(D) and g¢,(D) have been ex-
pressed in octal. The codes not only achieve a high coding gain but also ensure the
simplicity of the decoding.

The bit interleaved coded modulation approach is sitnple. By modifving the

puncturing information and signal constellation, it is possible to obtain a large family
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v gO(D) gl(D) dfree,eff
1 3 2 4
2 7 3 10
3 15 17 14
4 31 27 22
3| 51 67 38

Table 3.1: Best rate 1,/3 rate turbo codes.

of turbo coded modulation schemes. By making the demodulator and decoder to
operate in an iterative manner, the performance loss due to the demodulation stage
can be avoided to a large extent. This scheme is well suited for VDSL systems in
the sense that all the components are independent and can be applied to a wide

range of signal constellations and code rates.

3.3.4 Signal Mapping

Signal Mapping is a crucial part in designing BICM scheme. An efficient mapping
can improve the performance of the BICM scheme. Gray mapping is considered as
an efficient mapping method. But Gray mapping is not a preferred choice in iterative
decoding because most of the binary signals resulting from ideal feedback have the
same inter-signal Euclidean distance as original constellation. Hence, if we can
increase the intersignal-Euclidean distance among the signals in the constellation,
we can draw more advantage due to the iterative decoding. Here, we propose a
mapping method called “ modified set partioning mapping (MSP)” as shown in
Figure 3.6, which can maximize the inter-signal Euclidean distance [37].

As mentioned in section 3.2, a set {c/} (i=I,....m;j=0,1,2) of m bits is Gray
mapped into a complex signal symbol = from a constellation x to be transmitted
over the channel. To explain the advantage of MSP, lets take a simple case of 16
QAM. Figure 3.6 illustrates the subset partitioning for each of the four bit positions
of 16-QAM constellations. The selected region (only shown inside the unit square)

correspond to the decision regions for each bit in x(¢! = 1) while the unshaded to
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Figure 3.6: Subset partitions of 16 QAM for two mapping schemes.

x(c{ = 0). [t is clear that both Gray and MSP mapping methods have the same
minimum Euclidean distance between subsets of x(c¢! = 1) and x(c/ = 0) but a
different numbers of nearest neighbors.

At the second pass of decoding, given ideal feedback of all other bits, the con-
stellation of bit 1 is confined to a pair of points as shown in Figure 3.7 (The figure
also illustrates the increase in the minimum Euclidean distance between subsets).
Therefore, as far as bit 1 is concerned, a 16-QAM constellation is translated to a
binary channel with a constellation selected ( by three feedback bits) from the eight
possible signal pairs. To optimize the decoding performance from the second pass
onwards, one must maximize the Euclidean distance between the two points of all
pairs. Therefore, the overall decoding performance also depends on the first-pass
performance and the robustness of a mapping method to the feedback errors. Gray
mapping is not the preferred choice because most of the binary signal sets result-
ing from idecal feedback have the same inter-signal Euclidean distance as original

16-QAM constellation. In fact, Gray mapping can yield best performance without
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Figure 3.7: Signal constellation after the feedback.

feedback. However, the performance gain with feedback is very small. A com-
promise between optimizing the first-pass decoding performance and maximizing
the improvement provided by the iterative decoding leads to a MSP. Hence, MSP

mapping is a better option for BICM than Gray mapping.

3.4 Pipe Lined Decoding Scheme

As VDSL systems can deal with huge multimedia applicaticns, timing becomes one
of the main concerns in applying the turbo codes to VDSL systems. Due to the
iterations to be carried out in the turbo decoder, a significant latency is introduced
in the output of the receiver. However, without the decoding iterations, the perfor-
mance of the turbo decoder is not good enough, since in this case the decoders would
not be able to share the information. This latency can be reduced by implementing
a pipelined decoding scheme as shown in Figure 3.8. In this scheme, each iteration is

carried out by separate decoder modules instead of one decoder module performing
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Figure 3.8: Pipe-lined decoding scheme.

all the iterations. Systematic data is passed to the subsequent modules after a delay
equal to the latency of each module (i.e. latency of each turbo decoder). The input
to each module is the systematic information and the extrinsic information deliv-
ered by the previous module. Each module consists of a demodulator and a BICM
decoder. If a turbo decoder takes n iterations to decode the input code word, by
implementing this pipelined decoding scheme, the latency will become n iterations

for the first code word and 1 iteration for the subsequent code words .

3.5 Complexity Analysis

In this section we compare the complexity of the proposed BICM scheme with that
of the 4D Wei-RS scheme. In order to compute the state metric, the MAX-LOG-
MAP algorithm in the BICM scheme considers only two paths per step: the best
path with bit zero and the best path with bit one. On the other hand, the 4D Wei-
RS scheme uses the soft output Viterbi decoding procedure (SOVA) [9]. The soft
output Viterbi algorithm also considers two paths: one is the maximum likelihood
path and the best path with the complementary symbol at time ¢ to the maximum
likelihood path. The most intensive calculation in the MAX-LOG-MAP algorithm
and the SOVA is the computation of bit metric which involves the computation
of forward, backward and branch metrics. The other modules corresponding to
the interleaving, deinterlaving , hard decision operations are relatively much less

complex compared to the bit metric computation. Hence, in this section, in order
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Code N M | Add | Mul | Max
BICM (7,5) | 2048 | 16 | 40 | 16 | 14
BICM(7,5) | 2048 | 64 | 40 | 16 | 14
BICM(7,5) | 2048 | 256 | 40 | 16 | 14
BICM(7,5) | 4096 | 16 | 40 16 14
BICM(7,5) |8192| 16 | 40 | 16 | 14

BICM(15,17) | 2048 | 16 | 72 | 32 30
BICM(31,27) | 2048 | 16 | 136 | 64 62
4D Wei-RS 133 | 76 35

Table 3.2: Decoder complexity.

to compare the complexity of the BICM scheme and the 4D Wei-RS scheme, the bit

metric computation module is considered.

3.5.1 Arithmetic Complexity

In this section, we compare the arithmetic complexity involved in the metric compu-
tation of the proposed scheme with that of the 4D Wei-RS scheme. Table 3.2 shows
the corresponding statistics. From this table we can observe that the complexity
increases approximately by a factor of two when the number of states is doubled. A
similar observation is made when the code memory is increased from 3 to 4. The
complexity of the BICM scheme with code memory 2 is almost one quarter to that
of the 4D Wei-RS scheme, since the former consists of a smaller number of states.
Since, the 4D Wei decoder has to determine the point in each of the multidimen-
sional subsets which is closest to the received point [9], the complexity of the 4D
Wei-RS scheme is slightly more than the proposed scheme with code memory 4,

though both the schemes have the same number of states.

3.5.2 Hardware Complexity

In this section, we compare the hardware complexity of the proposed BICM scheme

with that of the 4D Wei-RS scheme. The hardware complexity is compared in



terms of the number of clock cycles required to perform the decoding operation,
the maximum storage requirements involved in the decoding process and the Xilinx
FPGA statistics. The computationally intensive module in the BICM scheme is the
MAP decoding block and in the 4D Wei-RS scheme it is the Viterbi decoding block.
Thus, in order to compare the hardware complexity, we consider specifically these
two blocks. These blocks are designed using VHDL then synthesized using SYN-
OPSYS. The target technology is a Xilinx 4010e-3 field programmable gate array
(FPGA). First, we describe the hardware implementation of the computationally
intensive module.

The most intensive calculations in the MAX-LOG-MAP algorithm are the
computation of metrics (forward, backward and branch) and memory. The compu-
tational kernel of the MAX-LOG-MAP algorithm is analogous to the Add-Compare-
Select (ACS) operation in the Viterbi a algorithm [38]. According to equation (3.31)
the architecture of the processing unit that computes the new value of &;(s) is shown
in Figure 3.9. The structure consists of the well known ACS unit and a register in
order to keep @,(s) for the next iteration. According to this architecture, the critical
path is composed of the propagation of one full-adder for the addition of the branch
metric and propagation of the multiplexer. Thus the critical path time can be given

as
laes = Lfa + tinuz (338)

The backward state metric can also be implemented in the similar manner to
that of the forward state metric.The last step in the MAX-LOG-MAP algorithm
is the computation of LLR value of the decoded bit. Parallel architectures for the
LLR can be derived directly from equation (3.33). The first stage is composed of 27
adders. The second stage is composed of two 2V~! operand MAX operators. Finally,
the last operation is the subtraction. A tree architecture with (v — 1) layers can
be used for the hardware realization of the 2°~! operand MAX operators. The two

operand MAX operator is indicated in Figure 3.9. The whole critical path is (v —1)
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Figure 3.9: Architecture of ACS unit.

times the critical path of each layer. Thus, the time for whole critical path can be

given as

traax = (v —1) . (tra + tinuz) (3.39)

Even in the Viterbi algorithm, the same ACS module shown in Figure 3.9 can be
used to compute the state metrics.

In Table 3.3, we compare the complexity in terms of clock cycles. The number
of clock cycles required to compute the LLR is dependent on the number of states
and the block length (the interleaver length has been considered as the block length).
From the table, we can observe that the delay involved in the 4D Wei-RS scheme is
more than that of the BICM scheme with code memory 2 or 3 and is less than that of
BICM with the code memory 4. With regard to the variation of the complexity for
various code memories and interleaver lengths of the BICM scheme, the number of
clock cycles becomes twice as the code memory or the block length doubles. However,
the code can provide a higher coding gain when the code memory is increased than
when the block length is increased.

The range of various parameters used to compute the storage requirements
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Code N | M | Clock cycles
BICM(7,5) | 2048 | 16 24576
BICM(7,5) | 2048 | 64 24576
BICM(7,5) | 2048 | 256 24576
BICM(7,5) | 4096 | 16 49152
BICM(7,5) | 8192 | 16 98304

BICM(15,17) | 2048 | 16 49152
BICM(31,27) | 2048 | 16 98304
4D Wei-RS 59392

Table 3.3: Number of clock cycles required for metric computation.

Parameter Range (bits)
Code symbol quantization 1-8
State metric quantization 1-16
Branch metric quantization 1-8
LLR quantization 1-16

Table 3.4: Range of parameters.

Code N | M | « (bits) | 3 (bits) | LLR (bits)
BICM (7,5) | 2048 | 16 | 262144 | 128 128
BICM(7,5) | 2048 | 64 | 262144 | 128 128
BICM(7,5) | 2048 | 256 | 262144 | 128 128
BICM(7,5) | 4096 | 16 | 524288 | 128 128
BICM(7,5) | 8192 | 16 | 1048576 | 128 128
BICM(15,17) | 2048 | 16 | 524288 | 256 256
BICM(27,31) | 2048 | 16 | 1048576 | 512 512

4D Wei-RS 1048576 | 256 256

Table 3.5: Maximum storage requirements.



Parameter BICM(7,5) | BICM(15,17) | BICM(31,27) | 4D Wei-RS
FG function generators 225 497 1098 692
H function generators 68 146 314 210
Number of CLB cells 120 264 596 406
Number of hard macros 2 6 8 10
Number of CLBs in other cells 14 42 64 70
Total number of CLBs 134 306 660 476
Number of ports 289 545 1028 780
Number of IOBs 112 192 348 246
Total number of cells 235 463 953 663
Area 244 496 1000 712

Table 3.6: Xilinx FPGA statistics.

is shown in Table 3.4. Using these various ranges, in Table 3.5, we compare the
maximum storage requirements for various codes. I[n general, the forward state
metric (o) needs a huge amount of memory for the storage, since the computation
of LLR requires the values of « for all the states until the decoding of a block is
completed. A much smaller amount of the memory is required for the calculation of
B3 and LLR, since in this case we need to store only the corresponding values from
the previous time instant. The storage requirement for the 4D Wei-RS scheme is
also large, since it has to store the surviving path metric, the previous state, and
the 4D point that corresponds to the surviving path.

The LLR computation module of different codes is synthesized using SYN-
OPSYS. Xilinx FPGA statistics obtained for various codes are shown in Table 3.6.
From this table, we can observe that the area increases by a factor of two, as the code
memory is increased by unity (i.e from 2 to 3 or 3 to 4). The hardware complexity
of the 4D Wei-RS scheme falls in between the complexity of the BICM scheme with
the code memory 3 and 4. The proposed scheme with the code memory 2 requires
less hardware compared to other memory codes because of the less number of states.

We can conclude that in the proposed scheme, the hardware complexity doubles as

the number of states of the code doubled or the interleaver size is doubled.
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3.6 Simulation Results

In this section, we explain the results of the simulations that are performed to
evaluate the BER performance of the proposed turbo coding scheme in the VDSL

environment.

3.6.1 Performance of Bit Interleaved Coded Modulation Scheme

Here we present the results of the BER performance of the BICM scheme. The
code memory (v), interleaver size (N), and the level of modulation (M) are the
parameters that affect the code performance. Hence, simulations are carried out to
evaluate the effect of the code memory, interleaver size, and level of modulation on
the BER performance of the BICM. The targeted BER throughout the simulations
is kept as 107°. The channel used is a 24 gauge, 3000 ft twisted pair loop with
AWGN and FEXT as main sources of line impairments and modeled as shown by

(2.1).

3.6.1.1 Effect of Code Memory

To study the effect of the code memory, we implement the turbo codes with different
memory RSC component codes which are shown in Table 3.1. The modulation
scheme used is QAM. A MSP mapping is employed so that the symbol detection
error results in an error of only one bit. The size of the interleaver is 2048. The turbo
codes are appropriately punctured to obtain a rate of 1/2 codes thereby achieving
a 2 bits/s/Hz spectral efficiency. Figures 3.10-3.12 show the simulation results for
various code memories. From the graphs, we can observe that the performance of
the BICM increases with an increase in the number of iterations. But the increase
is negligible after certain number of iterations as data becomes more correlated. We
can also observe that the targeted BER is achieved after 4-5 iterations. Hence, we

can fix the number of iterations as a stopping criterion. In Table 3.7, we compare
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the SNR required by BICM with different code memories to achieve the targeted
BER of 10~>. From the table we can observe that as the code memory increases,
the code requires lower SNR to reach the targeted BER because of the increased
effective free distance. As the effective free distance determines the performance
of the turbo codes for the high SNR, increasing the code memory will result in an
improved error performance for VDSL applications. The coding gain achieved by
increasing the code memory from 2 to 3 is 0.6 dB, whereas the coding gain achieved

is 0.7 dB for the case of increasing the code memory from 3 to 4.

3.6.1.2 Effect of Interleaver size

The size of the interleaver plays an important role in determining the performance
of the turbo codes. Hence, in order to study the performance of the BICM scheme,
interleaver sizes of 2048, 4096 and 8192 are considered. The turbo code has rate
of 1/2 code with a generator polynomial (5,7). Figures 3.10, 3.13, and 3.14 shows
the performance of the BICM scheme for interleaver sizes 2048, 1096 and 8192, re-
spectively. The graphs shows that the performance is improved by increasing the
interleaver size. This improvement can be explained as follows. As the interleaver
enables the information exchange between the two component decoders, increasing
the interleaver size has the effect of randomizing the information sequence at the
input of the second decoder. Consequently, the two inputs to the component de-
coders becomes less correlated with respect to the crosstalk noise, thus improving
the performance. From Table 3.8, we can observe that, BICM scheme provides the
targeted BER at SNR of 13.4 dB, 12.7 dB, and 12.5 dB for interleaver sizes 2048,
4096, 8192, respectively. The coding gain achieved by increasing the interleaver size
from 2048 to 4096 is 0.7 dB, and the gain achieved by increasing the interleaver
size from 4096 to 8192 is 0.2 dB. On the other hand, the coding gain achieved by
increasing the code memory from 2 to 3 is about 0.6 dB and that of increasing the

code memory from 3 to 4 is 0.6 dB. Hence, increasing the interleaver size beyond
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Code | SNR (dB)
(7,5) 134
(15,17) | 12.8
(31,27) 12.2

Table 3.7: Performance comparison between the codes for a targeted BER of 10~
for various code memories..

N | SNR (dB)
2048 | 134
1096 | 12.7
8192 | 125

Table 3.8: Performance comparison between the codes for a targeted BER of 10~
for various interleaver sizes.

a certain point need not necessarily improve the performance. Increasing the code
memory, or increasing the interleaver length increases the code complexity by the
same amount (refer Tables 3.3 and 3.3). Hence, BICM scheme can provide a better
coding gain by increasing the size of the code memory rather than by increasing the

interleaver size.

3.6.1.3 Effect of Modulation Level

We will now examine the effect of increasing the modulation level i.e. increasing
the spectral efficiency of the BICM scheme. The BER. performance of the BICM
scheme for modulation levels 16, 64 and 256 are shown in Figures 3.10, 3.15 and
3.16, respectively. Spectral efficiency achieved by the BICM scheme for M = 16,
64 and 256 is 2, 3, and 4 bits/s/Hz respectively. By increasing M, the spectral
efficiency of the BICM scheme increases at the expense of increased SNR per bit.
As M increases, the code requires higher SNR to reach the targeted BER, i.e. the
system requires more transmitting power for a reliable transmission. On the other
hand, an increase in the SNR has to be compromised with a decrease in the loop

length.
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Figure 3.10: Performance of BICM with encoder generator (3,7), v = 2.

‘| —e— 1stiteration |
.} -8~ 2nd iteration ..
----- - - | =8 Jrd iteration |-
.| - 4thteranon |
| =& Sthueraton |-

BER

1
10 10.5 11 11.5 12 125 13 135
SNR (aB)

Figure 3.11: Performance of BICM with encoder generator (17,15), v = 3.
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Figure 3.14: Performance of BICM with encoder generator (7,5) , N=8192.
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65



11
-| —%— istiteration |-
-6~ 2nd iteration
-8~ 3rd iteration |
-6~ 4th iteration
107 R IR T : cirvi.. . . .| =& Sthiteration |

......................................................................................

20 205 21 215 22 25 23 235 24 245
SNR (dB)

Figure 3.16: Performance of BICM with encoder generator (7,5) , M=256.

3.6.2 Performance Comparison between different Codes

Table 3.9 illustrates a comparison of the performances of different codes. Clearly,
the BICM scheme outperforms the 4D Wei-RS scheme. Though the 4D Wei-RS
coding scheme has a spectral efficiency of 6.12 bits/sec/Hz, it requires a high SNR
to achieve the targeted BER. Moreover, as the 4D Wei code is serially concatenated
with the RS code, the error propagation occurs between the two decoders. But this
is not the case with the BICM scheme in which the two encoders are concatenated in
parallel. We can observe from Table 3.9 that, as the spectral efficiency of the coding
scheme increases, higher SNR is required to reach the targeted BER. Hence, the
spectral efficiency has to be compromised for an increased SNR. As the transmitting
power is increased, crosstalk in the twisted pair loop also increases. Thus, the high
transmitting power required by the 4D Wei-RS FEC scheme provides not only a high

spectral efficiency but also an increase of crosstalk. But this is not the case with the

66



Code N | M | Efficiency (bits/s/Hz) | SNR (dB)
BICM (7,5) | 2048 | 16 2 13.4
BICM (7,5) | 2048 | 64 3 19.37
BICM(7,5) | 2048 | 256 4 23.8
BICM(7,5) | 4096 | 16 2 12.7
BICM(7,5) |8192| 16 2 12.5

BICM(15,17) | 2048 | 16 2 12.8
BICM(31,27) | 2048 | 16 2 12.2
4D Wei-RS 6.12 27.8

Table 3.9: Required SNR for various codes for a targeted BER. of 1072,

BICM scheme. Though this scheme has a smaller spectral efficiency, it achieves the

targeted BER at a lower transmitting power thereby reducing the affect of crosstalk.

3.7 Conclusion

In this chapter a bandwidth efficient turbo coding scheme referred to as BICM that
is suitable for VDSL modems. In order to provide a higher coding gain, a joint
demodulation and decoding procedure has been developed to avoid the performance
degradation due to demodulation. To develop the joint demodulation and decoding
procedure, the MAP algorithm is appropriately modified by treating MAI as an extra
source of noise. Based on the formulation developed, we proposed a new mapping
method called “mixed set partitioning” to maximize the minimum Euclidean distance
between the signal pairs. This mapping method is well suited for iterative decoding
scheme and has an advantage over Gray mapping from second iteration onwards.
Some design criterion has been enunciated for developing good constituent codes.
To reduce the delay at the receiver side, we proposed a pipe-lined decoding scheme.

A detailed complexity analysis of the BICM scheme has been carried out. To
analyze the hardware complexity, the BICM scheme has been synthesized using
SYNOPSYS. The parameters that have been considered for the complexity analysis

are decoder complexity, number of clock cycles, maximum storage requirements and
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Xilinx FPGA statistics. The analysis has shown that the BICM scheme has a lower
complexity than that of the 4D Wei-RS scheme. However, the decoder complexity
and the number of clock cycles required by the BICM scheme with v=4, N=2048
are more than that the 4D Wei-RS scheme. Also, the area required by the BICM
scheme with the code memory 2 or 3 is less than that of the 4D Wei-RS scheme,
whereas, the area required by the BICM scheme with code memory 4 is more than
that of the 4D Wei-RS scheme.

A detailed simulation study has been performed to analyze the BER perfor-
mance of the BICM scheme for the code parameters v, N, and M. Simulation results
have shown that the BICM scheme outperforms the 4D Wei-RS scheme. Although
the BICM scheme is spectrally less efficient than the 4D Wei-RS scheme, it provides
a significant coding gain at a very low SNR. The coding gain provided by increasing
the code memory is rather large compared to that provided by increasing the inter-
leaver size. A consistent coding gain of 0.6 dB is observed by increasing the code
memory from 2 to 3 and 3 to 4, whereas the increase in the coding gain is 0.7 dB and
0.2 dB for an increments in the interleaver size from 2048 to 4096 and from 4096 to
8192 respectively. Thus, increasing the code memory is a better option rather than
increasing the intrerleaver size. On the other hand, increasing the spectral efficiency
of the BICM scheme increases the SNR. required to reach the targeted BER. On the
whole, BICM with v= 2 or 3 and 16 QAM modulation are best suited for VDSL
applications in the sensc that they are less complex and can achieve the targeted
BER at low SNR compared to that of 4D Wei-RS scheme. Also, the BICM scheme
is flexible enough for further modifications as all the components are independent

and can be upgraded easily.
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Chapter 4

Performance Evaluation of VDSL

Employing BICM Scheme

4.1 Introduction

In this chapter, we evaluate the VDSL performance employing the BICM scheme
[32] and [39]. The parameters that determine the VDSL performance are the trans-
mitting frequency, transmitting power, and the numbers of crosstalkers. Hence, we
explore the effects of these parameters on the VDSL performance. As mentioned in
Chapter 1, the primary VDSL issue is the loop length that can be reliably realized.
Hence, we evaluate the loop length that can be realized for a targeted BER of 107°
and for a given data rate. The results are compared with that of the 4D Wei-RS
scheme. The channel used is a 24-Gauge 3000 ft loop and is modeled according
to (2.1). In order to impose the maximum effect of FEXT, we use K = 49, the

maximum value generally used in practice.
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4.2 Effect of Transmitting Frequency

Figures 4.1-4.3 show the achievable data rates for various transmitting frequencies
for a VDSL system employing the BICM scheme. The transmitting power is fixed at
10 dBm and the loop length at 3000 ft. The results are compared with that of the 4D
Wei-RS scheme. A 6-dB noise margin condition is imposed. As seen from Figure 2.7,
the cutoff rate for a 3000-ft loop is 14 MHz. But for the analysis purpose the results
are shown upto 30 MHz. The graphs show that the VDSL system achieves higher
data rates by employing the BICM scheme than that by employing the 4D Wei-RS
scheme. From the graphs we can observe that the data rates become saturated as
the frequency of operation is increased. The power spectral density of the crosstalk
noise increases dramatically with an increase in the frequency of operation [40], thus
limiting the capacity. Because of the poor coding gain of the 4D Wei-RS scheme,
VDSL has to maintain lower data rates than the rates provided by employing BICM
scheme.

Figure 4.1 shows the effect of the code memory on the data rates achieved
by the VDSL employing the BICM scheme. As the code memory increases, better
data rates are achieved which can be accounted for the reason that the coding gain
increases as the code memory increases (refer to Table 3.7). The effect of increasing
the interleaver size on the data rates is shown in Figure 4.2. From this figure we
can observe that there is a minimal increase in the data rate as the interleaver size
increases. As interleaver size is increased from 2048 to 4096, a 4% increase in the
data rate is observed, whereas the increase is almost negligible when the interleaver
size is changed from 4096 to 8192. This can be accounted for the reason that a
coding gain of 0.6 dB is achieved when the interleaver size is increased from 2048 to
4096, whereas the coding gain is just 0.2 dB for an increase in the interleaver size
from 4096 to 8192. Hence, in order to obtain better data rates, increasing the code
memory is a preferred option over that of increasing the interleaver size.

The effect of increasing the modulation level on the data rates is shown in
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Code N | M | Efficiency (bits/s/Hz) | Bit Rate (Mbps)
BICM (7,5) | 2048 | 16 2 214
BICM (7,5) | 2048 | 64 3 19.7
BICM (7,5) | 2048 | 256 4 16.8
BICM (7,5) | 4096 | 16 2 224
BICM(7,5) 8192 | 16 2 22.44

BICM (15,17) | 2048 | 16 2 22
BICM (31,27) | 2048 | 16 2 22.9
4D Wei-RS 6.12 15.6

Table 4.1: Comparison of data rates for various codes at f=14 MHz and Transmit-
ting Power=10 dBm.

Figure 4.3. From the graphs we can observe that the data rates decrease drastically
as we increase the modulation level. Although the spectral efficiency is increased by
increasing M from 16 to 64 and 256, the code requires a higher SNR to reach the
targeted BER (Refer to Table 3.9). As seen from (3.10), the LLR of the transmitted
bits depends on the Euclidean distance between the received and transmitted sym-
bols. Hence, by increasing the signal constellation, the distance between the symbols
is decreased thereby reducing the probability of calculating the correct LLR. Thus,
when the frequency of operation is the key parameter, increasing the interleaver
size or the modulation level is not recommended. In Table 4.1, a comparison of the
bit rates achieved by the VDSL employing various codes is provided for a 3000 ft
loop, cutoff frequency of 14 MHz and transmitting power of 10 dBm. The bit rate
performances of both the BICM and the 4D Wei-RS schemes are almost the same in
the low frequency range. In this range the background noise dominates the FEXT.
Hence, increasing the spectral efficiency of the code yields better results in the low
frequency range. However, in the high frequency range where the crosstalk is more
severe, the SNR of the signal decreases rapidly thereby decreasing the data rate.
Though the performance of the BICM scheme is the same as that of 4D Wei-RS
scheme below 8 MHz, the VDSL system is more power efficient and less complex by

employing the BICM scheme than that by employing the 4D Wei-RS scheme.
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Figure 4.1: Effect of Frequency as a function of code memory for BICM.

4.3 Effect of Transmitting Power

We will now examine the effect of the transmitting power on the data rates provided
by the VDSL employing the BICM scheme. To study the effect of transmitting
power, we chose the frequency of operation to be 14 MHz. The transmitting power
is varied from 5 dBm to 30 dBm. Figures 4.4-4.6 show the effect of the transmitting
power on the data rates provided by the VDSL. The observation that can be made
from the graphs is that the data rate increases very little as the transmitting power is
increased. The reason for this can be given as follows. Assuming that the crosstalker
uses the same signal strategy and power level as the transmitted signal, the crosstalk
noise level increases by the same proportion as the increase in the transmitting power
[41], and the overall signal to noise ratio remains the same. With regard to the
performance of the 4D Wei-RS FEC scheme, the increase in the data rate is almost

negligible with an increase in the transmitting power. Although this scheme has
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high spectral efficiency, the data rates achieved by VDSL is low compared to that
provided by employing the BICM scheme.This can be accounted for the following
reasons. For the 4D Wei-RS scheme most of the transmitting power is utilized to
provide high spectral efficiency rather than combating the cross talk. Moreover, the
4D Wei-RS scheme requires a high signal power to achieve the targeted BER thereby
increasing the effect of the crosstalk.

Table 4.7 gives a comparison of the transmitting power required by the VDSL
employing various codes to achieve a data rate of 22 Mbps at f=14 MHz. The table
shows that the VDSL systems employing the BICM scheme is more power efficient
than that by employing the 4D Wei-RS scheme. This can be attributed to the
higher coding gain provided by the BICM scheme.In the case of BICM, increasing
the modulation level increases the transmitting power by more than 2 times. On

the other hand, by increasing the interleaver size and the code memory, a smaller
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transmitting power is required, since in this case a higher coding gain is achieved.
By increasing the interleaver size from 2048 to 4096, the reduction in the power is 5
dBm, whereas the reduction is observed to be just 0.5 dBm when the interleaver size
is increased from 4096 to 8192. Hence, increasing the interleaver size above 8192
will have negligible effect on the transmitting power. But this is not the case with
code memory. A consistent reduction of nearly 3 dBm is observed when the code
memory is increased from 2 to 3 and 4.

From the above discussion we can draw the following conclusions. An increase
in the spectral efficiency of the coding scheme at the expense of higher signal power
does not increase the achievable data rates. By maintaining the spectral efficiency
of the coding scheme at an acceptable level of 2-3 bits/s/Hz, a higher data rate can

be obtained provided the coding scheme is designed to give high coding gain.

74



40 T T Lo T

—— 4-D Wei+RS
— BICM (7.5)
-=- BICM (15,17)
35 — - BICM (31.27) |

Bit rate (Mbps)

ok - . . . . -

o L 1 ']
S 10 15 20 25 30

Transmitting Power (dBm)

Figure 4.4: Effect of Transmitting Power for various code memories for BICM.

4.4 Effect of Numbers of Crosstalkers

The performance of the VDSL against the numbers of cross talkers in the same wire
bundle is shown in Figures 4.8-4.10. The channel is a 3000-ft loop at a frequency
of operation of 14 MHz , and the transmitting power of 10 dBm. In general, the
number of twisted pairs in the same wire bundle varies from 10 to 50 and the amount
of interference crosstalk increases as the number increases. The graph shows the
advantage of the BICM scheme against the numbers of cross talkers. As the crosstalk
increases, the SNR per bit decreases which decreases the data rate. Comparing the
performance of the BICM with that of the 4D Wei-RS scheme, the latter performs
better when the number of crosstalkers is less than 20 (low crosstalk region). But
as this number increases, the BICM scheme outperforms the 4D Wei-RS scheme.
This is because, as the crosstalk increases, the 4D Wei-RS scheme has to increase

the SNR per bit in order to maintain the targeted BER. Because of this increased
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Figure 4.5: Effect of Transmitting Power for various interleaver lengths for BICM.

SNR, the data rate reduces significantly. Though the BICM scheme is spectrally less
efficient than the 4D Wei-RS scheme, it achieves the targeted BER at a lower SNR.
Thus, VDSL provides higher data rate by employing the BICM scheme compared
to that provided by employing the 4D Wei-RS scheme. From Table 4.2, we can
observe that for the case of the BICM scheme, increasing the interleaver size does
not increase the data rate, whereas increasing the code memory increases the data

rate. Increasing the spectral efficiency of the BICM scheme reduces the data rate.

4.5 Realizable Loop Length

Figures 4.11-4.13 show the data rates and the corresponding loop lengths that can
be realized reliably using the BICM scheme. These graphs show that for a fixed

frequency of operation and transmitting power, the data rate decreases as the loop
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Code N | M | Efficiency (bits/s/Hz) | Power (dBm)
BICM (7,5) | 2048 | 16 2 13
BICM (7,5) | 2048 | 64 3 >30
BICM (7,5) | 2048 | 256 4 >30
BICM (7,5) | 4096 | 16 2 8
BICM (7,5) | 8192 16 2 8.5

BICM (15,17) | 2048 | 16 2 10.4
BICM (31,27) | 2048 | 16 2 7
4D Wei-RS 6.12 >30

Figure 4.7: Comparison of power for various codes at f=14 MHz for a data ratc of

22 Mbps.
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Figure 4.8: Effect of numbers of cross talkers for various code memories.

Code N | M | Efficiency (bits/s/Hz) | Rate (Mbps)
BICM (7,5) | 2048 | 16 2 21.8
BICM (7,5) | 2048 | 64 3 20.6
BICM (7,5) | 2048 | 256 4 17.88
BICM (7,5) | 4096 | 16 2 22.7
BICM (7,5) | 8192 | 16 2 22.8

BICM (15,17) | 2048 | 16 2 22.3
BICM (31,27) | 2048 | 16 2 23.2
4D Wei-RS 6.64 16.9

Table 4.2: Comprison of data rates for various codes for number of cross-talkers=40.
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Figure 4.9: Effect of numbers of cross-talkers for various interleaver sizes.

length increases, since the signal attenuates more for longer loops. Hence, for a
reliable transmission on longer loops, bit rate has to be compromised. Table 4.3
illustrates the loop lengths that can be realized by using various codes at a data
rate of 40 Mbps with 6 dB noise margin. The table shows that by employing the
BICM scheme, we can reliably realize the loops that are approximately 4 times

longer than that by employing the 4D Wei-RS scheme.

4.6 Conclusion

In this chapter, the performance of VDSL employing the BICM scheme has been
evaluated. The parameters that have been considered are the transmitting fre-
quency, transmitting power, and the numbers of crosstalkers. The effect of these

parameters on the bit rate achieved by the VDSL employing BICM scheme has

79



3 H
-—- 4-D Wei+RS
— M=16

: : : : : : -~ - M=64
o . = G | L pa258 4

sob- - S TR IR AT

Bit rate (Mbps)

S .
0 1 Il L I . L 1 ! !
10 15 20 25 30 35 40 45 S50 55 60

Numbers of crosstalkers

Figure 4.10: Effect of numbers of cross-talkers for various levels of modulation.

Code N | M | Efficiency (bits/s/Hz) | Loop length (ft)
BICM (7,5) | 2048 | 16 2 1400
BICM (7,5) | 2048 | 64 3 800
BICM (7,5) | 2048 | 256 4 500
BICM (7,5) | 4096 | 16 2 1700
BICM (7,5) | 8192 | 16 2 1700

BICM (15,17) | 2048 | 16 2 1600
BICM (31,27) | 2048 | 16 2 1800
4D Wei-RS 6.12 480

Table 4.3: Realizable loop lengths with various codes for a data rate of 40 Mbps.
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been evaluated. The effect of v, N, and M on the bit rate provided by the VDSL
has been explored. Also, the loop length that can be reliably realized by employing

the BICM scheme has been evaluated.
Regarding the achievable data rates, the VDSL modems provide higher data

rates by employing the BICM scheme compared to that achieved by employing
the 4D Wei-RS code. It has been observed that, an increase in the the transmitting
frequency has a greater impact on the data rates than an increase in the transmitting
power. It has been observed that the data rates become saturated beyond a certain
increase in the frequency. The saturation point for the case of the 4D Wei-RS

scheme is nearly 8 MHz, whereas it is approximately 20 MHz for the case of the

BICM scheme.

Increasing the code memory and interleaver size increases the data rate, whereas

increasing the level of modulation decreases it. Hence, a low level of modulation is
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more suitable to obtain higher data rates. The increase in the data rate is minimal
for the case of increasing the interleaver size, whereas the increase in the data rate
is consistent for the case of increasing the code memory. Hence, increasing the code
memory is recommended to achieve a higher bit rate. With regard to the crosstalk,
the VDSL employing the BICM scheme successfully operates in a high crosstalk en-
vironment and achieves a 37% increase in the bit rate, whereas VDSL employing the
4D Wei-RS scheme can operate successfully only in the low crosstalk environment.
Finally, the loop length that can be reliably realized by employing the proposed
BICM scheme has been obtained. Results have shown that, depending on the code
configuration, the loop length can be increased by at least 3 to 4 times compared to

that of the 4D Wei-RS scheme.
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Chapter 5

An Iterative Soft Interference
Cancellation and Decoding technique
to Mitigate the Effect of Home-LAN
on VDSL

5.1 Introduction

The proposal to use the existing telephone wiring in homes for computer networking
(home-LAN) avoids the laying of additional wires in the same premise. Due to this
spectral crowding of home-LAN on the twisted pair lines, a severe performance loss
in the VDSL services occur. To provide a better infrastructure for internet services,
it is desirable for both the VDSL and home-LAN services to coexist on the same
twisted pair lines. Severe performance loss in the VDSL systems due to home-LAN
can be eliminated through the use of multiuser detection techniques.

Previous contributions on the maximum-likelihood based joint detection of

VDSL and home-LAN signals have been reported in [11]-[15] and [42]-[45]. The
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Figure 5.1: Example for soft cancellation.

methods described therein show that it is possible to mitigate the effect of a home-
LAN signal on VDSL, if a small fraction (3%) of the VDSL band is silenced. These
previously presented receivers for multiuser detection of VDSL and home-LAN sig-
nals are complex to implement. The reduction in complexity can be particularly
pronounced in a multiuser detection, if sub-optimum iterative-decoding methods
are used instead of a joint maximum likelihood detection. In this chapter, a mul-
tiuser detector is proposed to avoid the severe loss in the performance of the VDSL
caused by home-LAN. However, this receiver can only detect the desired signal only
from one of the transmitters and the signals from the other transmitters are con-
sidered to be the interference (MAI) to the receiver. The particular concept used
here is called “soft cancellation” and is illustrated in Figure 5.1 for the simple case of
detecting two independent messages that interfere at the input of a receiver. During
the first iteration, Decoderl attempts to compute the equivalent probability for each
of the possible values associated with the first message. The resultant distribution
may be very easy to decode when it is narrowly centered on one value. However,
the presence of the second data message may obscure the first one and thus, the
computed probability distribution may not heavily favor a particular message ini-

tially. However, the initial probability distribution for the first user can be input to
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the Decoder2 of the second user, which in turn attempts to compute the equivalent
probability distribution associated with the second message. The distribution asso-
ciated with the first user’s message leads to a better distribution associated with the
second user’s message. In turn, the probability distribution of the second message
is sent back to the first decoder for second iteration. The first decoder uses this
information to produce a better probability distribution than on its first execution.
Hence, we use the soft cancellation technique to mitigate the effect of home-LAN
on VDSL. In order to perform the soft cancellation, an iterative multiuser receiver
is proposed to jointly detect the VDSL and home-LAN signals [46]. The received
signals are demapped and a set of decoders are used to form the soft estimates of
the signals. Based on the soft estimates, the transmitted symbols are estimated and
crosstalk cancellation is performed in a SIC. An algorithm is proposed in order to
estimate the transmitted symbols from the soft estimates provided by the decoders.
As the performance of turbo codes approach close to the Shannon limit, we use
turbo codes to compute the soft estimates of the symbols.

This chapter is organized as follows. In Section 5.2, the \'DSL system model in
an interference environment is described. In Section 5.3, an iterative turbo multiuser
receiver structure along with the operation is described. [n Section 5.4, the soft
interference cancellation technique is described and its complexity analysis is carried

out. In section 5.5, we discuss the simulation results.

5.2 System Model

Figure 5.3 shows a VDSL system in a home-LAN interference environment. High
speed internet access is provided to the user through VDSL using the unshielded
twisted pair cable from the telephone CO to the user. Other applications such as
LAN use the in-house telephone wiring to do computer networking in order to avoid

laying of additional wirings in the user’s premise. By doing so, the signals of these
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applications interfere with the VDSL signals entering the user’s premise.
Figure 3.3 shows the transmitter structure for the VDSL signals, whose oper-
ation was described in Section 3.3. The multiuser channel model for the VDSL is

shown in Figure 5.3. The VDSL signal at the receiver can be modeled as

r= fe-zk + N, (5.1)

k=1
where z, is the desired VDSL signal, (z3, ..., Z») the superimposed home-LAN sig-
nals on the desired VDSL signal, (f, ..., fr) their corresponding crosstalk coupling
functions, and Ny the AWGN vector. It is assumed that (fi,..., f.) are known.

Equation (5.1) can be rewritten as
r=FX + Ng, (5.2)

where X = (z,,z,, ...,xn)T is the received data vector, and F = (fy, f3, ..., fn) the
corresponding coupling coefficient matrix. The transmitted data of each signal (both

VDSL and home-LAN) consists of both in-phase and quadrature-phase components

and can be written as

Tk = Tt +jIk,Q (k' = 1) cery n) 1 (53)
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where the symbols z; and z¢ take equi-probable values from the set (tl, 13, ..,V M - 1)
with M = 2™. Similarly, the received data vector of the desired signal can be written

as
Te = Tkt +_].Tk,Q (54)

The performance of the receiver can be improved significantly by jointly detecting
the VDSL and home-LAN signals. Hence, while detecting the VDSL signal, we treat

the home-LAN signals as MAI and vice-versa.

5.3 Iterative Turbo Multiuser Receiver Structure

We perform the soft interference cancellation at the receiver end by jointly detect-
ing the VDSL and home-LAN signals in an iterative manner. The receiver structure
is shown in Figure 5.4. [t consists of two stages. A soft-in soft-out soft interfer-
ence canceller and a demodulator followed by n turbo decoders. From the extrinsic
information provided by the decoding stage, the soft interference canceller (SIC)
forms an estimate of the interference symbols and performs the interference cancel-
lation.Then, the received noisy symbols of the desired signal are demapped and the
log-likelihood ratio (LLR) associated with each bit is calculated. The LLR consists

of a priori and extrinsic information. s the a priort information is not available
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to the demodulator during the first iteration, an equally likely assumption is made
on the received symbols. The LLR associated with each bit can be calculated as

P(C,’;,i = llrk)

A ) =1 :
l( Ic,z) ogP(C;c,i — OITk)

=A(d,)+M(d,), i=1,..mk=1,2..,75=012, (5.5)

where 7 represents the received symbols of the desired signal and the second term,
)\l(c,i,i) the soft metric corresponding to c,’“ delivered by the demodulation stage,
A’z’(c,’;'i) the extrinsic information delivered from the decoding stage in the previous
iteration. For the first iteration, all the bits are assumed to be equally probable and
hence this term is set to zero. /\l(c,’;,i) is the extrinsic information delivered by the
demodulation stage which is then demultiplexed and sent to the turbo decoder for
further processing. [n turn, the binary turbo decoder computes the a posterioiri
LLR of each code bit and then excludes the influence of its a priori information to

obtain the extrinsic information as follows:

’\2(617;,;') = AZ(CZ:,i) - /\zl’(cli,i) (5.6)

This extrinsic information from the decoding stage is again suitably multiplexed and
fed back to the soft interference canceller and demodulator as a prior: information
for the next iteration to improve the estimate of the received symbols. The oper-
ations carried out by the soft interference canceller, demodulator and decoder are
repeated in an iterative manner. After the final iteration, the decoding stage makes

hard decisions on its a posteriori LLR of the information bits.
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5.4 Soft Interference Cancellation via Multiuser De-

tection

Let us consider the SIC module in the iterative turbo multiuser receiver structure
depicted in Figure 5.4. This module performs soft interference cancellation on the
received noisy svmbols. Here, we describe the soft interference cancellation proce-
dure. The procedure can be applied to in-phase and quadrature data separately. Soft

decisions made on the coded data by the channel decoding stage is given according

to (3.11)

P(d,) = [1 +, tanh (%Ag(aky,.))] (5.7)

N | —

Based on this soft information of the coded data, an estimate of the transmitted

symbol [47] is determined as

T, = E {zrx(x1)/x1, 0bs}
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= ZII,kP (zrx = zrk(x1)/ X1, 0bs)

X1
=)z WP (d; = & (x1) /xa, 0bs) (5.8)
X1

where x; € {il,:t3, ey EVM — 1}, zrx(x1) denotes the symbol i associated
with all the possible realizations of x;, obs are the observations provided by the
soft information from the channel decoder, and P(c},;) is given by (5.7). Depending
on the specific bit c,’;’i, the signal space is divided into two sets, xl((:,’;,i = 1) and
XL(CL,- = 0). Let us explain by an example, how a transmitted symbol can be
estimated based on the soft information. The in-phased data, z;x(x;), in a 4-QAM
modulation is associated with one coded piece of data "'17:,1 with two possible values

0 or 1 and can be estimated as

Zri = (1) P(cl, =1/obs) + (~1) P (c}, = 0/obs) (5.9)

The probability of ¢ ; = 1 can be calculated from (5.7) as

P(c,=1)= % [1 + tanh (%,\g(c,fc,i)” : (5.10)

and probability of c,’“ =0 can be calculated as

P (ck; =0) =—;— (5.11)

Hence, substituting (5.10) and (5.11) in (5.9), the estimated symbol is given by

~ 1
Trk = tanh (5’\12’(91,:)) (512)
Following the same procedure as for Z;x, Zok can be estimated as
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Ik = ZIkan?—i—(mﬂ)i-lP (CLz = ci,i(Xl)/Xl: obs) (5.13)
X1

Now, the soft interference cancellation on the desired signal is performed as

rie =1 — FXpx

=F (x,,,c - )?,,k) + N, (5.14)

where 5(",,,- =[Z;1, T2, Zrio1, T1it1s v Zra]T. We choose the component of ryy
that has highest signal to noise ratio and denote it as r;x. The same procedure as
for 77 can also be applied for rg, also. As the number of iterations are increased,
we have better estimates of z;; and the performance of the SIC improves. After
the interference cancellation is performed, the transmitted data is left corrupted by
only AWGN and is further processed by powerful turbo codes.

After the soft interference cancellation, the desired data signal is demodulated
as described next. The LLR associated with each received bit is calculated according

to (5.5). The soft metric )‘(CL,;‘) can be evaluated as

/\l(C] i) = lOg
" ZI*‘EX(CL.FO) p(rk'l'k) Hr;&i P(

Zxkex(c{“:l) p(relzi) HZ’;, P(c}” =1)

e =0)
Depending on the specific bit c{ , the signal space is divided into two sets, X(CL =1 )
and X(CL,- = 0) corresponding to ¢, = 1 and c;“ — 0, respectively. The soft decision
of the coded data, p(c,’;,,), is given by (5.7), and p(rg|ze) is the likelihood function

for the signal transmitted, and it is calculated as

p(re|ze) = p(rr e TQk|Tr K £Qk)
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Equation (5.15) indicates the soft information delivered by the demodulation stage.
The turbo decoder use this soft information to compute the a posteriori LLR
()‘g(c,’;’i)) of the received bits and the procedure is described in Section 3.3.2. These
a posteriori LLR's are used to compute P(c,’;’i) as given by (5.7).

The iterations can be terminated in two ways. One way is to stop when the
changes in the soft symbols are smaller than a threshold. The value of the threshold
determines the number of iterations. A small threshold will increase the number of
iterations. Another possibility is to fix the number of iterations. The complexity of
the multiuser detector is O(n). The complexity of the turbo decoder is O(2"), where

v is the code memory. Thus, the overall complexity of the algorithm is O(n + 27).

5.5 Simulation Results

In this section, we examine the performance of the proposed iterative decoder with
SIC. The home-LAN signal is a 4-QAM occupying a bandwidth 4 MHz to 10 MHz.
A 16-QAM modulation scheme is used in which the MSP mapping is employed so
that the symbol detection error results in an error of only one bit. The turbo code
has a rate of 1/3 with a generator polynomial of (1, 5/7). The interleaver size is
2048. It is assumed that the VDSL and the home-LAN signals have equal power.
The BER performance of the proposed iterative decoder with the soft inter-
ference cancellation technique is shown in Figure 5.5. Results show that the per-
formance increases as the number of iterations increases. This is because, as the

number of iterations are increased, we have a better estimate of the interference.
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Figure 5.5: BER performance of the iterative decoder.

But the improvement in the performance is negligible after certain number of itera-
tions as the information exchanged between the decoders becomes more correlated.
From the graph, it can be observed that after 4 iterations the improvement in the
performance is negligible. In Figure 5.6, we compare the performance of the it-
erative decoder with and without soft interference canceller for 5% iteration. The
graph shows the improvement in the BER performance by employing the proposed
soft interference cancellation technique. The convergence curve for the interference
cancellation technique is shown in Figure 5.7. Simulation is done for the worst case
scenario in which the received signal power is close to the interference power. The
curve shows that the algorithm converges in about four to five iterations.

Finally, we examine the data rates provided by the VDSL modem employing
the proposed iterative decoder with and without the SIC. Figure 5.8 illustrates that

the bit rates decrease as the loop length increases because the signal attenuation
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Figure 5.6: Performance comparison of the proposed receiver with and without SIC.
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Figure 5.7: Convergence curve for the soft interference cancellation technique.
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Figure 5.8: Achievable data rates with and without SIC.

increases as the loop length increases. VDSL modems provide higher data rates by
employing the soft interference canceller compared to that without employing the
the soft interference canceller. On the other hand, by employing the soft interference
canceller, we can increase the loop length for a fixed data rate. But for the longer
loop lengths the performance of the iterative decoder becomes the same as with
and without the soft interference canceller. This is because the attenuation of the
interfering signal increases as the loop length increases. Hence, on longer loops, the

effect of home-LAN interference decreases.

5.6 Conclusion

In this chapter, the issue of home-LAN interference into a VDSL signal has been
considered. In order to mitigate the effect of Home-LAN, an iterative turbo decoder

with soft interference canceller has been proposed. Soft interference cancellation
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has been performed by jointly detecting the VDSL and home-LAN signals using a
soft interference canceller and a soft-in soft-out demodulator combined with a set of
turbo decoders. By making the demodulator and decoder to operate in an iterative
manner, the loss due to demodulation has been avoided. The soft interference
canceller estimates the interference signals through the extrinsic information of the
home-LAN signals provided by the decoding stage.

Simulation results have shown that, as the number of iterations are increased,
the estimate of the interference has been improved thereby improving the perfor-
mance of the system. [t has been shown that the algorithm converges after four to
five iterations. Finally, an increase in the loop length and data rates provided by the
VDSL systems employing the proposed SIC technique has been obtained. Results
have shown that, on the shorter loops, VDSL systems employing the SIC obtain
higher data rates compared to that of the VDSL systems without employing SIC.
On the other hand, for a fixed data rate, longer loops can be reliably realized by the

VDSL systems employing the SIC compared to that of the VDSL systems without
SIC.
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Chapter 6

Conclusion and Future Work

6.1 Contributions and Concluding Remarks

In this thesis, the last-mile and home-LAN interference problems of VDSL systems
have been addressed using turbo codes. With regard to the last-mile problem, a
bandwidth efficient turbo coding scheme referred to as BICM scheme has been pro-
posed. In order to minimize the effect of home-LAN interference on the VDSL
systems, an iterative turbo decoder with a soft interference canceller has been pro-
posed.

The last-mile problem concerns the maximum distance for which a VDSL
system can operate reliably for a given data rate. The home-LAN interference
problem is due to the interference of home-LAN services associated with the twisted
pair lines. Also, the disadvantage of the VDSL system compared to other DSL
systems is its short copper loops that make the distribution area shrink to a few
dozen customers. The drawback of the existing FEC scheme (a 4D Wei-RS scheme)
for the VDSL systems is that further improvement is not possible to achieve without
a substantial increase in the complexity and power penalty. Also, the VDSL systems
employing the 4D Wei-RS scheme operates far below the channel capacity. On the

other hand, attempts have been made to solve the home-LAN interference problem
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using iterative-decoding techniques. In [12], a linear soft interference canceller has
been proposed to reduce the interference with a small loss of VDSL signal bandwidth.
However, these techniques are complex to implement. In order to provide solutions
to these problems and to ensure a reliable transmission of data over longer loops a
good FEC scheme with a high coding gain is required.

In the BICM scheme, a joint demodulation and decoding procedure has been
developed to avoid the performance degradation due to demodulation. To develop
the joint demodulation and decoding procedure, the MAP algorithm was appropri-
ately modified by treating MAI as an extra source of noise. Some design criterioa
have been enunciated for developing good constituent codes. To reduce the delay at
the receiver end, a pipe-lined decoding scheme has been proposed.

To analyze the hardware complexity, the BICM scheme has been synthesized
using SYNOPSYS. The parameters that have been considered for the complexity
analysis are decoder complexity, number of clock cycles, maximum storage require-
ments and Xilinx FPGA statistics. The analysis has shown that the BICM scheme
has a lower complexity than that of the 4D Wei-RS scheme. However, the decoder
complexity and the number of clock cycles required by the BICM scheme with v=4,
N=2048 are more than that the 4D Wei-RS scheme. Also, the area required by the
BICM scheme with the code memory 2 or 3 is less than that the 4D Wei-RS scheme,
whereas,the area required by the BICM scheme with code memory 4 is more than
that of the 4D Wei-RS scheme.

A detailed simulation study has been performed to analyze the BER perfor-
mance of the BICM scheme for the code parameters, v, N, and M. Simulation
results have shown that the BICM scheme outperforms the 4D Wei-RS scheme. Al-
though the BICM scheme is spectrally less efficient than the 4D Wei-RS scheme, it
provides a significant coding gain at a very low SNR. The coding gain provided by
increasing the code memory is rather large compared to that provided by increasing

the interleaver size. A consistent coding gain of 0.6 dB was observed by increasing
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the code memory from 2 to 3 and 3 to 4, whereas the increase in the coding gain was
0.7 dB and 0.2 dB for increments in the interleaver size from 2048 to 4096 and from
4096 to 8192, respectively. Thus, increasing the code memory is a better option
rather than increasing the intrerleaver size. On the other hand, increasing the spec-
tral efficiency of the BICM scheme increases the SNR required to reach the targeted
BER. Thus, the BICM scheme with v= 2 or 3 and 16 QAM modulation is best
suited for VDSL applications in the sense that they are less complex and achieve
the targeted BER at a low SNR compared to that of the 4D Wei-RS scheme. Also,
the BICM scheme is flexible enough for further modifications as all the components
are independent and can be upgraded easily.

With regard to the data rates, the VDSL modems provide higher data rates by
employing the BICM scheme compared to that provided by employing the 4D Wei-
RS scheme. It has been observed that, an increase in the the transmitting frequency
has a greater impact on the data rates than an increase in the transmitting power.
Increasing the code memory and interleaver size increases the data rate, whereas
increasing the level of modulation decreases it. Hence, a low level of modulation
is more suitable to obtain higher data rates. Finally, the loop length that can be
reliably realized by employing the BICM scheme has been obtaied. Results have
shown that, depending on the BICM configuration, the loop length can be increased
by at least 3 to 4 times for a given data rate compared to that of the 4D Wei-RS
scheme.

In the iterative turbo decoder with soft interference canceller, soft interference
cancellation has been performed by jointly detecting the VDSL and home-LAN sig-
nals using a soft interference canceller and a soft-in soft-out demodulator combined
with a set of turbo decoders. By making the demodulator and decoder to operate in
an iterative manner, the loss due to demodulation has been avoided. The soft inter-
ference canceller estimates the interference signals through the extrinsic information

of the home-LAN signals provided by the decoding stage.
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Simulation results have shown that, as the number of iterations are increased,
the estimate of the interference has been improved thereby improving the perfor-
mance of the system. It has been shown that the algorithm converges after four to
five iterations. Finally, an increase in the loop length and data rates provided by the
VDSL systems employing the proposed SIC technique has been obtained. Results
have shown that, on the shorter loops, VDSL systems employing the SIC obtain
higher data rates compared to that of the VDSL systems without employing SIC.
On the other hand, for a fixed data rate, longer loops can be reliably realized by the
VDSL systems employing the SIC compared to that of the VDSL systems without

SIC.

6.2 Scope for Further Investigation

In the present work, a bandwidth efficient turbo coding scheme and a soft interfer-
ence cancellation technique have been developed to provide solutions to the last-mile
and the home-LAN interference problems in VDSL systems. In some VDSL applica-
tions, synchronization can be an important issue. In such applications, the proposed
bandwidth efficient turbo coding scheme and the soft interference cancellation tech-
nique can be modified appropriately to overcome the synchronization problems.

An additional investigation would be required to remove the ISI in VDSL
systems by developing a receiver scheme where adaptive equalization and channel
decoding are jointly optimized.

The effects of bridged taps are not considered in the present work. An investi-
gation can be undertaken to analyze the effects of bridged taps on the performance of
the VDSL systems. Finally, it is worthwhile to look into the spectrum management

issues to mitigate the crosstalk in VDSL systems.
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Appendix

In this appendix, a brief description of the programs developed for this thesis is
given. The programs are developed in MATLAB on a Sun Workshop University
Edition 5.0 platform. A CD-ROM containing these programs is included in this
thesis. The list of the programs along with their description as it appears in the

CD-ROM are given below:

line_att.m - This function demonstrates the line attenuation for various loop lengths

for a VDSL channel.

fert_loss.m - This function demonstrates the FEXT coupling loss in a VDSL chan-
nel for different twisted pair loops for 49 disturbers. The input to this
function if loop length and transmitting power. The output is a plot

demonstrating the FEXT coupling loss for various frequencies.

nezt.m - Demonstrates the effect of NEXT in a VDSL channel for various twisted
pair loops and various numbers of crosstalkers. The input to this function
if loop length and transmitting power. The output is a plot demonstrat-

ing the NEXT coupling loss for various frequencies.

fext.m - This function demonstrates the effect of FEXT in a VDSL channel for

various transmitting powers and frequencies.

chimpulser.m - This function plots the impulse response of VDSL channel for var-

ious loop lengths. The input to this function is channel length and the
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output is the impulse response.

capacity.m - This function plots the normalized channel capacity for a twisted pair

loop in which AWGN and FEXT are line impairments.

dce.m - This program plots the differential channel capacity of a VDSL twisted
pair loop with AWGN and FEXT as line impairments.

lpf.m - Plot the frequency response of low-pass filters by taking the filter sam-

pling rate as input.
Qfunct.m - Program to evaluate the Q-function.
capmod.m - Demonstrates the mapping scheme in CAP modulation.
cap_mod.m - Utility to implement CAP modulation scheme.

qamsimI.m - Utility to implement CAP modulation and demodulation scheme. The
program receives a string of bits to be modulated. The mapping scheme
is also illustrated in this program. This program also generates home-

LAN signals.
gngauss.m- Program to generate Gaussian noise.
GrayCoding.m - Returns the systematic Gray code for a symbol.
GrayDecoding.;n - Reverses the systematic Gray coding of a symbol.

BiStream.m - Generates a sequence of bit streams (either 0 or 1) based upon the

length of the sequence.
Bit ToSymbolStream.m - Converts a sequence of bits into symbols.

SymbolToBitStream.m - Converts symbols into a sequence of bits.
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turbol _sys_demo.m - Demonstrates a turbo encoding and turbo decoding process.
This the topmost function. This program generates a sequence of bits,
perform the encoding process using turbo codes, modulate them using
QAM modulation, transmit the signals through a VDSL channel, and
performs a joint demodulation and decoding procedure. The interleaver
size, number of iterations, code generation matrix, level of modulation,
range of SNR, puncturing matrix can be defined by user which are fur-
ther given as input to the program. This program can also be used to
perform soft interference cancellation of home-LAN signals on VDSL.
The corresponding change that has to be done to perform the SIC is
to enable the generation of the home-LAN signals in the gamsimi.m

function.
bin_state.m - Converts an integer into a vector of binary bits.

demultipler.m - Perform serial to parallel demultiplex at the receiver to get the code

word of each encoder.

encode_bit.m - This function takes as an input a single bit to be encoded, as well
as the coefficients of the generator polynomials and the current state

vector. It returns as output n encoded bits.

encoderm.m -This function performs turbo encoding process by determining the

encoder memory and constraint length and returns the turbo encoded

bits.
int_ state.m - This function converts a row vector of bits into an integer.

logmapo.m - Function to demonstrate a LOG-MAP component decoder. An option
is provided to the user to simplify the LOG-MAP algorithm by using a
MAX-LOG-MAP algorithm. This program calculates the branch met-

rics, forward state metrics, and backward state metrics. The output of
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the program is the LLR of the coded and uncoded bits.

rsc_encode.m - Encodes a block of data using RSC code.

sovald.m

trellis.m

srand.m

- This function implements the SOVA algorithm in trace back mode and

returns the LLR of the coded and uncoded bits.

- This function setup the Trellis for a code. The input to the program

is a code generator matrix.

- This function demonstrates random interleaver. The input to this

function is a block of bits and output is the interleaved version of the

input bits.

weicode.m - This program illustrates the BER performance of the 4D Wei-RS code.

bitrate_ code.m - This program can be used to calculate the bit rate provided by

con.m

bitrates.m

a VDSL system implementing the proposed scheme. The input to the
program is the channel length, transmit frequency, transmitting power
and numbers of crosstalkers, and the coding gain of the coding scheme.
The output is the cutoff frequency of the corresponding VDSL channel.
Bit rate can be obtained by multiplying the cut-off frequency with the

spectral efficiency of the coding scheme.

- Function to perform multi-user detection of the VDSL and home-LAN
signals. The input to the program is the VDSL signal corrupted with

home-LAN signals and the output is interference-free VDSL and home-

LAN signals.

- The bit rates provided by the VDSL system for various transmit fre-
quencies, transmitting powers, numbers of crosstalkers, and loop lengths

for various code parameters can be plotted using this program.
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FB_pkg.vhd - VHDL program to perform the hardware complexity of the BICM
scheme. Working model of the MAP decoding block can be checked
through this program. The forward, backward, and state metrics can
be computed through this program. The code generation matrix can be

modified in order to check the functionality of various codes.

acs0l.vhd - VHDL program to check the working model of the add-compare-select
block in the MAP decoding module.

viterbi.vhd - VHDL program to check the working model of viterbi decoding block.
SOVA algorithm is implemented in this program.

acs0l.scr - Program to synthesize the add-compare-select block. FPGA of add-

compare-select block statistics can be obtain through this program.

llrl.scr - Program to synthesize MAP decoding block in order to obtain the
FPGA statistics.
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