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Abstract

Modeling and Design of Parallel Regeneration Techniques

for High-Speed SOC RLC Interconnects

By Tawfeeq Lammoshi

On-Chip inductance has become of significance in the design of high-speed interconnects.
Repeaters are now widely used to enhance the performance of long On-Chip interconnects
in CMOS SOC / VLSI. These repeaters are inserted in the interconnect according to a cri-
terion. One example of criterion is to insert the repeaters so as to keep the signal driving
capability uniform along the interconnect. While the size of the repeaters is kept constant,
the length of the interconnect segments is increased when we move towards the intercon-
nect end. This technique is called VSRT (Variable-Segment Regeneration Technique).
Moreover, in order to calculate optimal design parameters, while saving a large numbers
of electrical simulations, two models of the repeater are compared in this thesis: a transis-
tor-based model and, a parallel-resistance RC-based model for which an analytical model
was developed. The technology used in our experimentation is a 0.5 um (Taiwan Semi-
conductor Manufacturing Company) TSMC technology, and the simulation was per-
formed using HSPICE. The simulation results showed that our parallel-resistance RC-
based VSRT gives accurate results. A software package was extracted from the analytical

model to advice the designer on how to optimally set design parameters.
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CHAPTER 1

Introduction and Overview

1.1. Background

For late 1980 1.0 um technology, the intrinsic switching delay of an unloaded MOSFET
approaches 10 ps while the response time of a 1.0 mm interconnect is approximately 1 ps.
But, for early 2000’s 0.1 um technology, the intrinsic delay of a MOSEFT decreases to
about 1.0 ps while the response time of a 1.0 mm interconnect increases to 100 ps. Inter-
connect latency regresses from one decade faster to two decades slower than transistor
delay. Since the propagation delay has a square dependence on the length of an RC inter-
connect wire, subdividing the wire into shorter sections is an effective strategy to reduce
the total propagation delay. This can be done by inserting repeaters, which breaks the qua-
dratic dependence of the delay on the interconnect length but adds additional parasitic
capacitance due to the inserted repeaters. By including inductance in the repeater insertion
methodology, the interconnect is modeled more accurately as compared to an RC model
permitting average saving in area, power, and delay, for a variety of interconnect trees

from a 0.5 micron CMOS technology.

1.2. Previous Work

This thesis is based on a previous work performed by Awwad and Nekili in [34], who pre-
sented an optimum method for regenerating RLC interconnects using parallel repeaters

which were introduced by Nekili and Savaria [27]. The main criterion in [34] is based on



ensuring the signal driving capability is uniform along the interconnect. As a result, the
size of repeaters is kept constant throughout the interconnect, and the segment length is
increased as we move towards the interconnect end. This method was called Variable-Seg-
ment Regeneration Technique (VSRT). Awwad and Nekili modeled the repeaters as a gate
capacitance and the resistance of the pull-down transistor in series with the interconnect.
However, this type of modeling suffers from a number of weaknesses. Indeed, in such a
case, the signal driving capability decreases with the distance from the interconnect input
while it is, in reality, increasing because of the additional driving capability added by

inserting repeaters.

1.3 Methodology of the thesis

Assuming a uniform signal driving capability along the interconnect, and in order to over-
come the weaknesses of the previous work, this thesis models the repeater resistance in
parallel with the interconnect.

As a consequence, unlike the previous work, building an analytical model for the whole
interconnect does unfortunately not reduce to a simple application of the basic theory
developed by Kahng and Muddu [21]. Therefore, in this thesis, we had to build the analyt-
ical model form scratch by writing the transfer function in the s-domain. Also, as there are
N interconnect segments (each with 3 passive elements) and N repeaters (each with 2 elec-
trical parameters), the overall solution involves an intensive calculation of coefficient
because, unlike previous Elmore delay models for RC interconnects, to capture the induc-
tance effects, one has to consider two moments in the transfer function instead of one.
Given this modeling, called parallel-resistance RC-based repeater VSRT, the problem can

be formulated as follows:



Given:
-an interconnect length (e.g., 10 cm),
-an interconnect width(e.g., 0.9 um), and
- a fabrication technology,
assuming the repeater size is constant along the interconnect, determine the design param-

eters N and 1; (length of the first segment) and 3 (the length increase between two consec-

utive segments) so that the total propagation delay is minimized.
Note that, because of the precharge mechanism involved in this method, the only propaga-
tion considered is that of a logical ‘0, as the propagation of a logical ‘1’ requires zero

delay. For the sake of simplicity and illustration in this thesis, 1;, and  are kept constant

thus only N is determined. In order to save the time needed for simulating the overall
interconnect with repeaters for every value of N, our analytical model can be used by the
designer (through Java language and Matlab) to plot the function of propagation delay ver-
sus the design parameter N and the designer can visually inspect the optimum on the

curve.

1.4. Organization of the thesis

This thesis is organized as follows. Chapter 2 reviews the literature addressing the design

and modeling of RLC interconnects. Chapter 3 compares the delay performance of both:
-a VSRT where the repeaters are modeled as transistors, and

-a VSRT where the repeaters are modeled as a gate capacitance with a pull-down transistor

resistance in parallel with the interconnect in order to check the accuracy of our method.

To achieve this comparison HSPICE simulations are used with a 0.5 pm TSMC (Taiwan

Semiconductor Manufacturing Company) fabrication technology. Chapter 4 presents an



analytical model which allows the designer to determine optimum parameters without
going through time-consuming simulations for all the design parameters involved. Possi-

ble future work is addressed in Chapter 5.



Chapter 2

Importance of On-Chip Inductance in Designing

RLC VLSI Interconnects

2.1. Introduction

As modern VLSI technology moves into a very deep submicrometer (VDSM) regime, mil-

lions of transistors will be integrated onto a single chip, operating at frequencies greater

than Giga-Hertz. The die size is expected to increase from 385 mm? in 2001 to 620 mm?
by 2009, while average on-chip currents will increase from 70 Amperes in 2001 to 190
Amperes. Power distribution networks in highly complex CMOS integrated circuits will
achieve this. These circuits must be able to provide sufficient current to support average
and peak power demand within all parts of an integrated circuit. The large chip dimen-
sions and average currents require special design strategies to maintain a constant voltage
supply within a power distribution network. The voltage supply is expected to decrease
from 1.5 volts in 2001 to 0.9 volts by 2009, reducing the tolerance to voltage changes
within a power distribution network. With each technology generation, the requirements
placed on the on-chip power and ground distribution networks increase. The stricter speci-
fications are due to justify shorter rise times, smaller noise margins, higher current, and
increased current densities. The higher speed switching of smaller transistors produce
faster current transients in the power distribution network. The higher currents cause large

Ohms IR voltage drops while fast current transients cause large inductive L di/dt voltage



drops (Al noise). The power distribution networks are typically designed to minimize
these current transients, maintaining the local supply voltage within specified design mar-
gins. With transistor switching as low as few Picoseconds, the on-chip signals typically
contain significant harmonics at frequencies as gigh as 100 GHz. For on-chip wires, the
inductive reactance wL dominates the overall wire impedance beyond ~ 10 GHz [1]. Cur-
rently, RC models are used for high-resistance nets and capacitive models are used for less
resistive interconnects. However, inductance is becoming more important with faster on-
chip rise times and longer wire le;1gths. Furthermore, performance requirements are push-
ing manufacturers to create new materials with low-resistance interconnects. Inductances

are, therefore, becoming an integral element in VLSI design methodologies [2].

The reader is referred to [39] for a complement of details.

2.2. Problems Associated with On-Chip Inductance

The absence of reliable practical understanding of the related inductive effects and the
insufficient sophistication of the tools and methods that are used in designing and analyz-
ing the high performance ICs are the reasons for the problems that arise when dealing with

on-chip inductance. The problems that must be considered are as follows:
1. The essential of efficient extraction methods when dealing with on-chip inductance.

2. On-chip inductance would increase the processing time of CAD tools, which are used in

simulation and design.

3. Signal reliability problems and the increase of noise in ICs are some drawback effects

of the underdamped response that results from including On-Chip inductance.



2.3. Characteristics of On-Chip inductance

Ismail and Friedman [3] reported that two characteristics of On-Chip inductance can be
exploited to simplify the extraction process of on-chip inductance. These two characteris-

tics are as follows:

l. The response level of a signal waveform to errors in the inductance values is low, partic-

ularly the propagation delay and rise time.

2. The value of the On-Chip inductance is slow varying with respect to the width of the

wire and the geometry of the surrounding wires.

2.4. Useful Inductance Effects

We have studied the effects of inductive interconnects on the propagation delay, repeater

insertion and power dissipation. The following subsections illustrate these positive effects.

A number of publications have proposed criteria for whether or not inductive effects are
important; they essentially boil down to whether or not the signal near-end rise time is
much faster than the propagation velocity down the wire, and whether the attenuation con-

stant (Z,/2R ;) is greater than one. The internal propagation delay on the interconnection

grows as the square of their length thus leading to a speed reduction with length increase.
With the scaling of technology and increased chip sizes the cross-sectional area of wires
has been increased. Therefore, the resistance of the interconnect has increased in signifi-
cance. Currently, inductance is becoming more important with faster on-chip rise times
and longer wire lengths. Wide wires are frequently encountered in clock distribution net-

works, data busses, and upper metal layers. These wires are low resistance lines that can



exhibit significant inductive effects. The inductance leads to faster signal rise times, lower
power consumption, and less active device area. Design methodologies can be developed
to exploit these useful effects of On-Chip inductance while maintaining noise at accept-
able levels, so as to guarantee the reliable performance of an integrated circuit. The fol-
lowing subsections briefly explain these beneficial effects of inductance on the

performance of integrated circuits.

2.4.1 Effects of Inductance on the Signal Rise Time

Ismail [4] showed that the inductance effects increase the propagation delay along an RLC
interconnect, maintaining the high frequency components in the edges, and that improves
the signal rise and fall times. Thus, On-Chip inductance improves the signal slew rate. In
the limiting case of lossless line representing maximum inductance effects, the attenuation

constant o is zero and the propagation speed becomes frequency independent and the

speed can be defined as

_ 1
V = ———

JLC

2.4.2 Effects of Inductance on the Propagation Delay

Kahng and Muddu [5] and Ismail and Friedman [4] presented different closed-form
expressions for the propagation delay of a gate driving a distributed RLC interconnect.
Ismail and Friedman [4] found that the delay expression is within 5% of a dynamic circuit
simulation for a wide range of RLC loads. They showed that the error in the propagation

delay, if inductance is neglected and interconnect is treated as a distributed RC line, can be



over 35% for current On-Chip interconnects.

2.4.3. Effects of Inductance on the Repeater Insertion Process

Repeater insertion is becoming an increasingly common design methodology for driving
long resistive interconnects. [smail and Friedman [6] proved that, as the inductance effects
increase, both the number of repeaters and the size of each repeater decrease. This trend
means significantly less repeater area and power consumption due io decreased repeater
capacitance. In addition, including inductance within the interconnect model will reduce
the number of inserted repeaters. Hence, this will simplify the layout and routing con-

straints.

2.4.4. Effects of Inductance on Power Dissipation

Power consumption is an increasingly important design parameter with mobile and high
performance systems. If the frequency of switching is f cycles per second then the
dynamic power consumption is given by

Pus = CVoof

where C, is the total interconnect capacitance and Vpp is the power supply.

Increasing inductance effects results in less number of repeaters as well as a smaller
repeater size, which significantly reduces the total capacitance of the repeater and the total

dynamic power consumption.

2.4.5. Effects of Self and Mutual Inductances

Masud et al. [7] presented the estimation of the circuit behavior such as propagation delay,

oscillation, overshoots in the presence of self and mutual inductance, and a set of simple



closed-form expressions. They found that their results were fairly close to simulation data
(within 15% of AS/X simulations) and can be evaluated in a time comparable to Elmore

delay. They showed that the following equation allowed calculating all the moments.
Vip(8) = 'ﬂs'—"" My iy T My S T m3,,,,‘,s2 , where V; is the input voltage, mg; are the

moments in the s-domain.

2.5. Moment Matching

Of particular interest is the class of moment matching approaches, which provide accept-
able accuracy without sacrificing computational efficiency. Examples of this approach

include the following:

1. Horowitz [8] proposed a method for estimating the delay through RC trees using both
single-pole and two-pole methods: he calculated the poles of the estimated system
response from the first and second moments of the main path(i.e., the unique path from the
input node to the output node) in the RC trees. His paper with Rubinstein et al. [9] points
out that for delay analysis of RC tree, each distributed RC wire should be replaced by a

finite number of lumped RC segments to achieve the required accuracy.

2. Zhou et al. [10] considered the polynomial describing the poles of a distributed trans-
mission wire that is modeled as a single RLC segment driving a small capacitive load.
Based on this model, the voltage response in a general interconnection tree is computed
from the two dominant poles. To achieve improved accuracy, the authors of [10] propose
modeling each tree branch by many shorter segments (but this deviates from the underly-

ing assumptions in that not every branch of the tree drives the small capacitive load).
3. McCormick [11] also proposed a general technique for approximating the time-domain
response of a system from its moment representation, using basic waveforms, which are

linear, exponentially decaying, underdamped decaying, etc. This method of obtaining



waveforms whose moments match those of interest can be used instead of the more tradi-

tional two-pole techniques in [8] [12].

From the recent literature, it is clear that moment-matching methods have become increas-

ingly attractive due to their combined efficiency and accuracy.

2.6. RLC Interconnect Delay Models

Although RC models are widely used, the trend of shrinking feature size in IC design
shows that the scaling-down of wire width will increase both the wire resistance and
inductance. As the switching speed and operating frequency increase, the inductive effect
of metal interconnect wires becomes important and must be taken into consideration in the
timing simulation. Under these circumstances, the interconnects must be modeled as RLC
devices instead of RC components. As VLSI design reaches deep submicron technology,
the delay model used to estimate interconnects delay in interconnect design has evolved
from the simplistic capacitive model to the sophisticated high-order moment matching
delay model [13]. Whenever inductance is considered to be negligible, the RC model can
be viewed as a limiting case of the RLC transmission wire model. The other limiting case
is an inductance-capacitance (LC) transmission wire where the resistance is negligible.
Although it is highly improbable that the resistance of On-Chip interconnect will become
negligible in the near term, this LC analysis provides an upper limit for analyzing induc-
tive effects in VLSI circuits. Analyzing the behavior of the RC and LC case therefore
bound the behavior of an RLC transmission wire case. Various techniques have been pro-
posed for the delay analysis of interconnects. These techniques are based on either one of

the following:

11



A- Simulation techniques such as SPICE tool. Such techniques give the most accurate
insight into arbitrary interconnect structures but are computationally expensive. Also,
transient simulation methods of lossy interconnects based on convolution techniques

were presented in [14].

B- Closed-form analytical formulas: These are faster techniques based on moment compu-
tations that were proposed in [15]. These methods are too expensive to be used during iter-
ative layout optimization. Therefore, designers began to use the Elmore delay model [16]
in the performance-driven design of clock distribution and Steiner global routing topolo-
gies. In the following subsections, we present some of the delay models, which were

developed for RC, and RLC interconnects.

2.6.1. Elmore Delay for RLC interconnects

Elmore delay approximation represents the first moment of the transfer function. Despite
not being highly accurate, the Elmore delay is widely used by industry for fast delay esti-
mation. With ICs composed of tens of millions of gates, it is often impractical to use
highly accurate time consuming methods to evaluate the delay at each node in the circuit.
The Elmore delay is therefore used to quickly estimate the relative delays of different
paths in the circuit, permitting more exhaustive simulations to be performed for only the
critical paths. Also, Elmore delay is widely used as a delay model! for the synthesis of
VLSI circuits such as buffer insertion in RC trees and wire sizing [17]. The main reasons

for the wide use of the Elmore delays as a basis for design methodologies are:

A- The Elmore delay has a high degree of fidelity. An optimal or near-optimal solution
achieved by a design methodology based on the Elmore delay is also near optimal based

on more accurate delay (e.g. SPICE-computed [18]) for routing constructions [19] and

12



wire sizing optimization [17]. Simulations [20] have shown that the clock skew derived

under the Elmore delay model has a high correlation with SPICE-derived skew data [2].

B- The existence of a simple tractable formula for the delay [21] that has recursive proper-
ties [22], makes the calculation of the circuit delays highly sufficient even in large circuits.
Unfortunately, Elmore delay cannot accurately estimate the delay for RLC interconnect
and trees. i.e., the representation for interconnects whose inductive impedance cannot be
neglected [23]. This is primarily due to the fact that Elmore delay is not over non-mono-
tonic responses [16], which can occur in RLC circuits [2]. This inaccuracy of Elmore
delay is harmful to current performance-driven routing methods, which try to optimize
interconnect segment lengths and widths as well as driver and buffer sizes. Previous
moment-based approaches compute the delay estimates only from simulated response but

not from an analytical formula as in {23].

2.6.2. Asymptotic Waveform Evaluation (AWE) Delay Model

Asymptotic Waveform Evaluation (AWE) was published for an approximation of the
waveform response of general linear lumped circuits. Pillag, and Roher [22] showed that
(AWE)-based algorithms have gained popularity as a more accurate delay model as com-
pared to the Elmore delay model. AWE and its extensions are the most well-known meth-
ods to approximate general linear networks using moment-matching techniques to
determine a set of low frequency dominant poles that approximates the transient response
at the nodes of an RLC tree. However, AWE suffers two primary problems. The first prob-
lem is that this method can lead to an approximation with unstable poles even for low-
order approximation. The second problem is that AWE becomes numerically unstable for
higher order approximations which limits the order of approximations to less than approx-

imately eight poles. This limited number of poles is inappropriate for evaluating the tran-

13



sient response of an under damped RLC tree, which requires a much greater number of
poles to accurately capture the transient response at all the nodes. To overcome this limita-
tion, a set of model order reduction algorithms has been developed to determine higher
order approximations appropriate for RLC circuits based on the state space representation

of an RLC network.

2.6.3. Zhou et al. Method

Since the above-mentioned single-pole delay estimate cannot accurately estimate the
delay for RLC interconnects, Zhou et al. [13] proposed a two-pole approximation for the
transfer function to compute the response at the load for RLC interconnect trees. However,
the response computation does not provide any analytical expression for delay. It is also

time consuming to be used in iterative optimization of layout.

2.6.4. Krater et al. Delay Model.

In 1995, Krauter et al. [23] proposed to improve the Elmore delay model by using higher
order moments; this work led to a heuristic net delay model equal to the sum of the first

moment (M) and its standard deviation.

2.6.5. Kahng and Muddu Analytical Delay Model.

Kahng and Muddu [24] used the Krauater et al [23]. delay model. However, they realized
that it is not accurate for various sources and load parameters. They studied various com-
binations of first and second moments, from which they have developed their first delay

analytical model of RLC interconnects [23], incorporating inductance effects while

14



assuming step input. The solutions developed by Kahng and Muddu {24] are composed of
three different formulas for the cases of real, complex, and multiple poles. At that time,
there were no closed-form solutions for the moments of a tree that can be directly incorpo-
rated into the delay mode. They showed that Elmore delay estimates could be as much as
50% from the SPICE-computed delays, while their proposed analytical delay model esti-
mates are within 15% of the SPICE delay. They have also extended their delay model to

estimate source-sink delays in arbitrary interconnect trees.

2.6.6. Ismail et al. Analytical Melay Model.

Ismail et al. [2] introduced a simple tractable delay formula for RLC trees. In fact, they
tried to preserve the useful characteristics of the inductance effects. This delay model with
the closed-form expressions considers all damping conditions of an RLC circuit including
the under damped response, which was not considered by the Elmore delay due to the non-
monotonic nature of the response. These solutions are presented for the 50% delay, rise
time, overshoots, and settling time of signals in an RLC tree. Their generated delay
expressions for an RLC tree have the same accuracy characteristics as the Elmore’s [14]
approximation for an RLC tree. These expressions consider both monotonic and non-
monotonic signal responses. Due to this continuity, this delay model [2] is claimed to be,
first, always stable and used with arbitrary inputs. Second, it is computationally efficient
since the number of multiplication operations required to evaluate the approximation at all

of the nodes of an RLC tree is linearly proportional to the number of branches in the tree.



2.7. Optimal Repeater Insertion.

The long delay and low bandwidth of the global wires clearly indicates a problem caused
by the large resistance of these wires. Fortunately, there is a simple way to dramatically
reduce the effect this resistance has on circuit performance which is to break these long
wires into a number of shorter segments by adding gain stages between the segments.
These stages are called repeaters. Regular insertion of repeaters into the interconnect
avoids dependence of delay and wire length. Optimal spacing between repeaters is
obtained when the delay throughout a repeater equals that of its wire segment [27]. Basi-
cally, two works are related to the regeneration of RLC interconnects. The first work was
proposed by Ismail and Friedman [26]. They used the conventional serial technique for the
repeater; while the second work was introduced by Awwad and Nekili [28] who looked at
various repeater configurations for driving the RLC interconnect. Awwad and Nekili [28]
used three techniques to regenerate an RLC interconnect in series, in parallel and without
regeneration. They showed that the parallel regeneration starts achieving a better speed
than the non-regenerated line at wire lengths smaller than that achieved when the wire is
serially regenerated. It also featured a 47% time delay saving and a 96% area-delay prod-
uct saving over the serial regeneration. They concluded with the need for parallel regener-
ation techniques to be used in RLC interconnects over the commonly used seral
regeneration techniques. The third work was proposed by Awwad and Nekili [31], where
they applied a variable-driver parallel regeneration technique to regenerate RLC intercon-
nects. This technique was used by Nekili and Savaria [27] to regenerate RC interconnects.
Secareanu and Friedman [30] proposed a High-Driver Transparent Repeater (HDTR) to
drive highly capacitive RC interconnects with specific characteristics. They [31] applied

some analog techniques such as differential mode rejection and a differential redundant



circuit architecture to the HDR, which led to higher speed, and higher noise immunity,
thus introducing an HDR buffer circuit with improved noise HDRN. Awwad and Nekili
[34] used the High-Driver Transparent Repeater (HDTR) to drive RLC interconnects.
They showed that, the varnable- driver parallel regeneration technique features 62% time
delay saving and 315% area-delay product saving over the High Drive Transparent
Repeater. In addition, they introduced the Variable-Segment Regeneration Technique
(VSRT) to regenerate RLC interconnects. They proved that the new technique is the most

preferment in terms of area-delay products among all known regeneration techniques.
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Chapter 3
Accuracy Measurement of

the Parallel-Resistance RC-based Repeater VSRT

3.1. Introduction

The speed of On-Chip circuits with nowadays miniaturized devices and high levels of inte-
gration is so high, that high speed is an essential part of the total delay in processing units
comes from the time needed for a signal to travel from one chip to another and from one
part to another part inside the chip.

Signal velocities on integrated circuits are far less limited by the speed of light than by the
resistance and capacitance of the wire. It is not possible to build good transmission wires
on a chip and that is because the sensitivity of integrated circuit wires is high. Instead, On-
Chip signal wires are lossy transmission wires with a delay proportional to the square of
their length.

Historically, the main issue that determined the delay at each node of a MOS structure is
the product of the parasitic capacitance by the resistance. Regular insertion of repeaters on
the interconnect wire, as shown in Figure 3.1, avoids delay and wire length dependence.
Ideal spacing between repeaters is obtained when the delay through a repeater is equal to
the wire segment it drives.

In the last few years, technological advances made On-Chip interconnect inductance to be
of significant especially with the usage of new low resistance materials in making inter-

connect wires, in addition to the discovery of new dielectrics which contributes in reduc-
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ing the interconnect capacitance. In addition, using higher operation frequencies, fast-rise
time signals and longer wires are contributes in increasing the importance of inductance as

well.
Repeater

INPUT * OUTPUT

Figure 3.1 Driving an RLC wire with regularly inserted repeaters

The rest of this chapter is structured as follows. Section 3.2 reviews the previous modeling
of the parallel repeater. Section 3.3 introduces a parallel for the repeater as opposed to the

serial model. And finally, sections 3.4 presents simulation results and conclusion.

3.2 Modeling of the Parallel Repeater

To model the parallel repeater, Awwad and Nekili [34] applied a methodology which was
presented by Kahng and Muddu [24]. To our knowledge, they were the first to present an
analytical model of the parallel regeneration technique as mentioned earlier in Chapter 1.
The basic circuit Figure 3.2 that led to this structure was originally proposed for the design
of fast adders by Glasser and Dobberpuhl [38]. In a first step, this circuit was used by
Nekili and Savaria [27] to regenerate RC interconnects, which allows an enhancement of
performances compared to conventional methods. In a second step, this parallel repeater,
shown in Figure 3.2, was used by Awwad and Nekili [31] to drive RLC interconnects.

Figure 3.2 shows the basic circuit of a parallel repeater. In this chapter, this circuit is used
to drive an interconnect where inductance is significant. The network shown in Figure 3.2

is an arbitrary pass gate network. A p type transistor P, is used to pre-charge the wire(pre-

charge phase). A logic level “0” generated from the network will discharge the wire in the
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evaluation phase. A transistor N3 mounted in parallel with the wire can accelerate the dis-
charge as soon as a sense gate detects this transition. Since the discharging transistor has
to be activated by the falling transitions on the wire, it must be related to the wire through
an inverter. This configuration needs a precharging dynamic logic which is also required in
the rest of the system and does not imply any time overhead. Moreover, the transistor-
based model of Figure 3.2 adds no delay to the wire if inserted at regular intervals in paral-

lel with the wire interconnects.

PRE-CHG Vop

4G~

Figure 3.2 A Parallel Repeater
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Awwad and Nekili [34] have modeled the parallel repeater using an inverter driving an

NMOS3 (N3) transistor, as shown in Figure 3.3.

Interconnect

— >0

Figure 3.3 Simplified form of the parallel repeater

Then, they modeled the circuit of Figure 3.3 as an RC time constant (Figure 3.4), which
they used a serial resistance with the wire to represent the drain-source resistance of the

transistor N3. This way of modeling was adopted previously by Dally[37] for serial repeat-

ers.

T

Figure 3.4 RC simplified model of the parallel repeater

The capacitance, in Figure 3.4, represents the parasitic gate capacitance of the driving

inverter, which has a driving capability controlled by PMOS2 (P,) that has a width of
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W,=W; 985 in [31], the value of this capacitance is w, Cg=w3 0.85 C, is the gate parasitic
capacitance of a minimum-size inverter. The in-series resistance is r,/w3, which represents
the output impedance of NMOS3 transistor that pulls the interconnect down to V. Note
that r, represents the output impedance of a minimum-size inverter.

In spite of its significant accuracy, modeling in-series the repeater resistance does not
account for the interaction of the inserted repeaters and keeps this resistance effect local.
Indeed, it does not reflect how the driving capabilities of the inserted repeaters combine
along the interconnect. With this serial model, the signal driving capability decreases with
distance from the input of the interconnect. Instead of increasing, as would be expected

because of the parallel nature of the repeater.

3.3 Introducing a Parallel Model for the Repeater

The parallel regeneration shown in Figure 3.2, used by Awwad and Nekili [34] within
their Variable-Segment Regeneration Technique (VSRT), can be simplified using the

small signal ac-model shown in Figure 3.5.

Cl C3
WIRE [ 17
AN AN
o Py v
8m2 Vgs2t8ma Vgsa G 8452t Edsa C, Y 8m3 Ves3 8ds3

Figure 3.5 Small signal ac-model of the parallel repeater

where,

Vi is the gate-source voltage of the ith transistor,
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gmi is the transconductance of the ith transistor,

84s; 1S the drain-source conductance of the ith transistor,

C1=Cgs2 +Cap + Cgsq + Cybg

C2 = Cap2 + Cyna

C3 =Cys3 + Cgp3 + Cou3

Ca=Cyps

where Cgsi is the parasitic gate-source capacitance of the ith transistor,
Cydi 1s the parasitic gate-drain capacitance of the ith transistor,

Cgpi is the parasitic gate-bulk capacitance of the ith transistor,

Cp; s the parasitic drain-bulk capacitance of the ith transistor,

The inverter shown in Figure 3.5 can be simplified into two parallel components which are

C4 and 2ds3 (Flgure 3.6).

WIRE

AY|
A
@]
P
A\~
ae
&
w

Figure 3.6 Parallel RC-based simplified model of the repeater

Figure 3.7 shows that PRT repeaters are placed between the VSRT segments to regenerate
the signal along the wire, which was proposed by Nekili et al.[31] to regenerate RC inter-
connects and used here to regenerate RLC interconnects; the interconnected VSRTs.

Here, the PRT repeaters represent transistors as opposed to passive elements.
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R, L; R, L% Ry L
PRT C [PRT PRT
= Q= N~ CLs

J1

Figure 3.7 VSRTfith the transistor-based repeat_e'f:s inserted along the RLC interconnect

Figure 3.8, shown below, is similar to Figure 3.7 with the exception that the PRT repeaters

can be replaced by parallel RC equivalent models; in other words, shunt resistances.

R2 LZ RN LN
AMM— Y e —J
8ds3,2 N T 8ds3,N T~
G Can Cyj C{Ii

Figure 3.8 VSRT with the parallel RC model of the repeaters inserted along the RLC interconnect

3.4. Simulation Results and Conclusion

For the purpose of simulation, we are using Figure 3.8 with our parallel modeling of the
PRT repeater resistance. The same value is used for all the parameters in the circuits of
Figures 3.7 & 3.8, where Cy; and g4g; ; are the drain-bulk parasitic capacitance and the
drain-source conductance, respectively, of the NMOS transistor N; in the ith segment of
the wire. Also, C; is the load capacitance of the interconnect in Figure 3.8. The technol-
ogy used in our experimentation is a 0.5 pm (Taiwan Semiconductor Manufacturing Com-
pany) TSMC technology, and the simulation was performed using HSPICE. The circuit in
Figure 3.8 was simulated with the RLC values shown in Table 3.1 for 22 segments, where

R;, L;, C; represented the interconnect ith segment resistance, inductance and capacitance,
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respectively. C, represents the drain-bulk parasitic capacitance of the transistor N3 and R,
represents the drain resistance of the transistor N3. Note that we are using the same tran-
sistors (channel length and width) N3 in all PRT repeaters. Therefore, the capacitance C; is
the same in all repeaters. However, we see from Table 3.1 that R, is not the same for all

segments. The reason for this counter-intuitive fact of simulation is as follows: both the
drain-source resistance (rys) and drain-bulk parasitic capacitance (Cg,) of the transistor
NMOS3 of each repeater are extracted from netlist, which is generated by simulating the
transistor-based VSRT shown in Figure 3.7 using HSpice. Note that, ry; = 1/g4s and Cyp, =
Carot - Cgd» Where, gqs is the drain-source conductance, Cy is the total parasitic capaci-
tance, and C,q is the drain parasitic capacitance, all obtained from the circuit netlist. In
Figure 3.8 we have two unknown components: the first component is the drain to bulk par-
asitic capacitance C; of the transistor NMOS3 (N3), and the second component is the drain
to source resistance R, of the same transistor. Both components are in shunt and attached
to the wire from the wire side (one terminal) and to the ground (the second terminal), as
shown in Figure 3.6. We calculate the value of these two components though an ac simula-
tion. Then, we setup the wire in an initial condition in the simulator. Finally, we transmit a
logical ‘0’ that would be received at the load terminal. Note that transmitting a logical ‘1’
with the repeater of Figure 3.2 is done with no propagation delay due to the prechagre

mechanism.
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Table 3.1: RLC values of Figure 3.8

Segments R;(©) L; (nH) C; P C,um R, (@)
S 172.90 1.6625 605.5 7 40610715 18.096*103
S, 176.7 1.6991 618.834 7406*10°5 | 20.517*10°
S3 180.5 1.7457 632.168 7406*10°'5 | 20.925%103
Sq 184.3 1.7723 645.502 7 406*10°15 14.188*103
Ss 188.1 1.8089 658.836 7 40610715 16.093*10°
Se 191.9 1.8456 672.17 7 406*10°15 17.376*103
S5 195.7 1.882 685.5 740610715 16.835%103
Sg 199.6 1.9188 698.838 7 406*10°15 15974103
Sy 203.4 1.9554 712.172 7 406*10715 15.501%10°
S10 207.2 1.992 725.506 7.406*10°1° 16.972*10°
Sii 211 2.0286 738.84 7.406*10°1° 17.085*10°
S12 214.78 2.065 752.1739 | 7.406*10°15 16.319*103
Si3 218.6 2.1018 765.508 7.406*10715 15.547%10°
Sia 222.4 2.138 778.842 7 40610715 15.603*10°
Sis 226.2 2.175 792.176 7 40610715 15.941*103
Si16 230 22117 805.51 7.406*10°1° 15.911*10°
S17 233.8 2.2483 818.844 7 406*10°15 15.664*10°
Sis 237.6 2.2849 832.178 7 406*10715 15.591*10
Si9 214.4 2.3215 845.512 7 406*10°!5 16.38%10°
S20 245.2 2.3581 858.846 7 40610715 16.445%10°
S21 249 2.3947 872.18 7.406*10°1° 15.608*10°
Sy, 252.9 2.4313 885.514 7 406*10°15 16.787*10
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Simulation results are shown in Table 3.2, which lists the propagation delays associated
with the different models shown in Figure 3.7 and Figure 3.8, i.e., the transistor-based
model and the parallel RC-based model. It shows that both configurations have very close
propagation delay performances, which proves the accuracy of the parallel RC-based

model. The two models are simulated using the parameters listed in Table 3.1.

Table 3.2 Propagation Delay Comparison of PRT and RC-VSRT Models

Model Time Delay (nsec)
Transistor-based model 9.12
Parallel RC-based model 9.018

To check its accuracy, the parallel RC-based model was first compared to a transistor-
based repeater VSRT using HSpice simulations with a 0.5 micron TSMC (Taiwan Semi-
conductor Manufacturing Company) fabrication technology. In the following chapter, we
will develop the new an analytical model for the propagation delay starting from the trans-

fer function of one segment and extending the model to N segments.
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Chapter 4
An Analytical Parallel-Resistance RC-based Repeater Model for

the Variable-Segment Regeneration Technique (VSRT)

4.1. Introduction

In the design of high speed systems, precise calculation of propagation delay in VLSI
interconnects is crucial. With the development of VLSI technology, transmission wire
effects now play a critical role in determining interconnect delays and system perfor-
mance. A number of techniques have been presented for the simulation of interconnects.
These techniques are based on either simulation techniques or analytical formulas (closed-
form). Direct simulation tools such as SPICE give the most exact insight into arbitrary
interconnect structures, but are computationally expensive. Thus, Elmore delay [9], which
represents the first moment of the transfer function is the most commonly used delay
model in the performance-driven routing of clock distribution and Steiner global routing
topologies. The Elmore delay model can estimate the RC interconnect wires, in contrast, it
cannot accurately estimate the delay for RLC interconnect wires. In this chapter, based on
a transfer function calculation we are presenting a more accurate analytical model of the
Variable-Segment Regeneration Technique (VSRT), which was introduced by Awwad and

Nekili [34].
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4.2. Previous Analytical Delay Models

Awwad and Nekili [34] used the work of Kahng and Muddu [24] to calculate an approxi-
mate analytical closed-form model for the VSRT. In both works, a senal resistance with a
shunt capacitor was used to represent each inserted parallel repeater, as was discussed in
Chapter 3. This model does not take into account the effect of complex interactions of
inserted repeaters, and distributed driving capabilities of these repeaters beyond their local
segments. Indeed, the approximated RC-modeled time constant of the parallel repeater
does not reflect the driving capabilities of the inserted repeaters along the interconnect. In
fact, with this model, the signal driving capability does not add with the distance from the
interconnect input, but rather decreases, which does not properly reflect the operation of
the repeater. Also, the usage of a serial resistance in the path of signal propagation would
give false delay estimation because the repeater is supposed to pull-down the line and not

load with more resistance.

4.3. A New Analytical Delay Model for the Variable-Segment Regenera-
tion Technique (VSRT)

This section presents a new delay model, which gives a closed-form delay estimate that
considers the effect of inductance. Taking into account the VSRT model! introduced by
Awwad and Nekili in [34], the analytical delay model for the parallel regeneration tech-
nique is based on the first and second moments which incorporate the effects of induc-
tance of a distributed wire. In order to overcome some of the weaknesses of the
mathematical model presented by Awwad and Nekili [34] for the VSRT, we rather model

the pull-down resistance of the repeater in parallel with wire rather than in series. This
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model is shown in Figure 4.1, where R is the segment resistance, L is the segment induc-

tance and R, is the drain-source repeater resistance, as we discussed in Chapter 3. C; is the

wire segment capacitance, C, is the parasitic repeater capacitance, V; is the input voltage

of the wire segment, and V,, is the output voltage of the wire segment

Let us assume that G, = 1 / R, and the total capacitance of the wire segment C =C; + C,.

Therefore, V, = V,(sC+ G )R +sL)

Then, the transfer function of the interconnect model shown in Figure 4.1 can be written

_ V) _ !

sH(S) = 505 = GCrG)R+sD)

1
S’LC+s(RC+LG,) +RG,

1

Thus, the transfer function is H(s) = —————
Bs +sy+a

where, B = LC,y = RC+ LG, and, o = RG,

The resulting transfer function has two poles.

4.1

(4.2)

Figure 4.1 One-Segment VSRT with the repeater resistance modeled in parallel with the wire

Assuming the circuit of Figure 4.1 is driven with the step function shown in Figure 4.2.

This input is a unit step function, and is represented in the time-domain as u(t-a). The

30



-as

e
s

Laplace transfer function of such input is: V,(s) = , where a is an arbitrary point on

the time axis.

vi(t)A

Figure 4.2 Step input function

Recalling Equation (4.1) and substituting the value of Vj(s) as an input step function, H(s)

V.(s) _ 1
V(s) Bs'+ys+a

becomes: H(s) =

Vis)  _ e

Thusv Vo(s) = ] 2
Bs"+ys+a s(Bs +ys+ta)

—as -as

e _ e

v - =
o(8) sBs*+ys+a)  S(s—s5:)(s-5)

where the two poles of the transfer function are:

_ —Y£JY -4Ba
2B

S1.2
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1

Let us consider the intermediate variable V1 = ————————
s(Bs”+ys+a)

By using partial fractions:

Al Gos) =52 @3

The values of A, B and D can be obtained from Equation (4.3) by changing the value of s

such that:

A(s—s)(s—52) + B(s)(s —52) + D(s(s —5,)) = 1

1

=S8, h 9 - = s T
Ifs=s, then,B(s)(s—s;) = 1 > B $1(s—52)

1

If s =s, then, D(s;)(s;-5,) = 1->D = ———
5:(s2—51)

1
5153

and, if s =0 then, A(—s;)(~s,) = 1 24 =

Using Equation (4.3), and considering its Laplace inverse, we get the expression of the

time-domain response. Therefore, Equation (4.3) becomes:

V(1) = [Au(t)+ Be " u(t) + De” u(t)]

= [4+Be" +De? Ju(r)
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We used the unit step function as an input € by using the basic rule which is shifting the

time t—>!—a
e “F(s) > f(t—a)u(t—a)

Since V, =V, ¢, Equation (4.3) becomes:

547 —a)

V)= [4+Be™ " +De™ "u(t-a) (4.4)

Substituting A, B and D values in Equation (4.4) leads to:

V(1) = [L+ __'—e"““"+—'—e’2"""]u(t-a) (4.5)
5182 Si(s—157) si(s2—5y) )

The poles of the transfer function can be either real, complex or double. We can now sepa-

rately derive the delay model from the two-pole response for each of these three cases.

4.3.1. Real Poles

The two poles methodology yields the following response for the case of real poles where,

_ -Y+ 4y -4pa

5 = ZB
5, = TY=VY —4Ba
< 2B

The condition for the poles to be real is J/y* — 4ap > 0

V() = [_'_ PR S _1__5;2“‘“’]“([ —-a)

5153 51(s1—352) 5:(s2— 5,

Since|s,| >|s, |, therefore the second term in the time-domain response decreases rapidly
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compared to the first term. Hence, the two-pole response can be approximated by:

V (t s (t-a)
n() = 1 + I el

N ; I sy(t-ay _ L
Vo(t)~[ + )e ]u(t a) or u(t—a) s;5. s,(s,—5,)

515 Si(sy—52

i se-ar Vo(t)

51(sy —s2)e 5152 u(t—a)

by keeping the exponential in the left side then multi-

plying the right side by the inverse of the exponential coefficient, which becomes:

Q-0 5(8—5,)
5152

RS EZCN

u(t—a)

Ol',sl(t—a) = ln(fl_(s—l—S—Z)-_[sl(sz_sl)][ Va(t) ])

5152 u(t_a)

192 -

X,
we havet—-a = —
|Sl

t = &+a
||

Vo(t)

Thus, the delay at voltage it —a)

. X, . .
can be obtained as: T, = l’_r[ +a, where, T, is the time
1

domain of the real poles.
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4.3.2. Complex Poles

The condition for complex poles is 4'y* — 4B <0

where the two poles of the transfer function are:

’Z
=_Y+ Y -—4B(l =—M+jN

s o1
2
_—Y-ANY -4Ba _
S5 2B M- jN
where, M = %
and. N = ‘V|72—4Ba|
el ZB

Substituting the value of M and N in Equation (4.4) leads to

- - N(r - - - - -
Vo(t) = [A +Be M(t a)ej ! a)+De M(t a)e Nt "']u(t—a)

The time-domain response for complex poles is given by

_ [[4Ba_ & . [J4Bo-y’
V,(t) 4Ba_yze xsm[ 2B (¢ a)+p]

where,p = atan

J4Ba -7’
Y

V(1) = [A+e ™" “BcosN(t-a) + jBsinN(t —a) + DsinN(t—a) — jDsinN(t - a)]
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or,[A +e™" (B + D)cosN(t—a) + j(B—-D)sinN(t—a)]

Substituting the M and N values in the above equation, we get:

Xir-a / 2
V. (t)= [A+ /ﬁeau( )Xsin(—%y—(t—a)+p):|u(t—a)

Rearranging the terms would result in:

Vo) - [ABa gm0 o (H4Bo-y
-0 47 Napov° xs‘"( 2o (t-a)+p)

Vo(1)
g - —o? 4
_Y([_a) v —
e x sin(—-——“msw(t—a) + p) _ult—a) (4.6)
2P 4Ba
4Ba -7y’
The delay at a given voltage u(V;Et(),) can be computed by solving the time in Equa-

tion(4.6) recursively. Elmore delay T, is defined as the first moment of the system
impulse response, i.e, the coefficient of s in the system transfer function H(s). Following
similar simplification performed by Kahng and Muddu [24] to solve the above recursive
equation one can approximate the time variable in the exponential term by Elmore delay,

i.e., substitute Te, for a time t. Expanding sine in s Taylor series and considering only the

first term yields:
Vo)
B;(!;(TED“') :J4B0L—'YZ _u(t—a)
e —— (T.-a)+tp| = ———
2fa 4Ba
4Ba -7’

where, T, is the time domain of the complex poles.
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Vo(1)
u(t—a) __2pBa

(Tegp—a) =
? Ao Japa-y
Ba
Vo(e)
7 - _ut—a) __2pBa .

o

Yol _
. (t—a) 2
Letting X, = e;(rmi)@ - A/ng_v_z +a
Ba
T.=X.+a
4.3.3. Double Poles

1

. on: Vi = —————

Referring to equation: *'1 S(Bs + s + @)

we have s| = s, therefore, V', = —l'——z

s(s—sy)
F

(-5"'-‘>'|)2

Vlz__l__z

s(s—s,)2

+

@ It

By using partial fractions, we calculate the constant E and F as follows,

fs=0-1=Es}>E =+
S

andif s = 5, > 1 =Fs,—>F=Sl
1
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Now, following the same method described for real poles, we express the time domain

response: V() = [E+F(t—a)e3'(’-a)]u(t—a)

==(t—-a)e

Vo(to) _E ’z"“”)
u(t—-a)F F

att = to—>(

syt asy Vn(to) q
t—a) = —_— =
(t-a) =e "¢ [u(to—a) F
Following the procedure outlined when dealing with the complex poles, we approximate

the time variable in the exponential term by Elmore delay, i.e., substitute T, for time t.

Thus,(t-a) = e"'TEDe‘”l[ V.(to) _é’]

u(ty—a) F1

The condition for a double pole is Y* = 4Pa,where s, = 5, = %B . Substituting T for

time t, where Ty is the time delay for the double poles. Then, the double-pole response is

sya-Ten)f© V. (t ) E
T = i ED [_11__0___]+
4" € wto—a) Fl ¢ (4.7)

thus, Td = Xd+a

- "“’“’w’_”;-(ﬂ_b]
where, X, = e [u(to—a) 7

In the following subsection, we derive the expression for Ay, A; and A, which are respec-

tively the coefficients of so, s! and s? terms, in terms of R, L, C and R, circuit parameters
T

shown in Figure 4.1. For the sake of simplicity, we start with only one segment.
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4.4. Extending the Mathematical Model to N Segments

For the sake of completeness, the current section proposes a general analytical model for

any number of segments. To calculate the delay at any segment along the wire, this can be

done by extending the mathematical model based on the ABCD parameters. A theoretical

delay model is needed to have a deeper understanding of the VSRT. In this section, we

develop an analytical delay estimate for the parallel-resistance RC-based repeater VSRT,

using first and second moments, which takes into account the effect of inductance.

A. Case of One Segment Only

Considering only one segment as shown in Figure (4.3)

Figure 4.3: One segment only

the ABCD parameters are:

£
Cv Dy
where,
AN=1+Z\YN,
Bn=Zy,
Cn=Yn»

and Dy=1
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in addition,
Zn=Ry+sLly,
Yn=GntsCy
Therefore,

AN =1+ (RN+ S LN)(GN+ S CN)

= (1+ Ry Gy) + s (Ly Gn+CnRy)*s® LaCyy

B. Case of Two Segments Only:
Considering two segments only, and following similar instructions than for the case of one
segment, the ABCD parameters can be extracted for the circuit shown in Figure 4.4.

Z Y4
VN X VN N VN2

YN YN

Figure 4.4 Two segments only

Overall ABCD parameters are given by following matrices:

[AOZ BOZ :| — [AN BN ][AN—I BN—I J — I:AN AN-l + BNCN-I AN BN—' + BAV D,V-I }
C02 D02 CN DN CN-I DV 1 CN AN-l + DN CN-I CN BN—I + DN DN-l

From the above matrices, we have:
Ag2 = AN AN-17BN Cii

Substituting the value of A, B, C, and D in Equation 4.8, we get:

Ago= {(1+ Ry Gy) + s (Ly Gn+Cpn Rp)+s? (LNCa) H(1+ Ry Gop) +

$ (Ln-1 ON-11Cn-1 Rt
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s? (Ln-1Cn-)* Ryt s LN)(G.r+ s Cop)}

Agz= {(1+ Ry Gn) (1+ Ry G pH(Ry GnC) H

s{(Ln GNtCn Ry) (1+ Ry G (e GnoitCnoy R+ Ry G+

(Ln Gn.1+Ry Cnap)} 8% {(LNCa)(1+ Ry Get) + (Lo G X1+ Ry G)HINCN-))
From these equations, we get the coefficients of s°, s! and s? are as follows

s®term: {1+ Ry (Gn+ Gn.p)+ Ryveg (G ) HRNGN)(Ry; Gaon)}

s' term: {(Ly (GN+Gn.1)+ Lno1Giv.i+ Ry (Ch+Cn)¥Cnct Rivt + (R Get)

(LnGn +Cn Ryt (RNGN)(Ly Gt CnRy)FRN Gy G #Cnct Ry}

s? term: { Ly (Cn*+Cpy_)H(En. 1 Cn)HEn Cn Rt Gnan)t (I Cnci Ry G}

Agz= Ly Cn(1+ Ry Gnop)t (Rycp Gnep) + Lo Oy (1 Ry G)

From the above equations, we find that, the coefficients of s are in consistency which give
us the general expression of the constant terms for all the segments and the formula can be

expressed as shown letter.

The s term is the A-parameter of the ladder network:

RN RN-I

M- A
é cN %GN-I

Figure 4.5 The constant terms along the wire

This can be readily expanded to any number of segments.

Also,
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Agz = {(1+ Ry Gy) + s (Ly Gn+Cn Ry)+s? LG} {1+ Ry Gop) +

S (Ln.1 Gn-1+Cnet Rpvp)s? (Lo Cno)* (Rt s (G s O}

s? term: {(Ly Cy) (Ln.1 Gn-1 + Cnot Ry Lyt -1 (LnGn +C Ry)
s* term: Ly Cn et Cnct

s?™ term is: Ly Cy L1 Cn-1 -2 On-2 o3 O Ena O L Oy

By looking at these equations which give us the general expression of Ay, for all the seg

N N
ments and the formula can be expressed as, [l’[ L ,:“: C k:| .
=1 k=1

Let us consider single RLC interconnect wire that is modeled by inserting a repeater with
N segments. These RLC segments are connected as shown in Figure 4.4. For this struc-

ture, the input voltage V. (s) can be written as:

N
Vi-i(s) = (Ry+sLy) Z [SC,"*' G,] V,(S) + Vy(s) (4.9)

i=1

Figure 4.6: N-segment distributed RLC interconnect model

From Equation (4.9) the general expression of the constant terms for all segments are the
N
coefficients of s, which are given by, RN[ Y GV ,(s)] + the constant values of Vi (s).
=1

In other words, using the ABCD parameters, the general equation of the constant terms

can be written as:
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1+R,G, R, [1+R,,G,, R,||1+R,G, R,|[[1+RG, R,
Gy 1 Gy 11 G, 1 G, 1
This can be written as a matrix product of N segments for the constant terms which are R

and G

ﬁ l + RN-l GN-: RN—:
G, 1

=1 -

(4.10)
Multiplying by the unit matrix, the matrices will not change. The first segment consists of

s of the ABCD parameters can be written as

3 P PO i A G ) P Y

Substituting the values of Zy= Ry +s Ly,and Yy=Gn+ s Cy in the above matrices gives:

o Jerre, ol e oo e, o

Similarly,

(0 R,+sLyJ[1 0] [1 ofo Re], [ offo sL,
o0 o Jo 1] o t]o o] |o 1jjo o
[0 oo R,+sL,] [0 R, O 0+0 R, T o o
|G, +sC, 0]j0 o | |o ofG, o] |0 o0 fsC, 0

+0 sLyff O 0+O sLy| 0 O
0 0 jG, 0f |O O JJsC, O

The first wire segments can be written as

o o o e oM e o
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[0 R,J1 o0} [o s, |1 o] [0 R, JJO O] [o R,J O O
+ + + +
0 ojfo 1] o oo 1] [0 oG, of [0 O0]sC, O

+'0 sL,T o o‘+o sL,( 0 0
0 0})G, o] [0 0 JsC, O

By using the matrices algebra, the above matrices can be rearranged as,

1 0 [0 0 1 o] fo R, ] [0 sL,] [R,G, O
+ + + + +
0 1] 1G, 0] |sC, 0] [0 0] [0 O 0 0

—

0 RO 0‘+' sL,][ 0 o'+0 sL,f o o0
0 0fsC, O 0 |G, of [0 o |sC, ©

0 R [RGy 0
| lo o 0 0

1 o] [o .,] [C L , 0
+5 + N + N RN 0 + NGN O +52 LN CN
c, ol [o o 0 o0 0 o0 0 0

Finally, the constant terms Ay for all the segments can be expressed as:

(=]

o

—
QO
—_ O
| S|
+
Q
<O
OO‘

1
o O

1+R,G, R,] [+C,R,+L,G, L,] ,[L,C, ©
+S5 +5°
G, 1 C, 0 0 0

Defining Agy, Ay and Ajy, this matrix will be
[Aon] +s [An] +s°[AgN] (4.11)
where [Agy] is the constant term (coefficient of s%). In order to get the constant term of N

segments the general form can be written as:
N-1
r[ [AO N—l]
i=1

Multiplying the matrices [Ag], [A{]... [An.i], applying Equation (4.10) and considering



the first and the second terms (coefficients of s? and s') for N-segment to generalize the
equation.

In order to get the constant and the s terms, we have

N-1

IT [cdov-n +s(Ay v -]

i=1
Neglecting the higher-order terms. The formula for the constant term is given by Equation
(4.10).

Based on the Equation (4.11), let us go forward to the next segments. Let’s consider the
first two segments:

a) Considering two segments N and N-1,
[AoNtA | N SI[AgN-1+A| N-15]
= {(AgN)(AgN-1) +s[(A ] N)(AgNn-1)F (Ag N(AT N-DT} (ay)
Neglecting s term for an instance,
b) Considering the first three segments. Multiplying Equation (a;) by [Agn.o+A| N2 S)
gives
[(AoN)(AgN-1) (Ao N-DIH{[(Ag N Ao N-D(A L NDTH (A NIA T N (A N2
(A N(AgN-1)(AgN-2)])s (by)
c) Considering four segments. Multiplying Equation (b;) by [Ag n_3+A1 N3 8], gives
[(AoN)(AgN-1D)(AgN-D(Ag N-DTFS{[(Ag NI (Ao N-1D(Ag N2D(A| N3 [(Ag NIAg N-1)
(A1 N-2(Ag NI Ao NA | N-D(Ag N-2) (A N3HT(A | N)(Ag N-1)(Ag N-2)(Ag N-3)]E (1)
Expanding by induction

[(AgN)(AgN-1) (AgN-2)--(Ag ]+

s{[(AgN)(AgN-1N(A] N-2)--(Ag (A DI
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[(AoNHAoN-1)(AgN-2)--(A1 2)Ag DI+

LI+

[(AoN)(AgN-1) (AgN-2)--(Ag 2)(Ag )]+

[(A} N)(AgN-1 (Ao N-2)--(Ag 2)(Ag 1]} (4.12)

Recalling Equation (a,),

{(AgN)ts(A ,N)+52(A2,N) H(AgN-1DFS(A] N-1 )+52(A2,N-l )}, gives s terms:

s0 term: [(AgN)(AgN-1)] the first subscripts of A takes a single value “0”

s! term: [(Ag N)(A | N.1)H(A] N)(AgN.1)] the first subscripts of A takes the values “0, 17.
s? term: [(Ag NN (Az N1 )HA ] N)A| N.)HAZ NN Agn-1)] the first subscripts of A takes the

values “0,1,2”.

s3 term:[(A} N)(Az N-1)H(A7 N)(A| N1 )] the first subscripts of A takes the values “0,1,2,3™.
s* term: [(AzN)(AjN.p)] the first subscripts of A takes the values “0,1,2,3,4”.

Recalling the Equation (b),

[(AO,N-2)+5(AI,N-2)+52(A2,N-2)]

Multiplying Equation (a,) by the above matrix gives,

{[(AoN-2)ts(A N2FSH(A N)I(AgN)HS(A, NS (AN H(AgN-)FS(A N+

sH(AynD])

So the s terms will be as follows:
s% term: [(Ag ) (Ao N-1)(AgN-2)]
s! term: [(AgNn)(AgN-D(A | N-2)HAGN) (A| ND(AgN-DHA | N)AgN-1)(Ag N-2)]

s? term:[(Ag N)(Ag N-1)(Ag N2+ Ag NIA2 N1 (Ag N-2DHAL N)(Ag N-1)(Ag N-2)HAQ N)
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(ALN-DANDHA NAL N AN HA L N(AN-D)FHA N

The first subscripts of A takes the values “0,1,2”.

s? term:[(Ag N)(A | N1 (A2 D THI(Ag N (Ag N (A NDTHI(A L N(Ag N-1)

(A NDIH(A L A N-DA ] NDTHIA (A2 N-1D(Ap NDTH(A2 (Ao N-1)

(A} N2 HAZN)AN-1D(AgN-2)]

The first subscripts of A takes the values “0,1,2,3”

s* term:{(Ag N)(Ag -1 (A2 N-2D(A T AT N-DAN2D(A2 (A N1 A NDTHIA | N)
(Ao N-DA L NDTHI(A NA | N.D(A T NDH A2 N(AN-D)H(Ag N-2)]

The first subscripts of A takes the values “0,1,2,3,4”.

s> term:[(Ag N Ag N.1D(A | NDTH(A2 A ND(ANDTHIA | (A N 1Az N2))

s term: [(A3 N)(AgN1)(A2N-2)]

d) Considering five segments, and Multiplying Equation (c) by

[(AgN-a)+(A| Na)sts2(Ag Na)] gives,

s term: [(Ag n)(AgN-1)(AoN-2)(AgN-3)(Ag N4l H Ao N) [(AgN-1)(AgN-2)(AgN-3)

(Ao N4) T (Ao NIAN-1DAL N-D(AgN3NA N4 (Ao NIA | N-1)(AgN-2)(AgN-3NANF
(A N(AgN-1D(Ag N-2D(Ag N3NA| Na)H(Ag N)(AgN-1)(Ag N-2)(Az N3)(Ag N4)+

(Ao N)(AgN-D(A | N2D(A | N3)(Ag Na)HA N)(AgN-1D)(Ag N2 (A N3)(Ag N4

(A} N)(AgN-1)(AgN-2D(A] N-3)(Ag Na)H(Ag N)(Ag N-1)(A2 N2 A N3N A N-4)F
(AgNI(A ] N-1(A] N-2)(Ag N-3)(Ag N HA | N(AgN-1 AT N-2(Ag N-3)
(Ag.Na)H(AgN)(Az N-1)(Ag N-2)(Ag N3)(Ag Na)HA | NIA NI(AgN-2D(AgN-3)(AgN4)T

(A2 N)(AgN-1)(Ag N-2)(Ag N-3)(Ag N4)] (dy)
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¢) For N segments

sPterm:  [(Ag NNAoN-1NAgN-2)--(Ag 2)(Az )]
+H(Ag,N) [(AgN-1)(Ag N-2)--(Ag 3 )AL 2)(A )]
(Ao N(AgN-1(AgN-2)--(Ag a)(A 3)(Ag2)(A [ 1)]

+H{(Ag N)(AgN-1)---(Ag s)(A| 4)(Ag3)(Ag XA} 1)]

+H(Ag NIAgN-1(AN-2)--(Ag 3)(A02)(A] 1)]
(Ao NIA | N-1D(AgN-2)--(Ag 3)(Ag 2)(A )]
(A N(AgN-1)--(Ag 3)(Ag 2)(Ay 1)]
+H(Ag,N)(Ag N-1)(AgN-2)---(Ag 3)(A2,2)(Ag,1)]
+[(Ag N)(Ag N-1)--(Ag a)( A 3)(A] 2)(Ag 1)]

+[(Ag NN AQN-1)--(Ag s) A1 8)(Ag3)(A 1 2)(Ag 1)]

+[(Ag N)(A | N-1)(Ag N-2)--(Ag,5)(Ag 4)(Ag 3)(A | 2)X(Ag,1)]

(A N(Ao N-1)(AgN-2)--(Ag,3)(A1 2)(Ag))]

+H(Ag N)(AgN-1)(A2N-2) (Ag N-3)--(Ag 2)(Ag,1)]
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(Ao NIA| N-1)(A N-2) (AgN-3)--(Ag2)(Ag 1)]
H(A T NAgN-1(A] N-2) (AgN-3)-(Ag2)(Ag 1)]
H(AoN)(AN-1N(Ag N-2)--(Ag 2)(Ag 1)]
H(A L NA | N1D(Ag N-2)--(Ag 2)(Ag,1)]

(A2 N)(AgN-1)(Ag N-2)--(Ag 2)(Ag 1)] (4.13)

4.5. Summary of the Different Cases in the Analytical Delay Model

Here, we summarize the description of the parallel-resistance RC-based repeater VSRT
model for estimating delay in arbitrary interconnect trees. From the literature, we find that
an RLC network is called an RLC tree if it does not contain a closed path of resistors and
inductors, i.e., all resistors and inductors are floating with respect to ground and all capac-
itors are connected to ground. Consider an RLC interconnect tree with root (or source) S
and a set of sinks (or leafs) L = {L,, L,..., L,}. The unique path from root S to the sink
node i is denoted by p(i) and is referred as the main path. The edges/ nodes not on the
main path are referred to as the off-path edges/nodes. Each edge on the main path of the
tree can be modeled using a lumped RLC segment, e.g., an L, T or[1 model. The off-path
subtree rooted at node v can be replaced by the total subtree capacitance at node v. How-

ever, we add the drain-source conductance (G,) of the parallel repeater in shunt with its

drain-bulk capacitance and segment capacitance. Figure 4.5 shows the representation of

the main path in the tree, where RLC segments are in parallel with C, G,-modeled inserted

repeaters.
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C T R T C
Figure 4.7: RLCG-modeled representation of the N-segment VSRT
N 1
The transfer function of this configuration is Hy(s) = [] [—,————:l (4.14)
=1 B,-S-+Y,S+a,

where, B, = L,C, ,v:. = RC,+L,G,,and o, = R,G,. Using the analytical developments

in previous sections, the 90% threshold delay at a given sink i, can be calculated as fol-

lows:

1. For real poles, where the condition is, A/y,z -40,8,>0

‘YN r

+a
lslNl

the delay is: Ty, =

where, Xy, = ln(m—lsl(sz—s;)l[ Vo) D,

5183 u(t—a)

and where the two poles of the transfer function are:

_ =Yt '\/'Y,vz —4Byoy

Siv T ZBN s
$0 = _YN_*]YNZ-4BNQN
o 2B,

s coefficient: oy = [Aonl[Ao v-1]...[40:1]
s! coefficient: yy given by Equation (4.12)

s coefficient: By given by Equation(4.13)
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whcre, AO,i =1+ Ri Gi
ALi=LiGi+GR;

Ay =L G
2. For complex poles, where the condition is Jy) -40B,<0

the delay is,Tyc = Xycta

Vo(2)
= u(t—a) _ 2pxByoy _ NABNO — Yy’
where, X, d atan ———
P Ne In J——_z’ and pw Y '
egN_aN‘TED‘“’ /Bvoiy 4Bty — v :
Byoy
Va(t)

— 1, because, after T , the step input u(t-a) has finished

when 1t — T, then i —a)

propagating to the interconnect output.

Note, that the Elmore delay at the sink is equal to the first moment, or the first coefficient

v~ of the transfer function of the source-sink main path. We might use the result of Kahng

and Muddu [24] to estimate the value of the delay Te(i) = 2.37y,, which is widely used

although it is inaccurate, since it ignores inductance of the interconnect wires.

3. For double poles, where the condition is Yy’ = 4Byoty

the delay is: TND = XND +a

syn@-T
where, si;y = Sav = —'2—YL,:I— and Xy, = e 1t ED)I:u(VtO(toc)z) - ﬂ
N 0—

The next step is to evaluate the effect of the parallel-resistance RC-based repeater VSRT

model on the delay by considering a simple interconnect tree as shown in Figure 4.5. For a
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specific value of the number of segments, N, we use the above described recursive coeffi-

cients and moments for computing RLCG circuit parameters of the main path.

4.6. Numerical Results and Conclusion

Nekili and Savaria [27] introduced the parailel repeater structure, that is inserted at regular
intervals in the interconnect to be regenerated, thus dividing the interconnect into equal
segments. To ensure a uniform driving capability for all segments of the interconnect, the
size of the repeater was decreased as we move towards the interconnect end (see section
1.3). Another way to keep this uniformity is to divide the interconnect into variable seg-
ment lengths, while maintaining the size of the PRT repeater constant.

Let us first consider some assumptions used during simulation:

- the interconnect is divided into N different segments

- the first segment length (percentage of the total length) is 1,

- the uniform difference in segment lengths between any two successive segments is 6
such that |;,; =; + 6, where i = [1,N-1]

We evaluate the effect of the parallel-resistance RC-based repeater VSRT model in the
case of a 10 cm interconnect. A 0.9 um interconnect width is used as it corresponds to the

optimum propagation delay resulting from the simulation as shown in Table 3.2.
R, = [, + (i-1)8]R, , where R, is the wire resistance, of the i-th segment, and R, is the

total wire resistance,

L, = [, +(1 -i)8]L,, where L, is the wire inductance of the i-th segment, and L, is the

total wire inductance.

C, = C,+[l,+(1-1)8]C,, where C; is the wire capacitance of the i-th segment, and C,
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is the total wire capacitance

where N is the number of segments. As  is positive, this equation assumes that N > 1 and

1
11<—N°

Considering the transfer function in Equation (4.14) for every specific number of seg-
ments, we have a different triplet o, y ,and . The algorithm mentioned in the appendix A
requires two input variables (1; and N) and returns the results of Equations (4.16), (4.17),

and (4.18), which are named w, y, and z values, respectively. The required input variables

(design parameters) are: ||, the first segment length (percentage of the total interconnect

length), and N, the number of segments.

Ay, = 1+ [ +(i- 1)6]1%‘ (4.16)
Avs = U+ (= DBIZ+ [C,+ (1= DBYCITL + (i~ DBIR, 4.17)
Ay, = [h+ (= DBSILIC, + ((i— 1)8)C,] (4.18)

where r; and C, are the resistance and the capacitance of the i-th repeater respectively.
Then, the next step is to calculate the poles s and s,. The calculation showed that complex

poles are obtained when the previous simulation assumptions are considered. Using the
complex time delay expression (T.) obtained in section 4.5.2, we calculate the value of the
propagation delay for different numbers of segments (different values of N). Table 4.1
shows the propagation delays associated with a 10 cm wire length and a 0.9 um wire

width for different numbers of segments N. For each value of N, the corresponding value
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of 1; is extracted from Equation (4.15) considering & as a constant. The parameter & has

been set to 0.007 in order to be able to compare to the serial-resistance RC-based VSRT in

[34]. Then, 1, and N are both provided as inputs to the algorithm in Appendix A. Table 4.1

shows that, as the number of segments increases, the propagation delay decreases because
of the increased signal driving capability when more repeaters (i.e., more segments) are
added to the interconnect. Based on this result, we conclude that the analytical time delay
of the parallel-resistance RC-based VSRT is very close to the simulation results shown in
Table 3.2, which means that our analytical delay model is accurate. Moreover, the value of
the propagation delay has been plotted in Figure 4.6, as a function of N using Matlab [38].

Figure 4.6 shows that the optimum delay is obtained for N = 21.

Table 4.1: Propagation delays associated with the parallel-resistance RC-based

VSRT for a 10 cm wire length and a 0.9 um wire Width

N 1} (%) tod (nsec)
3 3.29 14.92

5 1.92 14.78

7 1.3 14.57
9 0.9 14.29
13 0.52 13.36
15 0.38 12.66
17 0.26 11.8
20 0.12 10.65
21 0.07 9.10
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Figure 4.8 Plot of propagation delay of the VSRT analytical delay model
with Delta = 0.007 versus No. of Segments

Increasing the number of segments N beyond 21 is expected to decrease the total delay at

the expense of increased power dissipation and area.
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Chapter 5

Conclusion and Future Work

Long interconnects remain one of the major bottlenecks for high-performance VLSI/SOC
circuits. A conventional strategy to break the quadratic dependence of the delay with the
interconnect length is to insert regularly spaced repeaters in the interconnect.

This thesis is one of the first attempts to build accurate models for regeneration techniques
using paralle] repeaters. Previous work in literature has modeled the repeaters as a gate
capacitance loading the interconnect and a pull-down resistance in series with the inter-
connect. Unlike the conventional regeneration techniques which use serial repeaters, the
usage of parallel repeaters to regenerate interconnects involves the interaction of all inter-
connect segments. Modeling the repeater resistance in series with the interconnect suffers
some weaknesses. Indeed, in such a case, the signal driving capability decreases with the
distance from the interconnect input while it is, in reality, increasing because of the addi-
tional driving capability added by inserting repeaters.

To overcome this kind of weaknesses, this thesis modeled the repeater resistance in paral-
lel with the interconnect. Also, to ensure a uniform driving capability from interconnect
input to interconnect output, the length of segments is increased when we move toward the
interconnect output while the size of repeaters is kept constant. This technique was called
the parallel-resistance RC-based repeater VSRT (Variable-Segment Regeneration Tech-
nique). To check its accuracy, this technique was first compared to a transistor-based

repeater VSRT using HSpice simulations with a 0.5 micron TSMC (Taiwan Semiconduc-
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tor Manufacturing Company) fabrication technology.
Then, an analytical model for the propagation delay was built starting from the transfer
function of one segment and extending the model to N segments. Each segment is associ-
ated to a repeater. In order to account for the effect of interconnect inductance, two
moments were used in the transfer function as opposed to previous Elmore delay models
which use only one moment for RC interconnects.
Using Java, a software package successfully uses the analytical model to help the designer
implement the optimal number of segments that minimizes the propagation delay.
The parallel-resistance RC-based repeater VSRT suffers however: from some limi-
tations:
1. Modeling the repeaters as passive elements and the resistance in parallel with
the interconnect put us in a situation where the repeaters attempt discharging the
interconnect even in the absence of a logical ‘0” to propagate, thus eventually
affecting the normal operation of the interconnect. However, there is no need to
model the propagation of a logical ‘1’ as the delay is known accurately to be zero.
2. Even in presence of a logical ‘0’ to propagate, the repeaters do not wait until the
local interconnect nodes reach their threshold but start discharging the local inter-
connect nodes before the signal even reaches them thus under-estimating the delay
as compared to a transistor-based repeater VSRT.
Possible future work consists of the following:
1. The analytical model presented in this thesis involved intensive mathematical
calculation in the s-domain. For some interconnect lengths and technologies, an
RC model may be accurate enough. Therefore, it is interesting to explore the math-

ematical complexity of the analytical model for L=0 (no inductance) and to inves-
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tigate which length and technology can make an RC model accurate enough.

2. The interconnect design parameters actually consist of the repeater size, the

length of the 1! segment, the constant length increase between two consecutive
segments and the number of segments. Assuming the repeater size constant
(because VSRT adopted), only the optimality of the number of segments has been
considered in this thesis. However, for the sake of global optimality, the analytical
model developed in this thesis is capable, as is, to plot a 2D propagation delay
function with regard to the design parameters other than the repeater size.

3. The complexity of the coefficients in the s-domain made it difficult to calculate a
closed-form solution. As an alternative to advise the designer on how to fix the
design parameters, a numerical solution was adopted thus saving an immense
number of electrical simulations.

4. Current Computer-Aided Design tools do not have modules to address the opti-
mality of regenerating long interconnects. Therefore, the Matlab package devel-
oped at the end of this thesis can be fine-tuned, equipped with an interface and then
to a CAD tool such as Cadence.

5. Obviously, if attached the designer is looking for a higher delay precision, more

moments can be used to achieve a higher-order approximation.
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APPENDIX A

A.l. Introduction

This program is about calculating optimal design parameters for the parallel-resistance
RC-based repeater VSRT. This is a stand alone program written entirely in Java. In order
to run this program, please make sure that you have JDK1.2 or higher.

The main purpose of this program is to calculate three variables named w, y, and z. Con-
sidering the transfer function in Equation (4.14). Using this program, there are two func-
tions for every variable to find its value. For example to find the value of z, the main
function calls the ZArray( ); then, calculateZ (') function. Finally, the value of z will be in

calculateZ ( ). Then, the next step is to calculate the poles s; and s,.

A.2. Calculating Optimal Design Parameters

Given an interconnect length and width and a CMOS technology, the program calculates
the optimum number of segments, N.

mport java.lang.Math;

/*

* Tawfeeq.java

*

* Created on April 1, 2003, 1:27 AM

*/



[¥**

* @author Tawfeeq
*/

public class Tawfeeq
{

static double & = 0.007;

static double 1=0.0;

static int size=0;

static double Rt=4940;

static double Ct=17.3 * Math.pow(10,-12);
static double Lt=47.5 * Math.pow(10,-9);
static double Cr=7.406 * Math.pow(10,-15);
static double Y[]= new double[23];

static double W[]= new double[23];

static double Z[]= new double[23];

static int r[]=
{00000,18096,20517,20925,14188,16093,17376,16835,15974,15501,16972,1708S,

16319,15547,15603,15941,15911,15664,15591,16380,16445,15608,16787 };

/**
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* @param args the command line arguments
*/
public static void main(String[] args)

{

if(args.length!=2)

{
System.out.printin("PLEASE ENTER THE SIZE AND THE I');

else

{
size = new Integer(args[1]).intValue();

if(size>23)

{
System.out.printin("SIZE MUST BE LESS THAN OR EQUAL TO 23");

else

3 = new Double(args[0]).doubleValue();
WArray();

calculateW();

YArray();

calculateY();

ZArray();
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calculateZ();

}

}

public static void calculateW()

{
double w=WT[1];

for(int i=2; i<size;i++)
{
w = W[i]*w;
}
System.out.println("TOTAL w is =" + w);

}

public static void WArray()

{
System.out.printin(l + "=" + W[1]);

for(int i=1; i<size;i++)

W[i]=1+(1+(i-1)*8)*Rur(i];

System.out.printin(i + "=" + W[i]);
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D Ll s T
public static void ZArray()
{
System.out.printin("ZZZZZ77777777777777777777777777777777"),
for(int i=1; i<size;it++)
{
Z[i]=((1+(i-1)*8)*Lt)*(Cr + (1+(i-1)*3)*Ct);

}

/*public static void calculateZ()

{
double z=Z[1];
System.out.println(1 + "=" + Z[1]);
for(int i=2; i<size;it++)

{

z=2Z[i]*z,

System.out.println(z);

System.out.printIn(i + "=" + Z[i]);
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System.out.printin("TOTAL zis =" + z);

System.out.printin("ZZZZ7777777777777777777777777727777777"),

y/

************************YYYYYYYYYYYYYYYYYYYY*******************

% 3 3k 3k o 3 e o e ke e 3 e o e ke e o ke 3 o ok s ok o 3k 2k ok ok e e sk ok ok ok ok ok ok

public static void YArray()

{

Sytem.out.println("YYY Y YYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY")

for(int i=1; i<size;i++)

{

Y[i]=((1+(i- 1 )*S)*LUt[i])+(Cr+(1+(i-1)*8)*Cty*(I+(i-1)*8)*Rt;

}

public static void calculateY()

{
double y=Y[1];
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System.out.println(1 + "="+ Y[1]);

for(int i=2; i<size;i++)
{

y = Y[i}*y;

System.out.printin(i + "=" + Y[i]);
}
System.out.println("TOTAL y is=" +y);

Sys-
tem.out.println("YYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY"),

// Java Document

public static void calculateZ()

{
double z=0.0 ;

for(int index =1; index <size; index++)

{

z = z + AddRows(index);
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System.out.printIln("TOTAL zis =" + z);

System.out.printIn("ZZZZZ77777777777777777777777777777777");

public static double AddRows(int zIndex)
{
System.out.printin("ZINDWEX IS " + zIndex);
double total=calculateFirstWRow(zIndex) ;
if(zIndex != size-1)
{
int vl = zIndex;
double y1Value= Y[yl];
inty2 =yl+1;
double y2Value = Y[y2];
double result=0.0;
System.out.printin(" yl =" +yl +" y2is " + y2),
for(int index = zIndex; index <size; index++)

{

result = multipleWs( yl, ylValue, y2, y2Value);
if(y2!=size-1)

{

y2++;

y2Value=Y[y2];
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total = total + result;

}
}
return total;
}
public static double multipleWs(int y1, double y1Value, int y2, double y2Value)
{
double result = 1;

for(int index = |; index <size; index++)

{
if(y1==index)
{
result = result * y1Value;
}
else if(y2 == index)
{
result = result * y2Value;
}
else
{

result = result * W[index];

}
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}

return result;

public static double calculateFirstWRow(int zIndex)
{
double result =1;
double zValue=Z[zIndex];
for(int index =1; index <size; index++)
{
if(index==zIndex)

{
result = result * zValue;
}
else
{
result = result * W[index];
}
}
return result;
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