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ABSTRACT

QoS Multicast for DiffServ on MPLS and IP
Platforms

Abdullah Al Wehaibi, Ph.D.
Concordia University, 2003

Multicasting has become increasingly important with the emergence of Internet-based
applications such Internet protocol (IP) telephony, audio/video conferencing, distributed
databases and software upgrading. [P Multicasting is an efficient way to distribute
information from a single source to multiple destinations at different locations. One of the
challenges the Internet is facing today is to keep the packet forwarding performance up
with the skyrocketing demand for bandwidth. On the other hand, the MultiProtocol Label
Switching (MPLS), which is an Internet Engineering Task Force (IETF) framework,
combines the flexibility of layer 3 routing and layer 2 switching, which enhances network
performance in terms of scalability, computational complexity, latency and control
message overhead. Besides, MPLS offers a vehicle for enhanced network services such
as Quality of Services (QoS)/ Class of Service (CoS), Traffic Engineering and Virtual
Private Networks (VPNs).

[n this thesis, we present a new Fair Share Policy (FSP), which is a traffic policing
mechanism that utilizes Differentiated Services (DiffServ) to solve the problems of QoS
and congestion control. We compare the QoS performance of IP and MPLS multicasting,
given their particular constraints. In order to achieve the required QoS, different

techniques of reliable multicasting are adapted, such as Forward Error Correction (FEC),

iii



Automatic Repeat Request (ARQ) or Hybrid FEC/ARQ with multicast or unicast repairs
mechanisms so as to mitigate the effect of errors as well as packet loss. This reliable
multicast is for both IP and MPLS platforms with Diffserv. Analytical and simulation
models are suggested and employed.

The results provide insights into the comparisons between IP multicast in MPLS
networks using FSP and plain IP multicasting using the same policy when DiffServ is
adopted and when reliable multicast is considered. This comparison will be based on the
following QoS measures: total packet delay, delay jitter and residual packet loss
probability. Analysis and simulation tools are used to evaluate our fair share policy (FSP)
for different homogeneous (when all routers are identical in their capabilities) and

heterogeneous (when routers have different capabilities) network scenarios.
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CHAPTER 1 INTRODUCTION

1.1 Introduction to Thesis Problem

One of the Key requirements in deploying a pervasive and ubiquitous information
superhighway is the development of a global integrated communication infrastructure
capable of physically moving user’s information among geographically spread areas.
This global communication network has to cope with the tremendous amount of traffic
generated by a huge number of anticipated users. In addition to that, it has to deal with a
wide range of traffic characteristics. This is because the network will have to support,
simultaneously; applications having a wide range of expectations and requirements.

Among the networks available today, those based on the concept of packet switching,
which offer the highest potential degree of flexibility to meet the different application
requirements, and therefore offer the best available technology on which the global
communication infrastructure could rely. Because it already connects millions of users,
the Internet is the uncontested prime candidate to constitute the core of global
infrastructure.

Group communication or more specifically multicasting has been at the center of
interest in the area of Internet activities and has already contributed to some major
successes. Multicasting has become increasingly important with the emergence of
Internet-based applications such Internet protocol (IP) telephony, audio/video
conferencing, distributed databases and software upgrading. IP Multicast supports this
type of transmission by enabling sources to send a single copy of a message to multiple

recipients at different locations who explicitly want to receive the information. This is an



efficient way than requiring the source to send an individual copy of a message to each
requester (referred to as point-to-point unicast), in which case the number of receivers is
limited by the bandwidth available to the sender. It is also more efficient than
broadcasting one copy of the message to all nodes (broadcast) on the network, since
many nodes may not want the message, and because broadcasts are limited to a single
subnet.

Multicast is a receiver-based concept: receivers join a particular multicast session
group and traffic is delivered to all members of that group by the network infrastructure.
The sender does not need to maintain a list of receivers. Only one copy of a multicast
message will pass over any link in the network, and copies of the message will be made
only where paths diverge at a router. Thus, IP Multicast yields many performance
improvements and conserves more bandwidth than other means such as unicast or
broadcast.

One of the challenges the Internet is facing today is to keep the packet forwarding
performance up with the skyrocketing demand for bandwidth. Not only the number of .
attached hosts keeps growing exponentially, but also the increasing popularity of
multimedia applications inflates the amount of traffic that every individual host is
generating.

In practice, IP is considered a layer 3 (L3) protocol. Recent developments in
Multiprotocol Label Switching (MPLS) open new possibilities to address some of
limitations of IP systems. MPLS is an Internet Engineering Task Force (IETF) standard.
It replaces the IP forwarding by a simple label lookup mechanism. MPLS combines the

flexibility of layer 3 routing and layer 2 (L2) switching, which enhances network



performance in terms of scalability, computational complexity, latency and control
message overhead. Besides this, MPLS offers a vehicle for enhanced network services
such as Quality of Services (QoS)/ Class of Service (CoS), Traffic Engineering and
Virtual Private Networks (VPNs).

[P multicast in MPLS networks is still an open issue. On the other hand, the IETF
DiffServ working group is looking at a more scalable model and more likely to be easier
to implement than IntServ/RSVP model. In the DiffServ architecture, traffic that requires
the same Per-Hop-Behavior (PHB) is aggregated into a single queue. Packets are
classified into the corresponding queues using their DiffServ Code Points (DSCP).
Packets use DSCP bits in order to receive a particular PHB, or forwarding treatment.
Marking, classification, traffic conditioning or policing are done at network boundaries
(first router for example) and packet treatment and handling is carried on each network
node.

In this thesis, different analytical and simulation models are employed. Each model
represents a typical IP or MPLS router where the traffic policing mechanism fair share
policy (FSP) process different independent sources corresponding to different input
traffic classes. The routers in the network could be identical in their capabilities
(homogeneous network) or different (heterogeneous network). Each router may have
different capabilities; for example, one router could have the ability to correct errors
(FEC) and use ARQ, one may use only ARQ but cannot correct errors, a third one may
not have MPLS capability.

In this thesis, we present a new fair share policy (FSP) that utilizes Differentiated

Services to solve the problems of QoS and congestion control when reliable multicasting



is used. Analysis and simulation tools are used to evaluate our new fair share policy
(FSP) for different network scenarios (homogencous and heterogeneous cases). The
results provide insights for the comparisons between IP multicast in MPLS networks
using FSP and plain IP multicasting using the same policy when DiffServ and reliability
are adopted. Through out this thesis, we will use the term MPLS multicast to denote [P

multicast in MPLS networks.

1.2 Thesis Objectives

To compare the QoS performance of [P and MPLS multicasting, given their
particular constraints. In regular [P multicasting only overhead pertaining to IP
multicast tree should be established, while in MPLS multicasting we have to add also
the corresponding MPLS multicast tree establishment times and control packets. In
this thesis, we evaluate the QoS performance measures such as total packet delay,
packet loss probability and delay jitter of Diffserv classes (traffics with different
priority classes) for both MPLS and IP platforms when reliable multicasting is used.
This comparison would be carried for different homogeneous (when all routers are
identical in their capabilities) and heterogeneous (when routers have different

capabilities) network scenarios.

1.3 Thesis Contribution

1- We present a new fair share policy (FSP) that utilizes Differentiated Services
traffic to solve the problems of QoS and congestion control when reliable

multicasting is used. FSP is not a call admission rather it is a traffic policing
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mechanism. In FSP, packets are discarded in case of congestion differently at each
queue according to source priority and the maximum number in the queue; i.e. the
source with higher priority say real time voice and video will experience less packet
discarding than sources with lower priorities. Moreover, FSP guarantees fairness
among flows having the same priority (i.e., required QoS) in buffer space allocated to
lower priority traffic say email or web browsing is larger; thus leading to less packet
discard.

2- In order to achieve the required QoS, different techniques of reliable multicast
will be adapted, such as Forward Error Correction (FEC) or Automatic Repeat
Request (ARQ) or Hybrid FEC/ARQ with multicast or unicast repair mechanisms so
as to mitigate the effect of errors as well as packet loss. This reliable multicast is used
for both [P and MPLS platforms with Diffserv.

3- Analytical and simulation models are suggested and employed. A model
represents a typical IP or MPLS router and FSP traffic policing mechanism process
different independent sources corresponding to different input traffic classes. The
routers in the network could be identical in their capabilities (homogeneous network)
or different (heterogeneous network).

4- Fine-tuning of various parameters of the reliable multicast in the environment
above also considers the homogeneous network deployment where all assumed QoS
measures are adapted on all routers. In a different scenario, we investigate the

heterogeneous case where the QoS measures exist only on some of the routers.



5- Analysis and simulation tools are used to evaluate fair share policy for different
scenarios. The results provide insights for the comparisons between IP multicast in
MPLS networks using FSP and plain [P multicasting using the same policy.
6- To derive various conclusions and suggestions regarding the performance
comparisons between MPLS muilticast and IP multicast when DiffServ is
accommodated for both homogeneous and heterogeneous network models.

The thesis will not address routing, rerouting, tree establishment issues.

1.4 Thesis Approach (Methodology)

In this thesis, we carry out a comprehensive study to investigate the QoS measures for
DiffServ on MPLS and IP Platforms when reliable multicasting is used for different
network scenarios. This study is accomplished through analytical and simulation tools.
Using these tools, various conclusions and insights are derived. Analytical tools are
accurate tools for evaluating our network models; however sometimes many assumptions
are made which make our analytical models valid for specific cases. On the other hand,
popularity of the simulation programs stems from the fact that simulation makes it
possible to systematically study a network to a desired level of details, when exact
analysis is not feasible. Through simulation, it is easy to analyse network performance for

different network dimensions and configurations.

1.5 Thesis Organization

Chapter 2 presents a literature survey. In this chapter, the basic concepts of MPLS,
MPLS multicast considerations, QoS in the Internet and reliable multicast will be

addressed.



Chapter 3 discusses the existing analysis or simulation works which are related to our
thesis. In this chapter, we will address the following subjects: reliable IP multicast, MPLS
multicast, DiffServ multicast, MPLS/DiffServ multicast and QoS in heterogeneous
networks.

Chapter 4 presents a comprehensive analysis comparison between IP and MPLS
homogeneous multicast networks when both DiffServ and reliability are adopted. This
comparison will be based on the following QoS measures: total packet delay, delay jitter
and residual packet loss probability.

In chapter 5, we derive and compare three mathematical expressions, which can be
used to calculate the residual packet loss probability in binary multicast trees for both [P
and MPLS networks.

Chapter 6 presents a comprehensive analysis comparison between homogeneous IP,
homogeneous MPLS, heterogeneous [P and heterogeneous MPLS multicast networks
when both DiffServ and reliability are adopted. This comparison will be based on the
following QoS measures: total packet delay, delay jitter and residual packet loss
probability.

Chapter 7 addresses computer simulations. This chapter describes the simulation
models, source traffic characteristics, server characteristics, simulation programs and the
assumptions assumed during the simulation.

Thesis conclusions and suggestions for further work are given in the last chapter i.e.

chapter 8.



CHAPTER 2 MULTICAST PRINCIPLES AND QOS
2.1 Introduction

IP Multicast enables sources to send a single copy of a message to multiple recipients
at different locations [1-9]. Recent developments in Multiprotocol label Switching
(MPLS) open new possibilities to address some of the limitations of IP systems. MPLS is
an Internet Engineering Task Force (IETF) standard [10]. It replaces the IP forwarding by
a simple label lookup mechanism. MPLS combines the flexibility of layer 3 (L3) routing
and layer 2 (L.2) switching, which enhances network performance in terms of scalability,
computational complexity and latency. MPLS multicast is still an open issue. On the
other hand, the IETF DiffServ working group is looking at a more scalable model and
more likely to be easier to implement than IntServ/RSVP model.

Reliable multicasting is used to provide QoS in group communications for real time
multimedia applications such as voice/video streaming. Two main error control strategies
are well known. These are the FEC (Forward Error Correction) strategy and the ARQ
(Automatic Repeat Request) strategy.

In this chapter, a survey of recent literature will be presented. The basic concepts of
MPLS, MPLS multicast considerations, QoS in the Internet (mainly DiffServ) and

reliable multicast will be addressed in this chapter.

2.2 Key Concepts of MPLS

2.2.1 What is MPLS?

Multiprotocol Label Switching (MPLS) is an Internet Engineering Task Force (IETF)

specified framework [10]. MPLS is currently under standardization by IETF. MPLS is an



extension to the existing IP architecture [11]. It has become a key player in the emerging
multi-service Internet.

In traditional networks, routers make independent forwarding decisions for each
packet traveling through the network. Each router independently chooses a next hop for
the packet, based on its analysis of the packet's header and the results of running the
routing algorithm. Choosing the next hop can therefore be thought of as the composition
of two functions. The first function partitions the entire set of possible packets into a set
of " Forwarding Equivalence Classes (FECs)". The second maps each FEC to a next hop.
Insofar as the forwarding decision is concerned, different packets, which get mapped into
the same FEC, are indistinguishable. All packets, which belong to a particular FEC and
travel from a particular node, will follow the same path. In conventional IP forwarding,
which is typical of the FEC establishment phase of MPLS, a particular router will
typically consider two packets to be in the same FEC if there is some address prefix X in
that router's routing tables such that X is the "longest match" for each packet's destination
address. As the packet traverses the network, each hop in turn reexamines the packet and
assigns it to a FEC.

In MPLS enabled networks, the assignment of a particular packet to a particular FEC
is done just once, as the packet enters the network. The FEC to which the packet is
assigned is encoded as a short fixed length value known as a “ label ". When a packet is
forwarded to its next hop, the label is sent along with it; that is, the packets are " labeled "
before they are forwarded. At subsequent hops, there is no further analysis of the packet's

network layer header. Instead, the label is used as an index into a table, which specifies



the next hop, and a new label. The old label is replaced with the new label, and the
packet is forwarded to its next hop. All subsequent forwarding are driven by the labels.

Fig. 2-1 shows the MPLS label format [12]. The MPLS header (called Shim header)
is between layer 2 and layer 3 headers in an IP packet. It is 32 bits long. The label field

(20 bits) carries the actual value of MPLS label.

20 bits 3bits 1 bit 8 bits

MPLS : . UserData
Header Header Header

Fig. 2-1 MPLS header format

The CoS field (3 bits) is used to enforce certain quality of service and it can affect the
queuing and discarding algorithms applied to the packet as it traverses through the
network. The Stack (S) field (1 bit) is used to support a hierarchical label stack. Finally
the Time-To-Live (TTL) field, which is 8 bits long provides conventional IP TTL
functionality.

MPLS enables support of new features and applications as summarized in Table 2-1
[10-11,13-16].

2.2.2 Label Assignment Rules

In MPLS architecture, the decision to bind a particular label L to a particular FEC F is
made by the LSR, which is downstream with respect to that binding. The downstream

refers to the direction in which a user packet is sent. The downstream LSR then informs
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the upstream LSR of the binding. Thus labels are "downstream-assigned", and are
"distributed upstream", i.e. in the "downstream to upstream" direction [10, 13, and 18].
MPLS needs a mechanism for distributing labels in order to setup paths. Several
protocols that can support label distribution are currently in operation. IETF developed a
specific protocol to complement MPLS. It is called Label Distribution Protocol (LDP)

[10,15-16 and 18].

Table 2-1 MPLS features

E QoS can be inferred from label
- MPLS supports traffic engineering (TE)
E MPLS supports Virtual Private Network (VPN)

2.2.3 Label Swapping

There are three types of MPLS routers as shown in Fig. 2-2 [10,15-16]:

¢ Ingress LSR (also called Label Edge Router- LER): Receives native mode user
traffic (for example, IP datagrams) and classifies it into an FEC. It then generates
MPLS header and assigns it a label. The datagram is encapsulated into the MPLS

packet data unit (PDU), with MPLS header attached to the datagram. If it is

11



integrated with a specific QoS operation, the ingress LSR will condition the
traffic in accordance with QoS requirement.

¢ Transit (Interior) LSR: Receives the packet and uses the MPLS header to make
forwarding decisions. It will also perform label swapping. It is concerned with
only the label header and not Layer 3 header.

e Egress LSR (also called Label Edge Router- LER): Performs the decapsulation
operation and it removes the MPLS header from the datagram. Note that for
certain type of flow, an LSR may play different roles depending on the location of
customer premises equipment (CPE) and the location of LSR itself.

Fig. 2-2 shows the concepts behind label swapping in MPLS. Machines A, B, C and

D are not configured with MPLS and are called customer premises equipment (CPE).

Node E is the ingress LSR; nodes F, G, K and M are transit LSRs and node H is the

egress LSR. For simplicity reasons, we have used generic address in this figure. For

example the address for node C is " C ", which could be an IP address or some other
address. LSR E receives an IP datagram from user node A on interface 1. This datagram

is destined for node C. LSR E analyzes the FEC field, correlates the FEC with label 25,

encapsulates the datagram behind a label header, and sends the packet to the output

interface 3. The OUT entry in LSR E’s table directs it to place label 25 onto the label
header in the packet. This operation at LSR E is called label push.

After that, LSRs F and G process only the label header, and their swapping tables are
used, for example at F, to swap label 25 for label 50, and LSR G to swap label 50 for
label 7. Egress router H is configured to recognize label 7 on interface 6 as its own label;

that is there is no more hops. Notice the OUT entry in H’s table directs LSR H to send
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this datagram packet to machine C on interface 4, which implies removing the label from
this packet. This label removal is part of an operation called label pop.
Fig. 2-2 also shows the Label Switched Path (LSP), which is defined as the path

through one or more LSRs, followed by packets in a particular FEC. The LSP in Fig. 2-2

spans the routers E, F, G and H.

Fig. 2-2 Label swapping and forwarding.

2.3 MPLS Multicasting

Multicast routing proceeds by constructing [P multicast trees. The tree along which a
particular multicast packet must get forwarded depends in general on the packet's source
address and its destination address. Whenever a particular LSR is a node in a particular

multicast tree, it binds a label to that tree. It then distributes that binding to its parent on
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the multicast tree. (If the node in question is on a LAN, and has siblings on that LAN, it
must also distribute the binding to its siblings. This allows the parent to use a single label
value when multicasting to all children on the LAN.)

Different multicast protocols will therefore, in general, generate different trees.
Several characteristics of these trees are discussed in the following subsections [2, 12, 19-
22].

2.3.1 Aggregation and Granularity

A key component of MPLS is that one or multiple flows may be assigned to the same
label or flow. This is known as aggregation [15-16, 19-20]. Thus, a stream can range
from fine to coarse granularity. The choice of label granularity balances the need to share
the same label among many destinations with the need to maximize the switching
benefits while preserving resources. Aggregation can reduce the number of labels needed
to handle a particular set of packets and can also reduce the amount of label distribution
control traffic needed. Given a set of FECs, which can be aggregated into a single FEC,
it is possible to:

a) Aggregate them into a single FEC, b) aggregate them into a set of FECs or ¢) do not

aggregate them at all.
2.3.2 Flooding and Pruning

To establish a multicast tree, some IP multicast routing protocol (e.g. Distance Vector
Multicast Routing Protocol (DVMRP) [2] or Protocol Independent Multicast- Dense
Mode (PIM-DM)) [2] flood the network with multicast data [2, 19-30]. Flooding is the
simplest algorithm that can be used to reach all members of a group. It is easy to

implement and no routing tables have to be maintained for forwarding of the data.
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However, it is extremely inefficient because the principle is similar to broadcasting.
Flooding can place a high internal load on a network. In addition to that, loops may
occur, which means that data can end up constantly circling the network. MPLS deals
with this by using the TTL field, which indicates usually the maximum number of links
that the data is allowed to pass. Flooding is suitable for large multicast groups. Fig. 2-3
(a) shows an example of packet flooding.

The branches can then be pruned by nodes, which do not want to receive the data of the
specific multicast group as shown in Fig. 2-3 (b). This process is repeated periodically,
thus generating a very volatile tree structure. Direct mapping of this dynamic L3 point to
multi-point tree to L2 point to multi-point LSP is problematic because of limited label

space, the signaling overhead and the setup time of the LSPs.

[-: 4 Sender
h

Sending a Prune
message

Terminate membership

in Group
Not part of the
Not pgrt of the Multicast tree
Multicast tree
a) Flooding b) Pruning

Fig. 2-3 Flooding and Pruning
2.3.3 Source and Shared Trees
As shown in Fig. 2-4, [P multicast routing protocols can create two types of trees [19-

30]:
15




e Source tree (S, G), which is a tree per source (S) and per muliticast group (G).

e Shared tree (*, G), which is one tree per multicast group for all sources.

Sender 1 Receivers

Receivers
Shared Tree

Sender 2 Receivers

Sender 2

Tree 2

a) Source Tree b) Shared Tree
Fig. 2-4 Source and Shared Trees
The advantage of using shared trees, when MPLS and label switching is applied, is
that shared trees consumes less labels than source trees (1 label per group versus 1 label
per source and per group). Some protocols (e.g. Protocol Independent Multicast- Sparse
Mode (PIM-SM) [2, 25-30]) support both source and shared trees. In addition to that,
shared trees can be either unidirectional or bi-directional. For example, Core Based Tree

(CBT) [2, 22] multicast routing protocol supports bi-directional shared trees.

2.3.4 Label Switched Patch (LSP) Triggers

The creation of an LSP for multicast streams can be triggered by three different

events [15-16, 19-21]:
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1- Topology driven: The L3 tree, which is available in the Multicast Routing Table
(MRT), is mapped to an L2 tree. The mapping is done even if there is no traffic.
The IP multicast routing protocol daemon maintains the MRT. The MPLS module
maps this L3 tree topology information to L.2 point to multi-point LSPs.

2- Traffic driven: Traffic driven triggers will only construct LSPs for trees that
carry traffic. They consume fewer labels than the topology driven methods, as
labels are only allocated when there is traffic on the multicast tree. However, this
approach introduces a setup delay for the LSP.

3- Request driven: The control messages (e.g. multicast join/prune routing

messages or resource reservation messages) trigger the setup of an LSP.

2.3.5 Label Advertisement
In MPLS networks, label advertisement is required between peer LSRs. This can be
achieved in two different ways [18-20]:
1- The use of a dedicated protocol like LDP protocol.
2- The use of piggybacking which enables us to carry the label advertisement
message on the existing control messages rather than sending two separate

messages.
2.3.6 Types of MPLS Routing

MPLS provides two types of routing [19-21]:
1- Hop-by-hop routing where each LSR independently selects the next hop for a
given FEC and label. The LSR uses any available routing protocols such as

OSPF.
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2- Explicit routing (similar to source routing) in which the ingress LSR specifies the
list of nodes through which the packet should traverse. Resources may be

reserved along the path to ensure QoS.

2.4 MPLS Multicast Considerations

MPLS offers many advantages over IP, however there is a number of considerations

and open issues [15-16, 19-22] that would be addressed in the following subsections.
2.4.1 Label Switched Path (LSP) Establishment Latency

In MPLS, there will be some latency prior to a full establishment of LSPs [15-16,19-
20]. This is due to label assignment messages overhead for traffic that would require a
path to be put in place the moment the flow is detected. In this instance, the overhead will
increase in relation to the number of flows being supported especially in the case of
multicasting where a multicast tree should be constructed. In addition to that, when the
label distribution is included as part of RSVP, the overhead and scalability of MPLS must

be considered.
2.4.2 Limited Label Space

MPLS can run on top of many L2 technologies such as Asynchronous Transfer Mode
(ATM), Frame Relay (FR), and Ethernet, ... etc. ATM offers QoS and very high
switching capabilities, but when used as L2 technology in the context of MPLS ATM or
Frame Relay place several limitations. One of these limitations is limited label space. The
number of bits available for a label can be small (e.g. Virtual Path Identifier/Virtual

Circuit Identifier (VPI/VCI) space or Data Link Connection Identifier (DLCI) space),
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limiting the number of LSPs that can be established. This is a major consideration when

multicasting is used [19-20].
2.4.3 Security

Security is an issue in MPLS networks, because the MPLS generic encapsulation
inserts its header between the data link layer (L.2) header and the network layer (13)
header as shown in Fig. 2-1. This may cause security procedures to fail, especially when
some router may implement security procedures, which depend on the network layer

header being in a fixed place relative to the data link layer header [19-20].

2.5 Quality of Service (QoS) in the Internet

QoS is defined as the ability of a communication network to provide preferential
treatment to some network traffic as apposed to all traffic being treated as best-effort or
as soon as possible. QoS is a key network service criteria in the design and
implementation of today’s communication networks in order to meet the different
applications requirements and to acquire different grades of network service in terms of
bandwidth, packet delay, throughput, packet loss,....etc.

The QoS used in today’s Internet is “best-effort” service or “as soon as possible”
service, which is suitable for the traditional Internet applications such email, file
transfer,...etc, because these applications can tolerate delay. However, this service is not
suitable for demanding real time applications such as video conferencing, which need
more bandwidth and low delay. QoS performance measures can be delay, throughput,

delay jitter, packet loss and bandwidth. The main Internet traffic performance objectives
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are maximization of bandwidth and throughput and minimization of delay, delay jitter

and packet loss [31-41].

2.5.1 Integrated Services and Resource ReSerVation Protocol (RSVP)

Model

Integrated services model (IntServ) is an IETF architecture [34] for providing
QoS in the Internet. The concept is to reserve resources explicitly, bandwidth for
example, for each individual flow to guarantee the required QoS. Applications must
first set up paths and reserve resources before start transmission if they require a
guaranteed service or a controlled-load service.

The Resource Reservation Protocol (RSVP) [34-38] is an IETF standard protocol. It
is a signaling protocol that enables Internet applications to obtain special quality of
service (QoS) for a data flow. RSVP is not a routing protocol; instead, it works in
conjunction with routing protocols. RSVP occupies the place of a transport protocol in
the OSI model. Routing protocols determine where the packet should be forwarded;
RSVP is concerned with the QoS of the forwarded packet. RSVP is a receiver-based
protocol; resource reservations requests are originated by the receivers of the service.
This model is relatively complex and has difficulties in scaling to large backbones [31-
33]. RSVP supports three traffic types: Best effort, controlled-load [37] and guaranteed
services [38].

2.5.2 Differentiated Services (DiffServ) Model

Because of the scalability problem of Integrated Services/RSVP, another scheme is

introduced. The IETF DiffServ working group is looking at a more scalable model and
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more likely to be easier to implement and deploy than IntServ/RSVP model [42-46]. The
principle behind the DiffServ is to divide the traffic into many classes and treat them
differently according to each class priority, especially when there is a shortage in network
resources. The DiffServ is based on traffic aggregation rather than per-flow state and

signaling at every hop as in IntServ/RSVP.

2.5.2.1 DiffServ Architecture

With DiffServ concept, a network is divided into domains. A distinction is made
between DiffServ domains and domains that are unable to support DiffServ. In the
DiffServ architecture, traffic that requires the same Per-Hop-Behavior (PHB) is
aggregated into a single queue. As shown in Fig. 2-5, the DiffServ architecture focuses
on the use of DiffServ (DS) byte, which is the redefined 8-bit Type of Service (TOS)
field in the IPv4 header or the [Pv6 Traffic Class octet as a QoS mechanism [44].
Applications can set the value of these fields according to its QoS requirements. Diffserv
defines the layout for TOS field (DS field) and a basic set of rules for packet forwarding
(Per-Hop Behavior, PHB). Packets are classified into the corresponding queues using
their DiffServ Code Points (DSCP). Packets use DSCP bits in order to receive a
particular PHB, or forwarding treatment. Marking, classification, traffic conditioning or
policing are done at network boundaries (first router for example) and packet treatment
and handling is carried on each network node [42-46]. Fig. 2-6 shows the logical

operation of DiffServ classifier and scheduler at an intermediate router.
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Fig. 2-5 Differentiated Services (DS) field structure
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Fig. 2-6 Packet Classifier and Scheduler

We will illustrate some of the components that are shown in Fig. 2-6:

1- Packet marking: The ingress router sets the DS field of a packet as it enters the
network to a particular codepoint, adding the marked packet to a particular DS
behavior aggregate. The interior routers then can handle the marked packets

differentially.
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2-

Packet classification: When a certain router receives a packet, it must check the DS
field of the packet to determine if the packet should receive differential treatment, and
then the classifier sends the packet to the appropriate queue.

Packet queuing: The router may use multiple queues.

Traffic shaping: Usually a traffic shaper has a finite-size buffer space. The shaper
delays some or all of the packets in a traffic stream in order to bring the stream into
compliance with the service level agreement. Because of insufficient buffer space to
hold the delayed packets, packets may be discarded. In order to bring the traffic
stream into compliance with the service level agreement, dropper discards some or all
of the packets in a traffic stream. This process is known as "traffic policing" the
stream. There are different mechanisms to drop packets in case of insufficient buffer
space: Tail drop, head drop, random early discard (RED), random early discard with
in and out (RIO).

Packet scheduler: The router may employ certain scheduling mechanism such that
delay sensitive (for example real-time) traffic will service sooner. Since there are
many scheduling algorithms, there are different types of queues such as : First in first
out (FIFO) queues, priority queues (P(Q), weighted round robin (WRR) queues, and
weighted fair queues (WFQ).

The [ETF DiffServ architecture provides three types of services: best effort

service, which is the default service (DE), Assured service [47], where The assured-
forwarding (AF) per hop behavior (PHB) is assigned to the assured traffic and
Premium service [48] where the expedited-forwarding (EF) PHB is assigned to the

premium traffic.



2.6 Reliable Multicast

2.6.1 Introduction to Error Control

The ability to detect errors when a transmission has been changed is called error
detection and the ability to correct the detected error is called error correction. Error
control coding provides the means to protect data from errors. Data transferred from one
place to the other has to be transferred reliably.

Multicast has become an important component of today’s Internet. In order to provide
QoS in group communications for real time applications such as video conferencing,
reliable multicasting is used. With reliable multicasting, all the receivers should receive
all data packets correctly and in the right sequence. Therefore, error detection and
recovery mechanisms are required in the implementation of reliable multicast. A number
of efforts have been undertaken to provide reliability on top of IP multicast. Two error
control strategies have been popular in practice. They are the FEC (Forward Error
Correction) strategy, which uses error correction alone, and the ARQ (Automatic
Repeat Request) strategy, which uses error detection combined with retransmission of

corrupted data.

2.6.2 Error Control Strategies

We will review in this section the two error control strategies ARQ and FEC [49-60]:
2.6.2.1 Automatic Repeat Request (ARQ)
ARQ is an error control mechanism, which can be accomplished by using error

detection and retransmission. In ARQ strategy, when an error is detected at the receiver, a
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request is transmitted to the sender to repeat the incorrect message, and this continues

until the message is received correctly. ARQ is divided further into two subtypes:

1- Stop-and-wait ARQ, where the transmitter sends a code word to the receiver and
waits for an acknowledgment from the receiver which would be either positive
(ACK) or negative (NAK). If a positive ACK is received, which means that the
receiver has received the code word correctly and no errors has occurred, the sender
sends the next code word. However, if a negative ACK (NAK) is received which
means the code word was received with errors, the sender resends the code that is in
error. In case of noisy channel, the code word could be retransmitted many times
before it is received correctly.

2- Continuous ARQ: It is also called sliding window protocol. With this type of ARQ,
the sender transmits the code words to the receiver continuously (up to the maximum
window size) and receives acknowledgements continuously. When a negative ACK
(NAK) is received by the sender from the receiver, the sender begins the
retransmission. There are two subtypes of the continuous ARQ strategy:

e Go-back-N ARQ: In go-back-N protocol, when a NAK is received by the sender, it
resends that word plus all the words that follow it.

e Selective-repeat ARQ: In this case, when a NAK is received by the sender, it
resends only those code words that are acknowledged negatively. Selective-repeat
ARQ is more efficient than go-back-N in terms it consumes less bandwidth,
however it requires more logic and buffering.

The error detection and recovery mechanisms must be extended to group

communications. Mechanisms used for unicast communications cannot easily be
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extended. A number of efforts have been undertaken to provide reliability in case of
multicasting. The difficulty is with the scalability of traditional procedures to
accommodate arbitrarily large, and thus heterogeneous, receiver sets. In a simple
scenario, each receiver would be sending acknowledgment to the sender, which in case of
large group could easily result in performance bottlenecks. This problem is referred to as
Jeedback implosion. Feedback implosion can be avoided by keeping no state at the sender
and making the receiver responsible for detecting loss. Such schemes are referred to as
receiver-reliable, and often making it the receivers job to send NAKs.
There are two methods to send the repair packets to the receiver or group of receivers:
I- Multicast repairs: In case of receiving a NAK from one or more receivers the sender
multicast again the repair packet to all receivers.
2~ Unicast repairs: With unicast repairs, if the sender received a NAK from one or more
receivers, it resends the repair packet to only the receivers who did not receive the
packet correctly in a unicast manner.
The Multicast repairs method is simpler than the unicast repairs method and requires less

overhead; however, the multicast repairs method consumes much more bandwidth.

2.6.2.2 Forward Error Correction (FEC)

FEC employs error-correcting codes that automatically correct errors detected at the
receiver. Error control for a one-way system must be accomplished using FEC. One
example is the magnetic tape storage system, where the information recorded on tape
may be replayed some time later after it is being recorded.

The FEC strategy is mainly used in links where retransmission is impossible or

impractical. The FEC strategy is usually implemented in the physical layer and is
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transparent to upper layers of the protocol. When the FEC strategy is used, the transmitter
sends redundant information along with the original bits and the receiver makes its best to
find and correct errors.

Most of the FEC literature deals with error correction. That is, the ability to detect
and repair bit-level corruption, as well as erasures (outright loss of data). Because the
lower layers of the network will detect the corrupted packets and discard them, an IP or
MPLS multicast application need not be concerned with corruption, but can focus on
erasure correction only. The form of FEC utilized in the Multicast is known as (n,k)
linear block encoding. k source packets are encoded into n>k packets, which constitutes
an FEC group. Such that, any k of the encoded packets can be used to reconstruct the

original k as show in Fig. 2-7.

Original data packets to =
be sent

" Repair > Sender
Packets

Take any k packets
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Decode
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Retrieved original
packets

Fig. 2-7 FEC Operation
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The major advantage of ARQ over FEC is that error detection requires much simpler
decoding equipments than does error correction. In addition, ARQ is adaptive in the
sense that information is retransmitted only when errors occur. However, when the
channel error rate is high, retransmissions must be sent too frequently and the system

throughput is lowered by ARQ due to bandwidth consumption.

2.6.2.3 Hybrid FEC/ARQ

A hybrid FEC/ARQ strategy should be used where a combination of FEC for the
most frequent error patterns, together with error detection and retransmission for the less
likely error patterns is more efficient than ARQ alone. In this case, when FEC fails to
correct errors at the receiver the receiver sends a NAK to the sender to retransmit the data
in error. This hybrid FEC/ARQ strategy clearly carries the potential for improving

throughput in two-way systems subject to a high channel error rate.

2.6.3 Reed-Solomon Codes

2.6.3.1 Properties of Reed-Solomon Codes

Reed-Solomon codes are block-based etror correcting codes with a wide range of
applications in digital communications and storage. Reed Solomon codes are a subset of
Bose-Chaudhuri-Hocquenghem (BCH) codes and are linear block codes. A Reed-
Solomon code is specified as RS(n,k) with s-bit symbols. This means that the encoder
takes & data symbols of s bits cach and adds parity symbols to make an » symbol code

word. There are n-k parity symbols of s bits each. A Reed-Solomon decoder can correct
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up to ¢ symbols that contain errors in a code word, where n-k=2¢. In order to be able to
correct errors, Reed-Solomon codes require a minimum distance of:
dmin=2t + | =n-k +1
A typical Reed-Solomon code word is shown in Fig. 2-8 (it is called a systematic

code because the data is left unchanged and the parity symbols are appended):

* .
- 0
............................................................................
-
O ‘e

k Symbols 2t Symbzols

Fig. 2-8 Reed-Solomon Code Word

Coding rate is defined as r = k/n.

A very well known Reed-Solomon code is RS(255,223) with 8-bits symbols. Every code
word contains 255 code word bytes, of which 223 bytes are data and 32 bytes are parity.
For the RS(255,223) code: n =255,k =223,s=8,r=223/255,2t=32 and t = 16.

Given a symbol size s, the maximum code word length (n) for a Reed-Solomon code is n

=2°—1. For example, the maximum length of a code word with 8-bit symbols (s=8) is

255 bytes.
2.6.3.2 Reed-Solomon Decoding
Reed-Solomon algebraic decoding procedures can correct errors and erasures. An

erasure occurs when the position of an erred symbol is known. A decoder can correct up
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to ¢ errors or up to 2¢ erasures. Erasure information can often be supplied by the
demodulator in a digital communication system, i.e. the demodulator "flags" received
symbols that are likely to contain errors. One of three possible outcomes could occur
when a code word is decoded:

If 25 + R <2t (s errors, R erasures) then the original transmitted code word will always be
recovered, ELSE The decoder will detect that it cannot recover the original code word
and indicate this fact.

OR The decoder will mis-decode and recover an incorrect code word without any
indication.

The probability of each of the three possibilities depends on the particular Reed-Solomon

code and on the number and distribution of errors.

2.7 Conclusions

An overview of the literature background was presented in this chapter. This
overview has introduced the new promising protocol MPLS. In addition to that, MPLS
multicast considerations were presented and explained. The definition of QoS in the
Internet and how it can be achieved (using mainly IntServ and DiffServ) was also
described. Finally, reliable multicast and the two main error control strategies (FEC and

ARQ) were presented.
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CHAPTER 3 RELATED WORK OF MULTICASTING
TECHNOLOGIES

3.1 Introduction

Due to the QoS-aware group applications such as video/voice conferencing,
streaming audio/video, software upgrading and database updates, etc, there is a great
demand for a more efficient Internet that could support QoS multicasting. On the other
hand, reliability became an important issue in the area of multicasting to guarantee the
delivery of data and to achieve the required QoS level. Different multicast technologies
have been proposed and some are currently in use to provide group communications in
the Internet. In addition to that, QoS in heterogeneous networks needs an extensive study
since there are few papers that addressed this problem. In this chapter, a survey-like of
multicasting technologies that are related to thesis work will be summarized. This chapter
will address the following subjects: congestion control, reliable [P multicast, MPLS
multicast, DiffServ Multicast, DiffServ/MPLS multicast and finally QoS in

heterogeneous networks.

3.2 Congestion Control and Traffic Policing

In the Internet and especially MPLS based networks, most traffic sources are bursty.
Such a bursty traffic source will not require continuous allocation of bandwidth at its
peak rate. Statistical multiplexing can be used to gain bandwidth efficiency, allowing
more traffic sources to share the bandwidth. However, if a large number of traffic sources

become temporarily active simultaneously, severe network congestion can result.
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Therefore, to prevent this situation and especially in case of multicasting, there should be
some congestion control schemes [15, 61-65].

Call admission control is not sufficient to prevent congestion, mainly because users
may not stay within the connection parameters according to the Service Level Agreement
(SLA) between the user and the Internet Service Provider (ISP). Therefore, after a
connection is set up, some flow control is still required to provide good performance and
guaranteed quality of service among the users. This kind of control is based on the
declared parameters, and needs a policing procedure to ensure that any change in the
user's traffic characteristics will not affect the overall performance of the network.
Therefore, the purpose of the policing mechanism is to avoid short- term congestion
caused by bursts of packet transmissions [15, 61-65].

When a source exceeds its negotiated parameters, the network could take either one
of mainly three actions: Packet discarding, packet buffering or violation tagging.

The Token bucket or leaky bucket [61-65] method is one of the typical bandwidth or
traffic enforcement mechanisms used in MPLS networks; this method can enforce the
peak or average bandwidth and the burst factor of a traffic source. The Token bucket
scheme was first introduced in [63]. Since then a number of its variants have been
proposed. The basic idea behind this approach is that a packet, before entering the
network, must obtain a token from the token pool. An arriving packet will consume one
token and immediately depart from the token bucket if there is at least one token
available in the token pool. Tokens are generated at a constant rate and placed in a token
pool. There is an upper bound on the number of tokens that can be waiting in the pool

(bucket size M) and tokens arriving at a time when the token pool is full are discarded.
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The size of the token pool imposes an upper bound on the burst length and determines the
number of packets that can be transmitted back to back, thus controlling the burst length.
The token bucket scheme is illustrated in Fig. 3-1.

The Exponentially Weighted Moving Average (EWMA) is another used policing
mechanism in MPLS networks. It uses fixed consecutive-time windows, i.e. the window
size T is constant and a new window is triggered immediately after the preceding window

ends. The maximum number of accepted packets varies from one window to the next

[64], as shown in Fig. 3-2.

Arriving Packets

@ Departing Packets

Dropped
Packets
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Fig. 3-1 Token Bucket Scheme

— = o ———

T T T Time

Fig. 3-2 Exponentially Weighted Moving Average Scheme

In particular, the maximum number of packets in the ith window (¥, ) is a function of

the allowed mean number of packets per interval N and exponentially weighted sum of

the number of accepted packets in the preceding intervals ( x, ) according to the rule:
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_N-S_y

; Where 0<y<1 and S,, =(1-y)X,, +S,, 3-1)
-7

N;

With S, , being the initial value of the EWMA. The factor 7 controls the flexibility

of the algorithm with respect to the burstiness of the traffic. If =0, Nis constant and is

always equal to N. A packet that pushes the average rate over a predefined average rate

is nonconforming. So, for a packet arriving at time t:
If N;>N then this packet is nonconforming and is to be discarded

else it is a conforming packet

Note that in Token Bucket scheme [61-65] or EWMA [64] the length of the bucket
size and the window size directly affects the source throughput. That is because, when the
bucket size is full or when the old window expires, both schemes will loose tokens (or
credits) which are considered as lost chances for a packet to leave the current node. [61-

65] did not consider what is the proper bucket size or the proper window size.

3.3 Reliable IP Multicast

A number of books, RFCs and research papers have addressed extensively the IP
multicast issue [1-9]. In addition to that, a number of books and research papers have
addressed the reliable multicast transport protocols [1,25-30]. " Different applications
have different requirements of a reliable multicast protocol, and these requirements
constrain the design space in ways that two applications with differing requirements often
cannot share a single solution "[49]. There are many ways to provide reliability for
transmission protocols and to ensure the correct delivery of data. In [49-60], error control

strategies were described and used in order to achieve reliable multicasting.
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In [54], an algorithm to estimate the optimal number of initial parity packets with
prior knowledge of neither the population size of the multicast group nor the transmission
conditions inside the network is proposed. A proactive integrated FEC/ARQ protocol that
uses the mentioned algorithm is described, and the performance of this technique is
studied. [55] describes the design and implementation of a system that provides reliable
multicasting based on FEC and ARQ requests. In [56], a scalable reliable multicast
(SRM) framework for light-weight sessions and application level framing has been
described. The work in [56] has focused on SRM’s request and repair algorithms for
reliable delivery of data. However, it did propose a complete set of algorithms for
implementing local recovery. In SRM [56], for NAK suppression, a receiver waits for a
random time before sending a NAK, and refrains from sending a NAK if it receives a
NAK from another receiver for the same packet. However, this mechanism may operate
poorly when the loss occurs at the source link.

[57] determines and compares the maximum throughputs of the sending and receiving
hosts for generic sender-initiated (A) and receiver-initiated NAK (N1) protocols. [67]
proposes and analyzes the delay of three-reliable multicast protocols namely sender-
initiated, receiver initiated and second receiver-initiated protocols.

In [59], a framework is developed which allows one to model analytically the impact
of FEC on the average number of transmissions necessary to transmit a packet to all
members of the multicast group. Different multicast tree topologies and different
multicast group sizes are examined. One of the findings is that the shared part of the

multicast tree is not always the best part to employ FEC.
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In [60], a repair technique that combines FEC with ARQ is presented. The beauty of
the proposed technique is its ability to reduce delay in reliable multicast delivery by
sending repairs proactively (i.e. before they are required).

[66] proposes and describes a new multicast traffic performance analyzer considering
routing protocols DVRMP and PIM-SM. In addition to that, it reports the results of
analyzing multicast datagrams transmitted over the Internet.

[67] considers reliability through the use of ACK (when a packet is received) or NAK
(when a packet is not received) only. In [67], expressions for the overall delay are derived
for all three protocols: sender-initiated (A), receiver-initiated NAK protocol (N 1) where
NAKSs are returned to the sender via point-to-point channel and receiver-initiated NAK
protocol (N2) where NAKSs are multicast to the sender by receivers.

The overall delay expression for receiver-initiated (N1) QoS protocol is given by [67] as:

2 R
p~(Tr +E[Wy, 1+E[Y])
E[Sni)=(E[Wx, 1+ E[WR 1+ 2E[X]+ 1) + R . ;’)‘ +p(E[Dyy + 1) 32)

Where E[W {1 is mean waiting time at the sender and is given by:

AE[X?1+AS(E[X 21+ B[Y 2]+ 2E[X]E[Y]) + AS E[Y 2]
2(1-p3) (-3)

E[WEH]:

In which, the sender processes three flows. The first corresponds to the original
transmissions. The second corresponds to the arrival of NAKs that trigger the
retransmission and the third correspond to the arrival of NAKs that are processed but do
not generate a retransmission. The corresponding flow rates are:

AS = a { Poisson arrivals assumed and t denotes original transmission }.
t
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AS = A(E[M - 1]){ E[M-1] = average number of times a packet is transmitted, and r
denotes retransmissions }

AS, = A(RE[M ) ~E[M]-R +1]) { M? is the number of times a packet must be
transmitted before a receiver receives it correctly and R is the number of receivers. }

The service times for the previously mentioned flows are : X, X+Y and Y respectively.
The load at the sender PN 1 s given as:

PR = ME[X]E[M]) + R(E[M ]~ DE[Y] (3-4)
There are two work flows through the receiver under N1 protocol: one corresponds to the
arrival of data packets from the sender and the other corresponds to the self-generated
NAK by the receiver. These rates are:

MU= AEIMI(L-p)  and A% = AEIM DT- 1) where p is the packet loss
probability. Note the respective service times are X and Y.

Hence, the load at the receiver:

pN1 = M(E[XIE[MI(1 - p) + (E[M (V]- DE[Y]) (3-5)

Therefore, the mean waiting time at a receiver is given by:

ARE[X 21+ 2B B[Y 2]
200-pR D) - (3-6)

E[W ] =

It is assumed that all participants in the multicast are separated from each other by a delay
of 7. Tg is the length of the time out period at the receiver before detecting a loss. E[Dni]

is the average length of the loss detection phase which ends after sending a NAK to the

sender.
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In [68], a queuing analysis of a simple FEC scheme for interactive IP telephony is
carried out. FEC was found not scale well and the audio quality will deteriorate for any
amount of FEC and for any offset (the redundant information that are added to the
original information). However, [68] did not consider the multicast issue.

Active Parity Encoding Services (APES) [69], achieves efficiency in terms of
network bandwidth due to additional network support called repair servers (RS) which is
another reactive FEC approach. APES sends parity packets in place of retransmissions.
Receivers reconstruct original data packets from received packets. RS ensures that each
of its downstream receiver get at least k distinct packets.

In [70], a hierarchy of RSs, where each RS works for receivers or RSs in its repair
domain is presented. In a hierarchy of RSs, according to loss conditions of each repair
domain, each RS decides sufficient amount of redundancy of FEC. Applying FEC to each
repair domain independently, APES can achieve efficient bandwidth utilization. In order
to achieve this, many RSs are needed which add more packet processing costs at RSs or
receivers. The three protocols proposed by [69] are:

1- Store-Data-Build-Repairs Protocol (SDBR): Once a repair server reliably obtains
k source packets, it reproduces (via FEC encoding) the k original data packets,
which it subsequently buffers.

2- Build-Repairs-Store-Repairs Protocol (BRSR): A repair server decides in advance
on a fixed number, b, of repairs per block to generate via FEC encoder. Here, the
repair server does not buffer the source packets, but merely supply them as they

arrive to the FEC encoder. This method is called on-the-fly encoding.
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3- The Get-Repairs-Store-Repairs Protocol (GRSR): The repair server does not
require FEC encoding capability. Instead, it requests b repair packets from the
sender, which it buffers. Once it obtains the b packets, it behaves identically to
BRSR. .

The probability of losing exactly j out of k packets is given on [69] as:

k . s
Yﬂ-‘(p)=(jj '(1-p)*! (3-7)
It is assumed that when a receiver losses m of k packets in a block requires the repair

server to reliably transmit packets k+1 to k+m.

The bandwidth computations from repair server to receivers for the three protocols are

[69]:

k-1 .
E[Tgppr 1= 2 1-[1— 3 y&*ig-py°

0 m =0 (3-8)

™s

H

i
r is the number of downstream receivers for the repair server.
Let 7 be a random variable that equals the number of times that packet i is transmitted.
For i<=k, we have E[tj]=1, since the packet is transmitted at most once. For k<i<=2k, a

packet transmitted as many times as needed by some receivers.

Therefore,

E[Ti1< > q:()) (3-9)
=0 2k
and hence , E[TBRSg 1= E[TgrsR 1<k + Z Elz;] (3-10)
i=k+1
It is fqund in [69], for reasonable loss rates, BRSR and GRSR do not use substantially

more bandwidth than SDBR between the repair server and the receivers.

The bandwidth computations from sender to repair server [69]:

E[Al= 3 Elr] (3-11)

i=k+b+1
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Where A is a random variable equal to the number of additional transmissions the sender
must make to a repair server.

[71] proposes local FEC, where FEC is applied to source link and receivers do not
have to support FEC encoding/decoding. Receivers just have to operate NAK based
mechanisms and no additional operations required. In [71], a procedure very similar to
[67] is followed to calculate the overall delay. Let T denotes the overall delay, the
expected value of T is given by:

E[T]=(1-p, ){E[DGR I+ E[Wg [+ E[X]+(t~tg )}+ p((E[D]+E[U]+ E[B]) 3-12)
Where pl is the original packet loss probability between the sender and the receiver and
ié given by:

Py =1=(1-pgp)l—py) (3-13)
Pcr is the probability that gateway router (GR) cannot recover data packet i .E[Dggr] is
the mean time from the initial arrival of a packet at the sender to the time of forwarding at
the GR. E[Wg] is the mean waiting time at the receiver. E[X] is the mean service time of
a data packet or a parity packet. E[D] is the mean length of the loss detection phase. [t-
TGr] is the propagation delay between a receiver and the GR. E[B] and E[U] represent the
mean lengths of the random delay phase and the loss recovery phase respectively.

[72] examined an approach for providing reliable, scalable multicast communications by
using multiple multicast channels for recovery of lost packets. In the approach, rather
than having all receivers receive all retransmitted packets, the multiple multicast channels
are used to allow only these receivers that actually want a particular packet to actually

receive that packet. In [72], infinite number of multicast channels and a limited number
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of multicast channels scenarios are considered. It also considers two types of sender
behavior: the one to many and many to many scenarios.

However, one can notice that none of these previously mentioned papers in the
current section [49-60] and [66-72] has addressed the adoption of DiffServ into reliable

IP multicast networks.

3.4 DiffServ Multicasting

The current Internet infrastructure only supports best effort service, which is
inadequate for QoS-sensitive application such as audio/video conferencing, distance
learning, etc. One of the promising architectures to provide QoS in the Internet is
DiffServ. Expedited Forwarding (EF) and Assured Forwarding (AF) are the two main
QoS types defined in DiffServ architecture.

The DiffServ multicasting would be a useful application because DiffServ provides a
method of service differentiation, which is needed in the next generation Internet. The
area of DiffServ multicasting has received relatively little attention until recently. A few
number of papers have addressed the DiffServ multicast issue [73-82]. Using DiffServ to
provide QoS multicast poses several challenges:

1- The multicast tree changes dynamically due to the frequent change of the number of
receivers, which is, know as join/leave problem.

2- Heterogeneous receiver resource requirements of multicast since each receiver may
have its own resource requirement, which cannot be predicted in advance.

3- When internetworking different DiffServ domains that have different SLAs, mapping

between different SLASs is needed.
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Another well-known problem that could happen in DiffServ multicasting and it
should be avoided under any circumstances is called the Neglected Reservation Subtree
Problem (NRS Problem) [73, 74]. This problem could happen when a new receiver joins
an [P Multicast group, a new subtree is added, which connects the new receiver to the
already existing multicast tree. Because of tree expansion and missing per-flow
classification mechanisms, the new receiver will implicitly use the service of better
quality. If the additional amount of resources which are consumed by the new part of the
multicast tree are not taken into account by the domain management, the currently
provided level of quality of service of other receivers (with correct reservations) will be
adversely affected or violated. This negative effect on existing traffic contracts by a

neglected reservation. Fig. 3-3 shows an example of NRS problem.

0S Domain.2

DS Domain 4

Sender? Receiver?2 Receiver 3

Receiver 1

FHR First Hop Router L. .
IR Internal %wter Fig. 3-3 NRS Problem in DiffServ multicast

BR Border Router
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At the beginning, there are two initial multicast groups. Group 1, which consists of
sender 1 and receivers 1 and 2, and group 2 which consists of sender 2 and receiver 3.
Assume that group 1 requires 30% of the bandwidth to provide Expedited Forward (EF)
QoS to its members while group 2 reserves 20% of the bandwidth to provide EF QoS to
its members. Up to now, there is no appearance of the NRS problem. The problem could
arise when recéiver 3 joins the multicast group 1. Since receiver 3 in DS domain 2, which
is connected to the DS domain 1 using Border router BR1. Since BR1 is also an egress
router, which is equipped with a traffic policing function. BR1 knows that DS domain 2
uses 30% extra bandwidth without permission after receiver 3 joined group 1.
Consequently, the policing component in the egress border router (BR1) drops packets
until the traffic aggregate is in accordance to the traffic contract (20% of bandwidth).
However, during packets dropping, the router cannot identify the responsible flow
(because of missing flow classification functionality), and, thus randomly discards
packets, whether they belong to a correctly reserved flow or not. As a result, there will be
no longer any service guarantee for the reserved flows. This is called the NRS problem.
Other types of NRS problems and solutions can be found in [73, 74].

There are different ways to support multicast in DiffServ networks. Core fouters can
be multicast-capable, multicast-incapable or multicast traffic is encapsulated to transfer to
core routers. If core routers support multicast they have to maintain a multicast tree state
per group. This makes core routers complex and not scalable, as they have to check the
state for every multicast tree. If core routers are unaware of multicast traffic, traffic is
replicated at boundary routers. Striegel and Manimaran [75] have given a new

architecture for multicast support in DiffServ domain. In their DiffServ Multicast
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(DSMCast) [75] approach, core routers do not need to maintain multicast tree. The tree
information is encapsulated in packet’s header, and leaves core routers a little simpler and
more scalable. However, encapsulation incurs additional costs. “Fat” header consumes
additional bandwidth for each packet, and additional CPU cost is alsb incurred due to
header processing. Under basic DSMCast model [75], the tree is built based solely on the
network topology. Multicast traffic is transmitted like unicast apart from that core routers
have to inspect the header to make replication when needed. The extension headers
include identification field for DS core nodes, appropriate branching information,
tunneling bit to bypass DS-non-capable nodes, and adaptive DS field to adapt to the
heterogeneous DSCP requirements by the different receivers.

The request that receivers join/leave the group is forwarded by the egress router to the
ingress router to be processed. The construction of the multicast tree is then done by the
ingress router. Member’s join/leave structure is discussed in [76].

Bless and Wehrle [77] add an extension of DS entry to multicast routing table to
support heterogeneous DiffServ multicast group. This makes different branches in the
same multicast group to get different QoS possible, but routers have to maintain a
relatively larger routing table.

One can notice that reliable DiffServ multicast is an open research area. To the best of
our knowledge, none of current DiffServ multicast papers [73-82] has addressed the

adoption of reliable multicast using FEC/ARQ.

3.5 MPLS Multicasting

MPLS multicasting and MPLS multicast considerations were introduced in sections

2.3 and 2.4 respectively. MPLS multicast is still an open issue [19]. Recently, MPLS has
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received a great deal of researchers’ attention. A number of papers have addressed this
issue [19-24] and [83-91]. These papers have concentrated mainly on three areas within
the context of MPLS multicast, namely:
1- MPLS multicast architecture proposal, which mainly concentrates on the description of
MPLS multicast and how it works.
2- MPLS routing (and rerouting) problems, which provide descriptions of such problems
and suggest solutions.
3- MPLS label aggregation

Most of these papers were either descriptive or use simulation only. One can notice
that reliable MPLS multicast is an open research area and to the best of our knowledge,
none of current MPLS multicast papers [19-24] and [83-91] has addressed the adoption

of reliable multicast using FEC/ARQ.

3.6 DiffServ/MPLS Multicasting

The combined use of DiffServ and MPLS technologies is a promising way to provide
QoS in the Internet, while effectively using network resources [92]. In addition to that,
this combination will provide network reliability and adaptation of node and link failures.

However, there is a difference between DiffServ and MPLS. DiffServ is a layer 3
service while MPLS combines the flexibility of layer 3 routing and layer 2
switching(between layers 2 and 3). There are two basic problems for MPLS support of
DiffServ:

1- The DiffServ DSCP has 6 bits whereas MPLS has 3 experimental bits (EXP) (or CoS

field) as in Fig. 2-1.
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2- The DSCP is carried in the IP header, where LSRs examine only the label header.

To carry DiftServ traffic over an MPLS network efficiently, a mapping between DiffServ
classes and LSPs is needed. The solutions to the previously mentioned problems are
given in [92].

There are two solutions defined: (1) EXP Inferred-PSC (PHB Scheduling Class) LSP (E-
LSP), and (2) Label-Only-Inferred-PSC LSP (L-LSP).

1- EXP-Inferred-PSC (PHB Scheduling Class) LSP (E-LSP)

E-LSP determines the PHB of a packet solely from the EXP field, and thus can
support up to only 8 PHBs per E-LSP. The EXP field conveys the queuing, scheduling,
and drop precedence to the LSP. PHB signaling can be used to explicitly signal the
supported PHBs during LSP setup, but is not required (i.e. pre-configured PHBSs).

2- Label-Only-Inferred-PSC LSP (L-LSP)

Packets in a micro flow must maintain the same order from the ingress LSP to the
egress LSP, so they belong to the same PHB Scheduling Class (PSC) [88], which is a
PHB group such that the order of packets in the group must be preserved, and are placed
in a common queue. The set of BAs whose order must be maintained during transmission
constitutes an Ordered Aggregate (OA).

L-LSP determines the PHB of a packet from both the Label and EXP fields. The
Label field determines the PSC (queuing and scheduling) while the EXP field determines
the PHB (drop precedence). An arbitrarily large number of PHBs can be supported. The
DiffServ object defined in the Resource Reservation Protocol (RSVP) extension or the

DiffServ TLV defined in the Label Distribution Protocol (LDP) extension can be used to
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support PHB scheduling group signaling, which is used to signal the PSC during L-LSP
establishment [92].

In [93], an architecture called aggregated QoS Multicast (AQoSM) to provide QoS
multicast support is proposed. Using same concepts of aggregate multicast used in [84],
AQoSM can support QoS multicast scalably and efficiently in DiffServ supported MPLS
networks. Aggregate multicast [84] is a scheme proposed to reduce multicast states. The
idea is to force the multicast groups to share a single distribution tree. The enforcement
takes place at the border routers of the network. Data packets from different groups are
multiplexed on the same distribution tree, called aggregated tree. In [93], a network is
modeled as an undirected graph G(V,E). Each edge (i,j) is assigned a positive cost cjj=c;;
which represents the cost to transport a unit of data from node i to node j or the reveres.
Given a multicast tree T, the total cost to distribute a unit of data over this tree is:

C(T)y~ ) C;, (3-14)

(i,j)eT

If every link is assumed to have equal cost 1, tree cost is simply C(T)=[T| - 1, where |T|
denotes the number of nodes in T. A “ native” multicast tree (e.g. using PIM-SM
denoted by A), which satisfies the membership and QoS requirement of a multicast group
g is denoted by Ta(g), while T(g) defines the aggregate tree which g uses to transmit data.

It is possible that T(g) does not have a perfect match with group g, which means that
some of the leaf nodes of T(g) are not the member nodes of g. Then packets reach some
destinations that are not interested on receiving them. Hence, there is a bandwidth

overhead. Assume an aggregate tree Ty is used by groups g; , 1<=i<=n, each of which has

a native tree Ta(g;), then the average percentage bandwidth overhead for Ty is given by

[93] as:
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> B(g )} C(Ty = C(T, (g, )}
6A(To) = =

> B(g)C(T, (1) 1)
Where B(g) is the bandwidth requirement for group g. [93] defines and uses 4
performance metrics to quantify the performance of AQoSM using simulations and these
metrics are:

1- Number of MPLS trees.

2-Number of label forwarding entries installed in all routers

3- Request rejection ratio, which is defined as:

Ng (1) (3-16)
N4(t)

ratio

Where Na(t) denotes the number of group requests arriving in time period t after the
steady state is reached and Ng(t) denotes the number of group requests which are
rejected.

4- Tree setup ratio which is defined as:

TS o = A= Nl = Na (O (3-17)
NA (1)
Where Nm(t) denotes the number of group requests which can be matched to some

existing tree.

An attempt to explain the concepts of DiffServ + MPLS and illustrating its
effectiveness by performing a simulation using Network Simulator (ns-2) is carried in
[99]. The results of [99] show the fast rerouting feature of MPLS and how it alleviates the
problem of link failures in DiffServ networks.

A network performance optimization problem related to traffic engineering over

MPLS is considered in [100], where a dynamic traffic engineering and assignment
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methodology to adaptively map ingress traffic into several parallel LSPs in MPLS
network. Within the proposed framework, a set of parallel disjoint LSPs is modeled by
parallel queues and a partitioning algorithm is devised for different service classes.
However, [100] did not consider the multicast issue.

A number of research papers have addressed the adoption of DiffServ with MPLS
[92-100]. However, only unicast operation is defined in [92], while multicast
communications require further study. In addition to that, reliable DiffServ/MPLS
multicast is an open research area and none of current DiffServ/MPLS papers [92-100]

has addressed the adoption of reliable multicast using FEC/ARQ.

3.7 QoS in Heterogeneous Networks

A number of papers have addressed the QoS issue in heterogeneous networks [101-
112]. Many of them concentrated on the wireless heterogeneous [P networks [101-106].
In [107], topology discovery in heterogeneous [P networks was conducted. Multicast
issue in heterogeneous networks was studied by [108-112]. However, most of these
papers were either descriptive or use simulations only. In addition, none of these papers
[101-112] has analyzed the router performance in case of MPLS or IP Multicast when

DiffServ is adopted, which should raise the level of the thesis research importance.

3.8 Conclusions

In this chapter, a survey of multicasting technologies that are related to thesis work
was summarized. This chapter addressed the following subjects: congestion control,

reliable [P multicast, MPLS multicast, DiffServ Multicast, DiffServ/MPLS multicast and
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finally QoS in heterogeneous networks.

The design and management of such a network is a fundamental key to the success of
the QoS provisioning and it includes several open research areas. Many problems need to
be solved such as DiffServ multicasting, MPLS multicasting, DiffServ/MPLS
multicasting, QoS in heterogeneous networks, LSP dimensioning, set-up/tear-down

procedures, routing, adaptation to actual carried traffic, preemption, initial definition of

the network topology, etc.
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CHAPTER 4 QOS MULTICAST FOR DIFFSERV OVER
MPLS AND IP HOMOGENEOUS NETWORKS

4.1 Introduction

Multicasting has been at the center of interest in the Internet area and has already
attained major successes. IP Multicast supports group communications by enabling
sources to send a single copy of a message to multiple recipients at different locations
who explicitly want to receive the information [1]. With the huge increase demand for
bandwidth, one of the challenges the Internet is facing today is to boost the packet
forwarding performance.

Recent developments in Multiprotocol label Switching (MPLS) open new
possibilities to address some of the limitations of IP systems. MPLS is an Internet
Engineering Task Force (IETF) standard [10]. It replaces the IP forwarding by a simple
label lookup mechanism. MPLS combines the flexibility of layer 3 (L.3) routing and layer
2 (L2) switching, which enhances network performance in terms of scalability,
computational complexity, latency and control message overhead. Besides this, MPLS
offers a vehicle for enhanced network services such as Quality of Services (QoS)/ Class
of Service (CoS), Traffic Engineering and Virtual Private Networks (VPNs). IP multicast
in MPLS networks is still an open issue [10-25].

On the other hand, the IETF DiffServ working group is looking at a more scalable
model and more likely to be easier to implement than IntServ/RSVP model [42]. In the
DiffServ architecture, traffic that requires the same Per-Hop-Behavior (PHB) is
aggregated into a single queue. The DiffServ architecture focuses on the use of DiffServ

(DS) byte, which is the redefined 8-bit Type of Service (TOS) field in the IPv4 header or

51



the IPv6 Traffic Class octet as a QoS mechanism. Packets are classified into the
corresponding queues using their DiffServ Code Points (DSCP). Packets use DSCP bits
in order to receive a particular PHB, or forwarding treatment. Marking, classification,
traffic conditioning or policing are done at network boundaries (first router for example)
and packet treatment and handling is carried on each network node [42-48].

Reliable multicasting is used to provide QoS in group communications for real time

multimedia applications such as video conferencing. Two main error control strategies
are well known. These are the FEC (Forward Error Correction) strategy, which uses
error correction alone, and the ARQ (Automatic Repeat Request) strategy, which uses
error detection, combined with retransmission of repair data [49-60].
In ARQ strategy, when an error is detected at the receiver, a request (NAK) is transmitted
to the sender to repeat the incorrect message, and this continues until the message is
received correctly. ARQ can be divided into two types: stop-and-wait ARQ and
Continuous ARQ, which can be further, divided into two subtypes: go-back-N ARQ and
selective-repeat ARQ. In our work, we will use selective repeat ARQ. In addition to that,
we will evaluate the performance of the ARQ with both multicast and unicast repairs.

In this chapter, we compare QoS performance of [P and MPLS multicasting in two
cases, given their particular constraints [113-114]. Section 4.2 will compare QoS
performance of IP and MPLS multicast for a single router case with no reliabilty
~ consideration and section 4.3 will do a similar thing but for homogeneous multicast
networks and where reliability is adopted. In regular IP multicasting only overhead
pertaining to [P multicast tree should be established, while in MPLS multicasting we

have to add also the corresponding MPLS multicast tree establishment times and control
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packets. We present a new fair share policy and by taking the above constraints into
consideration, we evaluate the QoS performance for a typical binary tree in the two cases
of IP and MPLS multicasting. We also consider Differentiated Services; i.e. traffics with
different priority classes when reliable multicast is used. Analysis tools will be used to

evaluate our fair share policy (FSP) for different homogeneous network scenarios.

4.2 The Analytical Model Underlying the Fair Share Policy

(FSP)

In this section, a comparison of QoS performance between IP and MPLS multicast for
a single router with no reliability adoption is carried out. FSP is not a call admission
rather it is a traffic policing mechanism [115]. In FSP, packets are discarded in case of
congestion differently at each queue according to source priority and the maximum
number in the queue; i.e. the source with higher priority will experience less packet
discarding than sources with lower priorities. Moreover, FSP guarantees fairness among
flows having the same priority (i.e., required QoS) in buffer space allocated to lower
priority traffic is larger; thus leading to less packet discard [113-114]. Our analytical
model is shown in Fig. 4-1. In this model, a typical IP or MPLS router and our FSP
traffic policing mechanism process three independent sources corresponding to different
input traffic classes. Source 1 is assigned the highest priority, then source 2 and finally
source 3. For this model, the enforcement is assumed to occur at the router (node)

according to Fair Share Policy. The following assumptions are used:
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1- The arrival of packets in queue of each priority class is modeled by a discrete time
Markovian chain. The time between the states (state transition time) is the service time of
a packet which is assumed to be a small and constant AT (i.e. short discrete intervals).
Therefore, it can represent a Poisson arrival such that at most one packet arrives while
one packet is served by the line. For example source 1 arrival probability can be defined
as:

a; =MAT  where & is source 1 arrival rate
2- FSP uses non pre-emptive priority queuing and FIFO for the same priority packets.
3- The arrival probabilities are aj, 0, and aj for each source respectively. Note
that o represents the probability of a receiving packet while one packet is being

served in the channel. In addition to that, assume all packets are of the same length.

4- Service probabilities for different queues are P1,B2 and B3 for each source
respectively, which take the priorities into account; i.e. during any packet time server is
available only for one class as will follow shortly.

5- Average queue sizes are E|(n), Eo(n)and E3(n) for each source respectively.

6- Maximum buffer sizes are max, max, and max3 for each source respectively.
7- Total system (router) buffer size: B = max) + max)+ max3 where max,and p=123is

Prp
calculated as: max, ., = *B
P ZpPr,

8- All of MPLS or IP routers on the subject Internet are homogeneous in providing

;  Prp is source p priority.

resource and traffic conditions, so we take one of them as a representative for IP routers

and another one as a representative for MPLS routers.
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9- Steady state conditions prevail such that the distribution of the number of packets in
the queue will not change with time and hence E{(n) for source | for example will be
taken as a representative figure of the actual number in the queue n; .

10- Server is available with probability P, < 1 due to both errors and losses on the
networks; i.e. P, =pAT where (1 is the service rate.

11- During a certain packet time (state transition period), one packet may arrive at a
certain priority class queue and one packet may be simultaneously served. This is one of
the differences from classic M/M/1 systems. Similarly, during a certain packét time there

may be no arrival and no service to any of the priority queues [113-114].
Input Buffer

Arriving Packetg -
Priority assignment

—_—»
Source 1 I for Source 1
* 2 for Source 2
Dropped 3 for Source 3
Packets ESP
Arriving [nput Buffer Departing Packets
Packets
Source 2
Pc=Line condition
Dropped =Probability of a packet
Packets FSP transmitted successfully on
. Input Buffer the line
Arriving
Source 3 >
Dropped ?
Packets FSP

Fig. 4-1 The analytical model

Fig. 4-1 explains the main components of the analytical model for a typical router (IP
or MPLS). FSP sets the following rule: low priority users will generally have higher

buffer occupancy E(n) which provides the low priority traffic with more space as needed.
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The classifier, which is not shown, aggregates all users’ traffics of a certain priority and
sends them into the same priority queue.

The coupled discrete Markovian state diagrams for the analytical model in Fig. 4-1
are shown in Fig. 4-2. These diagrams represent a typical router with 3 priority classes.

The solution of the number in every class depends on the solutions of the other classes.

o7] ( 1- PCB1)a1 .;\ a
’\/ (1-0 )PP \/ (1-a1)PcBy /v

-y ogPeBy +(1-0)A—PeBy)  oyPefy +(1—0y)(~Befy)
(a)
o9 (1- PCB ) )a2

1-aj3 ogP Py +(1-03)1-Pf3)  ogPPy+(1-03)1-Bf3)

(c)

Fig. 4-2 The Coupled Discrete Markovian State Diagrams

To explain some of the state diagram’s transitions above, we see in Fig. 4-2 (a) that
the transition probability from state 0 to state 1 is the probability of a new arrival from

source 1 which is o . Also in the same figure, the transition probability from state 1 to
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state 0 is given by (1—o1)P:B; which is the product of two probabilities, the first one is
probability of no new arrivals from source 1 (1 — ) and the second one is the probability
of serving one packet from source 1 P.B; (i.e. no arrival from source 1 and one packet is
served from source 1). Note that B; =1 always since it is the highest priority traffic. In
Fig. 4-2 (b), the transition probability from state 1 to state 2 is given by: (1-P.32)on
which is the product of two probabilities, the first one is the probability of no packet got
served from source 2 (1-P.B,) and the second one is the probability of one packet
arrival from source 2 &2 . Note that [52 = Pé i.e. packets from source 2 will be served
only when the buffer corresponding to source 1 (which has higher priority) is empty.
We see in Fig. 4-2 (c) that the transition probability from state 2 to state 2 (self looping)
is given by o3P.B3 +(1—-0a3)(1—P.B3) which is the sum of two probabilities, the first
one is the probability of one packet arrival from source 3 while one packet is served from
source 3 a3P.PB3 and the second one is the probability of no new packet arrival from
source 3 and no packet got served from same source (1—a3)(l—P.B3), i.e. this transition
probability from state 2 to state 2 is actually the probability of one arrival from source 3
while serving one packet or the probability of no arrivals from source 3 and no packets
are being served from the same source. Note that By = P(I)Pg which means packets from
source 3 will be served only when the buffers corresponding to source 1 and source 2
(which have higher priority) are all empty.
For IP based networks, the source arrival probability a is actually a composite one; for
instance a can be written as [113-114]:

1.2 . Mit4)

57



where Al is the processing time at lower layers (for example MAC layer) and A2 is the
processing time at [P layer and 7 is the IP processing time factor (or processing factor); a{
is the intrinsic arrival probability at the application layer (on top of IP layer), alz is the
extra arrival probability due to IP control overhead which is used to establish the IP

. . . . 1
multicast tree. The above equation can be rewritten in terms of o;  as:

2

1 1 a
1

where Zj’l is the IP control overhead factor (or IP factor).
Similarly for MPLS based networks, o can be written as [113-114]:
ap = a{ +a12 +0tl3,where ajand afare the same as in the case of IP networks; o} is the extra

arrival probability due MPLS control overhead which is used to establish the MPLS

multicast paths or tree.a; can be rewritten in terms of «] as:

i 0‘12 0‘%
op =(1+&; +&;)ay &i=—p &=— (4-2)
aj o

Where &2 is the MPLS control overhead factor (or MPLS factor).

By writing, the balance equations for the state diagram in Fig. 4-2 (a) [116-123], notice

that o = aq B= [31 and max = max 1 -one finds that ‘

o2

P = =P 4-3)
1-¢o o l—c)oc o
P2 = P ——P = - = P 4-4
pooop 0 { u? o } ’ @4
P, = l-o Ph 1 - -LPn -2 for n = 34, .max (4-3)
u H

Where L =(1-PcB)a » p=(1-a)P;p and o =aPB+(1-a)(1-Pp)
Equation (4-5) can be rewritten as:
l-o A

PLi - —P, for n = 3,4,..max

M (4-6)

n+2°

1 —
Define m = ——  and q=L
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Equation (4-6) is a 2™ order homogeneous difference equation [124], which has the
general form:
p +2aP | +bP =0 for n=3,4,...max 4-7)

n+ 2

Where a = _“_zf_“_ and b = q , the general solution of equation (4-7) is of the

form[124]:
Pp = A" +Br) for n=34,... max (4-8)

Where r; and r, are the distinct roots of the equation (4-7) and A and B are constants. The
characteristic equation of equation (4-6) is:
r?-mr+q=0 (4-9)

. + -4 - -4
Which has the solution: r, = D o k! , Ty = m m q

The initial conditions for the set of equations are P; and P, . Using equation (4-8), we

write:
P =Ar +Br, =kP (4-10)
P, = Ar} + Bt} = 0P, (4-11)

Where o = (—(1—'0—2)?—— ij and k = — . Substituting for r; and r, and solving

i M 1
equations (4-10) and (4-11) together to find A and B, we obtain:
2
N kr, P, and A~ kr;r2 ~ I T,® P,
r,’ - nr, G -,

In order to find nth probability Py, our solution for equation (4-8) can be written as:

n n
ke ~ 0 m+‘/m2 —-4q o—kr m—\/m2—4q
Pn:( %2 172 ]P() + - 1 PO

2 2

n=3,4,.max (4-12)

22 3 2
-1, 2 —hlh
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Taking into account that mg P, =1, Pocanbe found using the following equation:
0

n =—
P - 1 B !
0 max CI+K+o+Ar) +Brl + Art +Br) 4.+ Ar™ 4 Br™
1+ % P, (4-13)
n=1 1
) - 2 - 2
1+k+ o+ Ar, — Ar, — Ar{ +Br, - Br, - Br,

I-r I-r,

Therefore, the solution of probability of steady state of the number of packets in the
buffer is now given by equation (4-12). The expected number of packets in the buffer for

a specific source can be found as:

max max
E(n)= Xn*P, =1*k*P; +2*0*Py + > n*(Ar)" + Br}') (4-14)
n=0 =3

Notice that the loss probability is equal to the probability of the last state of the state
diagram; therefore the loss probability for sources 1, 2 and 3 respectively:

PL1 =Pmaxl, PL2 =Pmax2 and PL3 =Ppax3 (4-15)
The same solution above applies to the state diagrams in Figs. 4-2 (b) and 4-2 (c) as well
except that in Fig. 4-2(b) o =02 B =2 and max = max ; and that in Fig. 4-2

(©)a =03 B=P3and max = max 3

4.2.1 Analysis Results

Fig. 4-3 shows the expected number of packets in a typical router buffer versus [P
factor &, for all sources for both IP and MPLS. The figure shows that IP and MPLS have
very similar expected number of packets especially for low priority traffic and when the

intrinsic arrival rates are relatively high. Note that the value of processing factor (1) is
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relatively small meaning that the difference in packet processing between IP and MPLS
is small.

Fig. 4-4 shows the packet loss probability for all sources for both IP and MPLS
versus IP factor for relatively smaller intrinsic arrival rates and small processing factor
(7). It shows that IP and MPLS have almost the same loss probability, except a small
difference for source 3; and as [P factor increases the difference becomes even smaller.

However, Figs. 4-5 and 4-6 show that when the processing factor (1) increases MPLS
will have superiority over IP in terms of the expected number of packets in the router
buffer and packet loss probability. As shown in Fig. 4-5, the expected number of packets
in the router bufter in case of MPLS is less than IP for all sources and this difference is
clear for low priority sources 2 and 3. Fig. 4-6 shows that the packet loss probability in
the case of MPLS is less than IP for all sources. This means when the difference in packet
processing (t) between MPLS and IP increases, MPLS will be better.

In the previous Figs. 4-3, 4-4, 4-5 and 4-6 MPLS factor £, was constant and
relatively small; explaining why MPLS performance was better or very similar to IP
performance. However, in the following figures we will study the effects of MPLS factor
on MPLS performance. Figs. 4-7 and 4-8 show that IP will be superior over MPLS when
MPLS factor increases. As shown in Fig. 4-7, the expected number of packets in the
typical router buffer in the case of IP (which is constant) is less than MPLS. Similarly,
Fig. 4-8 shows that the packet loss probability in the case of IP (which is constant) is less
than MPLS. This means when the extra arrival rate due MPLS control overhead used to

establish MPLS multicast paths or tree increases, IP will be perform better.
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Figs. 4-9 to 4-16 are drawn with high arrival rates and high P for all sources while
Figs. 4-17 to 4-20 are drawn with low arrival rates and high P, for all sources

Figs. 4-9 and 4-10 show the [P expected number of packets in the router bufter for
sources | and 2 respectively versus IP factor and processing factor, while Figs. 4-11 and
4-12 show the MPLS expected number of packets in the buffer for sources 1 and 2
respectively versus IP factor and MPLS factor. As shown in Figs. 4-9, 4-10, 4-11 and 4-
12 for sources 1 and 2, IP will perform better than MPLS in terms of the expected
number of packets in the router buffer if the processing factor is small and if the MPLS
factor is large. However, MPLS will perform better than IP if the processing factor is
large and if MPLS factor is small.

Figs. 4-13 and 4-14 show the IP packet loss probability for sources 1 and 3
respectively versus IP factor and processing factor, while Figs. 4-15 and 4-16 show the
MPLS packet loss probability for sources 1 and 3 respectively versus IP factor and MPLS
factor. As shown in Figs. 4-13 and 4-15 for source 1 [P will perform better than MPLS in
terms of packet loss probability if the processing factor is small and if MPLS factor is
large. However, MPLS will perform better than IP if the processing factor is large and if
MPLS factor is small. One may notice that in Figs. 4-14 and 4-16 for source 3 (lowest
priority traffic) IP and MPLS perform similarly.

Fig. 4-17 shows the [P expected number of packets in the router buffer for source 1
versus IP factor and processing factor, while Fig. 4-18 shows the MPLS expected number
of packets in the buffer for source 1 versus IP factor and MPLS factor. As shown in Figs.
4-17 and 4-18 for source 1, IP will perform better than MPLS in terms of expected

number of packets in the router buffer if the processing factor is small and if MPLS factor
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is large. However, MPLS will perform better than IP if the processing factor is large and
if MPLS factor is small.

Fig. 4-19 shows the IP packet loss probability for source 3 versus IP factor and
processing factor, while Fig. 4-20 shows the MPLS packet loss probability for source 3
versus IP factor and MPLS factor. As shown in the figures, the packet loss probability is
very small for all IP and MPLS sources because of the low arrival rates. In addition, these
figures show that IP will perform better than MPLS in terms of packet loss probability if
the processing factor is small and if MPLS factor is large. However, MPLS will perform

better than IP if the processing factor is large and if MPLS factor is small.

Expected number of packets in the buffer Packet loss probability for all sources for
for all sources for both IPand MPLS both IP and MPLS
%16 -y 0.9 e P 1
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4.3 Homogeneous Reliable Multicast Tree

In this section, a comparison of QoS performance between IP and MPLS multicast for

a homogeneous reliable multicast tree is carried out.
4.3.1 The Analytical Model Underlying the Fair Share Policy (FSP)

The same analytical model shown in Fig. 4-1 and the same discrete coupled state
diagrams shown in Fig. 4-2 will be used through out the analysis part of this thesis, i.e.;
in chapters 4, 5, and 6.

One more assumption is added for reliable multicast that a complete homogeneous
binary multicast tree would be used, where each parent router has two children routers
until we reach leafs [114]. Fig. 4-21 shows an example of a complete binary multicast
tree with the root, which is the nearest router or node to the sender or the rendezvous
point, and the leafs, which are the routers with receivers underneath them. As shown in

Fig. 4-21 the depth of this tree is 4 and the total number of routers is 15.

Root (Nearest router
to the sender or
Rendezvous Point)

Level 2

Level 3

Level 4

Leaf routers

Fig. 4-21 A complete homogeneous binary multicast tree
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4.3.2 Reliable Multicast Cases Under Study

In this section, the following four cases will be studied :
Case 1: Without FEC or ARQ
In the first case, we make a performance comparison between IP multicast in MPLS

networks using FSP and plain IP multicasting using the same policy when DiffServ is
adopted and when reliability is not considered, i.e., no FEC or ARQ would be used. Pc,,
which is the probability of successful delivery to next router for certain priority traffic p,
would be given as:

Pcp = (1-Pop —Pep)™, p=1,20r3 (4-16)
Where Po , , is the byte overflow (loss) for a certain priority traffic and is given by:

Pop = Packet Loss (OveLrﬂow) Probability p=120r3 4-17)

Pe , is the byte error probability for certain priority traffic and L is the number of bytes

per packet. In the previous equations, two assumptions are made:

1- Packet loss of source packet is caused by consecutive byte losses at the intermediate
routers.

2- Interleaving is used in order to break byte burst losses and efficiently turn them
independent random byte losses at the source and destination {125].

Probability of no packet loss for certain priority traffic is given by:

Ppo packet lossp = (1-Po, )L =1-LPo, forsmallvaluesof Poy, p=1,2,3

Therefore, probability of packet loss for certain priority traffic can be expressed as:

Poacketioss. =1 Pno packet loss, = LPo, forsmallvaluesof Po,,p=12,3

p

PPacketLoss p
..Pop: 3 ,p=123
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The total delay a certain packet with priority p would experience from sender until it
reaches the receiver is given by:

DD

= = 4-18
D P Total p» P 1,23 ( )

Where D is the number of routers in the longest path (Depth) to the receivers (leafs of the
tree), and p,p is the average packet queuing delay (or expected number of packets) per
router in terms of packets for certain priority traffic p. The expected number of packets

~ for traffic with priority p can be found using:

Ep(n) =Y iP, p=1,2,3 (4-19)

Equation 4-19 actually can be evaluated using equation 4-14.The second moment of

max

delay in units of (Packets)2 can be found using: E b 2 (n) = Z i2 P,, p =123

i=1
Delay jitter (standard deviation) per router for a certain priority p can be expressed as:

oxp = Jsp(n)z ~(Ep(n)?, p =123

By assuming that total delays for all routers are statistically independent, the total delay

jitter for certain priority traffic (total standard deviation) can be found using:
S prya = DO xp> P =123 (4-20)

Probability of multicast success (all N routers receive the multicast packet) and multicast

residual packet loss probability for certain priority traffic can be found using the

following equations:

Ps,, = Probability of success:PcpN and  Pploss p=1-Psy, p=123 (4-21)

Where N is total number of routers in the multicast network.
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Case 2 Using FEC only
In the second case, we make a performance comparison between IP multicastin
MPLS networks using FSP and plain IP multicasting using the same policy when

DiffServ is adopted and when reliable multicast using FEC only is assumed. There are

[ L Jways to have errors in i bytes outof L bytes in the multicast packet received at a

certain router. However, once we have i bytes in errors, the number of ways of selecting
. L-i C 4. -

the location of lost bytes would be [ i ! J . Pc, which s the probability of successful

delivery to next router for certain priority traffic p, is then given by:

L L-i
Pc, = Z Z (iL)Pe;)(Lj— l)Pog,(l ~Po, - Pep)L_“J, p=123 (4-22)

i=0 j=0

Provided that 2i+j<e=n-k ;where risthe FEC code rate; r=k/n, k is the number of
original data symbols, n is the total number of symbols after applying FEC encoding. Po
is the byte overflow for a certain priority traffic and Pe , is the byte error probability for a
certain priority traffic. Notice that due to FEC use, the intrinsic arrival probability (x:,

increases to:

ap =—oap, p=12 3. ie, #of priority classes (4-23)

The total delay and total delay jitter can be found using equations 4-18 and 4-20 from
Case 1. Probability of multicast success (all N routers receive the multicast packet) and

residual multicast loss probability for certain priority traffic p are given as:

Ps;, = Probability of success = chI and Plossp =1-"Ps, (4-24)

Case 3 Using ARQ only
In the third case, we make a performance comparison between [P multicast in MPLS

networks using FSP and plain IP multicasting when DiffServ is adopted and reliable
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multicast using ARQ only assumed. In our work we use selective-repeat ARQ. In case of
ARQ only, Pc,, would be similar to case 1 and is given as:

Pc, =(1-Po, —Pe, )L, p =1,2o0r3, which s the priority of a certain traffic (4-25)
We have two subcases: ARQ only that uses multicast repairs and ARQ only that uses
unicast repairs.

a) ARQ Multicast repairs

In this case upon the receipt of a NAK from one or more receivers, the sender
multicast again the repair packet to all receivers. Due to the use of ARQ multicast repairs,
the intrinsic arrival probability (x;) for certain priority traffic p would increase according
to:

(xg = ah(+Fp), p=123 (4-26)
F, is the number of failures for certain priority traffic p. This increase in the intrinsic
arrival probability is due to that every router in the whole network receives a copy of
each repair packet. The Probability of success for worst case scenario for certain priority
traffic p is given as:

Ps,, = Probability of success = chI (worst case scenario)  (4-27)
Equation 4-27 represents an upper bound for worst case scenario of probability of success
when ARQ multicast repairs method is used. However, using ARQ multicast repairs have
a better chance of success with each trial since the number of receivers who did not
receive the packet correctly decreases with each trial. Therefore, the average probability
of success for a certain priority p packet in a typical transmission multicast trial from
sender can be calculated as:

pclN 4 pc(N/2HL chNMHz + chN/s)g +o (4-28)

P =
Spave S
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Where D is the network depth. If the packet does not suffer loss or error on any of the N
routers of the multicast tree, with probability chI no further repair is needed, this
explains the first term of equation 4-28. However, if there has been an error or loss which
is located at level' 1 (see Fig. 4-21), then the repair packet would be sent from sender to
the router at level 1, and then the repair packet will flow to N/2 routers under level 1. All
such (N/2) + 1 transmissions of repair packet have to be correct, otherwise further repair
is needed and so on. The probability of these (N/2) +1 correct transmissions of subject

repair packet is given by PC%N/ 2)+1

and so on for the remaining terms in equation 4-28.
We divide by D (network depth) because we assume that errors are equally likely to
occur on different levels of the tree giving rise to the addition of different terms (equation
4-28) and the division by the depth D where D =logy (N +1) .

Note that the average Ps, for ARQ case for certain priority traffic p deals only with the
number of routers that should have correct transmissions (no loss and no errors) during
the repair trial of one previous loss depending on the location of this previous loss. For
example in level 2 of the multicast tree, the repair packet should be transmitted correctly
to the router in question from the sender, this means two correct transmissions of the
repair packet (2 links from sender to router that needs repair). Furthermore, the repair
packet must be forwarded correctly to all routers of the sub-tree under the router in
question, which means N/4 correct transmissions of the repair packet. 'Needless to say
during first transmission or subsequent repair trials of a certain packet, one or more errors
or packet losses may take place in different levels or places. This will reflect itself in
having a higher number of repair trials demanded by the ARQ process, but each repair

trial will face the average Ps; above. On the other hand one may take Ps, to be equal to
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a worst case scenario; which will lead to unnecessary and unrealistic degradation of
performance since the number of nodes needing repairs decrease with each trial (we do
not transmit to nodes who have already got the subject packet in early ARQ trials, i.e.
corresponding to the latter worst case was shown before in equations 4-21 and 4-24). The

total number of ARQ trials T}, for specific priority traffic p can be expressed as:

T, = Total number of trials = Ps , + 2Ps p (1 - Ps p )} + 3Ps p (1 - Ps p )2 + ... (4-29)

P

Therefore, the number of failures (or retransmissions only) for certain priority traffic p
can be given as:

F,=T,-1

Where Ps, is the average probability of packet success for priority p traffic corresponding

to one ARQ trial. Since equation (4-29) is a geometric series, therefore F,, can be written

in a closed form as:

1

Fp = - : —1 for infinte number of ARQ trials (4-30)

) L-(z+1)(1-Ps )" +(z) (1= Ps ;)"
P Ps

and F

-1for z multicast trials of a certain packet
p

Defining Ps '

p as the final probability of success for priority p traffic:

Psy, =Ps, +(1-Ps;)Ps,, +(1-Ps )2 Ps ++ Ps,(1-Ps )*"
=1-(1-Ps)* for (2) trials of a typical packet to the multicast tree. (4-31)

Where we note that for one trial Psp' =Ps, and for infinite retransmission trials Psp' =1
as it should be. Therefore, the residual loss (after all ARQ trials) is given by:
Ploss, =1-Ps, (4-32)

The Total delay for specific priority traffic is given by:

D ytomt =(+F,)DD, (4-33)
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Where F,, is the number of failures for priority p traffic, D is network depth and E is the
average packet delay per router for packet with priority p . The total delay jitter can be

found using equation (4-20) from Case 1.

b) ARQ Unicast repairs

With unicast repairs, if the sender receives a NAK from one or more receivers, it
resends the repair packet to only the receivers who did not receive the packet correctly in
a unicast manner. The Multicast repairs method is simpler than the unicast repairs method
and requires less overhead; however the multicast repairs methods consumes much more
bandwidth. In our work we will evaluate the performance of the ARQ with both multicast
and unicast repairs. Due to use of ARQ unicast repairs, the intrinsic arrival probability for

certain priority traffic 0‘110 would change according to:

!
1

o :a;(1+Fp-§—)(1+A), p =123 (4-34)

Where A is the extra arrival rate due to processing of unicast repairs. This increase in the
intrinsic arrival probability is due to the fact that only those routers on the path (of
maximum D hops) to the router that requires repair would need the repair packet. These
routers only receive a copy of repair packet so the retransmission factor would be (D/N)
as compared to the multicast case where we have (N/N).

Fig. 4-22 shows the conditional probabilities tree for unicast repair. As shown in the
figure, for one trial that succeeded in the first trial, the probability of success would be Pcy
and for two trials that failed in the first trial and succeeded in the second one, the

probability of success would be equal to (1—~chI )Pc? and so on for the rest of the tree.
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Fig. 4-22 Conditional probabilities tree for unicast repair

The total number of trials T, for specific priority traffic p can be found in a closed

form for infinite number of trials as:

T, =1*Pop +2*(1-Poy )Pep +3*(1—Pep )(1 - Py )Pc?
+4*(1-Pey )(1-Pep)?Pep) +....

o0
=Pc) +(1-Pc}) E (+1)(1-Peg) " Pl
i1

The summation in the previous equation is a summation of two geometric series.

Therefore:

=peN L 1-pcN .

Tp =Pep +(1=Pep) 1+ . for infinite trials (4-35)
p

The number of failures F, (or retransmissions only) for specific traffic with priority p is

given as:
N N 1-Pey e
E, =T, -1=Pcy +(1-Pcy)| 1+ -l= for infinite trials (4-36)
D D
Pc, Pey
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The total number of trials T}, for specific priority traffic p can be found in a closed form
for () trials as:
z -1
T, =1%Pc +(1—Pc§)z (i+1)(-pPcD)i-lpeD
i=1

Taking pcD as a common factor and dividing by (1-pc2)? , the previous equation

becomes:

PcD

z-1 .
Y+ -pc D)+t
(1-Pe )% ich

Substitute (i+1) by j will result in the following equation:

N
Tp,=Pepy +(1-Pc})

N D z

(1-Pcy )Pc
Tp =P + PP
J

. D.i
i(1-PegHl]
(1-Pcp)? :

By adding and subtracting the first series term; and by separating the last term from

series, the previous equation becomes:

N D
(l—Pcp )Pcp

z -1
(1Y, i -pe )l
j=1

+z(1—ch)Z—(1~Pc§)}

N
T, = Pc +
p p
(1-pc p)?

By using the arithmetic- geometric series summation, we get:

(1-Pe))Pc)  (1=Pc){1-z(1-Pcy)™ +(z—1)(1-PcD)*)}
+
(1-Pep)’ Pe; 1’
+z(1-Pc))” —(1-Pc))}

N
Tp = Pcp

(4-37)

Therefore, the number of failures (or retransmissions only) for certain priority traffic p

for () trials can be given as:
Fp=T,-1 for (z) trials ' (4-38)

Defining Ps p' as the final probability of success for priority p traffic for infinite number
of trials:
Pspp =Pep +(1-Peh)Pcp +(1-Pch)1-Pch)pch +(1-Pep )N1-PcD)2pc D
=pe +(1-Pc§)Pc§{1+(1—Pcr?)+(1—1>c}?)2 — }
=P +-PeN)=1 (4-39)
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Where we note that for one trial of a typical packet to the multicast tree Psp = chI
and for infinite retransmission trials Psp' =1 as it should be. For finite number of trials

(z), Ps, canbe found using:

f

Ps, =Pcy +(1-Pcy)Pcy +(1-Pc ) I-PcP)Pcy +. ..+ (1-Pc ) )(I-Pc?)*2Pc? +...
1-(1=pcP)yz! '
=Pcp +(1-Pc))PcD ( p)
I-(1-Pc})
=Pc) +(1- ch')[l—(l— Pep)””! (4-40)

Therefore, the residual loss (after all ARQ trials) is given by:

Ploss, =1~ Ps,, (@-41)
The total delay for specific priority traffic p is given by:

Dyt = (1+F,) DD, (4-42)
Where F, is the number of failures for priority traffic p, D is network depth and E is the
average packet delay per router for packet with priority p . The total delay jitter can be

found using equation (4-20) from Case 1.

Case 4 Hybrid FEC/ARQ

A hybrid FEC/ARQ strategy should be used where a combination of FEC for the
most frequent error patterns, together with error detection and retransmission for the less
likely error patterns is more efficient than ARQ alone. In this case when FEC fails to
correct errors at the receiver the receiver sends a NAK to the sender to retransmit the data
in error. This hybrid FEC/ARQ strategy clearly carries the potential for improving
throughput in two-way systems subject to a high channel error rate. In this case, Pc,

would be similar to the case of FEC only, which is:
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L L-i
o 1L ST SRR R
i=0 j=
Provided that 2i+j<e=n-k;r= —k— ; r is the FEC coding rate. The intrinsic
n

arrival probabilities for certain traffic with priority p (p=1,2,3) could be given as:

' 1
1 _%p )
“%p = (I+Fp) (For multicast case)
p
(4-44)
i
1" %p D
ocp =T(1+Fp —]:I—)(1+A)

(For unicast case)

Also we have 2 subcases, F EC/ARQ’that uses multicast repairs and FEC/ARQ that uses
unicast repairs. The analysis of hybrid FEC/ARQ would be very similar to ARQ only
case except a better value of P, which should be found as specified by equation (4-43). In
addition, there would be an increase 1n the intrinsic arrival probabilities as in equation (4-

44). Notice that the total delay jitter can be found using equation (4-20) from Case 1.

Six different programs were developed for the purpose of calculations and to solve
the involved and non-linear set of equations in order to find the performance measures
(delay, jitter and probability of packet loss probability). These programs are kept running
until the set of equations converge. We will explain how the program calculate the
performance measures in case of Hybrid unicast repairs since it is the most general case

aided with flowchart of Fig. 4-23.
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Enter intrinsic OL{ s oclz

v

Enter coding rate (r,) and A

Enter Cl NP >

[ Start w1th Pcp =0.99

el

Calculate changed ol , ol
equation (4 - 44)

¥

Calculate Total o
equations(4-1and 4-2)

T

Compute # of failures, Pop, new Pc,
values
Equations (4-38), (4-17 ) and (4-43)
|

Is new Pcp
values = old Pcp
values

Yes convergence
occurred

Calculate performance
measures (delay, delay jitter
and residual loss probability)

Fig. 4-23 Flowchart of program which calculate performance measures of Hybrid FEC/ARQ
unicast repairs
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Different input parameters like &1,£,, r, and A are used to calculate the total arrival
probabilities o, (p=1,2,3). All of these parameters are set by the network designer and
are his choice.

Solving the coupled state diagrams in Fig. 4-2 necessitate the substitution of Pcp values
and various traffic probabilities oc%, into the coupled state diagrams of Fig. 4-2. Assume
the knowledge of Pcp  and a:) values. However, these values depend on the multicast
conditions and the number of retransmission trials (T,), etc. We have assumed a suitable
starting value of Pc, =0.99 and the values of intrinsic arrivals as in the analysis figures of
this chapter; solve the buffer state equations thus obtaining po, ( Pe, isgiven a value
say 1077 , the designer may change this one depending on network conditiop )asin
equation 4-43. Equation 4-43 then yields the new Pcp values which should be substituted
instead of old Pc, values in state diagrams of Fig. 4-2. Also, the total number of failures
(from equation 4-38) lead to magnifying the values of O‘é as in equation 4-44. These new
magnified values should be substituted back in place of the initial values of oc:, in Fig. 4-
2, and so on till to converge in the values of Pcy . After convergence, performance
measures like total packet delay, total packet delay jitter and the residual packet loss

probability are calculated. See Flchhart of Fig. 4-23.
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4.3.3 Analysis Results

Figs. 4-24 to 4-32 show the performance comparisons between IP sources and MPLS
sources in the multicast tree when neither FEC nor ARQ is applied. Fig. 4-24 shows the
total packet delay for all sources for both IP and MPLS versus IP factor for small
processing factor (t). It shows that IP and MPLS have almost the same total packet delay,
except a small difference for source 3. Fig. 4-25 shows the total delay jitter for all sources
for both IP and MPLS versus IP factor for small processing factor. Also, it shows that
both IP and MPLS have very much the same total delay jitter, except a small difference
for source 3; and as IP factor increases the difference becomes even smaller. Fig. 4-26
shows the residuallpacket loss probability for all sources for both IP and MPLS versus IP
factor for small processing factor. Also, it shows that IP and MPLS sources have very
same residual loss probability (almost zero), except for IP source 3.

However, Figs. 4-27, 4-28 and 4-29 show that when the processing factor (t)
increases MPLS will have superiority over IP in terms of the total packet delay, total
delay jitter and the residual packet loss probability. As shown in Figs. 4-27 and 4-29, the
total packet delay and the residual packet loss probability in case of MPLS are less than
IP for all sources and these differences are clear for low priority sources 2 and 3. Fig. 4-
28 shows that the total delay jitter in the case of MPLS is less than IP for all sources
except for MPLS source 3 which starts smaller the IP source 3 and it continues to
increase  with the increase of IP factor. This means when the difference in packet
processing (t) between MPLS and IP increases, MPLS in general will be better.

In Figs.  4-24 to 4-29 MPLS factor was constant and relatively small; explaining why

MPLS performance was better or very similar to IP performance. However, in the
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following figures we will study the effects of MPLS factor on MPLS performance. Figs.
4-30, 4-31 and 4-32 show that [P will be superior over MPLS when MPLS factor
increases. As shown in Figs. 4-30, 4-31 and 4-32 the total packet delay, the total delay
jitter and the residual packet loss probability in the case of IP (which are constant) are
slightly less than MPLS. This means when the extra arrival rate due MPLS control
overhead used to establish MPLS multicast paths or tree increases, IP will be performing
better especially when the intrinsic traffics increase.

Figs. 4-33 to 4-36 consider the performance comparisons between IP sources and
MPLS sources in the multicast tree when FEC mechanism only is applied. The tendencies
of Figs. 4-33 to 4-36 are similar to the case of Figs. 4-27 to 4-30. However, when using
FEC there would be a slight increase in the total packet delay for all IP and MPLS
sources compared to without using FEC or ARQ due to the increase in intrinsic arrival
probabilities because of the FEC operation. However, the residual packet loss probability
for all sources would decrease due to the use of improved P value in the case of FEC
only.

Figs. 4-37 to 4-40 consider the performance comparisons between IP sources and
MPLS sources in the multicast tree when ARQ multicast mechanism is applied. The
tendencies of Figs. 4-37 to 4-40 are very similar to the case of Figs. 4-27,4-28 4-29 and
4-31. However, the superiority of MPLS sources over IP sources in terms of total packet
delay, total delay jitter and the residual packet loss probability is clearer in Figs. 4-37, 4-
38 and 4-39 when the processing factor is large. Also, the superiority of IP sources over
MPLS sources in terms of total delay jitter is clearer in Fig. 4-40 when the MPLS factor

is large.
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Figs. 4-41 to 4-44 consider the performance comparisons between IP sources and
MPLS sources in the multicast tree when ARQ unicast mechanism is applied. The
tendencies of Figs. 4-41 to 4-44 are very similar to the case of Figs. 4-37 to 4-40 when
ARQ multicast is used. Using ARQ only would have the worst total packet delay for all
IP and MPLS sources compared to without FEC or ARQ (case 1) or FEC only (case 2)
due to retransmission request. However, using ARQ only would improve the residual
packet loss probability in a noticeable manner. ARQ unicast would be better than ARQ
multicast in terms of residual packet loss probability but worst than it in terms of total
packet delay.

Figs. 4-45 to 4-52 show the performance comparisons between IP sources and MPLS
sources in the multicast tree when hybrid FEC/ARQ mechanism is applied. The
tendencies of these figures are very similar to the case of Figs. 4-37 to 4-44. Using hybrid
FEC/ARQ would have the best residual packet loss probability among all schemes and
the worst total packet delay among all schemes. In addition to that the hybrid FEC/ARQ
unicast subcase performs better than hybrid FEC/ARQ multicast in terms of residual

packet loss probability but worst than it in terms of total packet delay.
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4.4 Conclusions

In this chapter, a performance comparison between [P multicast trees and MPLS
multicast trees is carried using analysis tools. In addition to that a new Fair Share Policy
(FSP), which is a traffic policing mechanism, is proposed to ensure proper QoS. Also,
Differentiated Services and reliable multicasting are used in this comparison. We found
that when the difference in packet processing time (1) between IP and MPLS is high and
when MPLS factor is small, IP multicast will perform less efficiently than MPLS in terms
of the total packet delay, total delay jitter and the residual packet loss probability.
However, when this difference in packet processing time is small IP performs very

similar to MPLS. In addition to that when MPLS has higher arrival rate due to MPLS
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trees establishment control overhead and when the processing factor is small, IP would
perform better than MPLS.

Analysis results revealed that there is a noticeable improvement in QoS defined as the
total packet delay, total delay jitter and the residual packet loss probability for a higher
priority traffic when MPLS multicasting replaces IP multicasting especially if MPLS
factor is small and processing factor is large. However, the difference between the two
QoS provided by MPLS and IP becomes minimal for low priority traffic.

In addition to that, the study finds that the no FEC or ARQ mechanism (casel) is the
best mechanism in terms of total packet delay for all IP and MPLS sources, and the
hybrid FEC/ARQ unicast mechanism is the best mechanism in terms of the residual
packet loss probability for all [P and MPLS sources.

The routers in the network could be identical in their capabilities (homogeneous
network) or different (heterogeneous network). Each router may have different
capabilities; for example one router could have the ability to correct errors (FEC) and use
ARQ, one may use only ARQ but cannot correct errors, a third one may not have MPLS
capability. In this chapter, the study carried only homogeneous networks. In chapter 6,

heterogeneous networks would be considered.
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CHAPTER 5 RESIDUAL PACKET LOSS PROBABILITY
FOR DIFFSERYV OVER IP AND MPLS MULTICAST
TREES

5.1 Introduction

In order to achieve a better quality of service (QoS), the use of reliable multicasting
has become increasingly important especially with the emergence of Internet-based
applications such as IP telephony and audio/video conferencing. The ARQ Multicast
repairs mechanism (considered herein) is simpler than the ARQ unicast repairs
mechanism and requires less overhead; however the multicast repairs mechanism
consumes much more bandwidth.

In this chapter, the worst case residual packet loss probability in a complete binary
multicast tree which consists of N routers is evaluated for both IP and MPLS multicast
trees, when Automatic Repeat Request (ARQ) with multicast repairs mechanism is
employed and when DiffServ is adopted. We also derive and compare two other
mathematical expressions, which can be used to calculate the residual packet loss
probability in binary multicast trees for both IP and MPLS. The first expression deals
only with the number of routers that should have correct transmissions (no loss and no
errors) during the repair trial of one previous loss depending on the location of this
previous loss. The second one takes into account the number of trials, the number of
errors and the position of each error (at which level of the multicast tree, the error

occurred).
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In [126-127], the residual packet loss probability in a complete‘binary multicast tree
which consists of N routers with a given probability of successful delivery to the next
router is evaluated when Automatic Repeat Request (ARQ) with multicast repairs is
employed.

In this chapter, we present the same fair share policy (FSP) with same discrete
coupled state diagrams [chapter 4] for accommodating priority sessions while not
degrading much the QoS of low priority sessions. By taking the above constraints into
consideration, we evaluate the QoS performance in terms of residual packet loss
probability for a typical binary tree in the two cases of IP and MPLS multicasting. We
also consider Differentiated Services; i.e. traffics with different priority classes when
ARQ with multicast repairs is used. Analysis tools will be used to evaluate the fair share
policy (FSP) for different homogeneous network scenarios.

We use a complete binary multicast tree, where each parent router has two children
routers until we reach leafs. Fig. 5-1 shows an example of a complete homogeneous
binary multicast tree with the root, which is the nearest router or node to the sender or the
rendezvous point, and the leafs, which are the routers with receivers underneath them. As
shown in the figure the depth of this tree is 5 and the total number of routers N is 31. This
tree could represent either an MPLS multicast tree or an IP multicast tree.

The chapter is organized as follows. In section 5.2, two methods for calculating the
residual packet loss probability in case of IP or MPLS multicast are introduced, namely:
worst case and approximate methods. In section 5.3, a more exact method is formulated
to calculate the residual packet loss probability. In section 5.4, comparative analysis

results of the three different methods, used to calculate the residual packet loss
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probability, in the two cases of IP and MPLS multicasting are discussed. Finally section

5.5 includes a summary of the conclusions.

Level 3
Level 4 )Q
Level 5 %

O IP or MPLS router

Fig. 5-1 A complete homogeneous binary multicast tree

5.2 Residual Packet Loss Probability Calculations Using Worst
Case and Approximate Methods

In this section, two methods for calculating the residual packet loss probability in case
of IP or MPLS multicast are formulated, namely: worst case and approximate methods.
Upon the receipt of a NAK from one or more receivers, the sender multicast again the
repair packet to all receivers. The probability of success of one trial for worst case
scenario [126-127] for priority traffic p is given as:

Pspw = PcpN (worst case scenario) (5-1)
Therefore, the residual packet loss probability of one trial for worst case scenario [126-
127] for priority traffic p is given as:

Ploss py =1-Pspy (worst case scenario) (5-2)
Where Pc, is the probability of successful delivery to next router for priority traffic p and

N is the number of routers in the binary multicast tree. Pcp is given as:

Pc, =(1-Po, —Pe,)" (5-3)
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Where Po pis the byte overflow (loss) for priority traffic p which can be given as:

_ PacketLoss (Overflow) Probability Py, (5-4)

0
P Number of bytes per packet L

Pep is the byte error probability for certain priority traffic p and L is the number of bytes
per packet. In the previous equation, two assumptions are made:
1- Loss of source packet is caused by consecutive byte losses at the intermediate routers.
2- Interleaving is used in order to break byte burst losses and efficiently turn them
into independent random byte losses at the source and destination [125].

Equations 5-1 and 5-2 represent upper bounds for the probability of success and the
residual packet loss probability in the worst case scenario when ARQ with multicast
repairs mechanism is used. However, using ARQ multicast repairs will have a better
chance of success with each trial since the number of receivers who did not receive the
packet correctly decreases with each trial. Therefore, the average probability of success in
a typical transmission multicast trial for priority traffic p can be approximated as:

i Pcr: +PC;N/2)+1 +PC§)N/4)+2 +PC§)N/8)+3 +PC§)N/16)+4 +..‘+PCP(N/2D)+D~1

PSa = (5-5)
D (number of tree levels)

Where D is the network depth. If the packet does not suffer loss or error on any of the N

routers of the multicast tree, with probability PcpN

no further repair is needed, this
explains the first term of equation 5-5. However, if there has been an error or loss which
is located at level 1 (see Fig. 5-1), then the repair packet would be sent from sender to the
router at level 1, and then the repair packet will flow to N/2 routers under level 1. All
such (N/2) + 1 transmissions of repair packet have to be correct, otherwise further repair
is needed and so on. The probability of these (N/2) +1 correct transmissions of subject

repair packet is given by Pc

gN/ 211 and so on for the remaining terms in equation 5-5.
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We divide by D (network depth) because we assume that errors are equally likely to
occur on different levels of the tree giving rise to the addition of different terms (equation
5-5) and the division by the depth D where D =log, (N +1) .

The total number of ARQ trials for priority p traffic T, can be averaged as:

Tp =Ps, +2Ps, (1-Ps ) +3Ps ;(1-Ps ;)% + ... (5-6)
Therefore, the number of failures (or retransmissions only) for certain traffic priority p
can be given as an average of a geometrically distributed random variable, i.e.:

Fo=T, -1 (5-7)
Where Ps is the average (approximate) probability of packet multicast success for priority

traffic p corresponding to one ARQ trial. F,, can be easily written in a closed form as:

Fp = -1 for infinte number of ARQ trials

Psp

L-(z+1)(1-Ps,)* +(z) (1 - Ps )™

Psp

and F, = -1 for (z) trials (5-8)

Defining Ps p’ as the final approximate probability of success for certain priority traffic

p:

Ps =Ps  +(1-Ps )Ps

2 -1
» p+(1-Ps )"Ps +- +Ps (1-Ps )"

=1-(1-Ps)* for (z) trials of a typical packet to the multicast tree. (5-9)
Where we note that for one trial Ps p’ =Ps, and Pspl =1 for infinite retransmission trials
as should be. Therefore, the approximate residual loss probability (after all ARQ trials) is
given by:

Plosspp =1-Ps, (5-10)
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Due to the use of ARQ multicast repairs, the intrinsic arrival probability (x}, for certain

priority traffic p would increase according to:

14

op =ay(l+F), p=1,23 (5-11)

5.3 Residual Packet Loss Probability Calculation Using an
Exact Method

In this section, a more exact method is formulated to calculate the residual packet loss
probability. Fig. 5-2 explains the tree of successful repair of 1 error in 4 trials (or 3
retransmissions) for priority p traffic. The figure shows that the loss or error can occur at
any level (2,3, ... D) where D is the multicast tree depth. In each trial z (z=1,2,3 or 4),

there could be either a success (S) or a failure (F) [126-127].

S z=1
S z=2
At Level
2 F S 7=3
I Error F
S z=4
A At Level 3 F
At Level S z= 1
D
S| z=2
F S z=3
£ \y i
F

Fig. 5-2 The 4 trials tree of success to repair 1 error for certain priority traffic p
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Defining psp' as the final exact probability of success for priority traffic p:

Psp':m1p+m2p+m3p+m4p > (5-12)
Where o, represents the probability of success in each trial (i=1,2,3.,4) for priority traffic
p. Where:

o1, =Pe, (5-13)
Equation 5-13 means that if all routers have received the packet correctly from the first
trial we stop sending the same packet. However, if an error happens in the first trial and is
being corrected in the second trial. Then the probability of success of same packet in the
second trial, i.e. all remaining users who did not get the packet in the first trial will get it

in the second one, will be given as:
D . 2 D
0y =2 G‘I) * (297 /N)*(1 - Pe,)Pc NP (V72D (5-14)
j=2

Equation 5-14 shows that any of the N routers could not receive the packet which
explains the first term G\I) and this 1 error could have happened at any level with
probability (27 /N) . The term (1 —Pe, )PcpN_l Pcp(N/zj_l)+(j_l)f:xplains that there was 1 error
and was not corrected in the first trial with probability (1-P,) and all the routers have
received the packet except 1 router with probability (PcpN_l) and this error was corrected
in the second trial with probability Pcp(N/zj_l““‘” which says that all (j-1) routers
which are the preceding routers (fathers) of the router that experienced the error have
received the packet correctly and all children routers that are underneath this router, (N/ 2j—1)
of them have received the packet correctly. Similarly equation 5-15 shows that the error

(N/2i~

[
was not corrected at the 2" trial with probability (1-Pc "0y and is corrected
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only at the 3" trial. Also, equation 5-16 shows that the probability of unable to correcting

L
the error in the 3" trial was (1 - pc, N 274Gy and the error was actually corrected at

the 4™ trial.
D _ . o
(Dsp=ZG\I)”‘@“/N)*(l—Pcp)PcpN“‘*(I—PclfN’zJ Hibyxpe (N2TD (5-15)
2

D - B T It N
mp=Zm*<2)1/N)*(1—Pcp>PcpN‘*(1—Pcp“”2 O *pe, MU (5.16)

Therefore, the exact residual loss probability (after all ARQ trials) [126-127] for priority

traffic p is given by:

Ploss g :I—Pspl (5-17)

Solving the coupled state diagrams in Fig. 4-2 necessitate the substitution of Pcp values
and various traffic probabilities OLL into the coupled state diagrams of Fig. 4-2. Assume
the knowledge of Pc, and oc}, values. However, these values depend on the multicast
conditions and the number of retransmission trials, ... etc. We have assumed a suitable
starting value of Pc, = 0.99 and the values of intrinsic arrivals as in figures of this chapter;
solve the buffer state equations thus obtaining Po, ( Pe, is assumed to be equal to 107%)
as in equation 5-4. Equation 5-3 then yields the new Pcp values which should be
substituted instead of old Pcy values in state diagrams of Fig. 4-2. Also, the multicast
residual loss probabilities (from equations 5-2, 5-10 and 5-17) lead to magnifying the
values of oc%, as in equation 5-11. These new magnified values should be substituted back
in place of the initial values of oc}) in Fig. 4-2, and so on till convergence in the values of oc})

and Pcp .
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5.4 Analysis Results

Fig. 5-3 shows the comparison between the residual packet loss probabilities for [P
source 1 and MPLS sourcel versus IP factor using the worst, approximate and exact
calculation methods when number of routers N=31(Depth=5). [IP1W, IP1A, and IP1E are
the residual packet loss probabilities for IP source 1 using the worst, approximate and the
exact calculation methods. M1W, MI1A, and MIE are the residual packet loss
probabilities for MPLS source 1 using the worst, approximate and the exact calculation
methods. Fig. 5-3 shows that the residual packet loss probability increases with the
increase of the intrinsic arrival probability. That’s because the increase of the intrinsic
arrival probability leads to a decrease in the probability of successful delivery to the next
router P.. Note that the exact residual packet loss probability in Fig. 5-3 is zero for both
IP and MPLS. Figs. 5-4 and 5-5 show similar comparisons but for I[P and MPLS sources
2 and 3. Figs. 5-3, 5-4 and 5-5 show that MPLS will have superiority over IP in terms of
residual packet loss probability especially when IP and processing factors are large and
for low priority traffics. This situation could happen in [P networks using slower subnets,
where processing factor at lower layers ( t) is large .

Fig. 5-6 shows the comparison between the residual packet loss probabilities for IP
source 2 and MPLS source 2 versus MPLS factor using the worst, approximate and exact
calculation methods when number of routers N=15. The figure shows that IP will have
superiority over MPLS in terms of residual packet loss probability when MPLS factor is
large and when processing factor is small. Figs. 5-7 and 5-8 show the comparison

between the residual packet loss probabilities for IP and MPLS sources 1 and 2
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respectively versus MPLS factor using the worst, approximate and exact calculation
methods when number of routers N=15. This comparison is for a lower intrinsic arrival
probability than the one in Fig. 5-6. Fig. 5-7 shows that MPLS source 1 and IP source 1
have the same residual packet loss probabilities (very small values) since source 1 has the
highest service priority which leads to less buffer overflow probability which in turn
makes P. for source 1 high. However, Fig. 5-8 shows that IP will have superiority over
MPLS in terms of residual packet loss probability when MPLS factor is large and when
processing factor is small. This situation could happen in networks that require more time
and control overhead to establish and maintain the MPLS multicast tree or paths which
will have a direct influence on the increase of MPLS factor.

Figs. 5-9 and 5-10 show similar comparisons to Figs. 5-3 and 5-5 but when N=7. Fig.
5-9 shows that MPLS source 1 and IP source 1 have the same residual packet loss
probabilities (very small values). Similarly Fig. 5-10 shows that MPLS source 3 and IP
source 3 have the same residual packet loss probabilities (almost 1) . That’s because
source 3 has the lowest service priority which leads to more buffer overflow probability
which in turn makes P, for source 3 very small.

Figs. 5-11, 5-12 and 5-13 show the comparison between the residual packet loss
probabilities for IP sources (1,2 and 3 respectively) and MPLS sources (1,2 and 3
respectively) versus IP factor using the worst, approximate and exact calculation methods
when number of routers N=63 (Depth=6). These figures show that MPLS will have
superiority over TP in terms of residual packet loss probability especially when IP and
processing factors are large and for low priority traffics. As mentioned previously, this

situation could happen in IP networks using slower subnets, where processing factor at
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lower layers ( T) is large . Note that the exact residual packet loss probability in Fig. 5-11

is zero for both IP and MPLS.

The previous figures show that when the intrinsic arrival probability is high, it will

affect the value of P, to be small, due to the increase of probability of packet loss

(overflow). In this case, there is no big difference between the three methods used to

calculate the residual packet loss probability. However, when the intrinsic arrival

probability is small and P, gets larger, there would be a considerable difference between

worst case method and the exact method; in addition to that the approximate method

would be very close to the exact method.
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5.5 Conclusions

In this chapter, the residual packet loss probabilities in a complete binary IP and
MPLS multicast trees which consists of N routers are evaluated for worst case scenario,
when Automatic Repeat Request (ARQ) with multicast repairs is employed and when
DiffServ is adopted. In addition to that, we have derived and compared two other
mathematical expressions, which can be used to calculate the residual packet loss
probability in IP and MPLS multicast trees. These expressions are the approximate
residual loss probability and the exact residual loss probability. Results show that the
approximate residual loss probability is very close and represents a good approximation

to the exact value over different ranges of intrinsic arrival probabilities and N values.
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Hence, this approximate value can be used to calculate the residual loss probability in
case of IP or MPLS binary multicast trees, which will lead to less computational efforts.

Results of this chapter also compare the QoS performance between IP and MPLS
multicast trees, when DiffServ and ARQ with multicast repairs are adopted. Results have
shown that MPLS will have superiority over IP in terms of residual packet loss
probability especially when IP and processing factors are large and for low priority
traffics. However, IP will have superiority over MPLS in terms of residual packet loss
probability when MPLS factor is large and when processing factor is small.

The chapter presented an approximate but a clear model for the complex DiffServ
adaptation where a single interaction between the multicast network and a representative
router replaces the 3N dimensional Markovian processes. The later is harder to formulate
or solve even for a multicast cluster with N=5 routers.

Though in our analysis, we take the complete binary tree case, there is no loss of
generality in taking this full binary tree. The analysis is straightforwardly applicable to
non-binary and other types of trees. All one has to do is to replace equations (loss) with
non-binary trees counterparts.

The tradeoffs between 1P and MPLS multicast networks in the different cases under

different traffics are clear from the obtained results.
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CHAPTER 6 RELIABLE QOS MULTICAST FOR
DIFFSERV OVER HETEROGENEOUS NETWORKS

6.1 Introduction

A number of papers have addressed the problems of QoS in heterogeneous networks
[101-112], most of these papers were either descriptive or use simulations only. Also,
none of these papers have analyzed the router performance in case of MPLS or [P
multicast when reliability and DiffServ are adopted. The routers i‘n the network could be
identical in their capabilities (homogeneous network) or different (heterogeneous
network). In this chapter, we define heterogeneity as “ the coexistence of different
types of routers with different capabilities in the same network”. Each router may
have different capabilities; for instance one router could be an IP router, a second router
could be an MPLS router, a third one could be an MPLS router with FEC capability, and
a fourth one could be an IP router with ARQ capability.

In this chapter, we compare the QoS performance in the presence of Fair Share Policy
(FSP) of homogeneous IP networks, homogeneous MPLS networks, heterogeneous IP
networks and heterogeneous MPLS networks when reliable multicast and DiffServ are

used, given their particular constraints.

6.2 Reliable QoS Multicast for DiffServ Over Heterogeneous
MPLS Networks

In this section, we compare the QoS performance of homogeneous IP networks,
homogeneous MPLS networks and heterogeneous MPLS networks when DiffServ and

reliable multicasting are used, given their particular constraints. In regular [P multicasting
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only overhead pertaining to [P multicast tree should be established, while in MPLS
multicasting we have to add also the corresponding MPLS multicast tree establishment
times and control packets. We present the fair share policy (FSP) and by taking the above
constraints into consideration, we evaluate the QoS performance for a typical binary tree
in the three mentioned cases. We also consider Differentiated Services; i.e. traffics with
different priority classes when reliable multicast is used. Analysis tools will be used to

evaluate our fair share policy (FSP).

6.2.1 Heterogeneous MPLS networks

They are three different types of multicast networks. In the homogeneous IP multicast
network, all routers are IP routers. In the homogeneous MPLS multicast network, all
routers are MPLS routers while in the heterogeneous MPLS multicast network, the
network is assumed to be MPLS network but still having some IP routers. This is a
practical situation that happens during the migration process from all IP routers to all
MPLS routers networking. The number and location of these IP routers in this MPLS
network will create the different situations in table 6-1. Each different situation may
create up to four types of routers in the MPLS heterogeneous network as would be
explained in this section. In this type of network, we can have no IP router in the network
(homogeneous MPLS case), 1 IP router in the network, 2 IP routers in the network, or 3
IP routers in the network.

These IP routers can be located anywhere in the network (in our example a complete
31 nodes binary tree is taken) except the root, which is the sender or the Rendezvous
Point router. The root is assumed always to be an MPLS router. In any case there will be

four types of routers:
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1- IP (typel) router, which is a regular IP router.

2- ME (type 2) router, which is an MPLS router with extra processing due to more packet
processing is needed at the MPLS router because the downstream router is an IP router.
3- EI (type 3) router, which is either an egress or ingress router with extra processing due
to the overhead of tunnel establishment and maintenance and also due to more packet
processing is needed because of the [P routers which reside in between EI routers.

4- M (type 4) router which is a regular MPLS router.

Fig. 6-1 shows one situation when 1 IP router exists at level 5 (depth) in an MPLS
binary network. There is only 1 IP (type 1) router at level 5, 1 ME (type 2) which is an
MPLS  router with extra processing and there are 29 regular MPLS routers (M or type 4).
Note that there are no EI (type 3) routers. Since there are 16 routers at level 5, an IP
router can be any one of them. Therefore, there are 16 occurrences of this situation as
clarified in table 6-1, and because of the space limit we cannot show them all.

Fig. 6-2 shows another situation when 1 IP router exists at level 4 in an MPLS binary
network with depth = 5. There is only 1 IP (type 1) router at level 4; also there are 3 EI
(type 3) routers which are Egress and Ingress MPLS routers, 1 of them at the parent level
(level 3) and 2 of them are on the children level (level 5). Finally there are 27 regular
MPLS routers (M or type 4). Since there are 8 routers at level 4, an IP router can be any
one of them. Therefore, there are 8 occurrences of this situation. Also, there are 4 routers
at level 3 and any one of them can be an IP router with 3 EI routers and 27 regular MPLS
routers, which will give a rise to the number of occurrences of 4. Similarly, there are 2
routers at level 2 and any one of them can be an IP router with 3 EI routers and 27 regular

MPLS routers, which will give a rise to the number of occurrences of 2. Therefore, by
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summing the total number of occurrences of this kind of situation which is 1 IP router, 3
EI routers and 27 regular MPLS routers, the number would be 8+ 4+2=14 occurrences as
shown in table 6-1. Table 6-1 shows the distributions of all existence possibilities of 1 IP,
2 IP or 3 IP routers in a heterogencous MPLS network with 31 routers. This table was
obtained by tedious enumeration of all possible locations of 1, 2 or 3 IP routers in the tree
and finding the number of occurrences that results in the same number of IP, ME, EI and

M routers.

Root (level 1)
Root (level 1)

Fig. 6-1 1 IP router at level 5ina Fig. 6-2 1 IP router at level 4 ina
heterogeneous MPLS network heterogeneous MPLS network

6.2.2 The Analytical Model Underlying the Fair Share Policy (FSP)

Same FSP and coupled state diagrams that were used in chapter 4, will be used here.
However, we have new definition to the arrival probabilities that depend on router type as

follows:

For IP routers (type 1), the source arrival probability « is actually a composite one; for

instance @ can be written as:

A1+A2

A
. . . 1 .
Where Al is the processing time at lower layers (for example MAC layer) and A2 is the

— ooy L 2 _
ap =ta)+oy, T=

processing time at IP layer and t is the IP processing time factor (or processing factor); a{
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is the intrinsic arrival probability at the application layer (on top of IP layer), o7 is the
extra arrival probability due to IP control overhead which is used to establish the IP

multicast tree. The above equation can be rewritten in terms of «] as:

2
1 1 a
a1=tal+§1al gl:.a—ll (6'1)
1

where &, is the IP control overhead factor (or IP factor).

Similarly for regular MPLS routers (type 4), o can be written as:

ap=af +af +a} ,where of and « % are the same as in the case of IP networks; « } is

the extra arrival probability due to MPLS control overhead which is used to establish the

MPLS multicast paths or tree. @ can be rewritten in terms of a} as:

of gy =l (6-2)

a1=(1+§1+§2)a{ & = 1 1
o aj

Where &, is the MPLS control overhead factor (or MPLS factor).

For ME routers (type 2), « can be written as:

a; = af +af + af + af, where o!, «Zand o} are the same as in the case of regular MPLS

router; o is the extra arrival probability due to the overhead on the MPLS router because
the downstream router is an IP router. @[ can be rewritten in terms of a} as:
1 of
ap=(+& +& +&3)ug &3 =— (6-3)
[0
1

Where &; is ME factor.

For EI routers (type 3), o can be written as:

) = a{ +a12 + af +a) , where a% , af and o} are the same as in the case of regular
MPLS router; «f is the extra arrival probability due to the overhead of tunnel

establishment and maintenance and also due to more packet processing is needed because

of the IP routers which reside in between EI routers. o 1 can be rewritten in terms of a}
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as:

ap=(1+& +&y +&4)a]  &4=

sz’sz
[aatan land ¥}

(6-4)

Where &4 is EI factor.

6.2.3 Reliable Multicast Cases Under Study

In this section, we will study the following four cases:

Case 1 Without FEC or ARQ. In the first case, we make a performance comparison
between homogeneous IP networks, homogeneous MPLS networks and heterogeneous
MPLS  networks using FSP  when DiffServ is adopted and when reliability is not
considered, i.e., no FEC or ARQ would be used. Pc, , which is the probability of
successful delivery to next router for certain priority traffic for homogeneous networks,
would be given as:

Pe, =(1-Poy, —Pe,, », p =1, 2or 3, which s the priority of a certain taffic (6-5)

However equation 6-5 represents the probability of successful delivery to the next router
in case of homogeneous networks. In case of heterogeneous networks the average
probability of successful delivery to the next router will be a function of the type of router
(IP, ME, EI or M) and can be found as follows:
From table 6-1, the probability of each situation (an instance of the multicast network
topology, which depends on the number, and locations of IP routers) can be found using:
Ps; = O+ " * (- )N (6-6)
Where Oi represents the number of occurrences for situation i and T; is the probability of

the number of IP routers in situation i which equals n1/N. For example the probability of
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situation 9 in table 6-1 (which is the probability of having 2 IP, 0 ME, 6 El and 23 M
routers in the binary tree multicast network with 31 routers) can be expressed as:

Psg = 64*(2/3 D2*1-2/31)%° , with 64 be the number of occurrences of this situation
due to all possible locations of the 2 IP, 0 ME, 6 EI and 23 M routers. Because of the
many situations resulting from all possible selections of the IP router, it follows that if
one picks a router at random from the 31 routers, the probability of that router be of type
IP router is 6 =n;;x/N where n;/y is the number of routers in the situation i given they
are of type k (k=1,2 ,3 or 4 for I[P, ME, EI and M routers respectively). Therefore, the
average probability of the number of IP routers in the network can be found (from table
6-1 and equation 6-6) as:

By removing the conditioning on 8, by multiplying by Ps; .

—_— 26
0, = Z(ni w/N)Y*Ps;  ,k=1,2,3, and 4 for I[P, ME, EI and M routers respectively.

i=1
Similarly removing the conditioning of Pcp/ on 0, obtained, the average probability

of successful delivery to the next router for priority traffic p can be found as:

—— a——— — w— — 4 —

PCp = 91 *Pcp/l +92 *PCp/z +93 * PCp/3 +94 *PCp/4 = Zek *Pcp/k (6'7)
k=1

The total delay that a certain nacket with nrioritv n wonld exnerience from sender until it

reaches the receiver is given by:

Do =PDp» =123 (6-8)

Where D is the number of routers in the longest path (Depth) to the receivers (leafs of the
tree), and D, is the average packet queuing delay (or expected number of packets) per
router for certain priority traffic p. Thesexpected number of packets for traffic with

priority p can be found using:

-— max
Ep(n) = ) iPp ,p =123 (6-9)
i=1
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Equation 6-9 actually can be evaluated using equation 4-14. The second moment of delay
max

in units of (Packets)” can be found using: E pz (n) = Z i2 Pip , p=123
i=1

Delay jitter (standard deviation) per router for certain priority traffic p can be expressed

as: oy, = JEp(ﬂ)z -(E_p(n))z ,p=123
By assuming that total delays for all routers are statistically independent, the total delay
jitter for certain priority traffic (total standard deviation) can be found using:

O proal = DOxp» P =123 (6-10)
For homogeneous networks, probability of multicast success (all N routers receive the
multicast packet) and multicast residual packet loss probability for certain priority traffic
can be found using the following equations

Ps,, = Probability of success = Pc ) and  Ploss, =1-Ps,, p=123 (6-11)
For heterogeneous networks, probability of multicast success and multicast residual
packet loss probability for certain priority traffic p can be found using the following
equations:

—N

Psp = Probability of success = Pcp and Ploss p = 1-Ps ps P= 1,2,3 (6-12)

Where N is the total number of routers in the multicast network.

Case 2 Using FEC only

The analysis part of this case is very similar to case 2 in subsection 4.3.2. The total delay
and total delay jitter for both homogeneous and heterogeneous networks can be found
using equations 6-8 and 6-10 from Case 1 of this chapter. Probability of multicast success

(all N routers receive the multicast packet) and residual multicast loss probability for
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certain priority traffic p for homogeneous and heterogeneous networks can be found

using equations 6-11 and 6-12 respectively.

Case 3 Using ARQ only

In case of using ARQ only, Pc for homogeneous networks and Ep for heterogeneous
networks would be used and it would be similar to case 1 of this chapter and can be found
using equations 6-5 and 6-7. We have two subcases: ARQ only that uses multicast repairs
and ARQ only that uses unicast repairs.
a) ARQ Multicast repairs
In this case upon the receipt of a NAK from one or more receivers, the sender multicast
again the repair packet to all receivers. Due to the use of ARQ multicast repairs, the

intrinsic arrival probability OL:, for certain priority traffic p would increase according to:

4

ab =ah(1+Fp), p=123 (6-13)

Fp is the number of failures for certain priority traffic p. This increase in the intrinsic
arrival probability is due to that every router in the whole network receives a copy of
each repair packet.
For homogeneous networks, the probability of success for worst case scenario for
certain priority traffic p is given as:

Ps|, = Probability of success = Pcy (worst case scenario) (6-14)
The average probability of success for a certain priority p packet in a typical transmission

multicast trial from sender can be calculated as:

PCN+PCE)N/2)+1+PCE,N/4)+2+PC§N/8)+3+PC§,N/16)+4

Ps,avg= (6-15)

D
Where D is the network depth.
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Therefore, the residual loss probability (after all ARQ trials) can be found as in equation
(4-32):

Ploss, =1-Ps, (6-16)
The total delay for specific priority traffic can be found as in equation (4-33):

D ototal = (1 + Fp) DE (6-17)
Where F,, is the number of failures for priority p traffic, D is network depth and D—p- is the
average packet delay per router for packet with priority p . The total delay jitter can be

found using equation (6-10) from Case 1.

For heterogeneous networks, use Pc,, formula (equation 6-7) to replace Pc, in

equations 6-14 and 6-15 and follow the same procedure of homogeneous networks.

b) ARQ Unicast repairs
Due to use of ARQ unicast repairs, the intrinsic arrival probability a; for certain

priority traffic would change according to:

!

1 1 D
= 1+ F, =) (1l + A), =123 6-18
ap =ap(+Fy—)(+A) p (6-18)

Where A is the extra arrival rate due to processing of unicast repairs. This increase in the
intrinsic arrival probability is due to the fact that only those routers on the path (of
maximum D hops) to the router that requires repair would need the repair packet. These
routers only receive acopy of .repair packet so the retransmission factor would be (D/N)
as compared to the multicast repairs case where we have (N/N).

Fig. 4-22 shows the conditional probabilities tree for unicast repair for homogeneous
networks. The total number of trials T, for specific priority traffic p can be found (similar

to case 3b of section 4.3.2 ) in a closed form for infinite number of trials as:
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Ty =P N v (=P Ny |14 — for infinite trials (6-19)
p P P pe D
P

The number of failures F; (or retransmissions only) for specific traffic with priority p is

given as:

1-pc N e
F, =T, -1=PcN +a-pPcN)l1+ L -1 = E— for infinite trials ~ (6-20)
p P p : p po D D
cp Pcp

The total number of trials T, for specific priority traffic p can be found in a closed form
for () trials as:

(1-Pc)Pc)  (1-Pc)){l-z(1—Pc) )™ +(z— 1)1 - Pc)) )}

(1-Pc))? [Pch1? (6-21)
+2(1-Pcy)* —(1-Pc))}

Therefore, the number of failures (or retransmissions only) for certain priority traffic p

N
Tp :Pcp +

for (z) trials can be given as:
Fp=Tp—1 for (z) trials (6-22)
Defining Ps p' as the final probability of success for priority p traffic for infinite number

of trials (which can be obtained similar to case 3b of section 4.3.2):

Ps, =1 (6-23)

For finite number of trials (z), Pspl can be found (similar to case 3b in section 4.3.2):

14

Ps | :PCBI+(1—Pcy)[1—(1—PcE)Z—l] (6-24)

Therefore, the residual loss probability (after all ARQ trials) is given by:
Ploss, =1~ Ps, (6-25)

The total delay for specific priority traffic p is given by:

D oot = (L + Fp,)DD, ; (6-26)
The total delay jitter can be found using equation (6-10) from Case 1.
For heterogeneous networks, use Fc_; formula (equation 6-7) to replace Pc, in

equations (6-19, 6-20,6-21,6-23,6-24) and Fig. 4-22.
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Case 4 Hybrid FEC/ARQ
In this case and for homogeneous networks, Pc, would be similar to the case of

FEC only, which is:

L L-i
Pep = > (iL)Pe}J(Lj_')Pog,(l ~Po, —Pe, ) p=123 (6-27)

i=0 j=0

k
Provided that 2i+j<e=n-k;r, =— ; Tp is the FEC coding rate of RS code used.
n

The intrinsic arrival probabilities for certain traffic with priority p (p=1,2,3) could be

expressed as:
1

a})' il JTN Fp) (For multicast case) g
T -
o (6-28)
1 P D .
@p = (I+F, F) (1+A)  (For unicast case)
P

Also we have 2 subcases, FEC/ARQ that uses multicast repairs and FEC/ARQ that uses
unicast repairs. The analysis of hybrid FEC/ARQ would be very similar to the ARQ only
case except a better value of Pc, would be used as specified by equation (6-27). In
addition, there would’ be an increase in the intrinsic arrival probabilities as in equation (6-
28). Notice that the total delay jitter can be found using equation (6-10) from Case 1.

For heterogeneous networks in the hybrid FEC/ARQ case , we use E; formula
(equation 6-7) to replace Pc, in all equations of the ARQ case.

Six different programs were developed for the purpose of calculations and to solve
the involved and non-linear set of equations in order to find the performance measures
(total delay, delay jitter and residual loss probability). These programs are kept running
until the set of equations converge. After convergence, performance measures like total
packet delay, total packet delay jitter and the residual packet loss probability are

calculated. See Flowchart of Fig. 6-3.
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Fig. 6-3 Flowchart of program which calculate performance measures of Hybrid
FEC/ARQ unicast repairs
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6.2.4 Analysis Results

Figs. 6-4 to 6-6 show the performance comparisons between homogeneous IP
network (with each router has IP1, IP2 and IP3 sources), homogeneous MPLS network
(with each router has M1, M2 and M3 sources) and heterogeneous MPLS network (with
each router has H1, H2 and H3 sources). In these figures no FEC or ARQ is applied.
Figs. 6-4 to 6-6 show the total packet delay, total delay jitter, and the residual loss
probability for all sources versus IP factor for small processing factor (t). Figs. 6-4, 6-5
and 6-6 show that MPLS sources will have the best performance in terms of total packet
delay, total delay jitter and residual loss probability; on the other hand the heterogeneous
sources will have the worst performance.

Figs. 6-7, 6-8 and 6-9 consider the performance comparisons between the three types
of multicast networks when FEC mechanism only is applied. The tendencies of Figs. 6-7
to 6-9 are similar to the case of Figs. 6-4 to 6-6. However, when using FEC there would
be a slight increase in the total packet delay for all sources compared to without using
FEC or ARQ due to the increase in the intrinsic arrival probabilities because of the FEC
operation. However, the residual packet loss probability for all sources would decrease
due to the use of improved P, value in the case of FEC only.

Figs. 6-10 to 6-12 consider the performance comparisons between the three types of
multicast networks when ARQ only with multicast repairs mechanism is applied. The
tendencies of Figs. 6-10 to 6-12 are very similar to the case of Figs. 6-4 to 6-6.

Figs. 6-13 to 6-15 consider the performance comparisons between the three types of
multicast networks when ARQ only with unicast repairs mechanism is applied. The

tendencies of Figs. 6-13 to 6-15 are very similar to the case of Figs. 6-10 to 6-12. Using
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ARQ only would have the worst total packet delay for all IP, MPLS and heterogeneous
sources compared to without FEC or ARQ (case 1) or FEC only (case 2) due to
retransmission requests. However, using ARQ only would improve the residual packet
loss probability in a noticeable manner. ARQ with unicast repairs would be better than
ARQ with multicast repairs in terms of residual packet loss probability but worst than it
in terms of total packet delay.

In Figs. 6-4 to 6-15 MPLS factor was constant and relatively small; explaining why
MPLS performance was better or very similar to IP performance. However, in the
following figures we will study the effects of MPLS factor on MPLS performance. Figs.
6-16 to 6-18 show the performance comparisons between the three types of multicast
networks when hybrid FEC/ARQ with multicast repairs mechanism is applied. Fig. 6-16
to 6-18 show the total packet delay, total delay jitter, and the residual packet loss
probability for all sources versus MPLS factor. These figures show that IP sources will
have the best performance in terms of total packet delay, total delay jitter and residual
packet loss probability; on the other hand the heterogeneous sources will have the worst
performance. Figs. 6-19 to 6-21 show the performance comparisons between the three
types of multicast networks when hybrid FEC/ARQ with unicast repairs mechanism is
.applied. The tendencies of Figs. 6-19 to 6-21 are very similar to the case of Figs. 6-16 to
6-18.

* Using hybrid FEC/ARQ would have the best performance in terms of residual packet
loss probability among all schemes and the worst performance in terms of total packet

delay among all schemes. In addition to that the hybrid FEC/ARQ with unicast repairs
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performs better than hybrid FEC/ARQ with multicast repairs in terms of residual packet

loss probability but worst than it in terms of total packet delay.

Total Packet Delay versus IP factor Total Delay Jitter versus IP factor
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Fig. 6-9 Residual loss probability versus IP
factor (FEC only and small 1)
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Table 6-1 The distribution table of the existence possibilities of 1 IP, 2 IP or 3 IP routers
in a heterogeneous MPLS network with 31 routers.

, L,0EL29M 16

2 11P,0 ME, 3EL 27M 14

3 21P, 1 ME, 0 EI, 28 M 8

4 21P,2 ME, 0EL, 27M 112

5 21P, 0 ME, 2 ELL27M 16

6 21P,0 ME, 3 E], 26 M 16

7 21P,0 ME, 4 El, 25 M 12

8 21P,0 ME, 5 EI,L 24 M 15

9 21P,0 ME, 6 EL, 23 M 64

10 21P, 1 ME, 3EL 25 M 192

11 31P, 1 ME, 0 EL, 27 M 3
12 31P, 2 ME, 0 E1, 26 M 112
13 31P,3ME, 0EL 25M 448
14 31P,0 ME, 8 EL, 20 M 70
15 31P,0 ME, 9EL 19M 120
16 31P, 1 ME, 3EL, 24 M 96
17 31P, 1 ME, 2EL 25 M 224
18 31P,2 ME, 3EL 23 M 1120
19 31P,0 ME, 3EL 25M 232
20 31P, 0 ME, 4 E1,24 M 112
21 31P, 1 ME, SELL22 M 208
22 31P,0 ME, 5E1 23 M 158
23 31P, | ME, 6 E1,21 M 800
24 31P,0 ME, 7EL,21 M 132
25 31P,0ME, 6ELL22 M 156
26 64
1o 30 435 4060
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6.3 Reliable QoS Multicast for DiffServ Over Hybrid
FEC/ARQ IP and MPLS Heterogeneous Networks

The routers in the network could be identical in their capabilities (homogeneous
network) or different (heterogeneous network). In this chapter, we defined
heterogeneity as “ the coexistence of different types of routers with different
capabilities in the same network”.

In this section, we will have four types of networks and these are: homogeneous
MPLS multicast network, homogeneous IP multicast network, heterogencous MPLS
multicast network and heterogeneous IP multicast network, each of them with the
possibility of existence of more than one Domain Router (DR) router at different
locations in the multicast tree.

In addition to that, in this thesis we compare the QoS performance of the four types of
multicast networks mentioned above when reliable FEC/ARQ with unicast repair
multicasting is used, given their particular constraints. In regular [P multicasting only
overhead pertaining to 1P multicast tree should be established, while in MPLS
multicasting we have to add also the corresponding MPLS multicast tree establishment
times and control packets. We present a fair share policy (FSP) and by taking the above
constraints into consideration, we evaluate the QoS performance for a typical binary tree
in the various cases mentioned. We also consider Differentiated Services; i.e. traffics
with different priority classes when reliable multicast is used. Analysis tools will be used

to evaluate our fair share policy (FSP).
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6.3.1 Heterogeneous MPLS and Heterogeneous IP based networks

In addition to the homogeneous MPLS and [P multicast networks, heterogeneous
MPLS and IP multicast networks will be studied. Fig. 5-1 shows an example of a
complete homogeneous binary multicast tree with the root, which is the nearest router to
the sender or the Rendezvous point; the leafs, which are the routers with receivers
underneath them. As shown in the figure the depth of this tree is 5 and the total number
of routers is 31. This tree could represent either an MPLS multicast tree or an IP
multicast tree. Moreover, the results of this section apply to trees of larger sizes.

In the heterogeneous MPLS multicast network, the network is assumed to be an
MPLS network with the existence of some MPLS routers with Domain Router (DR)
capability. Similarly in the heterogeneous IP multicast network, the network is assumed
to be an IP network with the existence of some IP routers with Domain Router (DR)
capability. The rest of the routers in the heterogeneous MPLS or heterogeneous IP
multicast networks do not have the DR capability, which means that they cannot correct
errors or retransmit the repair packet themselves. However, in case of error or loss, they
can request a repair packet from the DR of the subtree they belong too. The existence of
the DR creates a subtree underneath this DR, and in case of error or loss, all the routers
that belong to this subtree request the repair packet from their corresponding DR rather
than the root (or the sender) of the multicast session. If the current DR does not have the
repair packet either because it has a limited cache of memory or because the repair packet

is 100 old, it will ask its parent DR for this repair packet and so on until we reach the root
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(or the sender). The root (or the sender) is assumed to be a DR and always have the repair
packet.

Fig. 6-22 shows one possibility (occurrence) when 2 DR routers exist in a
heterogeneous MPLS or heterogeneous IP multicast network. One DR at the level 1 (the
root) and the other at level 3 in a binary multicast network with depth = 5. As one can see
there are two subnets in this network. One is subnet 1 under DR 1, which has a depth of
5, and there are 25 routers that belong to subnet 1 including DR 2. The other subnet is
subnet 2 under DR 2, which has a depth of 3 and there are 6 routers that belong to subnet
2. There are 4 occurrences of this possibility as clarified in table 6-2 (entry 3), and due to
space limitations we don’t show them all.

Fig. 6-23 shows another possibility (occurrence) when 3 DR routers exist in a
heterogeneous MPLS  or heterogeneous IP multicast network. One DR at the level 1 (the
root), one DR at level 2 and the last DR at level 3 in a binary multicast network with
depth = 5. As one can see there are three subnets in this network. One is subnet 1 under
DR 1, which has adepth of 5, and there are 17 routers that belong to subnet 1 including
DR 2. The other subnet is subnet 2 under DR 2, which has a depth of 4 and there are 8
routers that belong to subnet 2 including DR 3. Finally subnet 3 under DR 3, which has a
depth of 3 and there are 6 routers that belong to subnet 3. There are 4 occurrences of this
possibility as clarified in table 6-2 (entry 19), and due to space limitations we don’t show
them all.

Table 6-2 shows the distributions of the existence possibilities of 1 DR, 2 DR routers
in addition to the DR router at the root in a. heterogeneous MPLS or IP multicast network

with 31 routers (depth =5).
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Subnet t (S1)

Subnet 2 (S2)

(O IPorMPLSrouter N\ IPor M PLS router with DR

Fig. 6-22 Heterogeneous binary multicast tree with 2 DRs and 2 Subnets

Subnet 1 (S1)
Subnet 2 (S2)

Subnet 3 (83)

(O [PorMPLSrouter N\ IPorM PLS router with DR

Fig. 6-23 Heterogeneous binary multicast tree with 3 DRs and 3 Subnets

6.3.2 The Analytical Model Underlying the Fair Share Policy (FSP)

The same analytical model shown in Fig. 4-1 and the same discrete coupled state

diagrams shown in Fig. 4-2 will be used through out the analysis part of this section.
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Table 6-2 The distribution table of the existence possibilities of 1 DR, 2 DR in addition to
DR at root in a heterogeneous MPLS or IP network with 31 nodes.

e

1 31S81,082 16
2 29 S1,2 82 8
3 25S1,6S2 4
4 17 S1, 14 S2 2
5 31S1,082,08S3 120
6 27S1,2S2,2S3 28
7 19S1,6S2,6S3 . 6
8 3S1,14S2,14S3 1
9 29S1,152,08S3 16
10 29S1,2S2,08S3 112
11 25S1,6S2,08S3 16
12 25S1,6S2,0S3 48
13 17 S1, 14 S2, 0 S3 16
14 17 S1, 14 S2,0 S3 16
15 25S1,4S2,2S3 8
16 23S1,6S2,2S3 24
17 17 S1,1282,2 S1 8
18 15S1, 14S2,2 S3 8
19 17 S1,8S2, 6 S3 4
20 1181, 14S2, 6 S3 4

il  Occurre 30 435

6.3.3 Reliable FEC/ARQ Multicast Case using Unicast Repair Packets

A hybrid FEC/ARQ strategy should be used where a combination of FEC for the
most frequent error patterns, together with error detection and retransmission for the less
likely error patterns is more efficient than ARQ alone. In this case when FEC fails to
correct errors at the receiver the receiver sends a NAK to the sender to retransmit the data
in etror. This hybrid FEC/ARQ strategy clearly carries the potential for improving

throughput in two-way systems subject to a high channel error rate.
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Using FEC, there are [ L ] ways to have errors in i bytes out of L bytes in the
1
multicast packet received at a certain router. However, once we have i bytes in errors, the

which is

L
number of ways of selecting the location of lost bytes would be[ jl] . Pey

the probability of successful delivery to next router for certain priority traffic p, is then

given by:
L L-i L o

Py = Z(Hpe‘p( J.")Pog,(l—Pop ~Pe,)t I p=123 (6-29)
i=0 j=0

Provided that 2i+j<e=n-k;r, = % ; where k is the number of original data symbols,
n is the total number of symbols after applying FEC encoding, r, is the FEC coding rate
and e is the total number of errors and losses (called erasures in FEC terminology) which
defines the capability of the code used . Po,is the byte overflow for a certain priority
traffic p and Pe ; is the byte error probability for a certain priority traffic p.

With unicast repair mechanism, if the sender receives a NAK from one or more
receivers, it resends the repair packet to only the receivers who did not receive the packet
correctly in a unicast manner. The multicast repairs method is simpler than the unicast
repairs method and requires less overhead; however the multicast repairs method

consumes much more bandwidth. In this section we will evaluate the reliable

multicasting performance using the unicast repair method only. Due to use of FEC/ARQ

1

unicast repair mechanism, the intrinsic arrival probability for certain priority traffic o

would change according to:
, 1
1 %p D
p _T(1+Fp -I:I-—)(I+A) (6-30)
Where A is the extra arrival rate due to processing of unicast repairs. This increase in the

o4

intrinsic arrival probability is due to the fact that only those routers on the path (of

maximum D hops) to the router that requires repair would need the repair packet. These
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routers only receive a copy of repair packet so the retransmission factor would be (D/N)
as compared to the multicast repair case where we have (N/N). r,, is the FEC coding rate
for priority p traffic.
Following the same procedure in section 4.3.2 (cases 3b and 4b), one can obtain the
residual multicast loss and the total packet delay as:
The residual multicast loss probability for specific priority traffic p is given by:

Ploss , =1-Ps, (6-31)
The total delay for specific priority traffic p is given by:

D ptoa = (1+F,)DD, (6-32)
Where Fp is the average number of failures for priority traffic p, D is network depth and
E; is the average packet delay per router for traffic with priority p (in terms of packets),
which can be obtained from equation (4-14) .
For homogeneous networks, equations (6-31) and (6-32) are used to calculate the
residual packet loss probability and the total packet delay respectively.

For heterogeneous networks, the average packet delay of sub-tree i for priority traffic p

can be found as:

Where F,, is the average number of failures in sub-tree i for priority traffic p, D;, is

the packet delay per router in sub-tree i for priority traffic p (in terms of packets), which

can be obtained from equation (4-14), and D; is the depth of sub-tree i. Notice that the

term  AD ,  represents the extra delay the packet endures from the providing DR to
the current router requesting the repair packet, which can be given through the following

recursive equation as:
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AD;, =Y ((1-Ph;)dis; Ph;)*D,, (6-34)
Ph ; is the probability that the current DR router has the repair packet. If the current DR
doesn’t have the packet with probability (1-Ph;) either because of buffer overflow or
when the requested repair pgcket is too old; then the current DR will request this repair
packet from it’s parent DR on the multicast path provided this parent DR has the repair
packet with probability Ph;_ ; multiplied by the distance (in terms of number of links)
between the current DR and the parent DR dis; andsoonina gratuitous mode until
we reach the root (or the sender). D, s the packet delay per router in sub-tree i for
priority traffic p (in terms of packets), which can be obtained from equation (4-14).

Ph ; can be written using the following recursive equation:

Ph; = (1-Pov;)+ Pov ;Ph; ,(Pc;)%si (6-35)

In equation (6-35), the probability of having the repair packet in the current DR (i) router
Ph ; would be (1-Pov;) provided that this DR router does not have buffer overflow.
Otherwise, if the current DR router overflow with probability Pov; | the current DR
router (i) will request the repair packet from it’s parent DR router provided that this
parent DR (i-1) have the packet Ph,_, and it delivers this repair packet to the requesting
DR router successfully through the whole distance between them (Pc,)®i . Notice that
we assume Ph, =1 which means that the root (or the sender ) DR always have the
repair packets.
Because of the many situations resulting from all possible types of the DR routers, it
follows that if one picks a router at random from the 31 routers, the probability of that

router being under DR router (i) is:

0;j=n;;/N (6-36)
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1 is the sub-tree index and i =1,2,3 and j is the situation number index; n;; is the number
of routers in sub-tree i and situation j. N is the total number of routers in the multicast
tree.

The final total packet delay in a multicast network for certain priority traffic p, can be

given as:

S S
Dyprow =Dy * 0G0/ D 0() (6-37)
j=1 j=1

Where j indicates the situation number in table 6-2, O(j) is the number of occurrences for

situation j which also can be found using table 6-2. S is the total number of situations and

D,; 1s situation j average packet delay for traffic priority p which can be given as:

S
Dpj= D 61;*Dyp;+6,,*D,, 46, *D; | (6-38)
=

Where 6,;, 0,;and 6;; can be obtained using equation (6-36). Dy » Dy, and Dy
are the average packet delays for sub-trees (i=1,2,3) respectively and for priority traffic p
in situation j which can be calculated using equation (6-33)

Similarly, we can find the residual loss probability in heterogeneous networks. The

residual packet probability of success in a multicast network for certain priority traffic p,

can be given as:

—_ S
Ps, = () Ps, ;*0(}))/ D 0()) (6-39)

=1 =1
Where j indicates the situation number in table 6-2, O(j) is the number of occurrences for

situation j which also can be found using table 6-2, S is the total number of situations and
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P is situation j average probability of success for traffic priority p which can be

Sp.j

written as:

s
- x 4 x L0, * . (6-40)
PSP,J_ZGLJ Psypj+025%Psy ;405 %Pss
J=1

Ps; . Is the average probability of success in the multicast sub-tree i for priority traffic p

Lp.j

in the situation number j of table 6-2 which can be given as:

P Ps; , ; Ph; +(1 - Ph;)Ph;_(Pc,)™" (6-41)

Sipj =

Ps is the probability of success in the multicast sub-tree i for priority traffic p in the

iLp.j
situation number j of table 6-2 which can be obtained using equation (4-40).

The residual packet loss probability for priority traffic p in heterogeneous multicast

networks can be calculated using equation (6-39) as:

Ploss p = 1-Ps p (6-42)

6.3.4 Analysis Results

Figs. 6-24 and 6-25 show the performance comparisons between IP sources (IP1, IP2
and IP3 of each router) and MPLS sources (M1, M2 and M3 of each router) respectively
in homogeneous multicast trees when a hybrid FEC/ARQ with unicast repair mechanism
is applied. Fig. 6-24 shows the total packet delay for all IP sources versus IP factor and
for large processing factor (t). Fig. 6-25 shows the total packet delay for all MPLS
sources versus IP factor. Asshown in Figs. 6-24 and 6-25 when the processing factor ()
increases MPLS will have superiority over IP in terms of the total packet delay especially

for low priority traffics. Similarly and as shown in Figs. 6-26 and 6-27 when the
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processing factor (t) increases MPLS will have superiority over IP in terms of the
residual packet loss probability especially for low priority traffics.

Figs. 6-28 to 6-31 show similar comparisons and have similar tendencies to Figs. 6-
24 to 6-27, but for heterogeneous IP and MPLS multicast tress when hybrid FEC/ARQ
with unicast repair mechanism is applied. However, a comparison between Figs. 6-28 to
6-31 and 6-24 to 6-27 shows that the use of multiple DRs in multicast network will
enhance the network performance in terms of total packet delay and residual packet loss
probability for all [P and MPLS sources.

In Figs. 6-24 to 6-31 MPLS factor was constant and relatively small; explaining why
MPLS performance was better than IP performance. However, in the following figures
we will study the effects of MPLS factor on MPLS performance. Figs. 6-32 and 6-33
show the total packet delay performance comparisons between IP sources and MPLS
sources respectively in heterogeneous multicast trees. Figs. 6-34 and 6-35 show the
residual packet loss probability comparisons between IP sources and MPLS sources
respectively in heterogeneous multicast trees. As shown in these figures, the total packet
delay and the residual packet loss probability in the case of IP (which is constant) is less
than MPLS for all sources. This means when the extra arrival rate due to MPLS control
overhead used to establish MPLS multicast paths (or tree) increases, IP will be perform

better than MPLS especially when the intrinsic arrival traffics increase.
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6.4 Conclusions

The routers in the network could be identical in their capabilities (homogeneous
network) or different (heterogeneous network). Each router may have different
capabilities; for example one router could have the ability to correct errors (FEC) and use
ARQ, one may use ARQ only and cannot correct errors, a third one may not have MPLS
capability.

Section 6.2 tries to put an image for the expected future Internet and analyze the
performance of this Internet when most of the current IP routers are replaced with MPLS
routers. However, the replacement may not include all IP router and some IP routers will
remain in this Internet and coexist with MPLS routers especially during the migration
process. This would create a heterogeneous MPLS network. Section 6.2 compares the
performance of this heterogeneous MPLS network with homogeneous IP and
homogeneous MPLS networks using analysis tools. The results are general and are
evaluated for a wide range of traffic values, priorities, .etc for a complete binary tree.
In addition to that a Fair Share Policy (FSP), which is a traffic policing mechanism, is
proposed to ensure proper QoS.
are used in this comparison. The study found that the no FEC or ARQ mechanism (casel)
is the best mechanism in terms of total packet delay for all IP, MPLS and heterogeneous
sources. In addition to that, the hybrid FEC ARQ unicast mechanism is the best
mechanism in terms of the residual packet loss probability for all IP, MPLS and
heterogeneous sources. Also, we have found when MPLS multicast networks are mixed
with some IP routers (heterogeneous network), it will perform less efficiently than

homogeneous MPLS multicast networks. In addition to that when the IP and the
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processing factors are small, the heterogeneous multicast network will perform less
efficiently than IP homogeneous networks.

In section 6.3, a performance comparison between 4 types of multicast networks:
homogeneous IP, homogenous MPLS, heterogeneous IP and heterogeneous MPLS is
carried using analysis tools. In addition to that a Fair Share Policy (FSP), which is a
traffic policing mechanism, is proposed to ensure proper QoS. Also, Differentiated
Services and reliable FEC/ARQ with unicast repairs mechanism are used in this
comparison. The study showed that when multicast networks are mixed with some DR
routers (heterogeneous network), they will perform more efficiently than homogeneous
multicast networks in terms of total packet delay and residual packet loss probability; and
this is valid for both IP and MPLS multicast networks. This study suggests that as the
number of DR routers in the multicast network increases, the network will have better
performance in terms of total packet delay and residual packet loss probability.

In this chapter, we found that when the difference in packet processing time (1)
between IP and MPLS is high and when MPLS factor is small, IP multicast network will
perform less efficiently than MPLS multicast network in terms of the total packet delay
and the residual packet loss probability. However, when this difference in packet
processing time is small IP performs very similar to MPLS. In addition to that when
MPLS has higher arrival rate due to MPLS trees establishment control overhead and
when the processing factor is small, IP would perform better than MPLS. We have found
that the previous results are true for both homogeneous and heterogeneous IP or MPLS

multicast networks.
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Analysis results revealed that there is a noticeable improvement in QoS defined as the
total packet delay and the residual packet loss probability for a higher priority traffic
when MPLS multicasting replaces IP multicasting especially if MPLS factor is small and

processing factor is large.
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CHAPTER 7 SIMULATION OF FEC/AQR
MULTICAST FOR DIFFSERV OVER MPLS AND IP
PLATFORMS

7.1 Introduction

A hybrid FEC/ARQ strategy should be used where a combination of FEC for the
most frequent error patterns, together with error detection and retransmission for the less
likely error patterns is more efficient than ARQ alone. In this case, when FEC fails to
correct errors at the receiver the receiver sends a NAK to the sender to retransmit the data
in error. This hybrid FEC/ARQ strategy clearly carries the potential for improving
throughput in two-way systems subject to a high channel error rate. In this chapter, we
will evaluate the QoS performance with multicast repairs mechanism only.

In this chapter, we compare QoS performance of IP and MPLS multicasting, given
their particular constraints [113-114]. In regular I[P multicasting only overhead pertaining
to IP multicast tree should be established, while in MPLS multicasting we have to add
also the corresponding MPLS multicast tree establishment times and control packets. We
present a fair share policy and by taking the above constraints into consideration, we
evaluate the QoS performance for a typical binary tree in the two cases of IP and MPLS
multicasting. We also consider Differentiated Services; i.e. traffics with different priority
classes when reliable FEC/ARQ multicast is used. Simulation programs will be used to
evaluate our fair share policy (FSP) for different network scenarios. The rest of the
chapter is structured as follows: section 7.2 explains and describes and the simulation
model underlying the fair share policy used in this chapter. Section 7.3 introduces the

performance criteria used to evaluate the FSP for both homogeneous and heterogeneous
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multicast cases. Section 7.4 will carry a comprehensive comparison between IP and
MPLS homogeneous muliticast networks when DiffServ and FEC/ARQ reliable multicast
are adopted. However, section 7.5 will carry a similar comparison but for heterogeneous
MPLS networks. Section 7.6 compares some interesting results obtained using both
analysis and simulation. Section 7.7 explains how the validity of the simulation programs

is achieved. Finally, conclusions are summarized in section 7.8.

7.2 The Simulation Model Underlying the Fair Share Policy
(FSP)

FSP is not a call admission rather it is a traffic policing mechanism. In FSP, packets
are discarded in case of congestion differently at each queue according to source priority
and the maximum number in the queue; i.e. the source with higher priority will
experience less packet discarding than sources with lower priorities. Moreover, FSP
guarantees fairness among flows having the same priority (i.e., required QoS) in buffer
space allocated to lower priority traffic is larger; thus leading to less packet discard [113-
114].

To evaluate and to gain in-depth insights into our performance model, we used
simulation to evaluate and compare QoS performance between [P and MPLS multicast
networks when Hybrid FEC/AQR and DiffServ are adopted. Our simulation model is
shown in Fig. 7-1.

In this model, a typical IP or MPLS router and our FSP traffic policing mechanism

process three independent sources corresponding to different input traffic classes. Source
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1 is assigned the highest priority, then source 2 and finally source 3. For this model, the

enforcement is assumed to occur at the router (node) according to Fair Share Policy.

Input Buffer
Arriving Packets Priority assignment
Source 1 > 1 for Source 1
* 2 for Source 2
Dropped 3 for Source 3
Packets FSP
Arriving Packets nout Buffer
Departing Packets
Source 2
Dropped
Packets TSP

Arriving Packets
Source 3 —M

Dropped T
Packets ggp

Fig. 7-1 The Router’s Simulation Model

7.2.1 Simulation Model Assumptions

The following assumptions are used:

1- For the convenience of simulation and for its memory less property, the arrival of
packets is assumed to follow a Poisson process with exponentially distributed
mean inter-arrival times of packets in the queue of each priority class. The mean
inter-arrival time of priority p packets can be found as:

1/ Kp =AT/ Q, where AT is the service time which equals to (1/250000) for an
output line with 1Gb/s speed. o, is priority p arrival probability.

2- FSP uses non pre-emptive priority queuing and FIFO for the same priority

packets.
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3- The arrival probabilities are @,a5 andas  for each source respectively.

4- Service probabilities for different queues are p,po and B3 for each source
respectively, which take the priorities into account; i.e. during any packet time
server is available only for one class as will follow shortly.

5- Average queue sizes are  E;(n), E,(n)and E3(n) for each source respectively.

6- Maximum buffer sizes are max |, max , and max3  for each source respectively.

7- Total system buffer size is fixed i.e. , B=maxy+max,+max; ~ where max and p=123

Pr
p

P ZpPrp

8- All of MPLS or IP routers on the subject Internet are identical in providing source

is calculated as:  max *B where Pr , is source p priority.
and traffic conditions.

9- All packets are of the same length and consist of 500 bytes.

10-A complete binary multicast tree is used, where each parent router has two
children routers until we reach leafs.

1 1- Routing and rerouting are not part of this research

12- Acknowledgements are never lost.

Fig. 7-1 explains the main components of the analytical model for a typical router (IP or

MPLS). FSP sets the following rule: low priority users will generally have higher buffer

occupancy E(n) which provides the low priority traffic with more space as needed. The

classifier, which is not shown, aggregates all users’ traffics of a certain priority and sends

them into the same priority queue.

7.2.2 Input Buffer Characteristics

The parameters of the model are as follows: each source p (p=1,2, or 3) has limited

input buffer. This input buffer service discipline is a FIFO queue. A packet arriving at a
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particular input buffer goes directly to the output buffer provided that the input buffer is
empty (i.e. no previous packets waiting in that input buffer) and there are no packets
waiting from higher priority traffic. Otherwise, the packet will be waiting in the input
buffer until the preceding packets are served (if there are any). A packet arriving at a
particular buffer is rejected (dropped) if the corresponding buffer is full.

Packets from source 1 are always served first in order to give highest priority source
the best service probability. Packets from source 2 will be served only when the buffer
corresponding to source 1 (which has higher priority) is empty. Finally, packets from
source 3 will be éerved only when the buffers corresponding to source 1 and source 2

(which have higher priority) are all empty.

7.2.3 Server (Sender) Characteristics

Packets in the input buffers are statistically multiplexed into an infinite output buffer.
The output channel transmits packets from the output buffer at a fixed bandwidth rate,
which is much greater than the sum of the average arrival rates of the input sources. In
the simulation programs, an output link rate of 1Gbit/s is used, which equals to 250,000
packets/s for 500 bytes packet length. For not affecting the QoS performance of a FSP, |
we assume the availability of the server for all HOL packets that are allowed to be

transmitted to the output buffer by FSP.

7.2.4 IP and MPLS Source Arrivals

For IP based networks, the source arrival probability o is actually a composite one; for

instance o | can be written as:

of

ol (7-1)
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where &, is the IP control overhead factor (or IP factor).

a} is the intrinsic arrival probability at the application layer (on top of IP layer), alz is the
extra arrival probability due to IP control overhead which is used to establish the [P
multicast tree.
Similarly for MPLS based networks, @1 can be written as:

ay = af +ai2 + (113 ,where a} and o are the same as in the case of IP networks; « > is

the extra arrival probability due to MPLS control overhead which is used to establish the

MPLS multicast paths or tree. «; can be rewritten in terms of a} as:

_of of

ap=(1+& +&;)a; 51——}- €2= (7-2)

1
¢ oy

Where &, is the MPLS control overhead factor (or MPLS factor).

7.2.5 Interleaving

In this work, interleaving is used in order to break byte burst losses and efficiently
turn them independent random byte losses at the source and destination [125].
Interleaving is done at the Rendezvous Point where original source packets are
interleaved together to create one interleaved packet. This interleaved packet is sent to
multicast network where the reverse process, i.e. the original packet is restored from

these interleaved packets.

7.3 Performance Measures

In this chapter, we will use the following measures to evaluate and compare the QoS
performance between IP and MPLS multicast networks when hybrid FEC/ARQ and

DiffServ are adopted:
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1- Total Packet Delay for Priority Traffic p (p=1,2,3).

D
DpTotaJ = Zl Dj,p (7-3)
j=

Where D is the number of routers in the longest path (Depth), D, is router’s j average
packet delay for priority traffic p, which is given as:

T

Z O (7-4)

D, =4t -
1P T

Where D;j, is the average packet delay in router’s j queue for iteration i and for priority
traffic p. T is the total number of iterations (multicast packets sent).
Then, the average packet delay per a router in the multicast tree for priority traffic p
(p=1,2,3) can be given as:
B _ DpTotaJ (7_5)

P D

2- Packet Delay Jitter for Priority Traffic p.

D —
(Dp =D, ,)?
S - (7-6)
® D -1

3- Residual Packet Loss Probability for Priority Traffic p
N
Ploss , = (3 PL;,)/N -7
i=l
Where N is the total number of routers in the multicast network, PL;, is router’s j average

packet losg probability for priority traffic p, which is given as:
PL,.
T T
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Where PL;;, is the average packet loss probability in router’s j queue for iteration i and

for priority traffic p. T is the total number of iterations (multicast packets sent).

7.4 Homogeneous IP/MPLS Multicast Networks

7.4.1 Simulation Programs

Simulation is used to evaluate and compare the QoS performance between IP and
MPLS platforms in the presence of FSP. Popularity of the simulation tool stems from the
fact simulation makes it possible to systematically study a network to a desired level of
detail, when exact analysis is either not possible or too expensive, or whenever an

approximate analytic solution is not adequate.

7.4.2 Description of the Simulation Programs

The simulation flowcharts for our multicast model are shown in Fig. 7-2. Thesis
programs are based on the asynchronous timing approach of event-driven techniques
[115,128,129]. This technique is chosen due to its suitability for simulation of computer
network events and because the dependency relation characteristics of the technique,

allow easier validation of the simulation models.

7.4.3 The Simulation Modules

Our simulation programs are discrete event driven simulation programs. These
programs are part of the thesis development and are created using a high-level

programming language. The programs are highly modular and flexible allowing various
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input source characteristics and various policing mechanism characteristics to be used.
The flowchart of our simulation program is shown in Fig. 7-2. The simulation programs
consist of the following main modules:

1- Initialization Module

2- Event Generator Module

3- Event Scheduler Module

4- Error Detection/Correction Module

The Event generator module performs the following functions:

- Generation of the packet arrival events depending upon the input source characteristics
(Poisson distribution in this case).

- Generation of the departure events at slotted times depending upon the bandwidth of the
output link. Each slot can carry one packet at a time.

The Event scheduler scans through the event list and accordingly schedules the next
event for execution.

The Error Detection/Correction Module responsible for implementing FEC/ARQ

operation.

7.4.4 FEC/ARQ Operation

Reed-Solomon code RS (n,k) is used with n=255, k=223 and 8-bits symbols. Every
code word contains 255 code word bytes, of which 223 bytes are data and 32 bytes are
parity. The procedure can be summarized as follows:

1- Keep a counter for each source packet to the number of lost bytes (erasures) and the

number of bytes in error.
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2- At the reception of a packet at the router; the software checks if there is a room to
buffer this packet. If there is no room, then a packet overflow will occur and this packet
would be discarded. Since the discarded packet is actually an interleaved packet,
therefore only one byte from each source packet (before interleaving) will be lost.
Increment each source packet counter by 1.

3- Since the purpose of this work is not details of FEC encoding/decoding, we emulate
the FEC operation by calling an FEC function (for each byte in the packet) that would
generate a random number U(0,1); then we compare this random number with a
predefined number that defines the FEC correction probability. If this random number is
smaller than FEC number, then the byte is correct. Otherwise, the byte is in error, then
increment cotresponding source packet counter by 1.

To illustrate, suppose the FEC number that represents FEC ability to correct errors is 0.9.
After calling U(0,1) and obtain a random number of 0.95; since the obtained random
number (0.95) is greater than FEC number (0.9), then the byte is in error and the
corresponding source packet counter of this byte is incremented by 1. Now assume the
random number is 0.7 then the byte is considered correct. In thesis programs, FEC ability
of 0.98 is used.

4- For each source packet, check its counter of lost bytes and bytes in error. If this
counter is greater than the correction capability of the FEC operation (FEC distance),
then the source packet is considered lost and a NAK for this packet is sent to the sender
or Rendezvous Point to repeat sending the lost source packet. This is considered as one

ARQ trial. If any router fails to receive the packet after all ARQ trials, the packet is
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considered residually lost. In thesis simulation programs, ARQ trials of two times are

used.
( Start >

Input all Network
Parameters and
No. of Customers
to be Served

Initialize all Priority
Queues and Counters
CLOCK =0

| Invoke Event
Routine 1,2,3
or4

AL
@

Determine Next
Event i and advance
Simulation Clock

Customers
Served =
Customers
Required

Yes, Simulation

Ended

1-  Compute QoS

Performance Measures

2-  Produce Output Report

Yes
Study Another
System
No

G

Fig. 7-2 (a) Flowchart of the Simulation Program Part A
(Initialization and Main Module)
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Fig. 7-2 (b) Flowchart of the Simulation Program Part B
(Event Generator and FEC/ARQ Operation)
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Fig. 7-2 (c) Flowchart of the Simulation Program Part C
(Event Scheduler)

7.4.5 Simulation Results

Figs. 7-3 to 7-11 show the performance comparisons between IP sources and MPLS
sources in the multicast tree when hybrid FEC/ARQ with multicast repairs is applied.
Fig. 7-3 shows the total packet delay for all sources for both IP and MPLS versus IP
factor for small processing factor (7). It shows that IP and MPLS have almost the same
total packet delay, except a small difference for source 3. Fig. 7-4 shows the delay jitter
for all sources for both IP and MPLS versus IP factor for small processing factor. In

addition, it shows that both IP and MPLS have very much the same delay jitter, except a
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small difference for source 3; and as IP factor increases, the difference becomes even
smaller. Fig. 7-5 shows the residual packet loss probability for all sources for both IP and
MPLS versus IP factor for small processing factor. In addition, it shows that IP and
MPLS sources have very same residual loss probability (almost zero).

However, Figs. 7-6, 7-7 and 7-8 show that when the processing factor (t) increases
MPLS will have superiority over IP in terms of the total packet delay, delay jitter and the
residual packet loss probability. As shown in Figs. 7-6 and 7-8, the total packet delay and
the residual packet loss probability in case of MPLS are less than IP for all sources and
these differences are clear for low priority sources 2 and 3. Fig. 7-7 shows that the delay
jitter in the case of MPLS is less than IP for all sources except for MPLS source 3 which
starts smaller the [P source 3 and it continues to increase with the increase of [P factor.
This means when the difference in packet processing (t) between MPLS and IP increases,
MPLS in general will be better.

In Figs. 7-3 to 7-8 MPLS factor was constant and relatively small; explaining why
MPLS performance was better or very similar to IP performance. However, in the
following figures we will study the effects of MPLS factor on MPLS performance. Figs.
7-9, 7-10 and 7-11 show that IP will be superior over MPLS when MPLS factor
increases. As shown in Figs. 7-9, 7-10 and 7-11 the total packet delay, the delay jitter and
the residual packet loss probability in the case of IP (which are constant) are less than
MPLS. This means when the extra arrival rate due MPLS control overhead used to
establish MPLS multicast paths or tree increases, [P will be perform better especially

when the intrinsic traffics increase.
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7.5 Heterogeneous MPLS Multicast Networks

In this section, three different types of multicast networks will be compared. In the
homogeneous IP multicast network, all routers are IP routers. In the homogeneous MPLS
multicast network, all routers are MPLS routers while in the heterogeneous MPLS
multicast network, the network is assumed to be MPLS network but still having some 1P
routers. This is a practical situation that happens during the migration process from all IP
routers to all MPLS routers networking. The number and location of these IP routers in
this MPLS network will create the different situations as table 6-1 shows. Each different
situation may create up to four types of routers in the MPLS heterogeneous network as
would be explained in this section. In this type of network, we can have no IP router in
the network (homogeneous MPLS case), 1 IP router in the network, 2 IP routers in the

network, or 3 IP routers in the network.
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These IP routers can be located anywhere in the network (in our example a complete
31 nodes binary tree is taken) except the root, which is the sender or the Rendezvous
Point router. The root is assumed always to be an MPLS router. In any case, there will be
up to four types of routers:
1- 1P (typel) router, which is a regular IP router.
2- ME (type 2) router, which is an MPLS router with extra processing due to more packet
processing is needed at the MPLS router because the downstream router is an IP router.
3- EI (type 3) router, which is either an egress or ingress router with extra processing due
to the overhead of tunnel establishment and maintenance and also due to more packet
processing is needed because of the IP routers which reside in between EI routers.

4- M (type 4) router, which is a regular MPLS router.

7.5.1 Different Source Arrivals

For IP based networks, the source arrival probability @ is actually a composite one; for
instance o ; can be written as:
_ 1 1 oclz
@) =10 +&a; &1 =— (7-9)
of
Similarly for regular MPLS routers (type 4), «| can be written as:
ap=(1+& + &)y (7-10)
For ME routers (type 2), o can be written as:
a; =a} +af +af +af ,where !, afand o} are the same as in the case of regular MPLS

router; o is the extra arrival probability due to the overhead on the MPLS router because

the downstream router is an IP router. o j can be rewritten in terms of a} as:
a1:(1+§1+§2+§3)a{ (7-11)
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4

Where &, is the ME factor and &; = a—‘l
%

For EI routers (type 3), o | can be written as:

a = a{ +a12 + af’ +of , where a} , alz and of are the same as in the case of regular
MPLS router; «f is the extra arrival probability due to the overhead of tunnel
establishment and maintenance and also due to the fact that more packet processing is
needed because of the [P routers which reside in between EI routers. a jcan be rewritten
in terms of o as:

ap=(l+& +E&; +E4)a] (7-12)
Where &, is the El factor and &4 =

QIQ
—n

——

The same simulation model, simulation assumptions, FSP, input buffer characteristics,
interleaving and server characteristics that were introduced in sections 7.2 and 7.4 will be
used here. In addition to that, the same criteria that were defined in section 7.3 will be
used to carry the comparison between homogeneous IP networks, homogeneous MPLS
networks and heterogeneous MPLS networks when DiffServ and reliable FEC/ARQ with
multicast repairs are adopted. However, for heterogeneous MPLS networks, there would
be extra subprograms that are used for heterogeneous case. These subprograms will be

introduced in the next subsection.

7.5.2 Simulation Programs
In addition to the simulation programs that were used in section 7.4 (see Fig. 7-2),
extra subprograms would be used for the heterogeneous MPLS multicast network case.

The simulation programs consist of the following main modules:
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1- Initialization Module

2- Event Generator Module

3- Event Scheduler Module

4- Error Detection/Correction Module

5-Heterogeneous MPLS Network Configuration Module

The first four modules are shown in Fig. 7-2, while the fifth one is shown in Fig. 7-12

!
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2- Set the Children of R

Call Random Num
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Before

#1P
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1
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Fig. 7-12 (a)
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Fig. 7-12 (b)

Fig. 7-12 Flowchart of heterogeneous MPLS network configuration module
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In this module and as shown in Fig. 7-12 (a), the number of IP routers (could be 1, 2, or
3) is first generated using a random number generator. Then the locations of these IP
routers in the MPLS multicast tree are also generated randomly provided that two or
more [P routers cannot be assigned the same location. Fig. 7-12 (b) shows and illustrates
how the heterogeneous MPLS multicast tree would be configured according to the
number and locations of IP routers. After, configuring the heterogeneous MPLS multicast
tree, flowchart of Fig. 7-2 would be used. However, at the departure of packets from each
router, an extra processing packet delay of ME factor (§;=0.05) or EI factor (£4=0.1) will

be added if the router type found to be ME router or EI router respectively.

7.5.3 Simulation Results

Figs. 7-13 to 7-15 show the performance comparisons between the three types of
multicast networks when hybrid FEC/ARQ with multicast repairs mechanism is applied.
These figures show the performance comparisons between homogeneous [P network
(with each router has IP1, IP2 and IP3 sources), homogeneous MPLS network (with each
router has M1, M2 and M3 sources) and heterogeneous MPLS network (with each router
has H1, H2 and H3 sources). Fig. 7-13 to 7-15 show the total packet delay, delay jitter,
and the residual packet loss probability for all sources versus MPLS factor. These figures
show that IP sources will have the best performance in terms of total packet delay, delay
jitter and residual packet loss probability; on the other hand, the heterogeneous sources

will have the worst performance.
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Total Packet Delay versus MPLS factor
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Residual Loss Probability versus MPLS factor
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Fig. 7-15 Residual loss probability for all sources versus MPLS factor

7.6 Comparison of Analysis and Simulation Results

Figs. 7-16 to 7-18 show the comparison between analysis and simulation results for
the three types of networks. Fig. 7-16 shows the performance comparison in terms of
total packet delay between homogeneous IP simulation sources (IP1S, IP2S, and IP3S)
and homogeneous IP analysis sources (IP1A, IP2A and IP3A). Fig. 7-17 shows the
performance comparison in terms of the residual loss probability between homogeneous
MPLS simulation sources (M1S, M2S, and M3S) and homogeneous MPLS analysis
sources (M1A, M2A and M3A). Fig. 7-18 shows the performance comparison in terms of
the residual loss probability between heterogeneous simulation sources (H1S, H2S, and
H3S) and heterogeneous analysis sources (HIA, H2A and H3A). In all the mentioned

figures, one may notice that simulation results have the same tendency as the analysis
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results. In addition to that, simulation results are very close to analysis results. Fig. 7-17
shows that the residual loss probability for all simulation MPLS homogeneous sources is
very small (almost 0). However, Fig. 7-17 shows that the residual loss probability for all
analysis MPLS homogeneous sources starts with small value when the arrival probability
is small, and increases as the arrival probability increases until it reaches 0.9 for source 3,
which is the lowest priority source. That is because many assumptions were made in the

case of analysis and some of these assumptions were built on a worst-case scenario.
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Residual loss probability for all MPLS sources
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Fig. 7-17 Residual loss probability for all MPLS sources (homogeneous)

Residual loss probability for all
Heterogeneous sources
1,20
z BH1S
5 OH2S
L0
[=]
S OH3s
72}
8 WH1A
©
2 BH2A
‘»
4 BH3A
2QIIF’LS factor|

al =02,02 =0.15,a] =0.1,r = 223/255
D=5B=30,81 =0.1,£3 = 0.05,
£4=011=12,L=500,z=2

Fig. 7-18 Residual loss probability for all MPLS sources (heterogeneous)

172



7.7 Validity of the Simulation Programs

The validity of thesis simulation programs is confirmed with respect to two things:

1- A large number of packets is served by system for a single run.

2- In order to achieve an interval of confidence of 95% with 4% or less error, each
program is kept running for n times to obtain a single data. According to the rule
[123]: n=(Zq50/¢)’ (7-13)

Where ¢ is the sample variance.

In order to find n, we should first find ¢ . At the beginning we start with a small value of

n say (n=3). After that, we approximate & using the following:

n

1=

(v -y’
L — Where ¥ and y; are the average and the individual
performance measure (delay or residual loss probability ,..etc). Then we plug the obtained
o into equation (7-13) to calculate the required number of runs n. After that, we compare
the calculated n with the assumed n. If the calculated n in equation (7-13) is equal or less
than the starting n, we stop, otherwise we iterate.
Where 0 <a <1 and (1-a)100% is called the confidence interval or the degree of
confidence. In our case ¢ = 0.05 .
From tables [123] Z,,, which is the z-value leaving an area of «/2 to the right can be

found to be equal 1.96. For an error e=4% , and for the used performance criteria, the

number of runs was found to be at most n=15.
7.8 Conclusions

In this chapter, a performance comparison between 3 types of multicast networks:
homogeneous IP, homogenous MPLS, and heterogeneous MPLS is carried using
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simulation programs. Also, a Fair Share Policy (FSP), which is a traffic policing
mechanism, is proposed to ensure proper QoS. In addition, Differentiated Services and
reliable FEC/ARQ with multicast repairs were used in this comparison.

In this chapter, we found that when the difference in packet processing time between
IP and MPLS is high and when MPLS factor is small, IP multicast would perform less
efficiently than MPLS in terms of the total packet delay, delay jitter and the residual
packet loss probability. However, when this difference in packet processing time is small
IP performs very similar to MPLS. In addition to that, when MPLS has higher arrival rate
due to MPLS trees establishment control overhead and when the processing factor is
small, IP would perform better than MPLS.

The study found that when MPLS multicast networks are mixed with some IP routers
(heterogeneous network), it will perform less efficiently than homogeneous MPLS
multicast networks. In addition to that, when the IP factor is small, the heterogeneous
multicast network will perform less efficiently than IP homogeneous networks.

Simulation results revealed that there is a noticeable improvement in QoS defined as
the total packet delay, delay jitter and the residual packet loss probability for higher
priority traffic when MPLS multicasting replaces [P multicasting especially if MPLS
factor is small and processing factor is large. However, the difference between the two
QoS provided by MPLS and IP becomes minimal for low priority traffic.

In addition to that, the study finds that using hybrid FEC/ARQ would have positive
impact on the residual packet loss probability. However, it may cause an increment on the
total packet delay due to ARQ operation especially when the network is noisy and when

FEC decoder fails to correct errors.
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CHAPTER 8 THESIS CONCLUSIONS AND FUTURE
WORK

8.1 Thesis Conclusions

In this thesis, we presented a new fair share policy (FSP) that utilizes
Differentiated Services traffic to solve the problems of QoS and congestion control
when multicasting is used. FSP is not a call admission rather it is a traffic policing
mechanism. In FSP, packets are discarded in case of congestion differently at each
queue according to source priority and the maximum number in the queue; i.e. the
source with higher priority say real time voice and video will experience less packet
discarding than sources with lower priorities. Moreover, FSP guarantees fairness
among flows having the same priority (i.e., required QoS) in buffer space allocated to
lower priority traffic say email or web browsing is larger; thus leading to less packet
discard. This mechanism also replaces the hybrid MPLS/RSVP model and solves its
problems related to multicasting. A comparison of QoS performance of IP and MPLS
multicasting, given their particular constraints was carried out in both homogeneous
and heterogeneous networks. In regular IP multicasting only overhead pertaining to
IP multicast tree should be established, while in MPLS multicasting we have to add
also the corresponding MPLS multicast tree establishment tirﬁes and control packets.
In this thesis the QoS performance was evaluated using different performance
measures such as total packet delay, residual packet loss probability and delay jitter of
DiffServ classes (traffics with different priority classes) for both MPLS and IP
platforms. In order to achieve the required QoS, different techniques of reliable

multicasting were adapted, such as Forward Error Correction (FEC) or Automatic
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Repeat Request (ARQ) or Hybrid FEC/ARQ with multicast and unicast repairs
mechanisms so as to mitigate the effect of errors as well as packet loss. This reliable
multicast was used for both [P and MPLS platforms with Diffserv.

Analytical and simulation models were suggested and used. A model represents a
typical IP or MPLS router and FSP traffic policing mechanism process different
independent sources corresponding to different input traffic classes. The routers in the
network could be identical in their capabilities (homogeneous network) or different
(heterogeneous network). Each router may have different capabilities; for example
one router could have the ability to correct errors (FEC) and use ARQ, one may use
only ARQ but cannot correct errors, a third one may not have MPLS capability.

For the homogeneous case scenario, we found that when the processing factor (t) and
IP factor (&;) are high and when MPLS factor (&) is small, [P multicast will perform less
efficiently than MPLS in terms of the total packet delay, total delay jitter and the residual
packet loss probability. However, when this difference in packet processing time is small
[P performs very similar to MPLS. In addition to that when MPLS has higher arrival rate
due to MPLS trees establishment control overhead and when the processing factor is
small, IP would perform better than MPLS. We have found that the previous results are
true for both homogeneous and heterogeneous IP or MPLS multicast networks.

Analysis results revealed that there is a noticeable improvement in QoS defined as the
total packet delay, total delay jitter and the residual packet loss probability for a higher
priority traffic when MPLS multicasting replaces IP multicasting especially if MPLS
factor is small and processing factor is large. However, the difference between the two

QoS provided by MPLS and IP becomes minimal for low priority traffic.
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In addition to that, we have found that the no FEC or ARQ mechanism is the best
mechanism in terms of total packet delay for all IP and MPLS sources, and the hybrid
FEC/ARQ unicast mechanism is the best mechanism in terms of the residual packet loss
probability for all IP and MPLS sources.

In addition, the residual packet loss probabilities in a complete binary [P and MPLS
multicast trees, which consist of N routers, were evaluated for worst-case scenario, when
Automatic Repeat Request (ARQ) with multicast repairs is employed and when DiffServ
is adopted. In addition to that, we have derived and compared two other mathematical
expressions, which can be used to calculate the residual packet loss probability in IP and
MPLS multicast trees. These expressions are the approximate residual loss probability
and the exact residual loss probability. Results show that the approximate residual loss
probability is very close and represents a good approximation to the exact value over
different ranges of intrinsic arrival probabilities and N values. Hence, this approximate
value can be used to calculate the residual loss probability in case of [P or MPLS binary
multicast trees, which will lead to less computational efforts.

For the first heterogeneous case scenario, the thesis tries to put an image for the
expected future Internet and analyze the performance of this Internet when most of the
current IP routers are replaced with MPLS routers. This would create a heterogeneous
MPLS network. We compare the performance of this heterogeneous MPLS network with
homogeneous IP and homogeneous MPLS networks using analysis tools. The results are
general and are evaluated for a wide range of traffic values, priorities, ....etc for a
complete binary tree. In addition to that, a Fair Share Policy (FFSP), is proposed to ensure

proper QoS. Also, Differentiated Services and reliable multicasting are used in this
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comparison. We have found that the no FEC or ARQ mechanism is the best mechanism
in terms of total packet delay for all IP and MPLS sources, and the hybrid FEC/ARQ
unicast mechanism is the best mechanism in terms of the residual packet loss probability
for all IP homogeneous, MPLS homogeneous and heterogeneous sources. Also, we have
found that when MPLS multicast networks are mixed with some IP routers
(heterogeneous network), it will perform less efficiently than homogeneous MPLS
multicast networks. In addition to that, when the IP factor is small, the heterogeneous
multicast network will perform less efficiently than IP homogeneous networks.

In the second heterogeneous case scenario, a performance comparison between 4
types of multicast networks: homogeneous IP, homogenous MPLS, heterogeneous IP and
heterogeneous MPLS is carried using analysis tools. In addition to that a Fair Share
Policy (FSP), is proposed to ensure proper QoS. Also, Differentiated Services and
reliable FEC/ARQ with unicast repairs mechanism are used in this comparison. We have
found that when multicast networks are mixed with some DR routers (heterogeneous
network), they will perform more efficiently than homogeneous multicast networks in
terms of total packet delay and residual packet loss probability; and this is valid for both
IP and MPLS multicast networks. This thesis suggests that as the number of DR routers
in the multicast network increases, the network will have better performance in terms of
total packet delay and residual packet loss probability.

In our work, we found that simulation results have the same tendency as the analysis

results. In addition to that, simulation results were very close to analysis results.
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Though in our analysis, we take the complete binary tree case, there is no loss of
generality in taking this full binary tree. The analysis is straightforwardly applicable to
non-binary and other types of trees. All one has to do is to replace equations (loss) with

non-binary trees counterparts.

The tradeoffs between I[P and MPLS multicast networks in the different cases under

different traffics are clear from the obtained results.

8.2 Suggested Future Work

The design and management of a reliable multicast network is a fundamental key to
the success of the QoS provisioning and it includes several open research issues. Many
problems need to be solved such as:

I- Different types of traffic arrival other than Poisson could be considered; for example
Geometric distribution, which could represent file arrival or on/off process which
could represent voice or video arrival.

2- Other types of queuing could be considered other than FIFO within the same queue
and priority queues between different queues which are assumed in our thesis; for
example weighted round robin (WRR) or weight fair queuing (WFQ) discipline.

3- Other types of heterogeneous networks could be studied; for example, when not all
routers have the DiffServ capability.

4- A complete heterogeneous multicast network could be studied, where all possible

combination of different router types could coexist together.
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In our thesis, a wired network is used where MPLS multicast and I[P multicast are
carried. However, MPLS multicast in mobile (or wireless) networks could also be
considered.

In our thesis, we consider binary trees only as multicast trees for both IP and MPLS.
One may consider using mesh type trees for both IP and MPLS multicast.

In our thesis, we did not consider routing problems. However, one may consider how
to integrate MPLS multicast with current routing protocols such as OSPF, DVMRP or
PIM.

Other problems such as LSP dimensioning, set-up/tear-down procedures could also

be studied.
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