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ABSTRACT

Design and implementation of non-binary convolutional

turbo codes

Yingzi Gao, MASc.

This thesis is about non-binary convolutional turbo codes - codes constructed
via parallel concatenation of two circular recursive systematic convolutional (CRSC)
encoders linked by an interleaver. The focus of the work is on the understanding and
design of non-binary convolutional turbo codes. This includes investigation of cen-
tral components that influence non-binary convolutional turbo code performances,
such as the component encoders and the interleaver, as well as the procedure of
iterative decoding. The investigatious are carried out for transmission on additive
white Gaussian noise channels.

First, this thesis presents the theoretical background of channel coding and
turbo coding. Next, a general and efficient maximum a posteriori (MAP) soft-
input soft-output (SISO) decoding algorithm is presented. And then, the simplified
Max-Log-MAP algorithm is derived for the double-binary convolutional turbo code,
which follows the specifications of turbo coding/decoding in the DVB-RCS standard
(Digital Video Broadcasting standard for Return Channel via Satellite), for twelve
different block sives and seven coding rates. The quantizer of turbo-decoder is de-
signed for the goal of implementation. The effect of quantiztion on the performance
of the decoder is analyzed and simulated. The correction coefficient of the simplified

Max-Log-MAP algorithm is also discussed.
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The DVB-RCS standard turbo code uses quaternary alphabet and QPSK mod-
ulation. In order to increase the bandwidth efficiency, we present an extended non-
binary turbo-coding scheme consisting of 8-ary triple-binary codes combined with
8PSK modulation. \ comprehensive study over AWGN channel is carried out to
show the good performance of the concatenated codes, the influence of various pa-

rameters and the sysmbol-by-sysmbol Max-Log-MAP algorithm.
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Chapter 1

Introduction

In modern era, communication technology is the most important technology due to
its fast growth and revolutionary changes. [t plays a great role in business, edu-
cation and other aspects of our daily life. Telecommunication technology provides
subscribers a wide range of services such as voice, data, e-mail, fax, internet, telecon-
ferencing, image processing, video on demand, etc. A digital communication system
is a means of transporting information from one party to another. The transmission
in digital form allows for the use of a number of powerful signal processing techniques
that would otherwise be unavailable, including, of course, error-control coding [1].
Error-control coding, having its roots in Shannon's Information Theory, has de-
veloped from a mathematical curiosity into a fundamental element of almost any
systemn that transmits or stores digital information over the past fifty years. Many
early coding applications were developed for deep-space and satellite communica-
tion systems. With the emergence of digital cellular telephony, digital television, and
high-density digital storage, coding technology promises to predominate not only in
scientific and military applications, but also in numerous commercial applications.
In this thesis, the focus is a channel coding technique for satellite communication

systems.



1.1 Composition of a Digital Communication Sys-
tem

In order to understand the role of error control coding, a block diagram of a basic
communication system is shown in Figure 1.1 [2|. The information source generates
message signals that are to be transmitted. The message can be either analog or
digital, depending on the type of the source. The analog signal is sampled and

quantized before it is transmitted through a digital system.

lggﬁfc’::a;inoé‘ Source Channel Digital
input transducer encoder encoder modulator
p—
Channel
~—

Output

Channel
decoder

Source
decoder

Output
transducer

Digital
demodulator

Figure 1.1: Basic elements of a digital communication system

The source encoder is designed to convert the source output sequence into a
sequence of binary digits with minimum redundancy since the information source
usually contains redundancy. For efficiency reasons, the information source is trans-
formed by the source encoder into a sequence of bits called the information sequence.
[f the information source is digital, the source encoding does not require an analog
to digital (A/D) conversion. However, the task to represent the message with as
few bits as possible remains. This process is called duta compression, a process dur-
ing which the amount of redundancy present in the source messages is reduced or
removed ideally.

After the source encoder, the channel encoder is purposely incorporated in
the system to add redundancy into the information sequence. This redundancy is

used to minimize transmission errors caused by channel impairment in the received

(V]



signal. Channel coding is a good way for achieving the necessary transmission fidelity
with the available transmitter and receiver resources, such as power, bandwidth, and
modulation technique. Turbo codes - the topic of this thesis - are this type of channel
codes.

Since the output signal of the channel encoder is not normally suitable for
transmission over a physical channel, the digital modulator maps the encoded digital
sequences into a train of short analog waveforms suitable for propagation. The
main goals of the modulation operation are to match the signal to the channel,
enable simultaneous transmission of a number of signals over the same physical
channel and to increase the speed of information transmission. This waveform is
sent over physical channels, such as wireless channels, wire lines, fiber optic channels,
satellite links, microwave radio links over free space, magnetic recording media, etc.
Whatever the medium, the transmitted signal will be contaminated in a random
manner by, e.g., thermal noise generated by electronic devices or cosmic noise picked
up by the antenna. At the receiver end, the digital demodulator processes the
corrupted waveform and produces an estimation of the transmitted data.

The output of the demodulator is passed to the channel decoder that makes
estimates of the actually transmitted message. The decoder process is based on the
encoding rule and the characteristics of the channel. The goal of the decoder is to
minimize the eftect of the channel noise. A measure of how well the demodulator and
decoder perform is the frequency with which errors occur in the decoded sequence
(i.e. The average probability of a bit-error at the decoder is a measure of the
performance of the demodulation-decoder combination {2].).

Finally, the source decoder based on the source encoding rule transforms the
sequence into an estimate of the source output sequence and delivers it to the user.

Among all the above functional blocks, the channel encoding and decoding pair
is our concern. Different modulation schemes and many considerations of hardware

implementation are also discussed in this thesis.



1.2 Development of Channel Coding Technique

The block diagram in Figure 1.1 presents a one-way svstem, where the transmission
is strictly in the forward direction, from the transmitter to the receiver. In contrast
to a two-way system that can use ARQ ( Automatic Repeat Request) with error
detection and retransmission, the error control strategy for a one-way system must
be FEC (Forward Error Correction), which automatically corrects errors detected
at the receiver. Most coded systems use some kind of FEC, even when the system is
not strictly one-way [3|. FEC includes block codes, convolutional codes, as well as
concatenated codes that built upon block and convolutional codes, and now, turbo
codes are the new member of this group of FEC.

Block coding was the first coding technique developed. The encoder of an
(n, k) block code accepts a message of & information symbols and maps them into a
codeword of n symbols. Hamming codes are the first class of error correction linear
block codes devised by Hamming [1]. These codes and their variations have been
widely used for error control in digital communication and data storage systems. Af-
ter that, the codes that are now called RM (Reed-Muller) codes were first described
by Muller in 1954 and supplemented by Reed [5]. The resulting RM codes were an
important step beyond the Hamming and Golay codes of 1949 and 1950 because
of their flexibility in correcting varying numbers of errors per code word [1]. The
discovery of BCH (Bose-Chaudhuri-Hocquenghem) codes and RS (Reed-Solomon)
codes [6][7][8|made a great breakthrough in channel coding . Binary BCH codes in-
clude the Hamming and Golay codes. Among the non-binary BCH codes, the most
important subclass is the class of RS codes that are optimal in the maximum sepa-
rable distance.scnse. However, good RS codes require an alphabet size that grows
with the block length. Forney broke the asymptotic difficulty by concatenating short
random codes with long RS codes [9].

Reed first described a multiple-error-correcting decoding algorithm for RM

codes based on sets of parity-check equations, which is called threshold decoding
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[5]. The arithmetic Decoding algorithm and the algebraic Decoding algorithm are
applied to binary Golay codes. Peterson’s Direct-Solution Decoding algorithm and
Berlekamp's algorithm are used for binary BCH codes; Peterson-Gorenstein-Zierler
Decoding algorithm, Berlekamp-Massey algorithm and Euclid’s algorithm are used
for non-binary BCH and Reed-Solomon codes [1].

Convolutional codes were first introduced by Elias [10] in 1955 as an alternative
to block code. Convolutional codes differ from block codes in that the encoder
contains memory and the n encoder outputs at any given time unit depend not only
on the £ inputs at that time unit but also on m previous input blocks {3].

After Wozencraft first discovered the Sequential decoding [11]| as a practical
decoding algorithm for long randomly chosen convolutional codes, Massey [12| pro-
posed a less efficient but simpler-to-implement decoding method called threshold
decoding for both block and convolutional codes. An exceptional discovery was
the Viterbi Algorithm (VA) [13], which works extremely well when the constraint
length is small. Later, Omura [14]| showed that Viterbi’s algorithm was a solution
to the problem of finding the minimal-weight path through a weighted, directed
graph. In1973 and 1974, Forney showed that the Viterbi Algorithm provides both
a maximum-likelihood and a maximum a posteriori (NMAP) decoding algorithm for
convolutional codes [15][16]. He went on to demonstrate that, in its most general
form, the Viterbi algorithm is a solution to the problem of “MAP estimation of the
state sequence of a finite-state discrete-time Markov process observed in memoryless
noise” [15].

[t has been found that with similar complexity, larger coding gains can be
achieved by code concatenation. Forney first introduced concatenation in 1966 [9),
where an inner code and an outer code were used in cascade. A common structure
is a powerful non-binary RS outer code followed by a short constraint length inner
convolutional code with soft-decision Viterbi decoding [17]. A symbol interleaver

is used between the inner and outer code so that long bursty errors from the inner



decoder are broken into separate blocks for the outer decoder [18].

Turbo codes, were first presented to the coding community by Berrou et al. in
1993 [19], achieved a performance close to the Shannon limit [2] with the combination
of two recursive convolutional codes, an interleaver, and a MAP iterative decoding
algorithm. In this paper, they quoted a BER performance of 107 at an E,/Ny of
0.7dB using only a 1/2 rate code, generating tremendous interest in the field. The
MAP algorithm, which is an algorithm for estimating random parameters with prior
distributions, was first presented by Bahl, Cocke, Jelinik and Raviv in 1974 [20]. It
is also called as the BCJR algorithm and is popular in the research community
because of the introduction of turbo codes in recent vears.

Prompted by turbo codes, which are also called parallel concatenated convolu-
tional codes (PCCCs), serial concatenated convolutional codes (SCCCs) and hybrid
concatenated convolutional codes (HCCCs) are constructed with the same compo-
nents to provide similar coding gains [21]. SCCC and HCCC can perform better
tha, PCCC at high signal-to-noise ratios, because of a superior distance profile. In
addition to convolutional codes, block codes, such as Hamming codes, RM codes and
RS codes, can also be used as the constituent code in the concatenation shceme.

Recently, the double-binary convolutional code was adopted in the DVB-RCS
standard for its better performance than the classical concatenation of a convo-
lutional code and a RS code. The transmission of data using various block sizes
and coding rates make this coding scheme very flexible. Furthermore, two recent
techniques in turbo coding are adopted in this coding scheme:

- Parallel concatenation of circular recursive systematic convolutional (CRSC)
codes [22] makes convolutional turbo codes efficient for block coding,

- Double-binary elementary codes provide better error-correcting performance
than binary codes for equivalent implementation complexity [23].

While the DVB-RCS standard has an excellent performance, its bandwidth ef-

ficiency is limited by the puncturing and QPSK modulation to less than 2bits/s/Hz.



In order to achieve bandwidth efficiencies above 2bits/s/Hz, one needs coding and
modulation schemes with M-ary alphabet (M > 4). A new 8-ary triple-binary CRSC
code is designed for 8PSK modulation in order to increase the bandwidth efficiency.
This triple-binary code still has the features of the CRSC codes, which avoid the
degradation of the spectral efficiency. Two circulation operation states have to be
determined and the sequence has to be encoded four times. The different permuta-
tions (interleaving) can be achieved using generic equations with only a restricted

number of parameters.

1.3 Outline of the thesis

This thesis outlines a program of study intended to bring the initial promise of
turbo codes closer to practical fruition. The proposed thesis will address implemen-
tation issues for PCCC structure with non-binary convolutional turbo codes in the
theoretical and algorithmic manner.

[n Chapter 2, the fundamentals of turbo coding are explained. Starting with
the principle of design of the binary convolutional codes and iterative decoding,
the advantages of double-binary codes are introduced. Then, the motivation of the
design of triple-binary codes is discussed.

In Chapter 3, the double-binary convolutional turbo code of DVB-RCS stan-
dard is illustrated. Simulation results show the performance of the standard coding
scheme. In Chapter 4, turbo-decoder quantization is addressed and the simula-
tion results show that the performance of an optimized 4-bit quantizer designed for
double-binary convolutional turbo codes, is very close to the unquantized result,
which uses a fixed-point model that corresponds to the given bit-width of the DSP.

In Chapter 5, the 8-aryv triple-binary /8PSK codes are illustrated. Simulation
results show the performance of the coding scheme chosen.

In Chapter 6, the conclusions and contributions are proposed.

-



Chapter 2

Turbo Coding

2.1 Introduction

The original turbo code [19] is the combination of two recursive systematic convo-
lutional (RSC) codes, a pseudo-random interleaver, and an iterative MAP decoder.
The turbo coding:decoding principle is illustrated in Figure 2.1. TI represents the
intcrleaver between Encoder 1 and Encoder 2 and TT-! represents deinterleaver be-
tween Decoder 2 and Decoder 1. Later, the interleaver and the PCCCs structure
will be discussed in details. In this thesis, the PCCCs structure is considered in

both binary and non-binary cases.

[T H Encoder 2 [[

Figure 2.1: The turbo coding/decoding principle

Decoded

Message
e ~

Channel

N

According to the turbo coding principle, the turbo code design issues include



component code design, trellis termination method, interleaving strategy and imple-
mentation complexity based on the system design space for Turbo-codes [24]. Figure
2.2 depicts the system design space, which comprises a service-dependent and an
implementation-dependent part [24]. The components of the Turbo-code encoder
directly define the service-dependent part of the system design space: component
codes, puncturer, interleaver and modulator. Though the required number of iter-
ations is implementation-dependent, this number may also depend on the service
to realize different qualities of service. In this thesis, we just consider the static
iterations, for example, 8 iterations, which is enough to show the performance of the

coding scheme chosen and implementation consideration.

Turbo-codes
Component Codes mlm.\\ ‘[lgmuonsj :
Puncturing Modula( Compomnt Code Extrinsic lntonmuon
Decod gr COU ling
Sl tic D)namm P SOV.—\ Berrou
Service-dependent Log- Dommn/ Robertson
Data Reuse agenauer ,
Implementation-dependent Windowihg QuantiZation
. Quantzation
Figure 2.2: System design space

In order to reduce computational complexity, increase throughput, or reduce
the power consumption, we just consider the sub-optimal Max-Log-MAP algorithm
for non-binary convolutional turbo codes. Extrinsic information coupling (for the
feedback) is performed according to Hagenauer [25]. The DVB-RCS standard turbo
code uses a quaternary alphabet and QPSK modulation. For increasing band-
width efficiency, we extend the double-binary turbo-coding scheme by designing
8-ary triple-binary codes to be combined with 8PSK modulation. Since Max-Log-
MAP algorithm takes max-operation and omits the exponential part, the correct

coefficient is discussed in chapter 4 as well as turbo-decoder quantization.



2.2 Design of binary convolutional turbo codes

Some of the approaches used in the past for the design of binary convolutional turbo
codes are reviewed and discussed in this section. A general binary convolutional
turbo encoder structure using two component encoders is illustrated in Figure 2.3.
[t consists of three basic building blocks: an interleaver, the component encoders,
and a puncturing device with a multiplexing unit to compose the codeword. The

interleaver is a device that re-orders the symbols in its input sequence.

Xk
RSCI |

[ Code word ]

Puncturing

Interleaver

Figure 2.3: Encoder block diagram (Binary)

2.2.1 The Component Encoders

The Component encoders are recursive systematic convolutional (RSC) encoders,
t.e., svstematic convolutional encoders with feedback. Such an encoder with two
memory elements is depicted in Figure 2.4. For systematic codes, the information
sequence is part of the codeword, which corresponds to the direct connection from
the input to one of the outputs. For each input bit, the encoder generates two code-
word bits: the systemnatic bit and the parity bit. Thus, the code rate is 1/2 and the
encoder input and output bits are denoted Uy and (Xg, = Uy, Xk.o), respectively.
If the generator matrix of a non-recursive convolutional encoder with rate 1/n

1S
G(D) = (go( D) gi(D) ... gn-1(D)) (2.1)
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<0 X«

Figure 2.4: Recursive systematic convolutional encoder with feedback for rate 1/2
code with memory 2. The generator polynomials are go(D) = 1 + D + D? and
g[(D) =1+ D2

the recursive encoder will be defined by,

g9i1(D) gn-1(D)
9o(D) " go(D)

Since the performance of any binarv code is dominated by its free distance

Gyys(D) = (1

(2.2)

dfree (the minimum Hamming distance between codewords, which coincides with
the minimum Hamming weight of a nonzero codeword for linear codes) and its
multiplicities [26], the optimal-recursive component encoders should maximize their
effective free distance and minimize their multiplicities to achieve a good perfor-
mance. Furthermore, to achieve a good performance, it is also important that the
component codes are recursive.

In the design of convolutional codes, one advantage of systematic codes is that
encoding is somewhat simpler than for non-systematic codes because less hardware is
required, and another advantage is that no inverting circuit is needed for recovering
the information sequence from the codeword[3|. On the other hand, a non-systematic
code may be subject to catastrophic error propagation, which is called catastrophic
code that a finite number of channel errors causes an infinite number of decoding

errors. Systematic codes are always non-catastrophic.

2.2.2 Interleaving

Interleaving is a process of rearranging the ordering of an information sequence in

a one-to-one deterministic format before the application of the second component

11



code in a turbo coding scheme. The inverse of this process is called deinterleaving
which restores the received sequence to its original order. Interleaving is a practical
technique to enhance the error correcting capability of coding systems [27]. It plays
an important role in achieving good performance in turbo coding schemes.

Constructing a long block code from short memory convolutional codes by
the interleaver results in the creation of codes with good distance properties, which
can be efficiently decoded through iterative decoding [28]. The interleaver breaks
low weight input sequences, and hence increases the code free Hamming distance
or reduces the number of codewords with small distance in the code distance spec-
trum. On the other hand, the interleaver spreads out burst errors through providing
“scrambled” information data to the second component encoder, and at the decoder,
decorrelates the inputs to the two component decoders so that an iterative sub-
optimum decoding algorithm based on “uncorrelated” information exchange between
the two component decoders can be applied. For example, after correction of some
of the errors in the first component decoder, some of the remaining errors can be
spread by the interleaver such that they become correctable in the other decoder. By
increasing the number of iterations in the decoding process, the bit error probability
approaches that of the maximum likelihood decoder. Typically, the performance of
a turbo code is improved when the interleaver size is increased, which has a positive
influence on both the code properties and iterative decoding performance.

A key component of turbo code is the interleaver whose design is essential for
achieving high performance and is of interest to many turbo code researchers. Many
interleaving strategies have been proposed, for example, Block interleavers including
Odd-Even block interleavers and Block helical simile interleavers; Convolutional
interleavers and Cyclic shift interleavers; Random interleavers including pseudo-
random interleaver, Uniform and Non-uniform interleavers, S-random interleavers:
Code matched interleavers, Relative prime interleavers:; Golden interleavers, etc.|29]

[30] [31] [32] [33] [34] [35) [36] [37] [38] [39] [40] [41].
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2.2.3 Trellis Termination

As mentioned above, the performance of a code is highly dependent on its Hamming
distance spectrum. For convolutional turbo codes, the Hamming distances between
codewords are the result of taking different paths through the trellis. In principle,
the larger the number of trellis transitions in which the two paths differ, the larger
is the possible Hamming distance between the corresponding codewords. It is thus
desirable that the shortest possible detour from a trellis path is as long as possible, to
ensure a large Hamming distance between the two codewords that correspond to the
two paths. However, in practice, convolutional turbo codes are truncated at some
point in order to encode the information sequence block-by-block. If no precautions
are taken before the truncation, each of the encoder states is a valid ending state and
thus the shortest possible difference between the two trellis paths is made up of only
one trellis transition. Naturally, this procedure may result in very poor distance
properties, with accompanying poor error correcting performance. This question
has been discussed in [412] [43] [-14] [28] [13] [46] [47].

Since the component codes are recursive, it is not possible to terminate the
trellis by transmitting v zero tail bits. The tail bits are not always zero, which
depend on the state of the component encoder after V information bits. Trellis
termination force the encoder to the all-zero state at the end of each block to make
sure that the initial state for the next block is the all-zero state. This way, the
shortest possible trellis detour is the same as without truncation, and the distance
spectrum is preserved.

Another approach to the problem of trellis truncation is tail-biting. With tail-
biting, the encoder is initialized to the same state as it will end up in, by the end of
the block. For feed-forward encoders tail-biting is readily obtained by inspection of
the last v bits in the input sequence, since these dictate the encoder ending state.
The advantage of using tail-biting compared to trellis termination is that tail-biting

does not require transmission of tail bits (the use of tail bits reduces the code rate
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and increases the transmission bandwidth). For large blocks, the rate-reduction
imposed by tail-bits is small, often negligible. For small blocks, however, it may be

significant. References [48] [49] [50] [51] [52] addressed tail-biting.

2.2.4 Puncturing

Puncturing is the process of removing certain symbols/positions from the code-
word, thereby reducing the codeword length and increasing the overall code rate. In
the original Turbo code proposal, Berrou et al. punctured half the bits from each
constituent encoders, except for the re-ordering caused by the interleaver. Thus,
puncturing half the systematic bits from each constituent encoder corresponds to
sending all the systematic bits once, if the puncturing is properly performed. The
overall code rate is R = 1/2. Furthermore, puncturing may have different effect on
different choices of interleavers, and on different constituent encoders.

When puncturing is considered, some output bits of vy, v, and v, are deleted
according to a chosen pattern defined by a puncturing matrix P. For instance, a
rate 1/2 turbo code can be obtained by puncturing a rate 1/3 turbo code. The

commonly used puncturing matrix is given by

11
P=110
01

where the puncturing period is 2. According to the puncturing matrix, the parity
check digits from the two component encoders arc alternately deleted. The punc-
tured turbo code symbol at a given time consists of an information digit followed
by a parity check digit which is alternately obtained from the first and the second
component encoders. If the code rates of two component codes are denoted by R,
and R,, respectively, the overall turbo code rate R [27] will satisfy

L_1., 1 ’
R R R )

o
o
~
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2.3 Iterative Decoding

[terative turbo decoding consists of two component decoders serially concatenated
via an interleaver, identical to the one in the encoder. SISO algorithm (Soft in-
put;Soft output algorithm) is very well suited for iterative decoding because it ac-
cepts a priori information at its input and produces a posteriori information at its
output. In turbo decoding, trellis based decoding algorithms are recursive methods
for estimation of the state sequence of a discrete-time finite-state Markov process
observed in memorvless noise. With reference to decoding of noisy coded sequences,
the MAP algorithm, which stands for “Maximum a posteriori Probability”, is used
to estimate the most likely information bit to have been transmitted in a coded

sequence.

2.3.1 Tools for iterative decoding
2.3.1.1 Log-likelihood Algebra

The log-likelihood ratio of a binary random variable uy, L(ug), is defined as

Pux = +1)

[,(llk) = In m

(2.3)

where ux is in GF(2) with the elements {~1, -1} from time £ - 1 to time &, and +1

is the “null” element under the @ addition.

Since
Plup = +1) =1~ Plug = —1) (2.1)
and
L{w) =1In : f(}:&::izl) (2.5)
then
pllue) — Plug = +1) (2.6)

1 - P(Itk = +1)
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Hence,

eL(uk) 1 (_,"L(u.k)/'.! Liug)/2
— — — — . ug)/2
PWk_+4y_1+euw)“1+«ruw>—(1+e%mw)e
1 e~ L(ue) e Llu}/2 L )
—_ 1y — 1 — — — .o Lluk)/2
Plue=-1) =1 1 +e-Lue) ] 4 e~ Llu) (1 +e“["'“=’) ¢
can be represented as
=L{ug) ~L{ug)/2
€ € ; .
—_ _ — - etk Llue)/2 o ueL{ug)/2
Plug = £1) = 1 + efliue) (1 +e~L(uu) € = e

~Liug)j2 | . .
where :x = (a—fm) is the common item.

(2.8)

(2.9)

[f the binary random variable u; is conditioned on a different random variable

or vector g, then we have a conditioned log-likelihood ratio L(uk|yx) with

P(ug = +1]yx)
Plug = —1{y)
In plyxlue = +1) - Plug = +1)

L(uglye) = In

Plyelug = =1) - P(up = 1)

p(ykluk = +1) Pux = +1)
= In +In ——m—m———

plyklie = =1) Plug = -1)
= L{yxlux) + L{u)

2.3.1.2 Soft Channel Outputs

After transmission over a Gaussian ‘fading channel,

plyk|lug = +1) - P(ux = +1)
p(yklur = —1) - P(ux = —1)
exp(— £ (yx — a)?) Plug = +1)

12) " Plug = —1)

L(“klyk) = I|n

= ln{exp[—x%(y,; —2-a-ye+at —yi—2-a-y — )|} + L{ug)

Es
4'0'—,"lj[¢+[,(llk)
.‘\"0

= Lc ‘Y t+ L(uk)
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with L, =4-a- % For a fading channel, a denotes the fading amplitude whereas
for a Gaussian channel, we set @« = |. For a Binary Symmetric Channel (BSC),
we have the same relationship where L. is the log-likelihood ratio of the crossover
probabilities Py, 2.e., L. = log({(1 — Py)/Py). L. is called the reliability value of the
channel [25].

Since

P(yx) = plyelux = +1) - Plux = +1) + p(yklug = —1) - P(ux = - 1) (2.12)

(el = —1) = — L) plyedue = +1) - Plux = +1) (2.13)
Ykl P(ug = —1) P(ug = - 1) =
and
p(yelue = +1) .
Llyslue) = In —p—— ey ey = Fe (2.14)
Plug=-1) Plug= -1)
then
Leye _ plyelux = +1) 5=
€ T Plue)  _ pluklue=+41)-Plug=+1) (2.15)
Plug=-1) Plug=-1)
P(yx) pylux = +1) - P(ux = +1) .y
plyklux = +1) = ( - )-efve (2.16)
P(u = —1) P(ug = -1)
Hence
_P(_y_k’)_. . PL-:'!II:
, _ _ Plug=-1) 7 91~
p(yk'uk - +1) - 1+ Plug=+1) . pley (-“1‘)
Plug=--1)
substitute P(u = +1) and P(u = —1) as in Equations (2.7) and (2.8):
Pluel-(iteleve) o p oy,
) . 1 _ e'L“‘k’ -
p(ykluk =+ ) o 1 + (j[f("l:) . (‘Lc'yk
Plyg)ltels ¥6)  Loye |~ (L(wi)+ Leoys)
— e Llue ‘ “
- e L)+ Leye) 4]
P(ye) - (1 + e~ Ltueh)
_ (yx) , (2.18)

1 + e~ (Lluid+Leyx)
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similarly

(el = +1) = P(ye)  _ plyelue = -1) - P(ux = —1) (2.19)
KT Plug = +1) P(uk=+1)
Plye)  _ plyi|ue=—-1)-Plue=-1)
Plug=+1) Plug=+1)
L(yklug) = In
plyrjur = —1)
= L (2.20)
"‘LC'yk _ p(yklllk = _1) .) .)
¢ T Pyk) _ plyklue=—1)-Plug=-1) (2.21)
Plug=+1) Plug=+1)
Ply) R C—Lc'yk
_ Plue=+1)
plyelue = —1) = Plue=-1) L.y
L+ Faezmn ¢
. - L{ug) .o Loy
1 + (/”'(L(uk)"'["."y}:)
Hence
Plye) - (1 + e Hued) . g-leue/2 oL /2
—_ — .ok be Wi/ <
= B -etelove (2.23)

Plye)-(1+e Llvid).e-Layes2

where Bk = ( L+eLlug)+Llevg)

) is the common item.

2.3.1.3 Principle of the Iterative Decoding Algorithm

Assume that we have a “soft-in:soft-out” decoder available as shown in Figure 2.5
[25] for decoding the component codes.

The output of the “symbol-bv-symbol” maximum a posteriori (MAP) decoder
is defined as the a posteriori log-likelihood ratio for a transmitted *—1" and a trans-
mitted “-1” in the information sequence

Plu = +1|y)

(1) = = —_— y
L) = L(uly) lnP(n=—1|y) (2.

[S™]
o
ot
—

18



Input log-likelihood Output log-likelihood
> 4

\ .
N

L) 2 priori values for >, \ 4 extrinsic values for Lc(;x)
all information bits 75 Soft-in /Soft-out ~———-all information bits

_ channel values for _;_._. Decoder

Lc*y all code bits N

—v-*—— a posteriori values for -
all information bits ~ L(W)

-

Figure 2.5: “Soft-in/Soft-out” decoder

Such a decoder uses a priori values L(u) for all information bits u, if available,
and the channel values L. -y for all coded bits. It also delivers soft outputs L(i)
on all information bits and an extrinsic information L.(u2) which contains the soft
output information from all the other coded bits in the code sequence and is not
influenced by the L(u) and L. - y values of the current bit. For systematic codes,

the soft output for the information bit u will be represented in three additive terms

L(ty=Lc-y+ L{u) + L.(i1) (2.

o
o
w
v

This means w~ have three independent estimates for the log-likelihood ratio of
the information bits: the channel values L. -y, the a priori values L(u) and the values
L.(i) by a third independent estimator utilizing the code constraint. Assume equally
likely information bits: then we do not have any a priori information available for

the first iteration, thus we initialize L(u) = 0. The whole procedure is shown in

figure 2.6.
feedback for the next iteration
& A | A
Lw=0: _£ | Le(u) Le(w)
Decodert | _~ | 4, | Decoder2 LI( ) L A)
Lexy [ C(w) w: Lu
— - .

Figure 2.6: Iterative decoding procedure with two “soft-in soft-out” decoders
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2.3.2 Optimal and Suboptimal Algorithms

The Maximum Likelihood Algorithms (like the Viterbi Algorithm) find the most
probable information sequence that was transmitted, while the maximum a pos-
tertort (MAP) algorithm finds the most probable information bit to have been
transmitted given the coded sequence. The information bits returned by the MAP
algorithm need not form a connected path through the trellis.

For estimating the states or the outputs of a Markov process, the symbol-by-
symbol maximum a posterior: (MAP) algorithm is optimal. Log-MAP algorithm
avoids the approximations in the Max-Log-MAP algorithm and hence is equiva-
lent to the true MAP but without its major disadvantages. MAP like algorithms,
Soft-output viterbi algorithm (SOVA) and the Max-Log-MAP algorithm, are both
suboptimal at low signal-to-noise ratios. The relationship between these algorithms

is illustrated in Figure 2.7.

— Log &MAX -
[Log-MAP=MAP Max-Log-MAP
J

Correction
Function

Figure 2.7: Relationship between MAP, Log-MAP, Max-Log-MAP and SOVA

2.3.2.1 Max-function

Define
E(z,y) = [n{e" + ¢¥) (2.26)
In(e* +€Y) = Ilne® +In(e +¢¥) —Ine®
et + eV
= r+1In
¢
= r+In{l +e¥F) (2.27)



Similar way

In(e* +e¥) = IneY +In(e* +e¥) — Ine?
et +e¥
= y+In
ey
= y+In(l +e7Y) (2.28)
Hence
E(zr,y) = In(e® +¢&Y)
= max(z,y) + In(1 +e =¥ (2.29)
and
E(z,y) =In(e® +¢€¥) = max(z,y) (2.30)
Similarly,
E(r,y,z,w) =In(ef +e¥ +€° + ") (2.31)
In(e +e¥ +e” +€") = Ine’ +1In(e’ +€¥ +e* +e%) —Inef
et +e¥ +ef +ev
= r+In
eI
= r+In(l+e¥F+e°+e¥ ) (2.32)
or
In(e" +e¥ +e5 +e*)y =y +In(l + 5 ¥V +e77Y +e¥7Y) (2.33)
or
In(e +e¥ +e* +e“)=c+1In(l +e777 +e¥° +e¥77) (2.34)
or
In(e® +e? +e’ +e*)=w+1In(l +e"7“ + eV +77%) (2.35)
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Hence
E(z,y,z,w) = max(r,y,z, w)
+ In(e® ~MAE Y ) | gy max(Eysw) oz omax@y.sw) o max(oy.sw))
~ max(r,y,z,w) (2.36)

Generally, using the same way, define

k
Exk:.['rl. = ln E e'z"
t=1
= ln(eI\ +e£2 +,_,+C.L'le—'.' -+-e-'-'k-l +€_,;L_)
Tk - -
- ln((_'xl -+ e‘zj B i (:'rk—Z + cln(e k l+t,‘:k))
= l'll(‘r:xl + (3-:2 + PR + e'rl‘ -2 + (_?E(‘tk—-lv-tk))
Iy I In(u:k‘2+eE(‘k-l"k')
= In(e™ +e™ +..-+e )

— lll(f’x’ + e ,+_,”+C£(£k-z-5(1k~x~fk)))

= F(xy, E(xy, -, Elxg o, E(ri_y, 1k)))) (2.37)
Hence
k k
E* 1, = anC"‘ = max(r,) +In ch"‘m""‘“) (2.38)
=1 =1

2.3.2.2 MAP algorithm

The trellis of a binary feedback convolutional encoder has the structure shown in

Figure 2.8.
From above, define the log-likelihood ratio as:
(s’.s) I’
, P = 1} Wi =+ P 5,951
L) = ln Dl =+1y) el (+,5.y) (2.39)
P(ue = —~1ly) Zfik;’_lp(s’,s,y)
where
P(s'.s.y) = P(s y;<k) - P(s,ykls’) - P(y;>kls)
= P(s',yyce) - P(sIS") - Puils',3) - PUy,sels)
= ap-1(s)- (s, s) - Sk(s) (2.10)

o
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States Sk-1 S S States Sk
with forward ¢ o with backward
probabilities ¢, (s*) probabilities B, (s)

Figure 2.8: Trellis structure of systematic convolutional codes
with feedback encoders
Here y,<, denotes the sequence of received symbols y, from the beginning of the
trellis up to time & — 1 and y,« is the corresponding sequence from time & + 1 up
to the end of the trellis. The forward recursion and backward recursion of the MAP

algorithm yield

ag(s) = Z?k(b",-")'ak—l(b") (2.41)
(s'.5)
Fals) = D wlss) - Jls) (2-42)
{s.3)
) k(' 5) e (1) - F(s
L) = lnzz‘s",irl 1k(s’, 8) - a1 (57) - 3k(s) (2.13)

up=—1 ’/’k(S', S) . Q’kdl(S') . Jk(s)

The branch transition probability:

w(s'ys) = P(s|s") - p(uels’, 5)

= Plyxluk) - P(ug) (

o

)

The index pair 5" and s determines the information bit u, and the coded bits

Iry, forv =2 . n.



where

P(yxlue) = Plyealue) - (] | Plykolux. s, 5))

= Pyeale) - (] [ Plursle) (2.45)
v=2
is the independent joint probabilities of the received symbols and
P(ug) = P(ug = £1) = Ageteltuel/? (2.16)
From above equation (2.23),
P(yelue) = Plyelux) - H P (il Tk )
= Bg-e 1 L - - )
= k "—-EI’(§ e Ykt k) - (H‘II)(jz‘ e Yk Tha)
— B . l[ 1 - L IR e
= k"ll’(g ot Yk - Uk +§Z e Ykt Tr) (2.47)

Hence,

(s, s) = Plyxlux) - Plug)

1 | 1
= DB- 131:[)(-2?[,C Yk - Uk + 3 Z Le-yrw - Zip) - Ak~ (J'[)(:I'k L{ug))
v=2
= Ax-B 1L BN L : L L 2.48
= Ak Dk e.rp(§ c Yk Ukt 3 Z ¢ Ykw Lko t+ §Uk - L(u))(2.48)

v=2
The term Ax and By in (2.18) are equal for all transitions from level £ — 1 to level
k and hence will cancel out in the ratio of (2.43). Therefore, the branch transition

operation to be used in (2.41) and (2.12), is reduced to the expression

1 (54
exp(5ue(Le yer + L)) - %7 (5, 9) (2.49)
with
c I ¢ _
’\'"I(c ) — (ZIP(B Z Lc Yk o -rlc.v) (200)
T ou=2

‘)~1



Thus, the log-likelihood ratio becomes

S w U s) o (87) - Bals)

(s s) a1 () - (s)

L([Lk) = LC . yk,l + L('ltk) -+ ln

As discussed in Equation (2.23), for any random bit in the information sequence:
L(iag) = Lo yey + L(ug) + Le(iig) (2.52)
the extrinsic information can be calculated as:
L.(ax) = L) = Le - yky — L(ux) (2.53)

or

s's ) .
T N ) - () - els)

5’8 ¢}
) 1 “,v;(.- (s, 5) - ko1 (87) - 3e(s)

g —

L.(i) =In

2.3.2.3 Log-MAP algorithm

The Log-MAP algorithm is a transformation of MAP, which has equivalent perfor-
mance without its problems in practical implementation. It works in the logarithmic
domain and multiplication is converted to addition. The followings are the calcula-

tions of branch transition probability and forward, backward recursion:

1 l 1 -
vEM (s, s) = Inw(s',s) = SLe-ykr-ue + 3 Z Le-ykw - Trw+ 5uk- Llue) (2.55)

v=2

alM(s) = Inag(s) = ln(z vEM (s ) _(,ni'f’l(S)) — ln(ze“ M s)+a""(s)) (2.56)

jL\f( ) ln 3’: l ‘ - ln(z ‘!(sl.s) . p‘jé“"(sl)) - ln(ze_’l.\l(, S)+JL\{(SI))

s

(2.57)

Therefore, the log-likelihood ratio is given by



Z(s ) e vEMst ) ea,’;f’[(s) . e’dt”("’)
L('I..Lk) = up=+1
Z Uk’ \5) e L\!(, s) . ak l(s 85,5"”(3’)
(s",5) 7,5'”(3 S)ralM () +3EM (s
up=+1°
(3 3) e f\l(, ‘)+u£‘”{(d)+d’£‘“!(8')
Up= -1
(5,15)
= 1[1( E s Lw(‘ 3)+OL\I )"'P'dé""(s'))

up=-+1
I's)
- Lu(, S)+alM (s)+dLM (s") _
—In( E k ) (2.58)

up=-1

= In

2.3.2.4 Max-Log-MAP algorithm

With max(-) function, the Log-MAP algorithm becomes Max-Log-MAP algorithm

resulting the degradation in the performance, but the complexity is reduced.

ag M () = max([+M L (50 8) + ol e (8 s) + D)) (2.59)
SeliM) = max([ri e (5 8) + 3 )] [l (57 8) + 3 (s)]) (2.60)
L(i) = ;;15131([ LM 5) + adTEY (5) 4 gMEM(s),

U=

[/EM (s, 5) + a B (5) + 335N (1)

_ };]a‘g([ LM (' 5) + “1:”:" 5) + JMLM( I,

Wpe=—
[FEM (S, 5) + affEM (s) + 331EM (s)) (2.61)

2.4 Design of double-binary
convolutional turbo codes

For efficient convolutional turbo coding, the number of memory is a key consider-

ation since the component codes with small constraint lengths ensure convergence
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at very low signal to noise ratios and the correlation effects are minimized [33].
Moreover, reasonable constraint lengths make hardware implementation on a single
integrated circuit possible since the material complexity of the decoder grows expo-
nentially with the code memory. The solution chosen uses memory v = 3 component
codes. Double-binary elementary codes provide better cerror-correcting performance
than binary codes for equivalent implementation complexity [23|. And also, paral-
lel concatenation of circular recursive systematic convolutional codes (CRSC) [22
makes convolutional turbo codes efficient for coding of data cells in blocks. The

encoder structure of double-binary component codes is depicted in Figure 2.9.

A Y
B N
=
Encoder o0 S
Ci £ -
=] L
ammm— 'g B
Permutation k. @)
(k/2) Encoder
Enterleavers C2 _J
N=k/2 Couple of data —

Figure 2.9: Erncoder block diagram (Double-binary convolutional turbo code)

2.4.1 Circular Recursive Systematic Convolutional

(CRSC) codes

For block-oriented encoding, the Convolutional turbo codes have to be truncated
at some point, which result in degradation in performance without precaution. It
is easy to know the initial state as encoder is generally forced into the “all zero”
state at the beginning of encoding. However, the decoder has no special information
available regarding the final state of the trellis. There are many approaches to this
problem, for example, forcing the encoder state at the end of the encoding phase for

one or all component encoders. Tail bits are used to “close” the trellises and are then
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sent to the decoder. This method presents two major drawbacks. First, minimum
weight wn, is no longer equal to the original w,,,, for all information data', since,
at the end of each block, the second “1” bringing the encoder back to the “all zero”
state may be a part of the tail bits. In this cese, turbo decoding is handicapped
if tail bits are not encoded another time. The second problem is that the spectral
efficiency of the transmission is degraded and the degradation is more for shorter
blocks.

With circular convolutional codes, the encoder retrieves the initial state at
the end of the encoding operation. The decoding trellis can therefore be seen as
a circle and decoding may be initialized everywhere on this circle. This technique,
well known for non recursive codes (the so-called “tail-biting”), has been adapted
to the specificity of the recursive codes [22]. Adopting circular coding avoids the
degradation of the spectral efficiency of the transmission when forcing the value of

the encoder state at the end of the encoding stage by the addition of tail bits [56].

2.4.2 Circular states (tail-biting) principle

Circular coding ensures that, at the end of the encoding operation, the encoder
retrieves the initial state, so that data encoding may be represented by a circular
trellis. The existence of such a state, called the circular state S., is ensured when
the size of the encoded data block, V, is not a multiple of the period of the encoding
recursive generator. The value of the circulation state depends on the contents of
the sequence to encode and determining S, requires a pre-encoding operation: first,
the encoder is initialized in the ~all zero” state. The data sequence is encoded once,
leading to a final state S%,. Next. find S through the final state S% explained as

follow.

'The weight w of a binary word is defined as the number of information bits equal to "1, that
is the number of infromation bits differing from the “all zero” word, which is used as a reference
for linear codes. For a recursive codes, used in DVB-RCS standard, when the final states are fixed
by the encoder, the minimum value for w is 2. For more details see [54] [53], for example.
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In practice, for example, in DVB standard 57|, the relation between S, and
S% is provided by a small combinational operator with v = 3 input and output bits.
To perforin a complete encoding operation of the data sequence, two circulation
states have to be determined, one for each component encoder, and the sequence

has to be encoded four times instead of twice.

A

Systematic part B

A ( J ) f) 52

280 A AN

B

Figure 2.10: Recursive convolutional (double binary) encoder with memory v = 3.
The output, which is not relevant to the operation of the register, has been omitted

Let us consider a recursive convolutional encoder, for instance, the encoder is
depicted in Figure 2.10 [22]. At time A, register state Sk is a function of previous
state Sk_, and input vector \x. Let (G be the generator matrix of the considered

code. State Sy and Si_, are linked by the following recursion relation:

Sk =G- Skt + \i (2.62)

For Figure 2.10 encoder, vector Sy and X , and matrix G are given by:

Sl'k A + Bk 1 01
Sk = S;z,k, : Xe = By : G = 1 00
S3.k By 010

From (2.62), we can infer:

Sk = G- Sk -1+ Xk (263)
S};.q = G N Sk,g + '\—k—l (26‘1)
51 = G5 + X (265)
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Hence, S, may be expressed as a function of the initial state Sy and of data

feeding the encoder between times I and &:

k
Si=G"Sy+> GP-X, (2.66)

p=1
If .V is the input sequence length, it is possible to find a circular state S, such

that S. = Sy = Sp. Its value is derived from (2.66):

N
Se=(I+G"Y 'S GV r.x, (2.67)

p=1
where [ is the identity matrix.

State S. depends on the sequence of data and exists only if [ +G¥ is invertible
{ Note that some G matrices are not suitable). In particular, N cannot be a multiple

of the period L of the encoding recursive generator, defined as:
of, __ [ 9
o= (2.68)

If the encoder starts from state S, it comes back to the same state when the
encoding of the N data symbols (in Figure 2.10 encoder) is completed. Such an
encoding process is called circular because the associated trellis may be viewed as a
circle, without any discontinuity on transitions between states.

Determining S. requires a pre-encoding operation. First, the encoder is ini-
tialized in the “all zero” state. Then, the data sequence of length N is encoded once,

leading to final state S%. Thus, from (2.66):
N
S=>6Y7*-X, (2.69)
p=1

Combining this result with (2.67), the value of circulation state S. can be

linked to S% as follows:

S.=(I+GY) ' 5% (2.70)
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In a second operation, data are definitely encoded starting from state S.. S.
value is then calculated from expression 2.70. The disadvantage of this method lies
in having to encode the sequence twice: once from the “all zero” state and the second
time from the state S.. Nevertheless, in most cases, the double encoding operation
can be performed at a frequency much higher than the data rate, so as to reduce

the latency effects.

2.4.3 Two-level permutations (interleaving)

The performance of parallel concatenation of convolutional codes (PCCC) at low
error rates, is essentially governed by the permutation that links the component
codes. The simplest way to achieve interleaving in a block is to adopt uniform or
regular interleaving: data are written row-wise and read column-wise in a rectan-
gular matrix. This kind of permutation behaves very well towards error patterns
with weight 2 or 3, but is very sensitive to square or rectangular error patterns, as
explained in [54]. Classically, in order to increase distances given by rectangular
crror patterns, non-uniformity is introduced in the permutation relations. Many
proposals have been made in this direction, especially for the UMTS application.
The CCSDS turbo code standard may also be cited as an example of non-uniform
permutation. However, the disorder that is introduced with non-uniformity can
affect the scattering properties concerning weight 2 or 3 error patterns [36].

With double-binary codes, non-uniformity can be introduced without any
repercussion on the good scattering properties of regular interleaving [53]. The
principle involves introducing local disorder into the data couples (two bits). for
example (A, B) becoming (B, A) - or (B, A~B), or others - periodically before the
second encoding. This helps to avoid many error patterns that would appear with-
out applying it. Therefore, this appears to be a significant gain in the scarch for

large minimum distance.
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2.4.4 TIterative decoding principle for circular recursive codes

Circular codes are well suited to the turbo decoding concept. In fact, the circular
code principle may be applied in two slightly different ways, according to whether
the code is self-concatenated or not.

Case 1: The code is self-concatenated, that is the second encoding step directly
follows on from the first step without intermediate reinitializing of the register state.
Circulation state S, is calculated for the whole sequence of length 2N. At reception,
the decoder performs a decoding of the second sequence length N,

Case 2: The code is not self-concatenated, that is the encoder is initialized at
the beginning of each encoding stage. Two circulation states S., and S., correspond-
ing to both encoded sequences, are calculated. At reception, the two sequences of
length NV are decoded separately.

Depending on the case, data encoding is represented by the second circular
trellises. Whatever elementary algorithm is used, iterative decoding requires re-
peated turns around the circular trellis(es), the extrinsic information table being
continuously updated during data processing. Iterations naturally follow one after

the other without any discontinuity between transitions from state to state.

backward process forward process

Figure 2.11: Processing a circular code by the backward-forward algorithm

In the case where the MAP (maximum a posteriort) algorithm or the simplified

algorithm, Max-Log-MAP algorithm, is applied, decoding the sequence consists of



going round the circular trellis anti-clockwise for the backward process, and clock-
wise for the forward process (Figure 2.11)[22|, during which data is decoded and
extrinsic information is built. For both processes, probabilities computed at the
end of a turn are used as the initial values for the next turn. The number of turns
performed around the circular trellis is equal to the number of iterations required by
the iterative process. In practice, the iterative process is preceded by a “prologue”
decoding step, performed on a part of the circle for a few v. This is intended to
guide the process towards an initial state which is a good estimate of the circulation

state.

2.5 Design of triple-binary codes for S8PSK modu-

lation

In 23], the author addressed that using double-binary codes as component codes
represents a simple means to reduce the correlation effects since they have a direct
incidence on the erroneous paths in the trellises, which leads to a lowered path
error density and reduces correlation effects in the decoding process. This leads to
a better performance so that an 8-state double-binary turbo codes perform better
than 16-state binary turbo codes. On the other hand, the influence of puncturing
and simplified version of MAP algorithm are less significant in the case of double-
binary codes [36]. Moreover, from an implementation point of view, the bit rate at
the decoder output is twice that of a binary decoder processing the same number of
iterations, with the same circuit clock frequency and with an equivalent complexity
per decoded bit. Thus, given the data block size, the latency of the decoder is
divided by 2 compared with the binary case because the size of the permutation
matrix is halved [56].

Even though double-binary convolutional turbo codes have so many advan-

tages that they are adopted in DV B standard, they have the disadvantage of being
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suitable only for combination with quadrature QPSK modulation, and also the iter-
ative decoding is handicapped by the symbol values of the channel output according
to 8PSK symbol mapping. The symbol-by-symbol MAP algorithm and the punctur-
ing mapping for double-binary codes do not work for double-binary codes combined
with 8PSK mapping.

Motivated by the above considerations, the triple-binary codes are designed
for combining with 8PSK modulation. The encoder structure is also PCCC. The
component codes are still CRSC codes which avoid the degradation of the spectral
efficiency of the transmission when forcing the value of the encoder state at the end
of the encoding stage by the addition of tail bits. Determining the circular state S,
follows the principle that was discussed in section 2.4.2, however, the memory v =1
is chose in order to get good performance. The encoder is fed by blocks of &k bits or

N triplets ( A =3 x N bits ). N is a multiple of 8. See Figure 2.12.

s3 ?—@'—l

Figure 2.12: Circular recursive systematic convolutional (CRSC) with memory v =
4. The output, which is not relevant to the operation of the register, has been
omitted

($S)

€ G—9G
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For the restriction of the 8PSK symbol mapping, the non-uniformity has not
be introduced in the interleaver, ¢.¢., we do not have the first level interleaving, for
example, (A, B, C) becoming (B, C, A) - or (B, C=A, B=A), or others. However,
the permutation parameters still set as Py , P, , Py and P; with fomular i = (P %
J+P+1)mod. N.

The decoding principle is the same as that for double-binary codes. The bit-by-

bit simplified Max-Log-MAP algorithm applied to double-binary codes is modified to
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symbol-by-syvinbol. Higher decoder speeds resulting from the high rate convolutional

codes used in the code construction. The details are discussed in Chapter 5.

2.6 Summary

The fundamental principles behind binary convolutional turbo coding have been in-
troduced, including the component codes, interleaving, trellis termination, punctur-
ing and the principles of iterative decoding. The central components of a turbo code
encoder are the recursive systematic convolutional (RSC) encoders and the inter-
leaver that link them in parallel by re-ordering the bits in the information sequence
before they enter the second constituent encoder. Both optimal algorithm-MAP al-
gorithm and Log-MAP algorithin, suboptimal algorithm-Max-Log-MAP algorithm
and SOVA depend on the tools, Log-likelihood Algebra, Soft channel output and
the principle of iterative decoding algorithm.

Circular recursive systematic convolutional (CRSC) component codes, non-
uniform permutation and different puncturing map make double-binary turbo codes
efficient for block coding and provide better error-correcting performance than bi-
nary codes for equivalent implementation complexity.

Motivated by the advantages of double-binary convolutional turbo codes, 8-
ary triple-binary codes are designed to adapt 8PSK modulation according to the

principle of the design of double-binary codes.



Chapter 3

DVB-RCS standard and

double-binary convolutional turbo

codes

Since convolutional turbo codes are very flexible codes, easily adaptable to a large
range of data block sizes and coding rates, thev have been adopted in the DVB
standard for Return Channel via Satellite (DVB-RCS). In this chapter, we follow
the specifications of turbo coding:decoding in that standard, for twelve block sizes
and seven coding rates, and the simulation results, in particular for the transmission
of ATM cells in AWGN channel, show the performance of the coding scheme cho-
sen. Moreover, the iterative decoding procedure and simplified iterative decoding

algorithm for double-binary convolutional turbo code is presented.

3.1 DVB-RCS system considerations

The DVB Committee approved DVB-RCS standard for Return Channel via Satellite
[56], EN 301 790. This is also the ETSI standard to provide two-way, full-IP, asym-

metric communications via satellite in order to supplement the coverage of ADSL
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(Asvmmetric Digital Subscriber Line) and Cable modem. Once a single “hub” in-
frastructure is in place, satellite offers the service deploved quickly all over a large
area, especially the service quality and the cost per subscriber is independent of the
distance between the terminal and the access point. This standard specifies an air
interface allowing a large number of small terminals to send “return” signals to a
central gateway and at the same time receive [P data from that hub on the “forward”
link in the usual DVB/MPEG?2 (Digital Video Broadcasting/Moving Picture Expert
Group-2) broadcast format, which places satellite in a favorable position. Figure 3.1
shows the reference model of the satellite interactive network and the details refer

to the DVB standard[57].

GATEWAY *
STATAoN

METHORK T s [} NETWTRM 2

Figure 3.1: Refererce Model for the Satellite Interactive Network

In the DV'B-RCS standard, the satellite resource on the return link, whose
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speed (terminals-to-hub) can range from 144 Kbps to 2 Mbps, is shared among
the terminals transmitting small packets and using MEFTDMA ( Multi-Frequency
Time Division Multiple Access ) ; DAMA ( Demand-Assigned Multiple Access )
techniques. Once the session is established with the hub, the link is permanently
open because this access is packet-based and on-demand, thus providing an “always-
on” IP connection, with efficient use of satellite resources ( provided the duty-cycle
of the terminals is low on the return link ).

The new standard includes such advanced features as a software-radio sys-
tem (the terminal acquires the characteristics of the transmission parameters, it
has to use from signals broadcast by the hub), network synchronization in the dig-
ital domain (all terminals are syvnchronized to the same precise clock transmitted
digitally by the hub), sophisticated bandwidth-on-demand protocols that can mix
constant-rate, dynamic-rate, volume-based and best-effort bandwidth allocation and
advanced forward-error-correction turbo coding (as will be used in the new On-Board
satellite processing system, Skyplex {58]). This thesis presents the rationale behind
the selection of this FEC and the performance achieved on a software implementa-
tion of the decoder. The quantization of the input data at the decoder is discussed

in Chapter .

3.2 DVB-RCS coding requirements

Since DVB-RCS applications involve the transmission of data using various block
sizes and coding rates, the coding scheme has to be very flexible, with better perfor-
mance than the classical concatenation of a convolutional code and a Reed-Soloman
code. On the other hand, it has to be able to process data so as to allow the
transmission of data bit rates up to 2Mbps. as indicated in Section 3.1.

As mentioned in Chapter 2, the use of double-binary circular recursive sys-

tematic convolutional (CRSC) component codes makes turbo codes very efficient
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for block coding. The different permutations (interleavers) can be achieved using
generic equations with only a restricted number of parameters. Moreover, a simple
puncturing device is sufficient to adapt coding rate and the same decoding hardware
can be used to manage every block size/coding rate combination. Therefore, the
double-binary convolutional turbo codes that was proposed for DVB-RCS applica-

tions is powerful, very flexible and can be implemented with reasonable complexity.

3.3 System Model

Figure 3.2 shows the System Model of the double-binary convolutional turbo code.
Coding for channel error protection is applied to traffic and control data, which
are transmitted in the types of bursts. In this thesis, the AWGN channel, QPSK
modulation and demodulation are used as in the DVB-RCS standard. The complete

system model in detail is depicted in Figure 3.12 on page 38.

U [ Turbo X QPSK s(t) r(t) QPSK Y Turbo U
Encoder modulation Demodulation Decoder

n(t)

Figure 3.2: System Model of DVB-RCS standard

3.3.1 Encoder structure

The encoder structure is depicted in figure 3.3. The data sequence to be encoded,
made up of k£ information bits, feeds the CRSC encoder twice: first, in the natural
order of the data (switch in position 1), and next in an interleaved order, given by
time permutation function IT (switch in position 2).

The encoder is fed by blocks of & bits or N couples (k = 2 x V bits). N is
a multiple of 4 (k¥ is a multiple of 8). It uses a double-binary Circular Recursive

Systematic Convolutional (CRSC) code (see Figure 3.4). The MSB (Most Significant

39



Permutation
(k/2)

.........

Wien2 Qrl

Puncturing

2
3
=
3
o}
O
-

N=k/2 couples of data

Figure 3.3: Encoder block diagram (Double-binary convolutional turbo code)

Bit) bit of the first byte after the burst preamble is assigned to A\, the next bit to B

and so on for the remainder of the burst content.

- A
Systematic part
B
A A M (D)
j\J |Gl IR N 7 ) B RN A N
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(> w

Y
Redundancy part

Figure 3.4: Double-binary Circular Recursive Systematic Convolutional encoder

The polynomials defining the connections are described in octal and symbolic

notations as follows:

- for the feedback branch: 15(in octal), equivalently 1 + D + D? (in symbolic

notation);

- for the Y parity bits: 13, equivalently 1 + D? + D? ;

- for the W parity bits: 11, equivalently 1 + D® .

The input A is connected to tap “17 of the shift register and the input B is
connected to the taps “17, D and D?. The state of the encoder is denoted 5(0 < S <

7) with § = 4-5, +2- 55+ s3. Since the value of the circulation state depends on the
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contents of the sequence to encode, determining the circulation state S, requires a
pre-encoding operation.

First, the encoder is initialized in the “all zero” state and fed by the sequence
in the natural order with incremental address i = 0, ..., NV —1. The data sequence is
encoded once, leading to a final state Sf{,. S. value is then calculated from expression
Se={I+ G"V}_l - S%. According to the length N of the sequence, use the following

correspondence to find S.. (See Table 3.1) And then, the encoder is fed by the same

S% — _ ~

RO 1 2 3 ! 5 6 ‘
l S:e=0[S.=6|S8Sc=4|S.=2!8.=7|8S:=1|8.=3}|85.=5
2 S. = S:.=318S.=7T|Se=1|85.=5{8.=6|85.=2|85.=1
3 S. = S.=5185.=3|5.=6S.=2{S.=7T{S.=1}|85.=1
4 S. = Se=4185.=1185.=5|8S.=6{85.=2|8S.=7]5.,=3
) S, = S. =28, =51S.=7|S.=1]85.=3185.=1|85.=6
6 Se=018.=7{8S.=6|S.=1[S.=3|8S.=4|85.=5|8.=2

Table 3.1: Circulation state correspoudence table

sequence in the natural order with the circulation state S.,. This first encoding is
called C'; encoding.

Secondly, the encoder (after initialization) is fed by the interleaved sequence
with incremental address ;7 = 0, ..., V — 1 with the circulation state S., after
pre-encoding which is the same operation process as in (', encoding. This second
encoding is called C» encoding. The permutation function i = [[(7) that gives the
natural address i of the considered couple, when reading it at place j for the second
encoding, is given in subsection 3.3.2.

Therefore, to perform a complete encoding operation of the data sequence, two
circulation states have to be determined, one for each component encoder, and the
sequence has to be encoded four times instead of twice. This is not a real problem,
as the encoding operation can be performed at a frequency much higher than the

data rate.




Figure 3.5 shows the trellis diagram of the above double-binary convolutional

turbo encoder.

BA/YW

00/00 11/00 OL/11 10/11 000 O 0 000
Ol/tl 10/11 00/00 11/OO 001 1 1 001
00/10 11/10 O1/01 10/0F 010 2 2010
01/01 10/01 OO/10 11/10 O1F 3 30 011
10/00 01/00 11711 oo/11 100 A K 100
/11 00/11 10/00 O1/00 101 5 5 101
10/10 01/10 11/01 D0/01 110 6 6 110
11/01 00/01 10710 O1/10 111 7 7 111

Figure 3.5: Trellis diagram of CRSC turbo code

There are 8 states in the trellis and the numbers shown on the left of each
state represent the input to the encoder and their corresponding trellis outputs.
The numbers from left to right correspond to state transitions from top to bottom

exiting from each state.

3.3.2 Description of permutation
Let .V be the number of data couples in each block at the encoder input (each

block contains 2NV data bits). The permutation is done on two levels, which is
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non-uniform interleaving, the first one inside the couples (level 1), the second one
between couples (level 2):

Set the permutation parameters Py, P, P, and P;. Table 3.2 provides the
default parameters to be used for different block lengths. Those parameters can
be updated by the Time-slot Composition Table (TCT) (See DVB-RCS standard

sub-clause 8.5.5.-1 [57]).

| Frame size in couples | Py | {P, P, Ps} |

N =18 (12 bytes) 11 {24,0, 21}

N =61 (16 bytes) T {34,322

N =212 (33 bytes) | 13 | [106,108,2

N =220 (35 bytes) | 23| {1121, 116}

278 (57 bytes) | 17| {116,72,188}
s

2.
II

1 (106 bytes) | 11 [6.8,2
N=1 3) (108 bytes) | 13 {0, 1,8}
NV =440 (110 bytes) | 13 {10,4,2

N =356 (211 bytes) | 19 | {128, 221,652}
N = 861 ()16 bytes) | 19| {2,16,6}
N = 752 (188 bytes) | 19 | {376, 221,600}

)

N =818 (>1 2 bytes) | 19 {2.16,6}
)
)

Table 3.2: Turbo code permutation parameters

level 1

[fjmod. 2=0(j=0, .. N-1), let (4, B) = (B, ) (invert the couple)
level 2

-Ifjmod. 4 =0, then P =0;

-Ifj mod. 4 =1, then P = N/2 + P:

-Ifjmod. 4 =2, then P =P, :

- If j mod. 4 = 3, then P = N/2 + Py;

=(Py=j+P+1)mod. N (3.1)

The interleaving relations satisfy the odd/even rule, 1.e.. when j is even, i is
odd and vice-versa). This enables the puncturing patterns to be identical for both

encodings.
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3.3.3 Rates and puncturing map

Seven code rates are defined for the Turbo mode:
R=1/3, 2/5, 1/2, 2/3, 3/4, 4/5, 6/7

This is achieved through selectively deleting the parity bits (puncturing). The punc-
turing patterns of Table 3.3 arc applied. These patterns are identical for both codes
C and 5 (deletion is always done in couples). The puncturing rate is indicated
to the Return Channel Satellite Terminals (RCSTs) via the Time-slot Composition
Table (TCT) (See DVB-RCS standard sub-clause 8.5.5..1 [57]).

: 2/5
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Table 3.3: Puncturing patterns for double-binary convolutional turbo codes. “1”7 =
keep

When code rates R > 1/2, all the second parity bits 11" are deleted. Rates
173,25, 12, 2.3 and 13 are exact ones, independently of the block size. Rates
34 and 67 are exact ones onlv if vV is a multiple of 3. In other cases, the actual
rares are very slightly lower than the nominal ones.

Depending on the code rate, the length of the encoded block is depicted in

Table 3.1
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Encoded block 2N + M N+ M
/Code Rate for R<1/2 for R>1/2

R=1/3 M=N

R=2/5 M= N/2

R=1/2 M=N

R=2/3 M=N/2
M = N/3 if Nmod.3 =0

R=3/4 M=(N-4)/3+2 if Nmod.3 =1
M=(N-8)/3+3 if Nmod.3 =2

R=4/5 M =N/4
AM =N/6 if Nmod.3 =0

R=6/7 M=(N-4)/6+1 if Nmod.3=1
M=(N-8)/6+2 if Nmod.3 =2

Table 3.4: The length of the encoded block

3.3.4 Order of transmission and mapping to QPSK constel-

lation

Two orders of transmission are allowed:
- in the natural order, all couples (A, B) are transmitted first, followed by all
couples (17, ¥3) that remain after puncturing and then all couples (117, 1§5) that

remain after puncturing (see figure 3.6);

0o 2 . N-2 N N+2 . 2N-2 2N 2N+2 . 2IN+M-2
Rel/2 [A[AIAL /7 AlAlyryrye ff YIWIWIWYT /J  WIW]
B[B[B| // BIB|YAYAYd //  [YIYaWawawd /|  (Wawd
1 m N-1 N+l 7 2N-1 2N+l IN+M-1
n
o 2 . N-2 N N+#2 . N+M-=2
Ro=1/2[AJA[A] — // AJAIYEYYT  // [YIY]
B[B[ 7/ B[B|[Yqvava //  [YdY]
l v N-1 N+l 7 N+M+1

Figure 3.6: Encoded blocks (natural order)

- in the reverse order, the couples (Y}, }3) are transmitted first, in their
natural order, followed by the couples (¥, 11%), if any, and then finally by the

couples (A, B).



Each couple is mapped to one QPSK constellation point as shown in Figure
3.8. In figure 3.6, the row with the A svmmbols is mapped on the [ channel (C,
in figure 3.8).The signal shall be modulated using QPSK, with baseband shaping.
Immediately after the preamble insertion, the outputs C; and C, of the encoder

shall be sent without modification to the QPSK bit mapper (see Figure 3.7).

cif” N (w V1 [ r
—— Preamble bit mapping Baseband Quadrature
— insertion to QPSK shaping Modulation
cal ) constellation J  {_ L

Figure 3.7: Processing after the encoder

Convolutional Gray-coded QPSK modulation with absolute mapping (no dif-
ferential coding) shall be used. Bit mapping in the QPSK constellation shall follow
Figure 3.8. If the normalization factor 1/v/2 is applied to the I and Q components,

the corresponding average energy per symbol becomes equal to 1.

C2=0 C2=0
Cl=1 C1=0
1
! I
C2-=1 C2=1
Cl=1 Cl1=0

Figure 3.8: Bit mapping into QPSK constellation

The output C'; of the channel coding shall be mapped to the T channel of the

modulation. The output ', shall be mapped to the QQ channel of the modulation.

3.3.5 Decoder structure

According to the principle of iterative decoding algorithm, the decoder of double-

binary convolutional turbo code is designed as shown in Figure 3.9:
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Interleaver
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Figure 3.9: Decoder structure of Non-binary convolutional turbo code

The systematic information is the channel value of information bits dx = i,
for ¢ = 00,01,10,11. Parity 1 and Parity 2 are the channel value of the output of
encoders parity bits. L;(dk) is the log-likelihood ratio and Lf(dk) is the extrinsic

information.

3.4 Decoding procedure of double-binary convolu-
tional turbo codes

Even though the symbol-by-symbol maximum a posteriori (MAP) algorithm is op-
timal, from an implementation point of view, the component decoding algorithm
applied is the Max-Log-MAP algorithm for the complexity /performance compro-
mise. Good convergence, close to the theoretical limits [39] - from 1.0dB to 1.8dB,
depending on the coding rate - can be observed, thanks to the double-binary com-

ponent code.

3.4.1 Decoding rule for CRSC codes with a non-binary Trellis

The trellis of a double-binary feedback convolutional encoder has the structure
shown in figure 3.10. Let S be the encoder state at time k. The bits di is as-

sociated with the transition from time & — 1 to time k. The trellis states at level
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k — 1 and at level & are indexed by the integer Sy ., and Sk, respectively.

S

States Sk-1 k States Sk
with forward with backward
probabilities ¢, (., ) probabilities B, (s,)

O

Figure 3.10: Trellis structure of double-binary convolutional codes with feedback
encoder

The goal of the MAP algorithm is to provide us with
P.[dy = i|Observation]
P;[dx = 0|Observation]
. Soee ) p(Sk-1, Sk, yk)

; (3.2)
Zfi':ol K p(Sk-1s Sk Yk)

L(dy) = In fori=1,2,3

The index pair Sx_, and S determines the information svmbols (couple bits in a
symbol) di and the coded symbols (couple bits in a symbol) zg, where dy is in GF(2?)
with elements {0,1,2,3} from time £ — 1 to time k. The sum of the joint probabilities
p(Sk -1, Sk, yx) in the numerator or in the denominator of Equation (3.2) is taken over
all existing transitions from state Si_, to state Si labeled with the information bits

dip =0,1,2,3 (that is, dx = 00,01, 10, 11. We use decimal notations instead of binary
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for simplicity, as well as r, = 00,01, 10,11). Assuming a memoryless transmission
channel, the joint probability p(Sk_1, Sk, yx) can be written as the product of three

independent probabilities

P(Sk-1, Sk yx) = P(Sk-1,¥5<k) - D(Sk, Ykl Sk -1) - p(Y; 5| Sk)
= p(Sk- 17./1<k P(Sk|Sk-1) - p(yx|Sk-1, Sk) p(J],lek)
= Qk-l(sk-x) : ’/L(Sk—lz Sk) : .jlc(Slc) (3.3)

Here y,<x denotes the sequence of received symbols y, from the beginning of the
trellis up to time & — 1 and y;-« is the corresponding sequence from time & +1 up

to the end of the trellis. The forward recursion of the M AP algorithm yields

ak(Sk Z Z SL s SL A l(Sk - 1) (31)

Se_1 -0

The backward recursion yields

3
Feo1(Se0) =)D ikl Sk1n Sk) - Fe(Se) (3.5)

SL_ =0

Whenever a transition between S and Sk exist the branch transition probabilities

are given by

7k(Sk -1, Sk) = P(Sk|Sk-1) - p(yxlSk-1, Sk) = p(ykldi) - P(dx)  for i =0,1,2,3
(3.6)

Find the natural logarithm of the branch transition probability metrics as
In74(Se-1, Sk) = ¥&(Sk-1, Sk) (3.7)

and the natural logarithm of a,(Sk) and .3 (Sk) as

Ino(Sk) = ak(Sk)

3
= In Z Z el S-S | EET S (3.8)

Sk .y 1=0
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In 31 (Sk) = Ok ((Sk)

3
= In Z Z o ek - 1Sk) | e.a_k-(sk) (3.9)

S =0
Hence, the log-likelihood ratios are represented by

f[:k ST Sk Sk) ek 1(Sk) - 36(Sk) for i=1,2,3
fofk—ohsk o (Sk-1, Sk) - vk 1(Sk-1) - Bk(Sk) B

S Sk 05k eTh(Sk 1.SK) | G 1) L o Tk(Sk)
k—-l

_ (3.10
Z(Sk 1,Sk) /k(sk~115k) . ({‘-‘L-_I(Sk ). ({dk(sk) )
dp=0 ’ -

L(dy) = In

3.4.2 Simplified Max-Log-MAP algorithm for double-binary

convolutional turbo code

First, according to the decoding rule and Equation (3.6) and (3.7), find the logarithm

of the branch transition probability as:

In v (Sk 1, Sk) = 7 (Sk 1, Sk) = Inplykldy) - P(dy) (3.11)
The distribution of the received parity and svstematic svmbols are given by

plyclde = if = plyplei(d)] - plyiloe(i, Sk-1. Skl

1 E )
= - .z\(,”p{‘_ (" =2 0 + (Y = 0]
1
e.rp{-——[ (2! - [, Sk-1, Sk)* + (' - (4. Sk-1, Sk))*]}

= By- f.’rp{;llc ue ) 20}

'fflfp{é[f oo (6, Sk 1L S + Bt 220, Sy, Sk))} (3.12)
where y{, 42 represent the received systematic and parity symbols, and y3’, 459, yol
yﬁ‘Q represent the received bit values which transmitted through the I and Q channel
respectively: ry(2), rh(?, Sk_1, Sk) represent the systematic and parity symbols for
i=0,1,2,3, and rfc'[(i), IZ‘Q('L'), r’,:.'[(i, Sk 1, Sk). x’,ﬁ.'Q(i, Sk -1, Sk) represent the bits

of codeword mapped to QPSK constellation respectively.
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Here,

By = (

2 Es s.0\2 5 Sy s o s D
N, )—C’IP{_"—-[(U}cJ)- + (I‘/c.[(l))- + ('UkYQ)- + (Ik'Q(L))-

+(_,/,; ) (2 Sk 6 St F AT+ (R0 Sk SOV (3:13)

Hence,

In+(Sk-1,Sk) = k(Sk 1, Sk)

= lIn P(ykldi) - P(dk)

1 3, 5. R 5 . -
= 5[ eyt ;rkl(z)+yk'Q-.L‘k'Q(L)]+111P(dk)+[\
P B Sk 1, Sk) + U RO Sk, SEB 1)

Where the constant A includes the constants and common terms that are
cancelled in comparisons at the later stages.

Next, compute ag(Sk) and Je(Sk) as

3
alse) = D D k(Sk 1 Sk) -k 1Sk )

Sk t=0

= +9(Sk_1,Sk) ek 1(Sk-t) T 14 (Sk -1, Sk) - @k 1{Sk 1)
1"‘:’%(5&41’ Sk) AT -1(5;: -1) + "2(Sk~17 Sk) 'ka(Sk-L)

_ 6,_72(5&_1.50 . (I,(”cfl(sk—l) + e',’;i(sk—rlzsk) . (,"k—l(sk—l)

‘rk(Sk 1:5k) | k- g 1(Sk-1) _;_(.n(bk 1:5%) | Ok e 1Sk -1)

(3.13)
and then take max(-) function,
Ina(Sk) = owlSk )

= [n[e‘vg(sk41..3't)+¢'u¢<1(5k.1) + (,w,i(h'k_I,S,‘;_{.'—(,k_l(sk_l)

_*_(7,:‘5& 1 Sk)+ae 1 Je -1} +C‘!g(sk-1v5k)+uk—1(,5k—l)]

I

max{[72(Sk- 1, Sk) + @ (Sk- O [ Sk-1, Sk) + Sk )]s

[:E(Sk 1y Sk) +5?T(5k—1)],[§(5k-11 Sk) + @ 1(Sk-1)]} (3.16)
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Similarly

Jk_[(Sk-l) = ZZA/L(-gk—hSk)' Bk(sk)

Si =0

= velSk-1,Sk) - 3(Sk) + 76(Sk-1, Sk) - 3k(Sk)
+72(Sk-1, 5%) - 3(Sk) + 7e(Sk-1, Sk) - 8k(Sk)

= e1Ska1S) | (FrSE) L oSk 1Sk) | pPk(Sk)

_}_C‘ri(-"'bu-ﬁ) . (3,“’_1-(5;:) + e‘rﬁ(sk—x.sk) . 6,3—&(5&) (3'17)

[Il.’fk_l(Sk_l) = dk(sk)
= Infertte S0+TS L LB ST

e RSk SIS | 7Rk Sk)+ TS

Q

max{[~2(Sk_1, Sk) + F(Sk)} [YE(Sk 1, Sk) + 3e(Sk)],
[ﬁ(Sk..l,Sk) +—}—k(5k)] [ k(Sk I,Sk) + (S )]} (3.18)

For iterative decoding of circular trellis, Tail-biting is

ag(Se) = a~N(Sy) for VS,

— _ (3.19)
3nv(Sy) = 3o(So) for sy

Therefore, computing the log-likelihood ratios follows the Equation (3.10) and
takes max(-) function as

L(dy) =~ max [ k(Sk 1 Sk) + @ 1(Sk_1) + Fi(Sk)]

(Sk—15k
~ max [73(Sk_1, Sk) + F1(Sk-1) + Fk(Sk)] (3.20)

(Sk-1-5%)

Moreover, to separate the Log-likelihood ratios into intrinsic, svstematic and

extrinsic information, define:

1
e (Sk-1,Sk) = C'IP{.-L [Ji (4, Sk-1, Sk)
+ybl i, Sk-1: Sk)]} - Ak (3.21)
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here, the constant

L exrp{ ks
TNy TPAT

(") + (2214, Sk, S+ () + (222 Sy, Sk))*)}
(3.22)

A =

Hence, the logarithm of the branch transition operation reduce to the expres-

sion with

Invi Sk 1, 86) = 7(Sk-1, Sk)

1 . - . .
= ;Lc . [yi'l . .L‘z'[(t, Sk-1, bk) -+ U‘Z'[ . .LJ,:'Q(L,Sk_l, Sk)] + R’

where the constant A” includes the constants and common terms that are cancelled
in comparisons in the later stages.

In another way, find the Log-likelihood ratios as

S Skt Se) - i1 (Ske 1) - Fe(Sk)
fi::)"sk) ol Sk-1, Sk) -k 1 (Sk 1) - Fk(Sk)
exp{3Lc- o - o) + b9 - 220} - Pldi = 1]
exp{LLe- (i z27(0) + i £29(0)]} - Pldi = 00]
o1 Db (S, Se) -0k 1 (Se o) - (Sk)

Sk - ,S- (e I3
fo k;ol © T’k( )(Sk, 10 Sk) -k {(Sk-y) - Jk(sk)
k

[‘z(cjk)

fori=1,2,3

= In

1 S, 3. N 5. 3. - 1 r s, 3. S, 5,
= {SLC : [.’lkl 'fkl(l) + 'JkQ : IkQ(l)] - ;L,: : Lykl : ‘Ck[(o) + .'//cQ "EkQ(O)]}
o Plde = SRS 4l (S, Si) - e 1(Se) - el Si)

1N =
Pl =0 P X (S 1 Sk) - ao1(Sk-1) - 3e(Sk)

N~ e
~~

L.(dk) L¢(dy) (3.23)

So the extrinsic information can be calculated as

Se_1.5 e =
th,:—.‘ oSk, Sk) e 1(Sk-1) - 3e(Sk)

Lé(dg) = In L (3.24)
eI X (S 1 k) - e (Skot) - Bl Sk)
7 7 1 ) 5 . K} s .
Li(de) = Ldde) = 5Le-[yx' - 22" () + ye - )]
1 Qs Pldx = ] o s
+§LC [Ukl Ikl(o) +ka ’CkQ(O)] 1 P[d:=0] (3.25)



Compute symbol probabilities for next Decoder:

. di. =1
Li(dy) = L{(d) = In f—[—k——ﬂ for i =1,2,3 from previouse Decoder (3.26)
P[(lk = 0]
Since
( - s} —
Lilde) = Ingpe=g =1 =0
el ] _ Pld;. =01
) Bl = In gz (3.27)
Lilde) = In B3
| Lilde) = In f—,[j%%-
Then
Plde =01] = ekl . p[d, = 00]
Plde = 10] = =) . pd, = 00] (3.28)
Plde =11] = e4Ue) . pd, = 00]
and
Pldx = 00] + Pldx = 01] + Pldx = 10] + Pldx = 11] =1 (3.29)
Hence
.
P[dk = O()] = l+€l.'i'(dky+gL1§(-(k|+CL§(~II¢1
L,Leul. )
P[dk = 01] = 1+e’-i“‘k’+el[‘§:‘k“+€[‘5(dk’
< (3.30)
’:Li\’d'k)
P[d;c = 10] = L el ) 4 L5 L5 (dg)
e!Le(‘i"
{ P[dk = “] = l+cL’i'(dk)+e;;.§(:k)+CL§(J,:)
Using max(-) Function
{ " - -
In Plde =00] = — max(0, L§(dk), L5(dk), L5(dk)]
In Pldy, =01] = L%(di) — max[0, L¢(d), L5(dk), LE(dy)) (3.31)
i . . . I
In Pldg = 10] = L§(di) — max[0, L¢(dk), L5(dk), LE(dy)]
| lnPlde = 11] = L§(dx) — max(0, L(dx), L5(dx), L§(dx)]
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3.4.3 Initialization and Decision of decoding procedure

Assume equally likely information symbols: we do not have any « prior? information

available for the first iteration, we Initialize

(

Lg(dk = 00) = 0
Lilde =01) = 0
) e = 01) (3.32)
Ll(dk = 10) = 0
\ Ly(dy =11) = 0
and according to equation (3.30), we have
1 1
Po[dk = OO] = 1 + elilde) 4. pLlalde) 4o pLaldy) - I
1
Po[dk = 01} = —l
. 1
Pu[(lk = 101 = —1'
1
Pu[dk = 11] = —l
Using max(-) Function:
In P()[dk = OO] = —77[(11.'(0, Ll, Lg, L';) =0
lnpl[dk :01] = L[ —nm.r(O,Ll,L-_),L_-;) =0
In Pfde =10] = Ly~ mar(0,Ly,La,L3) =0
In P[de = 11] = L3 — mazr(0,Ly,Ls,L3) =0 (3.33)
Similarly, equally-likelihood assumption for all symbols
ag(s9) = 1 for Vs
e for Vo (3.3.1)
In(sy) = 1 for Vsy
take logarithm
ag(Se) = Inag(sg) = 0 for Vsg (3.35)

K(S_\') = Indy(sy) = 0 forVsy

ot
(1]



and initialize v = 0.

The reliability value of the channel

E, E,
L.=4a- v, = da - R, - . (3.36)

where R, is the code rate.

After several decoding iterations, the decisions are made according to:

r

01 if L(de) = L\(di) and L,(dg) >0
10 if L(dy) = L-l((jk) and Ly(dg) > 0

di = 4 i ) ] (3.37)
11 if L(dx) = L3(dk) and Ljy(di) >0
L 00 else
where
L(dx) = max(L,(dx), La(dk), La(dx)) (3.38)

3.5 Simulation results

Table 3.5 gives some examples of the DVB-RCS turbo code performance observed
over a Gaussian channel at Frame Error Rate (FER = 10°Y)', compared to the

theoretical limits [39] and the simulation results reported in [56].

| Code Rate | Theoretical limits | In paper [56] | In this thesis |

172 1.3 dB 2.3 dB 5.3 dB
2.3 2.2 dB 33 dB 3.3 dB
371 26 dB 3.9 dB 1.05 dB
15 31dB 16 dB 18 dB
6.7 3% dB 5.2 dB 5.6 dB

Table 3.5: E,/No(dB) at FER =10, 8-iteration, simulation over AWGN channel
with Max-Log-MAP algorithm. ATM cells, 33 bytes.

The Figure 3.11 exhibits the performance of block size 53 bytes with the sim-

plified Max-Log-MAP algorithm. So far, there is no any error floor happened. In

'Here, we have 100 bit-error events for all simulations in this thesis. See Appendix A.
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[56], FER down to 107® (equivalent to BER = 107'°/107!!), the measurements
show the absence of error floor.

Bit Error Rate for seven code rate
Max Log MAP Biock s2e 212 (5O bytes) 8 derations
10 T T 1 T T
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10 s " " 1 i A
L) 1 2 3 4 5 L] 7

EtNo a8)
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Figure 3.11: Bit Error Rate and Frame Error Rate for seven code rate.

3.6 Conclusion
Using double-binary convolutional turbo codes leads to many advantages [56]:

e Adopting circular coding avoid the degradation of the spectral efficiency of

S]]
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the transmission when forcing the value of the encoder state at the end of the

encoding stage by the addition of tail bits.

e The influence of puncturing is less significant than with binary codes (the
natural rate of the double-binary turbo code being 1/2 instead of 1,3 for a

binary turbo code).

e The use of double-binary codes also makes the introduction of two-level per-

mutations possible.

e The performance degradation due to the application of a simplified version
of the MAP algorithm is less significant in the case of double-binary codes
(less than 0.1 dB) than in the case of binary codes (0.3 dB to 0.4 dB), and
provide better error-correcting performance than binary codes for equivalent

implementation complexity.

e From an implementation point of view, the bit rate at the decoder output is
twice that of a binary decoder performing the same number of iterations, with
the same circuit clock frequency and with an equivalent complexity per de-
coded bit (the material complexity of the decoder, for a given memory length.
is about twice the complexity of a binary decoder, but two bits are decoded
at the same time). Moreover, given the data block size, the latency of the
decoder is divided by 2 compared with the binary case because the size of the

permutation matrix is halved.

Therefore, double-binary CRSC code that was proposed for DVB-RCS applications
is powerful, very flexible and can be implemented with reasonable complexity. More-
over, double-binary CRSC codes are compatible with other techniques applied to
error floor optimization.

The system model for the whole encoding - decoding procedure is shown in

Figure 3.12.
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Chapter 4

Fixed point implementation of

Turbo-decoder

As discussed above, double-binary CRSC codes have an amazing error correcting
capability and are, thercfore, very attractive for many applications. The complex-
ity of a turbo-decoder is much higher than the complexity of the encoder. Thus,
we put emphasis on the decoder. In a real-time decoder, the decoding algorithms
need to have low complexity and need to be implemented using fixed point arith-
metic. The Max-Log-MAP algorithm discussed in this thesis is simple enough for
the complexity ‘performance compromise. On the other hand, low cost and low
energy consumption are extremely important issues for turbo-decoder implementa-
tion. Consequently, fixed point arithmetic and quantization, are unavoidable issues
in the implementations of advanced channel decoding techniques. In this chapter,

the input data quantization and the effect of correction coefficient are presented.

4.1 Introduction

Quantization is the process of representing the data with one or a few bits of pre-

cision. [n channel coding, the channel symbols are corrupted by the channel noise
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and interference in digital communication system. Applving the quantizer at the
receiver makes the channel-decoder work with finite precision or with fixed-point
arithmetic.

There are few strategies for turbo-decoder quantization depending on differ-
ent decoding algorithms. Input data quantization is essential and assuming finite
accuracy of the internal values is addressed in {60}{61] upon MAP, Log-MAP, Max-
Log-MAP and APRI-SOVA decoding algorithms. Another strategy is to presume
an unified quantization of all signals [62][63] and a systematic approach towards
an internal quantization scheme of a 4-state turbo-decoder with finite accuracy of
the input data as discussed in [64|. The first investigation of combined bit-width
optimization of input data and internal data for an 8-state turbo-decoder based on
parameters relevant for UMTS is discussed in [65].

The resulting bit-true models of the turbo-decoder may differ for software,
hardware and mixed hardware/software target architectures as digital signal pro-
cessing algorithms. These algorithms, like the MAP algorithm used in a turbo-
decoder, are usually specified in the floating-point domain. Fixed-point number
representation is mandatory for most target architectures, thus transformation from
floating-point to fixed-point is a necessary step towards an actual implementation
[24]. Primary goal for a software implementation is to find a fixed-point model that
corresponds to the given bit-width of the DSP. Further bit-width minimization can
reduce the switching activity and has thus influence on the power consumption.
Primary goal for a dedicated hardware implementation is to choose all bit-widths as
small as possible, resulting in a reduction of area and power consumption. Hence,
an optimized quantization has a large impact on the implementation cost. Both
3-bit and 4-bit quantization are discussed in this chapter.

The strategy of turbo-decoder quantization described in [63], is optimal for
MAP or Log-MAP decoding algorithm with m-bit input samples, and it is impossible

in the case of a Max-Log-MAP decoding algorithm implementation because of the
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approximation

k
EX |z; = ane“ = max(z;). (4.1)

i=1

In this chapter, A different scheme of input data quantization for 8-state double-
binary CRSC code is designed for a wide range of coding rates. The system model
for turbo-decoder quantization is depicted in Figure 4.1. Actually, the QPSK de-
modulation, quantizer and turbo decoder are combined together in the simulation,

and also only the channel output, the input data of decoder is quantized.

U { Turbo X QPSK s(t) r(t) QPSK Y Quantizer Y'( Turbo 9]
Encoder modulation Demodulation Decoder

n(t)

Figure 1.1: System model for quantization

4.2 Input Data Quantization

An ideal turbo-decoder would work with finite precision, or at least with fixed-point
numbers. In practical systems, the received channel symbols should be quantized
with one or a few bits of precision in order to reduce the complexity of the turbo
decoder.

The usual quantization precision is three bits which is introduced in [66]. For
the QPSK modulation and an AWGN channel, the received values are corrupted
with a Gaussian distribution (see Figure 4.2) around the transmitted symbols {-1,
1}. More than 99% of the occurring values are covered by limiting the dynamic-range
of the received channel values to [-4, 4] according to %1 £ 30!. This dynamic-range
is reasonable and can be represented by 3 bits in a uniform quantization. Using

more bits results in higher complexity, but less degradation in performance. Let’s

'For Gaussian distribution, the distribution function is given by F(r) = G(£:2) with the
notation N(n;¢) and RV r. The probability of the values of RV r between (n — 30, n + 30) is
Pl —nl <3¢} =P{n—-30 <r<n+3c}=0.9971.
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Figure 4.2: The distribution of the transmitted symbols

use a uniform, 3-bit quantizer having the input/output relationship shown in the

Figure 4.3, where D is the size of the quantization step.

b
4 AR
output :
3 —
2 -
l L
-3D 2D __-ID , N
K I r ID 2D 3D
....... — -1
-4 -2
- -3
............... : - 4
]

Figure 1.3: Quantizer model in 3-bit

The selection of the quantizing step size is an important consideration because
it can have a significant effect on the performance. The step size, D, can be chosen as
fixed value upon different coding rates, for example, D = 11, or calculated according

to the formula D = f-o = f-\/1/(2- (E,/Ny)), where E,/N, is the energy per

symbol to noise density ratio, and f is a factor depending on different coding rate.

Denote the channel symbols at the receiver as yJ', y5?, 12/, 42'° as in Chapter
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3. Since the branch transition probability

] l K] s - K] s - -
In ”/L(Sk—la Sk) = ;Lc . [Uk’[ . Ikyl(l) + U;;Q - Ik’Q(L)] +1ln P(dk) + K

1 . .
Lo [y - 2R (4 Se-1, Sk) + v - RO (4, Skt Sk)] (4.2)

and the extrinsic information

. . 1 s sty s 5.0/
Li(dg) = Li(dg) - ,’-)‘Lc - [Z/k', '-E/c'l(‘) + ;’/k'Q 'IkQ(i)]
1, per st 0@ 5@y _ 1. Plde = i] |
Fgle bk O+ % 0O g (43)

relate to the received channel symbols, where L. is the reliability value of the channel
and ¢ = 1,2, 3, they are quantized after being multiplied by 5 - L..

The input data of decoder is multiplied by 2° and truncated at —128 and 127
according to the limited dynamic-range of the received channel values to [-4, 4.
Since the input data from —128 to 127, an 8-bit look-up table with indices from
0 to 256 is enough to cover the occurring values of the decoder input data. Thus,
all the calculations of decoder are in integer. This resulting bit-true model of the
turbo-decoder not only corresponds to the given bit-width of the DSP, but also
all bit-widths are as small as possible. Therefore, the energy consumption is low.
Moreover, the step size is very flexible for coding rate changes.

Simulation results show that the performance of a decoder with 3-bit quanti-
zatlon is very sensitive to the step size chosen. In Figure 1.5 and Figure 1.6, the
selection of step size depends on the code rate and the performance of adaptive step
size is better than that of fixed step size. The parameters of fixed step size and
adaptive step size are presented in Table 4.3.

To achieve better performance with quantization, 4-bit quantization is de-
signed in the same way as showed in Figure 4..1. There are two kinds of step size,
fixed and adaptive step sizes.

For high code rate, we have to modify the step size of the quantizer. For
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Figure .4: 4-bit quantization level
adaptive step size, D, can be calculated according to the formula

D = f'gs
= f-V1+o2
= f-V1+1/(2-(E,/Ny)) (4.4)

where E,/Nj is the energy per symbol to noise density ratio and f is a factor upon
different coding rates.

Figure 4.7 and Figure 4.8 show that i-bit quantization of the channel input
data is a reasonable compromise between implementation complexity and degrada-
tion of decoding performance. The performance of adaptive step size is better than
that of fixed step size and very close to the unquantized performance, which we can

say there are no degradation in the decoding performance.

4.3 Effect of correction coefficient

Max-Log-MAP algorithm is derived from the Log-MAP algorithm by approximating

In Zle e with max(z;). This approximation results in some degradation in the
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performance compared to that of MAP algorithm. Here we discuss the correction
coefficient required to apply so that the performance of the Max-Log-MAP algorithm
approaches that of the MAP algorithm.

For a binary convolutional turbo code, the correct function in Equation 2.30

is In(1 + e"1¥-¥), The look-up table can be chosen as in Table 4.1:

| lz-yl [oo0ofo025]050]0.75]1.00]125]1.50] 1.75 | >2.00]
[ In(1+e1=-¥) [ 060 | 0.58 | 0.47 [ 0.39 | 0.31 | 0.25 | 020 [ 0.16 | 0 |

Table 4.1: Look-up table for correction term in binary convolutional turbo code

A 1-bit approximation is given by

3.0/80 if r<?20
In(l +e =¥y = / / (4.5)
0 otherwise

[t has been observed that the performance degradation due to the application
of a simplified version - Max-Log-MAP algorithm of the MAP algorithm is less
significant in the case of double-binary codes (less than 0.1dB) than in the case of
binary codes (0.3 to 0.4 dB) [56]. The following cquation is approximated by a very

simple function

In(ef +e¥+e” +e*¥) = max(r,y, :, w)
+ln(e‘ max{(z.y,3,uw) + ey—mn.x(x,y,:,w)

fesmmax(zysw) 4 owomax(zy.su)) (1.6)
where
0 < In(eF~maxtzw-aw) . gy=max(zy.zw) o p2-maxtzy,sw) 4 pw-max(zyiwly < |p g (.L.7)
Define
In(e®~maxEp2w) | ey-max(zy,sw) 4 os-max(eyw) 4 gw-max(zy.sw)
= In(1+e7ll 4ol 4 omld) (1.8)
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L lal | 18] | Il [ In(1+elol 4 e BT 4 e-lely |
0.00 | 0.00 | 0.00 1.386
025 | 025 | 0.25 1.204
0.50 | 0.50 | 0.50 1.037
0.75 | 0.75 | 0.75 0.883
1.00 | 1.00 | 1.00 0.744
125 | 1.25 | 1.25 0.620
1.50 | 1.50 | 1.50 0.512
1.75 | 1.75 | 1.75 0.420
2.00 | 2.00 | 2.00 0.341
250 | 2.50 | 2.50 0.220
3.00 | 3.00 | 3.00 0.139

Table 4.2: Look-up table for correction term

where —|a|, —|b|, —|c| are the three values among z—max(z, y, =, w), y—max(z, y, z, w),
z — max(z, y, 7, w), or w — max(z,y, z, w).

Since internal data quantization is impossible in the case of a Max-Log-MAP
decoding algorithm implementation and the degradation of performance is less sig-
nificant in the case of double-binary codes, the correction coefficient is trivial. In
this thesis, the approximation is given by

5.0/8.0 if max(lal,|b],|c]) < 2.0
in(1 + e~lal 4 M0l +e"°') = / / (lal, 18], I<l) (14.9)

0 other wise
The simulation results show that a look-up table of two level doesn’t affect the
the performance of double-binary CRSC codes very much (see Figure 4.9). Obvi-
ously, the more look-up table levels chosen, the better performance of Max-Log-MAP

decoding algorithm would be.
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decision level refer to Table 1.3.
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Adaptive step size

o = \/172+ (E,/Ng))

D1 =051%x32x0
D2=0.53x32x%¢

Dl =045%x32%
D2=055%x32%a¢g

D1 =05%x32x%c
D2=055%x32xa¢

Dl =053%32x¢0
D2=055%32x¢

D1 =0.725«32% o>
D2=10%32x¢c

Dl =0.5%x32%¢
D2=10%32xaq

Code rate Fixed step size
R=1/3 D1 = -128,-31,-21,-11,0,11, 21, 31,127
D2 = —128, -56, -36, —18,0, 18, 36, 56, 127
R=12/5 D1 = -128, -31,-21,-11,0,11, 21,31, 127
D2 = —128, -56, -36, —18,0, 18, 36, 56, 127
R=1/2 Dl = —-128,-31,-21,-11,0,11, 21,31, 127
- D2 = —128, —63, —42, -21,0,21,42,63, 127
R=2/3 D1 =-128,-31,-21,-11,0,11, 21, 31,127
- D2 = —128, -63, —42, -21,0,21,42,63, 127
R=3/4 D1 = -128, -31,-21,-11,0,11, 21, 31, 127
D2 = —128, -65, —15, -21,0, 21, 5,65, 127
R=4/5 D1 = -128,-31,-21,-11,0,11, 21, 31, 127
D2 = —128, —-63, —12, -21,0,21,42,63,127
R=6/T D1 = -12§,-31,-21,-11,0,11, 21,31, 127
D2 = -128, -63, —41, -20,0, 20, 41,63, 127

D1 =05%32%¢c
D2=10x%x32x¢

Table 4.3: Parameters of fixed step size and adaptive step size (3-bit quantization)
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Chapter 5

Triple-binary codes and 8PSK

modulation

Power and bandwidth are limited resources in modern communications systems.
Efficient exploitation of these resources will invariably involve an increase in the
complexity of a communication system. If the signal set dimensionality per infor-
mation bit is unchanged, the spectral efficiency remains unchanged, i.e., there is no
bandwidth expansion. Even though double-binary Circular Recursive Systematic
Convolutional (CRSC) codes have an excellent performance, they are limited by the
QPSK modulation to a bandwidth efficiency of less than 2bits/s/Hz, as well as the
puncturing, which there are less redundancy parity bits to be punctured to achieve
higher bandwidth efficiency, for example, there are only 1/12 parity bits left in each
encoder for code rate 6/7. In this chapter, the triple-binary Circular Recursive
Systematic Convolutional (CRSC) code, 8-ary triple-binary turbo code, is designed
for coding with high spectral efficiency using SPSK modulation and Gray mapping,
symbol puncturing and symbol interleaving. The turbo encoder design involves the
component encoder design, the interleaver design and the puncturer desigr.. Certain
special conditions need to be met at the encoder and the iterative decoder nced to

be adapted to symbol-by-symbol decoding.

!



5.1 System Model

This triple-binary code still has the features of the CRSC codes, which avoids the
degradation of the spectral efficiency. The system model is similar to DVB-RCS
standard and exhibited in Figure 5.1. The data sequence to be encoded, made up
of k£ information bits, feeds the CRSC encoder twice: first, in the natural order
of the data (switch in position 1), and next in an interleaved order, given by time

permutation function IT (switch in position 2).

-
C3
— ! e ,
A _-.-.é’ : -
B n _\N Encoder ! 5| C2
A ! =
C (3) == 1T Iwrem ) L
. Y lor2 . S| Ci
N=Kk/3 triplets of data ZToco] Functuring
—/
[
AWGN
Q Channel I
8PSK constellation
(. AR
1 {_Deinterleaver J IR
. Litdy
(o) MO G e T nrteaver
. Decoder [nterleaver Decoder A
Parity 1 o 7 Li(d,)

Systematic info.

.
* Interieaver |

Parity 2

[Demulliplcxing

Figure 5.1: System model of triple-binary code combined 8PSK modulation
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5.1.1 Constituent encoder

What is crucial to the practical suitability of turbo codes is the fact that they can
be decoded iteratively with good performance. However, the resulting iterative de-
coder is restricted by the signal mapper of 8PSK constellation and certain special
conditions need to be met at the encoder. The encoder is fed by blocks of & bits
or N triplets (k = 3 % NV bits). The information length & is a multiple of 24 since
3 and 8 are mutually prime. It uses a 8-ary triple-binary Circular Recursive Sys-
tematic Convolutional (CRSC) code, whose three parallel input bits, three parallel
systematic bits and three parallel parity bits make it convenient for the puncturer
to increase coding rate, and for the 8PSK constellation mapping, therefore, the
iterative decoding without any numerical problem. Once triple-binary CRSC code

designed is depicted in Figure 5.2.

go(D)y=1+D+ D! 31, for the feedback branch
. Cg(D) =1+ D*+ D*+ D' 27, for the Z parity bits
Generator G1: g2(D) =1+ D* + D? 23, for the Y parity bits
gs(D) =1+ D 21, for the W parity bits
)

Systematic part

A -
S G- ETO BT | 3
&
ES
an Y
o

Z
Redundancy part

Figure 5.2: Encoder structure with generator G1

Since the constituent codes with small constraint lengths ensure convergence at
very low signal to noise ratios and the correlation effects are minimized, the solution

chosen uses memory v = | component codes for efficient convolutional turbo coding.
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Furthermore, reasonable constraint lengths make hardware implementation on a
single integrated circuit chip possible since the material complexity of the decoder
grows exponentially with the code memory.

Not only the performance of any binary code but also that of non-binary
code is dominated by its free distance dj,.. and its multiplicities. To achieve a
good performance, the component encoders should have large effective free distance
and small multiplicities. To analyze triple-binary code performance in this region,
an analytical approach can be applied, based on the knowledge of the code-free
distance dyre.. For a triple-binary code with free distance dyr.., we will denote by
Ngree its multiplicity (the number of codewords with weight dy,.. ), and by Weree ItS
information bit multiplicity (defined as the sum of the Hamming weights of Ny,

information frames generating the codewords with weight dy.. ).

g(D) =1+ D*+ D? 23. for the feedback branch
. gi(D) =1+ D+ D*+ D' 35, for the 7 parity bits
Cre 32 : . . .
Generator G g2{D)=1+D+ D! 31, for the Y parity bits
ga(D) =1+ D? 21, for the W parity bits
Systematic part )
A Wi A NN ‘ (53 -
s | [ PTETY S&ET o9 | 2
S
<P
P W
-
v
VA
5 -

Redundancy part
Figure 5.3: Encoder structure with generator G2
Encoder structure with generator G1 and G2 have the same free distance d ..,

but their multiplicity Ng,.. are different: the Nree of encoder structure with gener-

ator G1 is 5; the Vg, of encoder structure with generator G2 is 3. The simulation



result (Figure 5.4) show that the different performance of these two structures.
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Figure 5.-1: Performance for block size N =152 with different encoder structure.

5.1.2 Circular state

For Circular coding, the encoder retrieves the initial state at the end of the encoding
operation so that data encoding may be represented by a circular trellis. The value
of the circulation state depends on the contents of the sequence to encode and
determining S, requires a pre-encoding operation: first, the encoder is initialized in
the “all zero” state. The data sequence is encoded once, leading to a final state S%.

. . . -1 . .
Then, S, value is calculated from expression S. = <[ + G‘V> - S% as discussed in

chapter 2, and matrix G are given by:

1 0 01 00 1 1

1 0 0 0 1 0 0 0
Gl = : G2 =

01 00 0100

0 010 0010

The state of the encoder is denoted S(0 < S < 15) with S =8 -5, +4- 55 +

253 + 54, According to the length NV of the sequence, use Table 3.1 to find S..
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In this thesis, we just investigate three different frame sizes, N = 152 (53 bytes),

N = 752 (282 bytes) and N = 224 (84 bytes).

N mod.15 — (Gy) (G3) (G3)
S% 2 2 14
0 0 0 0
1 11 11 15
2 7 13 1
3 12 6 14
4 15 10 3
3 4 1 12
6 8 T 2
7 3 12 1
8 5 D 7
9 14 14 8
10 2 8 6
11 9 3 9
12 10 15 4
13 1 { 11
14 13 2 3
15 6 9 10

Table 5.1: Circulation state correspondence table for triple-binary codes

To perform a complete encoding operation of the data sequence, two circulation
states have to be determined, one for each component encoder, and the sequence

has to be encoded four times-instead of twice as described in Chapter 3.

5.1.3 Description of the turbo code permutation

For double-binary CRSC codes, non-uniform interleaving can be introduced that lo-
cal disorder into the data couples, for example, (:\, B) become (B, A), or (B, A+B),
etc. However, for triple-binary CRSC codes, non-uniformity makes the iterative de-
coding very difficult and complex because of 8PSK constellation mapping, therefore,
to achieve the different permutations that govern the performance of parallel con-

catenation of convolitional codes (PCCC) at low error rates, use generic equations
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with only a restricted number of parameters.

Let N be the number of data triplets in cach block at the encoder input (each
block contains 3V data bits). Set the permutation parameters pg, p1, p2 and p3.
7=0, .., N-1

- If j mod. 4 =0, then p = 0;

-Ifjmod. 4 =1, then p = N/2 + py;

-If jmod. 4 = 2, then p=p» ;

- If j mod. 4 = 3, then p = N/2 + p5;

i=(po*xj+p+1) mod. N (5.1)

The interleaving relations satisfy the odd /even rule (i.e., when j is even, i is

odd and vice-versa) that enables the puncturing patterns to be identical for both

encoders.
| Frame size in triples | Py = {po, p1, p2, p3} | P» = {po, b1, P2, P3} |
N =132 (37 bytes) {11,78,4,2
N =224 (31 byles) | {23,111,8,118) {19,108,1,116)
N = 752 (282 bytes) [19.2,16.,6] 119.376,224,600]

Table 5.2: Triple-binary code permutation parameters

Simulation results (See Figure 5.3) show the effect of different permutation

parameters. The performance of P, parameter is better than that of P,.

5.1.4 Puncturing map, order of transmission and mapping to

8PSK constellation

Two code rates are defined for the triple-binary CRSC turbo mode: R = 1/3, and 2/3.
For rate 1/3, the systematic bits and all encoded bits are transmitted, and rate 2/3
is achieved through selectively deleting the parity bits (puncturing). The puncturing
patterns of Table 5.3 are applied. This pattern is identical for both codes C, and

C, (deletion is always done in triplets).
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Figure 5.5: Performance of frame size N=221 (8 bytes) with different permutation

parameters. Encoder structure with generator G2

A 1 11 1 1 1 1 1
Code rate 13 Y 1 1 1 11 11
3% 1 1 11 1 1 1 1

A 1 0 001 0 00
Code rate 2.3 YV 1 0
I 10001000

<
]
o
)
o

Table 5.3: Puncturing patterns {(compared with unpunctured
binary CRSC codes. 1" = keep

patterns) for triple-

The order of transmission is in the natural order: all triplets (A, B, C) are

transmitted first, followed by all triplets (17, Y1, Z;) that remain after puncturing

and then all triplets (115, Y5, Z,) that remain after puncturing (see Figure 3.6).

Each triplet is mapped into one SPSK constellation point as shown in Figure

5.7. In Figure 5.6, the columns with the systematic svibols and the columns with

parity symbols are each mapped into one 8PSK coustellation point, i.e., svstematic

symbols (C, B, A\), or pacity symbols (Z1, Y1, W1) and (Z2, Y2, W2) correspond to

(C3, C2, C1). The signal shall be modulated using 8PSK, with baseband shaping.

The output (C3, C2, C1) of the channel coding shall be mapped into the [ channel
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Figure 5.6: Encoded blocks (natural order). M=N, unpunctured; M=1,/4N, punc-

tured.

and the Q channel as shown on the bottom of Figure 5.7.

5
(C3, C2, C1) = ((C, Z1, or 7Z2), (B, Y1, 0r Y2), (A, W1, or W2)) = (I, Q)

) = (%, %) S5 =(101
S» =(010) — (=¥%2,¥2) S5 =(110
) — (0,1) S =(

— (1,0
v

_)
—
—)

_)

Figure 5.7: Gray mapping for 8PSK constellation

Furthermore, we can rotate the mapping to Figure 5.8 and still get the similar

performance even though the encoder generator is different (See Figure 5.9).

5.2 [Iterative decoding procedure

In DV B-RCS standard, each couple is mapped into one QPSK constellation point

and every bit is mapped on the [ channel and Q channel, respectively. Actually, the
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Figure 5.8: Rotation of gray mapping for 8PSK constellation
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Figure 5.9: Different 8PSK constellation point with different encoder generator

signal shall be sent without modification to the QPSK bit mapper (see Figure 3.7)
and the iterative decoding is bit-by-bit. For the restriction of the numerical problem
of iterative decoding, the interleaving and puncturing are symbol-by-symbol accord-
ing to SPSK constellation mapping, therefore, the decoding algorithm is derived as
svmbol-by-symbol Max-Log-MAP algorithm.

The trellis of the triple-binary feedback convolutional encoder that we use, has
16 states and each node has 8 symbol inputs and 8 symbol outputs. Let Si be the

encoder state at time k. The symbol dy is associated with the transition from time

33



k —1 to time k. The trellis states at stage k — | and at stage k are indexed by the

integers Sk, and Sk, respectively.

Pldx = i|Observation]
P{dx = 0|Observation]

S WSk)
ln Tfjki;l K (S’C—lv Skv .’/k)

N S
fjkt:Ol ¢ p(S’C—h Slh !/k)

Lidy) = In t=1,2,3,4,5,6,7

The index pair Si_, and S determines the information symbol di and the
coded symbol g, where di is in GF(2?) with elements {0,1,2,3,4,5,6,7} from time
k —1 to time k. The sum of the joint probabilities p(Sk .|, Sk, yx) in the numera-
tor or in the denominator of (5.2) is taken over all existing transitions state Si_,
to state Sk labeled with the information symbols dx = 0,1,2,3,,5,6,7 (that is,
d, = 000,001,010,011,100,101,110,111. We use decimal notations instead of bi-
nary for simplicity, as well as £y = 000,001,010,011, 100, 101,110, 111). Assuming a
memoryless transmission channel, the joint probability p(Sk_ |, Sk, yx) can be written

as the product of three independent probabilities

P(Sk-1, Sk, yk) = p(Sk-1, Yy<k) - P(Sk, yk| Sk 1) - P(Y5>k|Sk)
= p(Sk 1, Yy<k) - P(SklSk-1) - p(yi| Se-1, Sk) p(./])lclslc)
= o1 (Sk-1) '”/fc(SkmSk) 'jk(Sk (5.3)

Here yj<x denotes the sequence of received symbols y, from the beginning of
the trellis up to time & — 1 and y,« is the corresponding sequence from time k& + 1

up to the end of the trellis. The forward recursion of the MAP algorithm vields

a(Sk) = ZZ (Sk-1.Sk) - g1 (Sk. 1) (5.4)

-1 1=0

The backward recursion vields

Fe-1(Sk-1) ZZ (Sk 1. Sk) - 3e(Sk) (5.

S 1=0

[l
an
~—

8-



Whenever a transition between Sy _, and S exists the branch transition prob-

abilities are given by

Y (Sk-1,Sk) = P(Sk|Sk-1) - p(yk|Sk-1, Sk) = plykldi) - P(d)

(5.6)
for 1 =20,1,2,3,4,5,6,7

The distribution of the received parity and systematic symbols are given by

Plyelde =14 = plyalzi(?)] - plykl k(i Se-1, Skl

1 Es 3 S S\ Y s
= — Noexp{——[(y T2 @)+ e - 20N

i

exp Up 210, k-1, SE))? + (29 — 2226, Sk-1, Sk))*]}

T Ny
= By-ex {—L -[:" @)+ 0]
k Pighc Uk k Yk k

exp{gLe - WE" - 257G Suiy Se) + 22 20 Sen, SO} (5.

w
=1
N

where 3, y; represent the received systematic and parity symbols, and T
yp’Q represent the received symbol values that are transmitted through the I and Q
channels, respectively; r3(¢), £2(!, Sk -1, Sk) represent the systematic and parity sym-
bols for i = 0,1,2,3,4,5,6,7, and £y’ "y, ;z:k'Q(z), y (z,Sk_l,Sk), .rz' (¢, Sk_1, Sk)
represent the symbols of codeword mapped to 8PSK counstellation, respectively.

Here,

1
B = (

Ry e—rp{——[u + (21 (0) + () + (52 )

+(jp Sk 1,5}; +(yp ) IPQ(L Sk_ lySk 2]} (58)

5.2.1 Symbol-by-symbol Max-Log-MAP algorithm for 8-ary

codes

Symbol-by-symbol Max-Log-MAP algorithm is derived for triple-binary codes with

higher order modulation 8PSK using Gray mapping. First, find the logarithm of



the branch metrics as

In 74 (Sk-1,Sk) = ﬁ(sk-usk)
= In P(ykldi) - P(dk)

1 ; 0Q .
= sLe- [y - ') + 4% - 2% + In P(di) + K

1 I I, .
+;LC' [!ji' 'I}[:y (?'7 Sk——lask) +!/in "[Z’Q(Iv Sk~l1 Sk)] (59)
Where constant A include the constant and common terms that are cancelled in

comparisons at the later stages.

Next, compute g (Sk) and 3, (Sk) as

1nm¢(5'k) = W(Sk)
= 1“227;2(5“,&) ex 2 (Sk 1)
sg,l =0
= I|n Z ZC-‘E(S’:”'S,‘) . eOE 1(Sk_1)
Sk .y ¢=0
= ln{z Z[cz(s"‘l"g“)+m(5k—l)]}
Sk -y t=0
~ _max [Yi(Sk-1, Se) + @ T(Sk-1)] (5.10)
Dk -1kt

Similarly

In3 (Sk) = Bk_1(Sk)

= In) > 7i(Se-1,Sk) - F(Sk)

S =0

T
= Ing E e‘fL(Sk—x,Sa)_e,Tk(su

S, =0

= ln{z z[e§(5k~l~5k)+,j—k.(5k)] }

Sk =0

max [vL(Sk_1, Sk) + 3(Sk)! (5.11)

SerSk-gst

&
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For iterative decoding of circular trellis, Tail-biting is

@g(Se) = ay(Sy) for VS,
E\?(SN) = 3;(50) for Vsy

The log-likelihood ratios are represented by

(Se-1.5¢) _ .
Yl Sk_1,Sk) - ax_(Sk_y) - S
Lid) = In Zzz::.l o £(Sk-1, Sk) - 0k 1(Sk 1) »/3/:( k) for i=1,2.3.45.6,7
Yodeeo T YR(Sk-1y Sk) - ko1 (Sk-1) - 3(Sk)

Z&Sk nsk)emsk 1Sk) L @ T(Sk 1) . pPk(Sk)
k——l

— 5.13
Sk -105k) @ a Sk 1050) | pATTIS 1) . @TR(Sk) (5.13)
(k—

Therefore, to compute the log-likelihood ratios, we follow the equation (5.13)
and take max(-) function as

L,(dk) ~ max [/,c (Sk-1, Sk) + g 1(Sk 1) + ik(qk] for i=1,2,3,15,6,7

(Sk-1.9%)

— max [{k Sk 1,bk) +(lk 1(S[¢ 1) + JA,(S[;)} (514)

(Sk _1,9%)

Moreover, to separate the Log-likelihood ratios into intrinsic, systematic and

extrinsic information, define:

(e 1 .
WSk Se) = exp{gle- [ 2210 Sk 1, Si)

+JPQ .L' (l Sk -1, Sk) ]} (5.13)
Here, the constant
1 . o 2
A = YA (.L‘p{— [(JP i, Sk lysk ?[D ’Q(&,Sk ,.1,5;,-))"]}
(5.16)

Hence, the logarithm of the branch transition operation reduces to the expres-
sion with
{ ) 4 )
In+“(Sk 1, Sk) = "L(c (Sk-1, Sk)
N g
= e k" 2R Sy, Sk + i, Sk 1. Sk)} + K7

[07¢]
=1



where constant K includes the constant and common terms that are cancelled
in comparisons at later stages.

In another way, find the Log-likelihood ratios as

(Sk- 1,5%)
- Sk-1, S (S, Jk(S
Lidy) = In Zt;: o 4(Sk-1, Sk) - @k -1(Sk 1) - I(Sk) Fori=1,2.3,4,5.6,7
Yoo 1r(Sk-1, Sk) - k-1 (Sk 1) - I(Sk)

n exp{-_,-Lc . [yk . ‘rk (l) + yk’ . 'I:k l ]} . P[dk — I,]
exp{ Lc-[yp - z2"(0) + yi® - £i2(0)]} - Pldk = 0]
(Se-1,Sk

G050 D (G 1, Sk) - w1 (Sk- 1) - 3u(Sk)
eI (S 1L Sk) - ko1 (Sko1) - B(Sk)

1 s s - 5,Q 5.Q/ - 1 s. 3. R 3,
= {._Lc ’ ['.’/k'[ Yy (l) + Y T (‘)] - 3Lc : [’Jkl 'Ikl(o) _+_ka '-L'kQ(O)]}

+1n

o Pl=1 G N (S 1, Sk) - e 1 (Sk-r) - (S
Pld; = 0] N Gk S0 ST S (Sk_1) - 3e(S
dy =0 k-1, 9k) - k-1 (Sk-1) - 3k k)J
L.(dg) L,(dk) (5.17)

So, the extrinsic information is

L) = Lde) = 5Le " 30 + 55 55900)

1 S, S, 5 s, Pd =L
+3Lc'[!/k oy (0) + @ - 1y%(0)] ~ In s = 1]

5 Pl =] (5.18)

The computation of the svinbol probabilities for the next Decoder is as follows,

. Pld. =
L.(de) = Li(di) = —};[[Ek———i]—] for i=1,2,3,4,5,6,7 from previouse Decoder
k
(5.19)
Since
[ j —_ d _J —
Li(dy) = InfE=g =lnl =0 (5.20)
er.7 Plde =1 )
Li(de) = Inpisy
then
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and

Hence,

Plde =0 = ——tmms

I+l e
(5.23)
oL5 (de)
Pldy =i] = PSS
Using max(-) Function
InPlde =0] = - max[0, L5(d
[ = 0] - [0. Li (o] fori=1,2,3,14,56,7 (5.24)
InPlde =i = L(dx) — In Pldx = 0]

5.2.2 Initialization and Decision of decoding procedure

Assume equally likely information symbols. Then, we do not have any a prior:

information available for the first iteration, and we initialize

L(de=1i)=0 fori=0,1,2,3,:1,56,7 (5.2:

(2]
[\
St
S

according to Equation (5.23). we have

Plde =0] = 1.271.Lf(dk- :é . - _
Tlaar® for t =1,2,3,4,5,6,7 (5.26)
. ,_-Lx(“k’ i
Plde =1 = +57 ebitde =3
Using max(-) Function:
InPldy =0] = —max[0,L(dy)] =0

fori=1,2,3,456,7 (5.

()]
o
-1
~—

InPlde =1] = L¥(dx)—InPldx =0]=0
Similarly, because of equal-likelihood assumption for all symbols, we have
ag{sg) = 1 for ¥sg

dx(sy) = 1 forVsy
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take logarithm

a_(w) = lInao(se) = 0 forVsy (5.29)
In(Sy) = Indy(sy) = 0 forVsy
and initialize % =0.
The reliability value of the channel
E, E .
Le=a- 3 =da- Re- \—Z (5.30)
where R, is the code rate.
After several decoding iterations, the decisions are made according to:
dy = @ if L(dg) = max(L,(dy)) and L,(dg) >0
fori=1,2,3,4,5,6,7 (3.31)
dk = (0 else
where
L((ik) = In?LX(Ll((jk)) for i=1,2,3,4,5,6,7 (5.32)

5.3 Simulation results

In this thesis, three different frame sizes are investigated and Figure 5.10 shows the
good performance. The curves on the left of Figure 5.10 correspond to a code rate
of 1/3, i.e., a bandwidth efficiency of 1bit/s;Hz. The curves on the right correspond
to a code rate of 2/3, i.e., a bandwidth efficiency of 2bits:s, Hz.

1. Compared with double-binary CRSC codes in DVB-RCS standard, which
use QPSK modulation.

The curves with solid line on the left of Figure 5.11 correspond to the double-
binary ‘QPSK codes, a code rate of 1/2, block size N = 228 (57 bytes) and the
permutation (interleaving) is uniform, one level. as well non-uniform, two level. The

dashed line is triple-binary ‘8PSK code, a code rate of 1/3 and one level uniform
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Figure 5.10: Performance of three different frame sizes with different bandwidth
efficiency

interleaving. All of them are bandwidth efficiency of 1bit,s/Hz with close perfor-
mance.

The curve with solid line on the right is the ATM cell (53 bytes) with a
code rate of 6/7 and a bandwidth efficiency of 1.7 bits/s/Hz. The dashed line
with star is the punctured triple-binary CRSC code with a code rate 2/3 and a
bandwidth efficiency of 2bits/s/Hz, .V = 152 (57 bytes). The performance of triple-
binary/8PSK code is better than double-binary /QPSK code at higher signal-to-noise
ratios with higher bandwidth efficiency.

2. Compared with TTCM. Calculate the channel capacity.

Trellis-coded modulation (TCM), introduced by Ungerboeck [67][68][69] is a
very successful method of reducing power requirements without increase in the re-
quirements on bandwidth. The innovative aspect of TCM is the concept that en-
coding and modulation should not be treated as separate entities, but rather, as a
unique operation. TCM schemes have been applied to telephore, satellite and mi-
crowave digital radio channel, where coding gains of the order of 3-6dB are obtained

with no loss of bandwidth or data rate.
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Turbo trellis coded modulation (TTCM) proposed in [70| is the extension
of the turbo codes where the component codes are replaced by Ungerboeck TCM
codes in the recursive systematic forms to retain the advantages of both classical
turbo codes and TCM codes. However, the triple-binary/8PSK code with frame
size, N = 752 (282 bytes, 2256 bits), a code rate of 2/3, the memory v = 4, ap-
plied Max-Log-MAP algorithm, has a good performance compared with that of
TTCM codes introduced in [71]. In their paper, two Ungerboeck-type codes [67]
in combination with trellis-coded modulation (TCM) were employed in their re-
cursive systematic form as component codes in an overall structure rather similar
to binary turbo codes, thus, the memory is ¢ = 3 for convolutional turbo code
and v = 2 for Ungerboeck TCM. The MAP algorithm was applied and block size
N = 1024 (256 bytes, 2048 bits) for code rate 1/3 in this TTCM scheme. The
channel capacity is 2 bit/s/Hz at 5.9 dB (£,/.Ny). (See Figure 5.12)
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Figure 5.12: Triple-binary CRSC code compared with TTCM. Both for 8PSK mod-
ulation and Channel capacity: 2bps/Hz at 5.9 dB (E;/Ny)
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Chapter 6

Conclusions

The subject of this thesis is the design of turbo codes, that is, how to choose and/or
design the components in a turbo encoder to get the best possible performance and
higher transition speed. However, since turbo codes are decoded using an iterative
and suboptimal decoding algorithm, new design criteria arise. In fact. the success of
iterative decoding proves to be related to the choice of the components in the turbo
code encoder and the modulation scheme used.

The codes investigated in this thesis are constructed via parallel concatenation
of two binary recursive convolutional codes (RSC), double-binary circular recursive
systematic convolutional (CRSC) codes, and 8-ary triple-binary circular recursive
systematic convolutional (CRSC) codes. The parallel concatenation is implemented
by interleaving, i.e.. re-ordering the information sequence before it is input to the
second component encoder. The two most critical parts of a turbo code encoder
are, thus the interleaver and the component encoders. Other essential aspects of
a turbo encoder are trellis termination and puncturing. Trellis termination is an
issue when dealing with data packets where truncation is necessary at some point,
of the trellis. Puncturing is the process of excluding bits from the outputs of the
component encoders, so that the concatenated transmitted sequence is a decimated

version of the encoder output.
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One of the major breakthroughs related to the introduction of turbo codes is
the process of iterative decoding. With iterative decoding, two or more constituent
decoders take turns in attempting to decode the received message. In every new at-
tempt, cach decoder make use of the outcome from the other decoder’s last decoding
attempt. Properly formulated, and with sufficient signal-to-noise ratio, the process
of iterative decoding is remarkably successful in refining the decoder outputs until
the two decoders converge to a joint decision.

In DVB-RCS standard, the substitution of binary codes by double-binary codes
has a direct incidence on the erroneous paths in the trellises, which leads to a lowered
path error density and reduces correlation effects in the decoding process. This leads
to a performance better than that of binary turbo codes for equivalent implemen-
tation complexity. Circular coding is a kind of “tail-biting” technique that avoids
reducing the code rate and increasing the transmission bandwidth. Non-uniform
interleaving is applied to avoid many error patterns due to adopting double-binary
CRSC codes. The influence of puncturing and suboptimal decoding algorithm, Max-
Log-MAP algorithm, are less significant with double-binary turbo codes than with
binary turbo codes. Using double-binary codes, the latency of the decoder is halved.
Therefore, double-binary CRSC code could be easily adopted for many applications,
for various block sizes and code rates while retaining excellent coding gains.

[n practice, the decoding algorithms need to be implemented using fixed point
arithmetic, using a Field Programmable Gate Array (FPGA) or fixed point Digital
Signal Processor (DSP) chip. In this thesis, we addressed the problem of quantized
input to the turbo decoder and the associated fixed point arithmetic. The bit-true
model is mandatory for hardware and software implementation with good trade-off
between complexity and performance.

Triple-binary CRSC cedes inherit most of the advantages of double-binary
CRSC codes, however, they are more flexible and efficient for encoding blocks of

data. Especially, the 8-ary alphabet of triple-binary turbo codes when combined
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with 8PSK makes the puncture possible to achieve high code rate and more than
2bits/s/Hz bandwidth efficiency while double-binary CRSC code and QPSK mod-
ulation cannot exceed this restriction. The bitwise interleaver known from classical
binary turbo codes is replaced by an interleaver operating on a group of bits and
the equations of permutation parameters are chosen the same as the level 2 of non-
uniform interleaver. These parameters depend on the block size. The structure of
the iterative decoder and the symbol-by-symbol Max-Log-MAP algorithm are de-
rived for non-binary trellises to avoid numerical problems and reduce the decoding
complexity because of a set of constraints for the component code, interleaver and
8PSK symbol mapping. The primary study of 8-ary triple-binary CRSC codes show
their potential as an alternative for more effective and efficient transmission of data

via satellites without increasing the required bandwidth.

6.1 Contributions of this thesis
In summary, the major contributions of this thesis are the followings:

1. A thorough survey of convolutioanl turbo code design, including binary and
non-binary codes, and other techniques such as interleaver design, the tech-

niques of trellis truncation, puncturing, and M-PSK modulation concluded.

2. The optimal and suboptimal decoding algorithms, including MAP, Log-MAP,
and simplified Max-Log-MAP that is exploited to speed up calculation for

both binary and non-binary turbo codes have been studied thoroughly.

3. An quantizer of turbo-decoder is designed in fixed-point model corresponding
to the given bit-width of the DSP in order to reduce the complexity and the
power consumption of the decoder. The efficient C model codec includes every

specification of the double-binary CRSC codes in DVB-RCS standard.



4. A new component encoder, consisting of triple-binary CRSC codes, is designed
to achieve more bandwidth efficiency. The interleaver design, the puncturing
map design, as well as symbol-by-symbol Max-Log-NMAP algorithm for this

turbo code was presented.

6.2 Suggestions of future research

Not only double-binary CRSC codes in DVB-RCS standard but also the 8-ary triple-
binary CRSC codes in this thesis have achieved an amazing performance, therefore,
there are many considerable potentials for the applications in some techniques such
as turbo equalization, turbo trellis coded modulation (TTCM) and multiuser detec-
tion with turbo feedback.

First, since double-binary CRSC codes are already a mature technology for
DVB-RCS standard, it is possible and easy to investigate how they work with other
spectrally efficient multilevel modulation schemes and turbo trellis coded modula-
tion. On the other hand, the study of double-binary CRSC codes over various types
fading channels, is necessary and valuable.

Secondly, in the strategy of triple-binary codes, 8PSK modulation combina-
tion, we can investigate ways to overcome the problem caused by the restriction of
symbol-by-symbol iterative decoding so that the introduction of non-uniform inter-
leaver is possible. In this thesis, three frame sizes were investigated and therefore,
we can also apply this coding scheme to other frame sizes since there are sizable
and flexible space designed for many different frame sizes without any difficulty in
circular coding.

Finally, the theoretic foundation for non-binary CRSC codes should be inves-
tigated in the future. The performance bounds for non-binary CRSC codes should

be evaluated and analvzed.
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Appendix A

Statistical methods for the measurement

of BER and FER

In this Appendix, we develop a procedure for bit and frame error rate measurement
through the application of statistical methods. Our analvsis is based on an article
on http://www.iol.unh.edu/testsuites /fe/tests/pmd/ appendeixD.html.

Bit error rate and Frame error rate are the measures of how well the demod-
ulator and decoder perform. They may be interpreted as the average number of
errors that would occur in a long sequence of transmitted bits. To make a reliable
measurement, the number of information bits should be transmitted large enough,
or enough number of errors should be observed, so that a reasonable conclusion can
be inferred from the test results.

In this appendix, two statistical methods, hypothesis testing and confidence
intervals, are discussed. The confidence interval for some of the error probability is

derived in this thesis.

Statistical Model

Assume that every bit received is an independent Bernoulli trial that is a test for

which there are only two possible outcomes (like a coin toss). The property of
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independence implies that the outcome of one Bernoulli trial has no effect on the

outcomes of the other Bernoulli trials. Define

1 if error occur
f(n) = (A-1)

0 if noerror occur

The number of errors £ in n independent Bernoulli trials is taken from a

binomial distribution. The binomial distribution is defined as
b(k,n,p) = (3 )p*(1 — p)"~* (A-2)

where p is the probability of error.

This model reflects the fact that for a given probability, p, a test in which n
bits are sent could vield many possible outcomes. However, some outcomes are more
likely than others and this likelihood principle allows us to make conclusions about

the BER for a given test result.

Hypothesis Testing

By the statistical method of hypothesis testing, we hypothesize that the probability
of a bit error, p, for the system is less than some target BER, Fy. For the hypothesis
of p < Py, count the number errors £ in n bits which have been sent. If £ =0, we
may conclude p < Fy: if & > 0, we may say p > F;. However, the conclusion may
be erroneous since the probability p may be less than Py even though £ > 0. On
the other hand, it may be equal or great than Py even though & = 0. Define two

different types error of conclusion shown in Table A-1.

Type I Error | probability «« | £ > 0 even though p < P,

Type II Error | probability 3 | & = 0 even though p > Py

Table A-1: Definitions of type I and type II errors
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Where

a=1-(1-p"<1—(1-PR)"

(A-3)
B=(-p)"<(l-Py)"

The upper bound on the probability of a type II error is a function of the
target bit error rate, Py, and the number of bits, n. In order to verify that p is less
than a given P, for a given probability of type II error, we have to determine the
minimum number of bits that need to be sent, i.e.,

In3

n > m (:\-‘1)

In practice, if Py = 107™, take n = 10™+2,

Equation A-3 shows that increasing n to make 3 sinall, the upper bound on e is
raised simultancously. This makes sense since the likelihood of observing a bit error
increases with the number of bits that you send, no matter how small bit error rate
is. Therefore, while the hypothesis test is very useful in determining a reasonable
value for n, we must be very careful in interpreting the results. Specifically, if we
send n bits and observe no errors, we are confident that p is less than our target bit
error rate. However, if we do observe bit errors, we cannot be quick to assume that
the system did not meet the BER target since the probability of a type I error is so

large. In the case of £ > 0, a confidence interval can be used to help us interpret &.

Confidence Interval

The statistical method of confidence intervals will be used to establish a lower bound
on the bit error rate given that £ > 0. A confidence interval is a range of values that
is likely to contain the actual value of some parameter of interest. The interval is
derived from the measured value of the parameter, referred to as the point estimate,
and the confidence level, (1 — «), the probability that the parameter’s actual value

lies within the interval.
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A confidence interval requires a statistical model of the parameter to be
bounded. I[n this case, we use the statistical model for £ given in Equation A-2.
If we were to compute the area under the binomial curve for some interval, we
would be computing the probability that £ lies within that interval. To compute
the area under the binomial curve, we need a value for the parameter p. To com-
pute a confidence interval for &, we assume that &£/n, the point estimate for p, is the
actual value of p. The computation of the lower tolerance bound for £ based on the
confidence interval [k, +o0| is a special case. Actual value of k is greater than k,
with probability equal to the confidence level.

To determine the value of &y, it is useful to assume that the binomial distri-
bution can be approximated by a normal (Gaussian) distribution when n is large.
The mean and variance of this equivalent distribution are the mean and variance of

the corresponding binomial distribution (given in Equations A-3 and A-6).

Lk = np (A-5)

gc = np(l -p) (A-6)

Now, let a be the probability that Z < =z, where Z is a standard normal
random variable. A standard random variable is one whose mean is zero and whose

variance is one. The random variable A" can be standardized as shown in Equation

A-T.

_ K- Hk

Z (A7)

Ok
This concept is shown in Figure A-1.
Note that Z is greater than z with probability (1 — «), the confidence level.

We apply this inequality to Equation A-7 and solve for K to get Equation A-8.

K > pp+z,0%

K > np+z4y/np(1 —p)

(A-8)
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The probability that Z is great
than or equal to -2.33 is 0.99

Figure A-1: Computing the probability that Z > —2.33
(standard normal distribution)
As assume p = k/n, we can generate an expression for &, the value that K

will exceed with probability (1 — «). This expression is given in Equation A-9.

\/(/»‘/n)(l —k/n)
n

ki =k + zqn

(A-9)

Sample Test Construction

Conclude from the discussions above, two incqualities are derived from Equation

A-4 and

k k 1-4k
P 2p1=——1+:u\/( /n)l /n) (A-10)
n n
to construct a bit error rate test.
-Ingd
n > =
Fo (A-11)

~In3 > k+zVk
Assuming that In(1— Fy) is — Py (valid for Py much less than one) and (1—k/n)
is very close to 1 and substituting — In 3/ P, for n.
The largest value of k£ that satisfies equation —Ing = k£ + :ax/z is k;. The
benefit of these two equations is that a bit error rate test is uniquely defined by 3

and a and that the test scales with Py. Table A-2 defines n and k; in terms of 3

and c.
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b —1ng n a Za ky

0.10 | 2.30 |230/P|0.10|-1.29| 5
0.10| 2.30 |2.30/P, |{0.05|-1.65| 6
0.05| 3.00 [3.00/P, |0.05]-165| 7
0.05 | 3.00 |3.00/P,|0.01-233]|10
0.01 | 460 | 4.60/P, |0.05|-1.65| 9
0.01 | 4.60 | 4.60/FP, |0.01-2.33|13

Table A-2: n and &, as a function of 3 and a.

Where b is the chance of a type I error. As an example, let us construct a
test to determine if a given system is operating at a bit error rate of 107° or better.
Given that a 5% chance of a type [ error is acceptable, the test would take the form
of sending 3 x 10° bits and counting the number of errors. If no errors are counted,
we are confident that the BER was 107° or better.

Given that a 5% chance of a type II error is acceptable, we find that &, is 7.
If more than 7 errors are counted, we are confident that the bit error rate is greater
than 107%. However, up to 100 errors are counted in this thesis.

Moreover, we can find z4/; such that

1 Fasz

where Z is a standard distributed random variable with mean 0 and variance 1.

P(=zqs2 < Z < zaj2) e 12 =1 — o

Now let

(A-12)

Substituting, we find
X - I <
o/V/n

Thus, we see that, with probability 1 — «, the true mean of the distribution

P(—Zo/2< Za/g)=P(T—ZQ/QU/\/E<M<:{:+ZQ/QU/\/T_Z)-_-1—Q

lies within the interval (X — Zaj20 /v, X + Za/20/\/n). Standard values for z,,

are shown in Table A-3.
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l—aj z0
0.9 | 1.645
0.95 | 1.96
0.99 | 2.57
0.999 | 3.291

Table A-3: Tail probabilities for the Gaussian distribution.
For example, determine the confidence interval of frame size N = 212 in
Section 3.5 and bit error rate 9.8 x 10™7 at 3.5dB with code rate 2/3, n = 2 *

212 % 279805 = 1.19 x 10%. Define bit error rate

P(e) = Zf(z

where

Pfi) =1] = Ple)
Plfi)y=0] = 1- P(e)

Find the expectation and variance of Equation A-1:

E(f()] =1x Pf(i) =1]+0x P[f(i) =0] = P(e)

9

o = E[f}(i)] + E*[f(3)]
= 12 x P(e) +0% x [1 — P(e)] + P2(e)
= P(e)[1 - P(e)]

Consider 1 — a = 0.99 at z,/y = 2.576, where X = P(e) =98x10""and o =
V9.8 x 107 = 9.9 x 107, therefore, z4/20//n = 2.576 x 9.9 x 107 //1.19 x 10® =
2.34 x 1077, then,

N —zapo/y/n = 98x1077 —234x 107" =7.46 x 1077 (A-13)
X +zqp0/V/n = 98x1077 +234x 107 =1.2x107° (A-14)

113



Hence,

P(N ~ zep20 /7 < pt < X + 2aj20/\/7)
= P(T46x1077<pu<1.2x1079) (A-15)
= |-«
i.e., the confidence interval of this bit error rate is within (7.46 x 1077, 1.2 x 1079)
with probability 0.99.
To calculate the confidence interval of 100 errors taken, apply Equation A-12,
K =100, ox = y/nP(e) = V1.19 x 108 x 9.8 x 107 = 10.8 and z, = 2.33, then

P(K — zq0k < 1t < K + z,0%)
= P(75 < pu < 125) (A-16)
= l-a

or
K >np+ 2,00 =1.19x 108 x 9.8 x 1077 +(=2.33) x 10.8 = 91

t.e., more than 91 errors should be observed and the confidence interval of taking

100 errors is within (75, 125) with probability 0.99.

Frame Error Rate Measurement

It is often easier to measure packet errors than it is to measure bit errors. In these
cases, it is helpful to have some linkage between the packet error rate and the bit
error rate. To make this linkage, we assume that the bit error rate is low enough
and the packet size is small enough so that each erroneous packet contains exactly
one erroneous bit.

For example, determine the confidence interval of frame size N = 212 and
frame error rate 3.6 x 107> at 3.5dB with code rate 2:3, n = 279805 = 2.8 x 10°.

Consider 1 — a = 0.99 at z4/, = 2.576, where X = Pr(e) = 3.6 x 107 and
0~ V3.6 x 1077 = 6x 1073, therefore, z4/20//7 = 2.576 x3.6x1073/\/2.8 x 10° =
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2.9 x 1075, then,

X — 2020/ = 36x107°-29%x10"°=0.7x10"" (A-17)

X +2q00//n = 36x107°+29%x107°=6.5x%x10"> (A-18)
Hence,

P(X - Zop0 /YN < p < X+ Za/20 /1)
= P(0.7x107° < p < 6.5 x 1079) (A-19)

= 1l-«

i.e., the confidence interval of this bit error rate is within (0.7 x 1073, 6.5 x 107?)

with probability 0.99.





