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Abstract

Analysis of a Multiaccess/Switching Technique for
Multibeam Satellites in a Prioritized ISDN Environment

Mohamed Hachicha

An integrated multibeam satellite system with a new multiple access technique and
an on-board baseband switch with priority rule is analyzed. The performance analysis
includes the computation of the various packet loss, call blocking, and packet delays of a
typical user in an integrated satellite internetworking environment. The uplink technique
employed is a hybrid packet/circuit switched approach of the Demand Assignment type,
while the down link is a Time Division Multiplexing technique. On board the satellite, a
baseband nonblocking switch is employed to route packets from input to output ports.
Various amounts of input and output buffering as well as priority rules and a head of line
blocking resolution algorithm are employed to improve the performance of the data ser-
vices without affecting other services performance. The delay and throughput charac-
teristics of the services are determined by examinig the relationships between the head of

line resolution, buffer sizes, and internal speedup ratio of the baseband switch.
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CHAPTER 1

INTRODUCTION

Satellite technology has long been recognized as a potentially attractive alternative
to terrestrial media for wide-area data networks. With the allocation and use of the 12/14
GHz Ku band, terrestrial interference is no longer a problem for the design of efficient
Very Small Aperture Terminals (VSAT) networks without being constrained by the limi-
tations of the spread spectrum technology. The recent emergence of VSAT based net-
works has simulated renewed interest in random access satellite channel sharing proto-
cols. Multiple access technology which provides good throughput (bandwidth efficiency),
low delay, robust operation, and minimal implementation cost is critical to the commer-

cialization of VSAT based wide-area networks.

The move of on-board processing satellite communications to serve the internet-
working needs of distant small earth terminals for personal/mobile communications and
private business networks becomes more and more justified whenever terrestrial links
become scarce or expensive or fault prone [l - 3]. Multispot beam limited coverage
switched satellite systems will result in the deployment of small antennas (.8 - 2.4 m)

directly at customer sites thus allowing direct user to user communication systems.

1.1. Multiple Access Protocols.

The accomodation of integrated video, voice, and data services plus the traditional
point to multipoint satellite channels will necessitate the integration of many satellite
muiti-access techniques. The following is a review of the most important channel access
protocols. A multiple access protocol is a set of rules by which a number of distributed
remote stations communicate efficiently over a shared channel; these protocols can be

classitied as slotted or unslotted depending on whether or not time slotting was used.
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Satellite multi-access protocols are divided into three categories: fined assigned muln-
access. contention/random access protocols, and finally reservation/contention access

protocols.

1.1.1. Fixed Assignement Multi- Access Protocols.

Fixed arsigned multi-access protocols include unslotted tixed assignement and slot-

ted fixed assignment.

L.L1.1. Frequency Division Multiple Access (FDMA) Protocol.

In FDMA, earth stations using the satellite are assigned specific uplink and down-
link carrier frequency bands within the allotted satellite bandwidth. Station seperability 18
therefore achieved by seperation in frequency. After retransmission through the satelhte
a receiving station can receive the transmitted waveform of an uplink station by simply
tuning to the proper frequency band. FDMA is the simplest and most busic satellite
multi-access formmat. If the frequencies are not seperated adequately, intersymbol

interference may result which is one of the disadvantages of FDMA [4].

1.1.1.2. Code Division Multiple Access (CDMA) Protocol.

In CDMA, a specific coded address waveform is used with each carrier to achieve
carrier separation. Information is transmitted by superimposing it onto the addressing
waveform, and modulating the combined waveform onto the station carrier. The entire
satellite bandwidth can be used by any station at any time. All carrier waveforms are
overlapping whenever there are stations that transmit simultaneously. The reception of
only the appropriate carrier is allowed by receiving the entire satellite transmission and
demodulating it with the proper addiess waveform. Consequently, exact time and fre-

quency separation are no longer needed, but in order to carry out the address selection




required, the receiving station equipment tends to be more complicated. “DMA is also
called spread spectrum multiple access since addressing waveforms tend to produce

carrier spectra over a relatively wide bandwidth [5].

1.1.1.3. Time Division Multiple Access (TDMA) Protocol.

In Time Division Multiple Access (TDMA), each uplink station is assigned a
specific time slot in which it uses the satellite. Each station must carefully ensure that its
waveform passes through the satellite during its prescribed interval only. Receiving sta-
tions receive an uplink station by receiving the downlink only at the proper timeperiod.
Clearly, TDMA involves most complicated station operations, including some form of
precise time synchronization among all users. Frequency crosstalk between users is no

longer a problem, since theoretically only one station uses the satellite at one time [6].

Conventional TDMA or FDMA will neither give the delay efficiency nor the flexi-
bility required. However Slotted Aloha and Demand Assignment Multiple Access Tech-
niques |7), seemed to provide the delay throughput, channel error, and fault tolerance

characteristics required for the uplink techniques.

1.1.2. Contention/Random Access Protocols.

Random access techniques which are characterized by the possibility of collision
between data messages have attracted considerable attention since the ALOHA system
was introduced by Abramson in 1970 [8]. The need for contention protocols originates
from the realization that for a very large population of low average rate bursty users,
fixed allocation of channel time, even for control signals is not feasible since the over-
head increases linearly with the number of terminals supported. For such large popula-
tion systems, the basic principle is to permit all users unrestricted access to the channel,

with channel loading low enough to assure a relatively low rate of collisions between
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Ag itis the case in fixed assigned multi-access protocols, contention/random access
protocols are divided into two categories: Unslotted centention/random access and slot-

ted contention protocols.

1.1.2.1. Unslotted Contention/Random Access Protoceols.

In the unslotted protocols we find the pure Aloha protocol, Selective/Reject (SREJ)
Aloha and Random Access Code Division Multiple Access (RA-CDMA). As mentioned
earlier, pure contention protocols are suitable for a large population of bursty users
because the overhead incurred by contention protocols for assigning channel access to
ready users is independent of the number of users and the channel propagation time, but

is dependent upon the level of traffic.

1.1.2.1.1. The Pure Aloha Protocol.

Under the Aloha protocol, users are not synchronized in any way. Each user
transmits a data packet whenever one is ready. In the event that two or more packets col-
lide, i.e overlap in time, each of the users involved realizes this after R seconds (the
channel propagation time) and retransmits his packet after a randomized delay. It was
shown that [8] the aggregate packet " birth process " is a Poisson process at a rate of S
packets per packet transmission time. Assuming that transmission and retransmission in
the channel (channel traffic) is a Poisson process at a rate of G packets per packet time,
the probability that a transmitted packet is successful is P =5/G = ¢ ¥ . From
which the Maximum Channel throughput is obtained at G=(.5 and is equal to (1/2¢)

=0.184. Fig.1.1 summarizes the channel events of the pure Alcha protocol [¥].
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1.1.2.1.2. The Selective Reject (SRE]J) Aloha Protocol.

Without Synchronization, SREJ Aloha. an unslotted random access techmique,
achieves a maximum throughput of 0.368 using subpacketization of messages in conjun-
tion with a selective reject ARQ strategy [9]. In other words, messages are formatted into
a contigous sequence of independently detectable fixed length subpackets each with ity
own header and acquisition preamble. Since only partial overlap is the result of collisions
in an asynchronous channel, retransmission is necessary only for those subpachkets
encountering conflict. Theoretically it has been shown that the maximum throughput
approaches 0.368 but since there is a need for acquisition preamble and header for cach
subpacket, the Maximum throughput is limited to the range of 0.2 to (0.3, Fig. 1.2 summai-

izes the channel events for the SREJ Aloha access protocol discussed above [9].

1.1.2.1.3. The Asynchronous Packet RA-CDMA Protocol.

The characteristics of asynchronous Aloha operation can be improved by using
spread spectrum modulation. Specifically, it might be possible for packets to encounter
multiple interferences without being destroyed if a spread spectrum system were used m
conjunction with an Aloha random access protocol. It was shown [10] that the stability
issues in random access CDMA are similar to those in Aloha channels and that unstable

behaviour can be avoided by operating with sufficiently long retransmission delays

1.1.2.2. Siotted Contention/Random Access Protocols.

The best known and most analysed random access protocol is the slotted contention
protocol: slotted Aloha which is based on the principle of reducing the vulnerable period
of a packet in Aloha by constraining the channel transmissions to begin and end at slot

boundaries.
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In other words, slotted Aloha protocol is like the Aloha protocol with the additional
requirement that the channel is slotted in time. Under the same assumptions given in the
pure Aloha protocol the successful probability P, .~ =S/G = ¢ and the Maximum
throughput happens at G=1 and is equal to 1/e = 0.368. Fig.1.3 summarizes the channel

events for the slotted Aloha random access protocol [11].

1.1.3. Reservation/Controlled Access Protocols.

Besides the contention access protccols mentioned earlier there is the demand
assigned or controlled accesss strategies that consist of access allocation to time slots in
TDMA-like channel. This scheme is one of the simplest reservation systems particularly
used in satellite communications. The main idea behind this system is to employ a two
level access procedure. The first is to place a short reservation for a message transmission
using a fraction of the channel time either in TDMA or in contention (such as slotted
Aloha) mode. Once the reservation message is successfully transmitted, message slots are
allocated in a conflict free manner by the central controllers. Such a scheme is going to

be the basic scheme for this thesis.

In the switched multispot limited coverage satellite channels there is a necessity to
route messages of different kinds through the satellite on-board switch economically and
efticiently [12] while respecting the various criteria for various users such as losses and
delay jitter for voice users and end to end delay and throughput for data users. One of
the earhiest solutions appeared in [13] where switching was used on the on-board regen-
erative satellite. A regenerative repeater on-beard of the satelliie would have some
important functions such as carrier recovery, coherent detection, clock recovery, deci-
ston, differential decoding and encoding, data processing, carrier generation, and modu-
lation; since the on-board satellite repeater must have high reliability, light weight, and
low power consumption, it is not an easy task to realize all the functions mentioned

above with a lot of efficiency.
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Recently a Variable Channel Per Burst technique (VCPB) was introduced | 14] and
its principle is the following: on uplinks, earth stations transmit synchronization and
traffic bursts to the satellite. The beginning of each burst includes preamble for synchron-
izatin and identification and guard time for prevention of collisions; later preamble and
guard time are extracted and the call data is forwarded to the transmitter through a
baseband switch. The number of channel uplink bursts depends on the burst
configuration; the fewer the number of bursts in the frame, the less is the overhead such

as preamble and guard time, the greater is the number of available channels.

A recent study of the Advanced Communication Technology Satellite (ACTS)
appeared in [15]. ACTS consists mainly of an on-board baseband processor that, after
demodulation. switches traffic betwen 30 Ghz uplink and 20 Ghz downlink hopping
beams and then modulates the traffic for retransmission. The ACTS system will also
demonstrate the use of very high speed intersatellite laser links which will provide the
means to connect future switching satellites in order to form a completely global satellite
network. Such a satellite network will have a distinct advantage over ground based sys-
tems which are plagued by govermental regulations and eguipment incompabilities,

In all the above, some issues related to the switch itself were not addressed. In | 16|
it was shown that queuing was unavoidable to have the best throughput-delay perfor-
mance. Future satellite systems will accomodate different services each with ity own
requirements including allowable delays and rates. Among other issues is the use of the
Banyan type of networks [17] rather than the classical nonblocking crosspoint architec-

tures [18].

1.2. Baseband Switches.

The majority of packet switches include either a form of Banyan switch or hybrids

of fully connected switches. When Banyan switches are used, the switch architecture 15
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minimized while the blocking probability is maximized. Fully connected switches con-
sists of minimizing the blocking probability and maximizing the switch complexity.

1.2.1 Banyan Switch

Banyan switches were originally defined by Goke and Lipovski [19] with the pro-
perty of having exactly one path from any input to any output port. Banyan switches are
blocking, meaning that packets can collide with each others. Blocking can take place in
the internal fabric of the switch as well as the output ports. Internal link blocking hap-
pens when two or more packets fight for a particular link inside the switch. On the other
hand and when two or more packets contend for the same output port, we talk about out-
put port blocking. Patel [20] and Kumar and Jump [21] showed that the performance of
the Banyan switch under uniform traffic decreases sharply as the switch size increases.
Jenq [22] proposed internal buffering at each stage to reduce internal blocking. Theimer
and al [23.24] and Dias [25] showed that it is possible to increase the throughput with
large internal buffers. Still to minimize the disadvantages and to avoid collisions of pack-
ets having to traverse the same element, other solutions include introducing buffers.
operating the switch at higher speeds than the inputs, or both. Collisions can be avoided
totally by sorting the inputs so their paths will not cross .

1.2.1.1 Batcher-Banyan Switch

A variety of functions involving reordering based on address relations can be per-
formed by the basic switching element. For example, Batcher proposed to build switches
that sort the incoming packets in descending (or ascending) address order. For example,
if puckets with destination addresses 6, 5,0, 7, 3 enter an 8x8 Batcher sorting network on
any set of 5 of the 8 inputs, the output would be ordered 0, 3, .5, 6, 7, x, x, x, where x
represents no outputs for the highest three ports. If there are multiple packets for the
same output port, this arrangement would et only one packet pass and would drop the

rest [26].



A simpler approach to use sorting for switching has been proposed by Huany and
Knauer [27]. They use the idea of combining a Batcher sorting switch with a Banyun
switch for what they called a Starlite switch. If the inputs to the Banyan are presorted,
collisions within it are avoided. Thus, the Banyan network becomes unblocking. The
exception is output blocking, in which multiple packets aim for the same output port. In
this instance, the duplicates are intercepted in a trap network illustrated by Fig. 1.4, Seen
differently, the sorted output from the Batcher switch (0, 3, 5.6, 7. v, v, v, in our exam-
ple) is expanded to skip over unaddressed slots (0, x, 3, x, 1, 5, 6, 7). The network ele-
ments interact so unsorted packets entering on the left leave the leftmost netwotk sorted
They then enter a trapping stage in the middle that removes the duplicates: The switching
function is completed when the sorted but portunique pachets finally are expanded by the

Banyan network on the right.

Under uniform traffic, a single Batcher-Banyan network may provide acceptable
throughput for certain applications. However, and when dealing with nonuniform trafte,
the throughput is severely limited due to blocking. Blocking can be minimized by
increasing the number of packets destined to a certain output. This can be done either by
increasing the internal speed of the switch which is impossible since the switch is already
operating at the maximum speed or by using parallel Batcher-Banyan planes which
increases the complexity of the switch.

Another disadvantage of the Batcher-Banyan switch is low fault tolerance due to its
high complexity. In other words, if an internal (2x2) switch fails, more than one output

maybe affected depending on the location of the fault.
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1.2.2 Knockout Switch

In [28], the knockout switch was presented for a pure packet switched environment
that can handle cither fixed length or variable length packets. The Knockout switch
architecture has low latency, and is self-routing and nonblocking. Moreover, its simple
interconnection topology allows for easy modular growth along with minimal disruption
and easy repair for any fault. In the knockout switch, as seen in Fig. 1.5, all output ports
are connected to every input port by a broadcast input bus meaning that each output port
has a bus interface that enables him to receive packets from each input bus line or input
port. No collision occurs for packets destined to different output ports. In the case where
packets are destined to the same output port, an algorithm is used to choose L packets out
of the n incoming lines (1L < N). It is a concentrator circuit shown in Fig. 1.5.b that
implements the corresponding algorithm to select the L packets. The rest of the packets
(n-L) will simply be dropped. It was shown that [29], with L=8 it was possible to achieve

a probability of packet loss P, - less than 107° at a utilization rate of 0.9.

Knockout switches not only increase the throughput but also fault tolerance since
faults in a knockout switch effect only one output. The tolerance can be increased by

adding an additional spare output circuit that can be used in case of fault.

In comparison to Batcher-Banyan switch, knockout switch presents a major disad-
vantage in that the total number of basic switching elements For each output port the
Knockout switch requires L input packet filters which can be implemented using a
minimum of five gates each. In addition each of the L stages of a concentrator requires
about N switching elements (2x2) for a total of NL switches per output. The shifter which

L
— log, L
2

can be built using an omega network in addition requires a minimum of

(2x2) switching elements [28]. Assuming that each (2x2) switch element can be imple-

mented using a minimum of 16 gates.
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Table 2.1 [28] compares the total number of gates required for each configuration
with L=1 and shows that knockout requires much more gates especially for a large N.
However the implementation of a large Knockout switch is not limited by any means.
Because of the modular nature of the design of the concentrator larger concenirators may
be built out of smaller elements. Additional outputs can be accomodated by adding more
plug-in modules into a daisy chain configuration. In addition the L+N pin requirement of
the concentrator may be satisfied by building larger concentrators from smaller ones.
With current VLSI technology limiting the number of pinouts to around 256 and the
number of gates to approximately 150 000 per chip a concentrator for N=128 can still be
easily be built. It is assumed that such a switch based on gallium arsenide will be able to
operate around 150 Mbps. In addition it has been shown by Eng [30] that an all optical
Knockout switch can be implemented which would allow the rate to be increased to 2-4
Gbps.

Table 2.1:

Number of gates required for an NxN switch with L=1

N Batcher_banyan | Knockout

8 576 10048
32 5120 142336
128 35840 2.203 10°
512 221184 3.496 10

1024 532480 1.398 103
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1.2.3 Other types of switches.

A nonblocking self routing copy network with constant latency appeared in [31]:
Simultaneously, the copy network replicates input packet from various sources and then
copies of broadcast packets are routed through the switch to their final destination. An
encoding and a decoding processes are used to accomplish packet replication. The desti-

nations of the copies are determined by the trunk number translator.

1.3 Scope of the Thesis

Throughout this thesis, and through performance analysis, we investigate the prob-
lems involved with integrating the baseband switching technique used on-board the satel-
lite with the multiaccess techniques used in the uplink and downlink channels of the
satellite. Also to be introduced is a hybrid reservation/random technique in conjunction
with a new version of a switch with speed-up ratio equal to L of the knockout type. Four
classes of integrated services namely interactive data, file data, video, and voice users are
handled and a priority scheme is used at the switch level in conjunction with a new head
of line resolution algorithm to ease the problem of 2 or more input beams contending for

the same output.

In other words the motivations of this work are mainly to analyse cases where there
are different types of traffic trying to access a satellite when some types of traffic are
given priority over others as well as to forward more and more traffic through a Knockout
switch even when the Head Of Line of the switch is blocked. In the second Chapter, a
description of the multibeam VSAT network is given. In the third Chapter, the analysis of
the uplink multiaccess technique is detailed; it includes the reservation/random access
technique as well as the moving frame policy. The fourth Chapter will be related to the
architecture and the analysis of the prioritized satellite switch including the Head Of

Line resolution algorithm and the different priority structures applied to different ser-



I8

vices. Finally a conclusion that summarizes the whole work as well as suggestions for

future research are given in Chapter V.,



19

CHAPTER 2

THE DESCRIPTION OF THE PROPOSED MULTIBEAM VSAT NETWORK

The proposed satellite based network, shown in Fig.2.1 is actually a very efficient
backbone network to connect LANs and/or just sparse users scattered in a wide region.
Fig.2.2 shows the potential services that can use thi> network, while the part pertaining to

baseband satellite switching is depicted in Fig.2.3

The coverage region is divided into Z zones served by A transmitting and receiving
satellite antennas, where Z2>A. In this work and for convenience of analysis, we assume
Z=A.

The various video, voice, file data, or interactive data users are connected directly
to a VSAT terminal or multiplexed in groups in a certain LAN configuratior to the VSAT
terminal with the latter possibility evidently preferred in the case of Z2A. (If a single
beam is serving many geographically spaced zones, then it would be better to hop to a
new zone to serve LAN traffic rather than a single data terminal). The various connection
type of users (video,voice, file data) from now on we call it type C, use a (TDMA based)
DAMA technique superimposed on a slotted Aloha -like random access technique for
interactive users (connectionless type), from now on we call it CL type. Once a C type
user becomes active he tries to issue a reservation using one of the mini-slots (V;) of the
uplink frame (Fig.2.4). If he alone used this slat of the specific frame, his request will be
answered by the satellite switch manager (reservation or blocking) depending on the
current load, priorities, etc. If the requesting user collides with others in the reservation
field of the uplink, he will know this after R;. seconds where Ry is the round trip propa-
gation delay for the satellite. Therefore it is necessary to number the various uplink
frames up to few multiples of the number of frames included in one round trip propaga-

tion delay, so that the user will be able to get correct feedback information pertaining to



the specific frame that he used for the request. In other words, we need a superframe
whose minimum duration is set to exceed the rcund trip delay so that the reservation slots
at the beginning of one frame allocate the datz siots in the next frame. Once the reserva-
tion request is processed, two possibilities are encountered: success or failure. If the
request is successful, the user is assigned one or more slots of each frame depending on
the kind of services required, e.g, video call may require 4 slots for certain frame sizes.
This acknowledgement of reservation is embedded in the control part of the downlink
frame ( AR field:Fig.2.5). If a collision takes place in the reservation field of the uplink
signal of the beam, the involved users will know by tracking the CR field of the downlink
beam (Fig.2.5) which gives the identity of these slots as well as the number of the
involved uplink frames. In case of collision of the reservation packet at the uplink, or
reservation failure at the satellite, the user retransmits the reservation packet in a ran-

domly selected reservation slot.

Retransmission of collided uplink requests will be randomly scheduled in a typical
fashion and retransmission of the connection requests takes place k frames after the
elapse of R sec. from previous transmission. k is a random variable between 1 and 10
since values of transmission span exceeding 10 were found to yield approximately the
same delay and throughput as infinity [32]. It is easily seen that each request collision
costs Ry sec. which is the major drawback of a reservation method and so it is imperative
to have sufficient reservation minislots in the frame so that collision is minimized. It is
also assumed that the frame numbering sequence is sufficiently long to span the round
t’p propagation delay R as well as the onboard satellite delays so that there is no ambi-
guity in wh.ch frame is being received. The user has to wait at least one round-trip propa-
gation delay to know what happened with the reservation request. Itis of course possible
for the requesting user to repeat his request in several consecutive or randomly spaced
frames (i.e. request flooding technique). This may work at low loads, but its apparent

inefficiency at high loads discouraged further investigation.
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The last paragraph equally applies to random transmission of interactive users. It is
noted that once the C type user is connected, he now transmits one or more slots in the
same location in each frame and the superframe definition thus applies only to the
request stage.

CL rype of users (interactive data) will pick one slot of the data part of the uplink
frame (P in Fig.2.4) at random and insert his full data packet in it. To allow for flexibility
in assigning the capacity for video, voice, and data users (i.e. for employing a moving
frame policy), the remaining slots from the C type of data slots in the uplink frame are
announced and assigned to the CL type of users. This is achieved by the field labeled
POOL in the control section of the downlink frame. The interactive user continuously
monitors the downlink frames and combines the capacity unknown by the POOL with
that given by the P field. The satellite switch manager dynamically updates the POOL

field in each frame to reflect the new call reservation granted.

It is possible that two or more CL type users collide at a certain slot. In this case
they will know that they collided after an additional interval of R,. sec and then they may
randomly select one out of the next data slots (among only those assigned to CL service)
for data packet retransmission. It is assumed that the number of interactive users is lim-
ited with an acceptable safety margin so that Slotted Aloha is always operating in steady
state at an assumed throughput of 0.32. It is also assumed that in both uplink and dowl-
ink frames, synchronization is assured by other fields such as SYNC and slot SYNC.
Similar to most TDMA techniques, users use some pilot synchronizing technique to
exactly squeeze their packets in the appropriate time slot in the uplink beam. However,
an individual SYNC in each packet is necessary to further aid in slot synchronization at

the satellite switch.

In the downlink, transmission is sequential from the satellite to all earth-terminals.

The slot SYNC is crucial so destinations pick all packets destined to them in each frame.



27

Now, we are ready to follow the sequence of events that take place at the satellite
space switch. Also, we assume an internally nonblocking switch with L speed up ratio,

i.e., it can transmit L packets to the same output within one packet time (slot).

The switch (Fig.2.3) has N uplink beams, N downlink beams, and operates on the
baseband data. This requires onboard storage and baseband switching capability. Signal
routing for a multiple beam satellite can be accomplished by a baseband processor which
regenerates the uplink baseband signal and through storage and switching routes indivi-
dual circuits to apprpriate downlink beams as shown in Fig.2.3. The satellite demodulates
the uplink signal from each beam to recover each channel and stores the content of each
channel in an input port. An NxN baseband switch routes the contents of the input ports
to output ports so that all channels intended for a given beam can be multiplexed, remo-

dulated, upconverted and transraitted in a single TDM burst.

Two processors are assumed to be coordinating their actions continuously: one as
previously discussed is the reservation, framing, and empty slot detection manager. This
reservation manager will keep tables in his RAM to store the sources and destinations of
on-going calls and the identities and number of slots they are using within each frame.
Other functions of the reservation manager include implementing the priority rules for
call establishment at the uplink level (not at the space switch level). It will also monitor
the unused POOL of slots to be given to CL type of users, increment it or decrement it
depending on the case. Moreover the reservation manager prepare the control part of the
downlink (to reflect the status of reservation acknowledgement, etc. Fig.2.5), amend it to

the data part, and finally number the frames and reset the frame counter.

The second manager is the switch manager who will be responsible of the prepara-
tion of the downlink data part, omission of collided and empty data slots, grouping of all
data packets from all input ports of the switch destined to the same output and setting the

command control to configure the switch (on a slot basis). The switch manager will also



implement any switch priority rules (video packets preferred over voice, for example, if
both are destined to the same output and only one is allowed), as well as the randomiza-
tion necessary to lessen the Head Of Line effect (HOL) as will be shown later on. Finally
the switch manager will implement an efficient L knockout strategy to resolve the output
contention as will be seen in the analysis; this is amenable to priority rules accomodation

at the switch level.

Basically the switch manager performs all functions of the switch while the reserva-
tion manager performs all functions related to the uplink and downlink frame circuits
establishments. It is also assumed that the switch represents the space part of the T-S-T
configuration of the satellite network; in other words the first time (T) stage is
represented by the uplink multiaccess technique, ‘ne space stage (S) is represented by the
satellite baseband switch and the second timz ()T stage being the downlink multiaccess

technique.
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CHAPTER 3

ANALYSIS AND PERFORMANCE OF THE PROPOSED HYBRID DAMA/TDMA
UPLINK MULTI-ACCESS TECHNIQUE.

3.1. Analysis

In the following, the hybrid DAMA technique that has been presented is analysed
and the performance of the various classes of users is evaluated. The combined traffic of
file data users including the retransmission from the slotted Aloha reservation traffic and
from the on-board satellite reservation frame manager is assumed to follow a Poisson dis-
tribution. This means that the probability of having k new messages arriving during a
time interval of t seconds is given by the Poisson distribution to be [33]:

(A1) exp (M)

P.(t)= 3.1)
k!

where A is the average message arrival rate. Another assumption is that blocked reserva-
tion traffic due to insufficiency of the frame slots (high load conditions) are nonqueued on
board the satellite and that they return back to the Aloha reservation state. (Either by
NoACK sent from the satellite or by a negative ACK procedure). This is intended par-
tially to ease memory requirements on board the satellite and for analysis convenience
purposes, in which case, performance (connection establishment delay) is slightly
sacrificed. The same discussion above equally applies to voice and video traffic reserva-
tion mechanisms. The analysis is started by assuming a state diagram (Fig.3.1) represent-
ing the number of occupied slots k on the uplink frame (reserved file, voice, and video

allowed traffics).
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At a certain state k, the reservation success probabilities is denoted to be P ., .
Once calculated, each success probability P df & is averaged over all states of the uplink
frame to yield the average request success probability Psdf for the file data traffic [35].

The potential reservation request traffic at this condition including all retransmissions is

given by:
LS5
7Lf =

Psd2
= S, A (M ~[KR /(N [1-Pyy ) (3.2)
l’f = )“f (Mf —[KRf])/Nf (3.3)
Py = 1-Ppyp (3.4)

M, A
R, = 7 (3.5)
MR, +M A M)

where ?»'f is the generated file data calls per frame from all potential users, kf ““ is the
request file data traffic per reservation slot delivered to the satellite on board reservation
manager, kf is the file data calls generated per uplink frame per user, Psdf is the proba-
bility of reservation success (capacity available on the uplink frame), S - is a traffic map-
ping factor representing the fact tha* reservation for the call takes place only once at the
call establishment phase. Mf is the total design number of file data users, Nf is the
number of reservation minislots for file data users, (M f —[KR g ]) is the potential number
of file data users that can generate call reservation requests , Rf is the file data traffic

ratio, and [KR f] is the number of active file data calls contributing to state k.
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Naturally video, voice, file data calls all don’t have the same call duration or data rate,
however, we assume this has been absorbed in the process of calculating A oA and A
(as will follow shortly) such that each call has only one dedicated slot on the frame (once
a call is allowed on the uplink frame). For a large number of bursty requesting users M Iz
a Poisson assumption for call reservation request traffic is justified, so the throughput of
this Aloha state is given by:

-G
A =Gy (3.6)

From which the reservation success probability in the Aloha state becomes,

Py i = (hy IGyp) (3.7)

Repeating all the discussions and assumptions leading to (1) - (4) for the case of voice

reservation traffic, we obtain:

S\,
lv s, =
PSV

=S, A, (M, (KR, DIN, [1-P,,]) (3.8)
A, = A, (M, ~[KR ])IN, (3.9)
P, =1-P,, (3.10)

MVXV

R @G.11)

v

(M M M)

where A7, is the generated voice calls per frame from all potential users, A, " is the

request voice traffic per reservation slot delivered to the satellite on board reservation
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manager, A, is the voice calls generated per uplink frame per user, P_, is the probability
of reservation success (capacity available on the uplink frame), S, is a traffic mapping
factor representing the fact that reservation for the call takes place only once at the call
establishment phase. M, is the total design number of voice users, N, is the number of
reservation minislots for voice users, (M, —[KR]) is the potential number of voice users
that can generate call reservation requests , R is the voice traffic ratio , and (KR, ] is the

number of active voice calls contributing to state k.

The throughput of this Aloha state is given by:

A"=G e (3.12)

v v

From which the reservation success probability in the Aloha state becomes,

Py =, 71G)) (3.13)

For the case of video users, the corresponding equations are:

S\,
A, =
PSW

=S, A, (M,~[KR, DN, {1-P, 1) (3.14)
A", =\, (M, ~[KR )N, (3.15)
P =1-P,, (3.16)

MW 1'W

R, (3.17)

(M, Xf +M A +M A )



where A° is the generated video calls per frame from all potential users, A" is the
request video traffic per reservation slot delivered to the satellite on board reservation
manager, A, is the video calls generated per uplink frame per user, P is the probabil-
ity of reservation success (capacity available on the uplink frame), S is a traffic map-
ping factor representing the fact that reservation for the call takes place only once at the
call establishment phase. M, is the total design number of video users, N, is the
number of reservation minislots for video users, (M, ~[KR_]) is the potential number of
video users that can generate call reservation requests , R is the video traffic ratio , and

(KR, ] is the number of active video calls contributing to state k.

The throughput of this Aloha state is given by:
A "=G_e (3.18)
From which the reservation success probability in the Aloha state becomes,

Powi =, 1G,) (3.19)

As explained in the discussion preceeding equation (3), the following mapping factors

are added:

rV hV

A, = XX\’ (3.20)
e ke
rW hw

A, = —x—xA,° (3.21)
ek
r hf

Ap = X, (3.22)
I'r A

where
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file data user bit rate

Ny
I

voice user bit rate

~
I}

video user bit rate

~
I

file data call duration in frames

/

voice call duration in frames

video call duration in frames

file data calls generated per frame

= voice calls generated per frame

. = video calls generated per frame

A, A, ,lf represent call traffic generation mapped to an equivalent file data call genera-
tion as in equations (3.20) - (3.22).

As will follow shortly, the successful Aloha reservation requests going to the uplinks,
(eqn. (3.30)) represents the aggregate of all video, voice, and file data requests. The state
diagram (Fig.3.1) will be solved, the call request blocking probability P, will be found
(eqn. (3.40)), P, df Py, Py, will be found (eqns. (3.42) - (3.47) where they will be com-
pared to their starting values in eqns (3.2), (3.8), (3.14). If they are equal, iterations will
stop, otherwise we go in an iterative search scheme to find the solution (steady state
value of Pp and hence P,,..P,, .P, ). At these values, the single user reservation per-
formance are just Psf'k, P, and P . It follows because of the random nature of
retransmission in the request slot that the call establishment delay of file data, voice, and

video calls (at state k) is given by :

. -1
Dprx =Rp ZiPy (1P ) )'" =RpIP (3.23)
i=0
. [ —1
Dpy i =Rp LiPy ( (1-P, )T =RpIP,, (3.24)

i=0
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. i1
Dpyi =Rp T iP (=P )" =Rp/P (3.25)
i=0

where R, is the roundtrip propagation delay of the satellite (assuming that a requesting
user waits for the result of his previous transmission request before issuing the nexi
request slot), and a geometric distribution is fit to the request process.

The average call establishment delays for the different connection type of users are given

by:

;= X Dp i Py (3.26)
Dp, = XDp, 4Py (3.27)

Dp,, = 3 Dp, Py (3.28)

and NF = maximum possible number of calls (slots) per frame

=F up—a(N f +N,+N,, )—Np (3.29)
F up = the overall size of uplink frame in units of data slots.
Np = the part of frame assigned solely for interactive data (in units of data slots).
o = the ratio of reservation subslot duration to data slot size

P, = steady state distribution of the number of active calls on the uplink beam.

The dependence of all the equations (3.2) - (3.25) on the state of the number of calls on
the uplink channel k is clearly seen. To find the probability density function P, in the
steady state, we refer to the state diagram of Fig(3.1) where the state dependent transition

probabilities a‘.k are given by:
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N, N, N, N N N ... .
v wi J, 1, ], N, —j N,-), Ne=iw
a‘k=2 DD .f . . yf/)’v Y (1=f) Ty T Ty,
jf -/v Jw
Jy=01,=0,,=0
Jp*i, i, =16 =01, R, (3.30)
where:
M.X.S
I s
Y = (3.31)
Ny
MVA'VSV
—Vv = (332)
N,
MW)\'WSW
y, = (3.33)
w Nw

are the various request traffic per request slot, and where the multinomial in (3.30)
reflects independence among file data, voice, and video requests. S 7 is a factor that maps
C waffic to request traffic (of the order of 1/(file data holding time in units of frames)).
The same definition appliesto S, and S .

The independence of the members of each service is assumed and justified and the condi-
tion (_if +j,+j,) =i reflecs the convolution of the 3 binomial distributions. It is also
assured that no priority exists in the uplink requests process, each call request leads to
one call arrival to the satellite manager process, and the aggregate of call request arrivals
from all Nf N, and N slots lead to the probability a‘.k above. Rp is the maximum
number of request calls that the satellite manager can grz;nt in any frame, i.e.,

Rp =N, +N, N, (3.34)
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The number of slots per call and the bit rates differ with service but this has been taken
care of already by the mappings of (eqns (3.20) - (3.22)). Moreover, following these
mappings because of the abrence of any priority structure on the uplink requests, the
numbers of subslots N Iz N, ,and N have to be consistent with the average amount of

traffic of each kind, i.e.

N
! = Rf (3.35)
(N r +N_, +N_)
NV
=R, (3.20)
(N f +N, +N,)
NW
=R, (3.37)
(N f +N_ +N, )
The stability criteria for the Markov chain of Fig.3.1 follows easily, 1.e.
(kaf+lva+lew)SNF (3.38)

The average request success probabilities (averaged over k) on the uplink beam are now
given by:
NF
Psf = 3PPy (339)

k=0

NF
P = Zpkpw‘k (3.40)
k=0

NF
P, = Y PP

Sw

(3.41)

sw ok
k=0

where Psf,P_W, and P, are the average request success probabilities for file data, voice,
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and video users respectively.

Given the transition probabilities, it is possible to solve the simultaneous equations
resulting from the Markov chain of Fig. 3.1 and to obtain the steady state distribution P,
i.e. the probability of the total number of reserved data slots on the uplink beam.

After solving the state equations, the blocking probability is ju;t the ratio of the
blocked traffic given any state k to the total average traffic given the same state k; in other

words:

R

F
¥ [max(k+ j—1—NF,0)]tf
NF
j=0
Pp= 2P, A (3.42)
F
k=0 Y 4
2t
j=0

where t;‘ is the transmission probability of the state diagram of Fig.3.1 given by:

Ly =SS0, )+(1=SS) (e’ j>k, jk <Ry
k=0,1,..Nz—1
J=0,1,..N;
i = %SS, k=j+1
k=1,...N,
t,; = (1S5, )(af_k) j=k =R
J—O,...,NF—I
;= O, +aSS, k=j=0

B = a:(l—SSk)+afSSk k=j=12,..Ng-1
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NF .
NF-I
= 1= X ty J=Ng
1=k-1
k2Np—Rp+ 1 (3.43)

where SS, is the service probability in each state k. The different call blocking probabili-
ties for the different services are just the products of the blocking probability by the

corresponding traffic ratios, i.e.

Poy =PaR, (3.44)
P, =PyR, (3.45)
P,, =P, R, (3.46)

The upper bound of the average total traffic throughput of all connection type users

( video,voice, and file data ) is given by:

N
Y Pk
k=0

= — (3.47)
(N +Np)

ptl

The number of data slots per frame allocated to the interactive data users has two com-
ponents; The first represents the number of the data slots dedicated exclusively for the
interactive data users and the second represents the number of unused slots by the con-
nection type of users (N - k) where k is the number of occupied slots on the frame due

to connection uesers. Now to compute the delay of the interactive user who will see a
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combined pool of (Np +Np .~k ) data slots as in equation (3.36). This user will follow a
convertional slotted Aloha regime in which case the total interactive traffic throughput

per slot becomes,

-G
S = COgire “ (3.48)

= (M, AN, +N=k) (3.49)

and the interactive data users success probability per slot is given by :
Sui,k = (Sdi,k/Gdi.k) (3.50)
Morever the upper bound on the total average data throughput of all interactive users is

given by:
NF

Piy= X PNy +Np=k)Sy (3.51)
k=0
where P, is the steady state solution of the state diagram of the Markov chain shown in
Fig 3.1

The interactive user transmission delay to finally succeed to access the uplink channel is

given by:
; i-1
Dy =Rr Xi S, (1=8, ) (3.52)
i=0
RT
= sec (3.53)
Sui.k

Needless to mention that each interactive data user tries only one slot per frame and each

trial costs him a roundtrip satellite propagation delay Ry.



The actual interactive data throughput of this simple random access scheme given k is

given by:

Sa = ZPeSaix (3.54)

in units of useful data slots per frame.

The average delay for an interactive data user to access the satellite is obtained by

averaging D, , over the distribution of P :

Ne
Dy=XPDyy (3.55)
k=0

Having found all the performance criteria of all kinds of services pertinent to the uplink,
it is time now to group all the successful traftic contributions from all services into one

traffic unit at the beam input to the satellite onboard switch and both are given by:

NF NF
Pk ZPk'(NF"'Np—k)'Sdi‘k
k=0 k=0
P, = +
(Np+N,) (Ng+N,)
= P1+Pi2 (3.56)

where P is the steady state solution of the number of occupied slots per frame. This s

the total traffic per beam per frame per slot arriving at the switch input.

Np plays a major role, its adjustment with ongoing amounts of interactive data traffic is



43

achieved by slowly generating flow control. For that objective another rule of thumb for

adjusting Np is

N, M,

(N, 4Ng) (M0 + MMM A +MA)

(3.57)

With the extra capacity left over from the connection (C) users (voice,video, file) used to
advantage to compensate for the difference in (peak-average) traffic in bursty conditions.
It is assumed that the satellite on-board processor relays the available left over (C) types
of slots identities to the interactive data users (effectively, flow coatrol). Also, it is
assumed that high enough interactive traffic exists such that all available slots are occu-

pied in which case the slotted Aloha throughput of eqns.(3.49)-(3.55) will be fixed at
0.32.

3.2 Results of the Uplink Multi-Access Technique

In this section, different results are obtained for different traffic scenarios. All results
were obtained by assuming different traffic parameters that are subtituted in the different
equations covered in the analysis. The uplink frame size is Fy, = 30. It is assumed that
the different data bit rates for video, vo'ce, file data, and interactive data users were 1.5
Mbps, 64 kbps, 64 kbps, and 9.6 kbps respectively. Since different traffic rates were used,
it is assumed that the different users were multiplexed in frequency. For voice users, it is
worth while to mention that we are dealing with packet type voice meaning that the
packet could be lost without a lot of problems. It was also assumed that the different ser-
vice rates are 1 service evey 10 minutes for video users, 1 every 3 minutes for voice
users, | every 20 minutes for file data users, and 1 every 30 minutes for interactive data
users. The different arrival rates were assumed to be 3 calls/day for video users, 3

calls/hour for voice users, 5 calls/day for file data users, and finally 3 calls/day for
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interactive data users. For different traffic scenarios, the corresponding delays, reserva-
tion success probabilities as well as the throughputs of each traffic type are calculated
and graphed. Figures 3.2 to 3.6 show the different delays of the four types of users for an
increasing amount of file data traffic and a constant amount of video and voice naffic. It is
also assumed that interactive data traffic satisfies constant delay and success probability
operating at a near maximurn slotted aloha throughput of 0.32. In other words, it is the
maximum allowable interactive traffic that is shown in Fig.3.8; This maximum allowable
traffic is obtained by assuming an operation at a constant per slot utilization (maximum
throughput for slotted Aloha). For the remaining users, we notice that the file data con-
nection delay increaces sharply with the increase in the file data traftic (Fig.3.3). The
delay for interactive data users is set to be constant. Video and vaice users tend to have
the same kind of connection delay ( Fig.3.4, 3.5); At the beginning the delay tends to
increase as the amount of file data traffic increases. The video and voice call establish-
ment delays start to decrease when the amount of file data traffic reaches a certain thres-
hold; an explanation of this phenomenon is that once it reaches a certain value, the file
data traffic becomes too high to be handled by the reservation minislots N I meaning that
reservation does not successfully take place and that the potential number of file data
users in the ground stations start on building up. From that moment and since the call
establishment reservation process 1s a slotted aloha protocol, fewer file data useis will be
able to make a successful reservation request meaning that there won’t be too much file
data traffic on the uplink frame giving the chance for video and voice users who will see
a less crowded frame and therfore they will suffer a lower call establishment dealy. The
Blocking probability will normally increase (as shown in Fig.3.6). Fig.3.8 shows that the
allowable interactive traffic decreases as the file data traffic increases. The sum of both
kinds of traffic is shown in Fig.3.9 and represents the total traffic as the file data traffic

increases.
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In another scenario, the above case is compared with another case in which the
voice traffic is increased by 50 percent and the video traffic is doubled. We increased the
file data traffic and we found the corresponding delays, success probabilities and block-
ing probabilities as discussed in the previous case. For interactive data users, the reserva-
tion success probabilities and therefore the de’~ys were constant as assumed and shown
in Fig.3.10. The interesting part is the part related to the connection establishment delays
for the different connection type of users. Starting with file data users, it is seen that the
corresponding delay starts from exacuy the same value (almost one round trip propaga-
tion delay ) which is normal since there is space for low traffic. As the file data waffic
increases, the delay increases but not exactly in the same way as it was increasing in the
first case. The delay in the second case was almost the double of the delay in the first
case and that is quite normal since there is more traffic in the second case than in the first
case. For voice traffic, the delay increases at the beginning then decreases. In the second
case, the voice call establishment delay starts at a higher value than that of the first case (
which is normal since there 1s more voice traffic trying to get through the satellite ) but it
doesn’t increase as was the case in Fig.3.4, instead it decreases continuously; the reason
is that the threshold reached in the first case when file data traffic started to increase was
already reached in the second case before having any file data traffic. The discussion of
the results for the case of voice traffic also applies to the case of video traffic. In fact, in
the first case (Fig.3.5), the call establishment delay for video users increases at the begin-
ning than starts to decrease reflecting the fact that once it starts decreasing it means that
more and more file data packets are being blocked and therefore being sent back to the
Aloha reservation state giving the opportunity to video users to exploit more empty slots
on the uplink frame and therefore less connection establishment delays. On the other
hand wien the amount of video traffic was doubled and that of voice traffic increased by
50 percent, it is noted that the call establishment delay for video users started at a much

higher value then that of the first case (compare Fig.3.5 to Fig.3.13) which is very logical
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since the amount of video traffic has doubled. Another observation is that this delay
decreases as the amount of file traffic increases and therefore as more and more tile data
traffic gets blocked meaning less and less file data traffic on the uplink frame therefore
more and more empty slots being exploited by video users. Once the blocking probability
curves for both cases are compared, it is seen that both curves increase sharply as the
amount of file data traffic increases with the difference that the second curve (Fig.3.14)
shows a faster increase than the blocking curve shown in Fig.3.6 which is what should be

expected since in the second case there is much more traftic than in the first case.

The combined traffic for the connection type of users (video, voice, and file data
traffic together), the corresponding curves ( ROT1 vs. file data traffic in Figs. 3.7 and
3.15) in both cases have the same shape and that the maximum channel throughput is
almost the same (0.77 and 0.79). The only difference is that in the first case the starting
value is 0.42 compared to 0.71 in the second case reflecting the additional amount of

video and voice traffic.

It is also worth noticing that the allowable amount of interactive data traffic changes
from the first case to the second case. The starting values are almost the same for both
cases (0.065) representing the minimum service granted for interactive data users or the
amount of interactive data traffic corresponding to the number of data slots NP dedicated
exclusively for this kind of service. On the other hand we see that the upper limit or the
starting point of the allowable interactir data traffic changes dramatically; In fact there
is no file data traffic we see that the allowable interactive data traffic starts at 0.19 or 19
percent of the capacity of the uplink channel for the first case compared to (.09 for the
second case. The difference in both values is due to the fact that from the first case to the
second case the initial amount of connection type traffic was increased (more video and
voice traffic) and we know that interactive data users do not compete for empty slots on
the uplink frame and can only use those empty slots if there are no potential video, voice

or file data users that would like to get through the channel.
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Finally the last curves in both figures (Figs. 3.9 and 3.17) show the total throughput
corresponding to all kinds of traffics. Again here both curves ternd to converge to a certain
maximum value around 0.85 (0.84 for the first case and 0.86 for the second case) after
stabilization. Theie is however one difference since in the first case the starting value is
0.62 compared to 0.81 in the second case; Again this difference is due to the increase in

the amount of video and voice traffic from the first case to the second case.

In another situation, the number of slots dedicated solely for interactive data users

N A is increased and the corresponding parameters are evaluated.

When N f increases, it will be beneficial to interactive data users but not to the con-
nection type of users since it is known that an increase in Np means a decrease in the
number of slots N available for other users on the uplink frame. From Fig.3.18 it is
seen that the call establishment delay for interactive data users is always constant as
assumed but the call establishment delay for the other types of users try to reach a certain
minimum value which seems to be abnormal but it is not. In fact if a look is taken at
Fig.3.22 which represents the blocking probability on the frame, it is seen that this proba-
bility reaches very high values for large Np and therefore lesser available space on the
uplink frame. In other words, the different types of services will be able to make their
connection right away which explains the small call establishment delay but as soon as
they get connected on the uplink frame they get blocked since there is no space left on
the frame then they return for reservation which they will be granted right away, get
through the frame, and again get blocked. As it should be expected it is seen that the
increase in Np is mainly beneficial to interactive data users whose total throughput
increases constantly since those interactive data users will be able to exploit more and
more available space at the expenses of the other connection types ‘of users whaose total

throughput is shown in Fig.3.23 to be decreasing sharply as the number of slots Np avail-

able for interactive data users increases.
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Finally, we see that increasing Np too much is not beneficial only for interactive

data users (Fig.3.24) since the total throughput for all kinds of traffic decreases sharply as

shown Fig.3.25.
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CHAPTER 4

ARCHITECTURE AND ANALYSIS OF THE PRIORITIZED KNOCKOUT SATELLITE

SWITCH UNDER BALANCED LOAD AND HOL RESOLUTION

In this part we assume an internally nonblocking switch, however, it is possible that
two or more input packets are destined to the same output. In this case we assume that the
switch has an internal speed-up ratio similar to the knockout contiguration coupled with a
priority structure (Fig.4.1) and a Head Of Line (HOL) resolution technique to solve the
problem of head of line blocking at the input buffers.

The switch employs both input and output buffering with the apparent advantage
over the original knockout proposal in that priority structure 1s impeded here. Also to be
introduced is a three phase resolution technique to accomodate prionty and services

integration as well as to improve the switch blocking characteristics
4.1. The Prioritized Knockout Switch

The best delay-thoughput performance is achieved when there is no blockmg on
the switch; in other words, in one time slot all input packets destined to one particular
output port are delivered without any collision and then are queued n the output butfer
and exited one by one. This configuration is extremely complicated and impractical 1n
most cases [34]. To minimize the hardware and optimize the performance, the knockout
switch was suggested [9]. The principle of the knockout switch is that within cach tune
slot, up to L (L << N) packets can be transmitted to one particular output simultancously.
In an NxN switch there is the possibility of having n packets contending for one particu-
lar output(n £ N). The random selection of . packets out of n contending packets 1s the

principle of the pure knockout switch; however in this work an algonthm s followed 1o
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give a certain priority to some users over others. In other words the choice of the allow-

able L packets satisfy some rules.

The priority rules apply to different traffic types destined to the same output as in
Fig.4 1. Priority is given to video signals over all other signals given that all signals con-
tend for one output. Voice signals are given priority over file and interactive data signals
it video signals are not among the contending signals for one output. Finally in case there
are only file and interactive data signals contending for one output port, priority is given
to tile data users. In other words, if more than L (speed-up ratio) packets are destined to
the same output port, blocking occurs for all types of packets (voice, file data, interactive
data) plus the excess of the video packets exceeding L. Associated with each switch out-
put I, 5 enuues are stored in 5 registers W(I), V(). Df (1).D (), and E(I) denoting
tespectively, accepted number of packets for video , voice, file data, and interactive data

signals, as well as the number of empty spaces. in output buffer of output port (I)

Ay stated above, the algorithm in Fig.4.1 implements a straight forward prionity rule
where the order of priority is video packets, voice packets, file data packets, and interac-
tive data packets. The algorithm proceeds naturally, e.g., if there are A video packets, B
voice puackets, C file packets, and D interactive packets all at different input ports and alt
destined to the same output port [, and if L-A-B < C, then W(I) = A, V(I) = B, Df (I =
L-A-B . D, (/)=0, Ed) = 0 and blocking occurs for C-(L-A-B) file packets and all arriv-
ing D interactive data packets (point X1 in Fig.4.1). In another scenario(point X2 in
Figd 1), W= A, V(D) = B, Df () =C, Dl (I) = D, such that the sum of the accepted
packets = A+B+C+D < L, in this case some empty spaces E(I) = L-A-B-C-D will be left

in that output buffer and can be used to advantage as will follow shortly.
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Figure 4.1: Knockout Switch Priority Flowchart
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The analysis of this part corresponds to the different priority levels mentioned
above. It is of course possible to change the hieararchy of the priority levels: For exam-
ple we could give priority to voice users over video users etc. The analysis would be
changed accordingly. In other words the analysis is still going to hold for different types
of traftic and for different priority levels. Following through Fig.4.1, the packets blocking
probabilities due to contention among packets of input beams are derived from the prior-

ity structure and given by:

AI
S (-L)P, (i)
— =L +1 1]
hw T N . (+.1)
SiPL)
1=
N N L-1 N~
T P T PyGN+ TP () T G=(L~i))Py(j)
— 1=L +1 ;=0 1=0 J=L-i+1
= 2
P, . 4.2)
Zj'PB )
7 =0
N Nt N—=i1~— L L~ N—t—y
T PUNYPR) Y kPKI+TPITP() Y k=(L—-i=))P.k)
F N 1=L+] g =0 A =0 1=() J=0 A=L-i-j+1
hdt N
Y kPak)
A=0
L N-i N-i-j
TP Y Pa() T kPptk)
=0 J=L-1 k=0
+ N (4.3)
Y AP-K)

4 =0
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1=0
L L- L—i—j (IN—1—j—k ] N-i—y Mauog ok
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TP, )
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where P, P, . Phdf »and P, , are the packet blocking probabilities for video, voice, tile
data, and interactive data users respectively and P .P, P P, are the probubilites of

arrival for the four kinds of traftic per slot per output. They are given by

— N
N 7"l,"w )\'I.Rn
P)= [} |- (15)
! N 1 N
V! N
AR AR
Pp(i)= [ ] B |- (40)
f v U
t N -1
szd[ ( )‘,‘Ru/
Peli) = [] - 47
N 1L N
I N -1
. N [ }\'l Rdl A'l .Rlll
Pyiy={. l 1=~ (44%)
! N L N
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where

—_ MM lw
R = (4.9)
M, k‘ +Mf lf +M X +M_A.)
_ M\'lv
R = (4.10)
(M A +M D +M A +M D)
M, A
— °f
df = (4.1
(M X +M , A f M, A +M A )
M2
R = (4.12)

UM AN A ML M)

are the overall trafhe ratios. In other words I?” is the percentage of the traffic video users,

R 15 the percentage of trafhic due to voice users, etc.

The division by the number of outputs N, reflects the aggregate traffic to only one output.
Also we note that the effects of the empty and collided packets in the different slots due
to the uplink interactive data contention have been ignored. This is due to the fact that
empty and collided packets are eliminated only at at the switch inputs. This may turn out
to be a great advantage since it leaves some room to manoeuver for those contention
packets and it keeps the order of video and voice packets within the frame.However our

analysis provided a worst case in the sense of ignoring these advantages.

4.2. The Three Phase HOL Resolution Algorithm With Priority

4.2.1. Input Queue Anaiysis

The tirst phase of this algorithm (i.e. the prioritized knockout switch shown in

Fig.4.1) has been already presented. The second phase assumes that blocked video and



voice packets are cleared, i.e., lost. This seems to contradict our eatlier prionity rules,
however. we tried to guarantee data users some extra service (for sister pachets m

blocked inputs).

In the second phase the switch processor tries to resolve the HOL problem by locat-
ing blocked file users, selecting in sequential order a sister packet from that blocked
input buffer and if its destination corresponds to one output with some empty space (k1
#0), this sister packet is forwarded and the applicable destination E(I) s decremented by
one. If unfortunately the sister packet of the HOL had a destination where El) =0. block-
ing is declared for the second time for this input buffer. Once all sister pachets of all
blocked HOL file input buffers are treated this way, we move to the third phase which s
very similar to the second except that it treats blocked HOL packets of meractive type
(the lowest priority). In other words, if the HOL is blocked and 1if there 1s no hle dati sis-
ter packet we lnok for interactive data sister packet whose destination is an output buftel
that has some empty space; Once found. this interactive data sister packet 1s torwarded

and the corresponding E(I) is decremented by I.

For subsequent analysis, we need to define C/ to be the number of mnput butters
(out of N ) whose head of line are file data packets and that ¢+ blocked from reaching o
certain output following the execution of the algorithm ot Fig. 4.1 The distribution ot the

number of input blocked to a certain output is given by:

N—-t N-t—-a N-i-u-b
PC,(i) =3 ) Y P layPythyP (cy, 1=0,..MN=1 (413
a=0  b=0 c=0)
where
I=c-[L-a -b)" and [xx )" = 0if xx is negative.

Similarly, we define C, to be the number of input buffers whose HOL are mteractive

data packets and that are blocked from reaching a certain output following the execution




BAY;

of the algorithin of Fig.4.1 The dis=bution of the number of mput interactive butters

blecked from reaching their destination is given by -

Net Net=a N—t1-q-b N-i—u-b-c

‘DC,(") =Y Y Yy Y  Pu@PpbyP )P 4 1
17 = b ={} ¢ =) .i —'Z()
i=0....N-L

where

i =d=|L-a=b-c], and [aa ] = 01f xx 18 negative

All the sbove equations are derived under suitable independence assumptions and

uniform load patterns at the mput to the switch for all tour kinds of services

The distribution of the empty places at one output port available tor sister packets of

the blocked input ports whose HOL 15 a4 hle data slot is given by

L-t L—t-u L-1-u~-h L—-1-a—-b~
P(,/(i) =y ¥ Yy Y. PylayPyhyP (b ud) 4.19)
a=00  p=0 ¢ =0) d =t

i=0,1,....L

Similarly, the distribution of the empty places at onie outpnt port avatlable tor sister pack-

ets of the blocked input po..s whose HOL is an interactive data slot 1s given by.

L N-L k
Y J b=t p P
PU)=% % [j—i]“/N) (1-1/N) I(/(l\)l‘,/(J) (410
1=0 k=0

Now, if one looks at all file packets in input buffers, some would have transmitted
successfully during the first knockout phase (Fig.3.1), some would have HOL. blocking,
some of those blocked would have sister packets successfully reaching the output desu-

nation during the three phase algorithm. So it is possible to pick at random one of the
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input buffers and treat it as a queue with random service probability depending on the
situation  Let ﬁ/ be the average service probability of hle packet enumerated over all
service scerartos. Now we have e, empty slots in a certain output port picked at random.
(‘/ file packets from all inputs blocked. If 2 or more users go for the same empty slot. we
just pick one at random. There are i blocked tile users trying tc access ¢, empty slots, 1
ranging from 2 to ', . Enumerating over all possibilities, the overall average service for a
typical file packet at one of the input ports conditioned over the number of contending

packets (" is given by :

n | o= I with probability B, = (1P, )

!

I with probability  f§, = (F,,df'a] l(_ )'Rdf
f

R
(~/) dt

I with probablity B, = (FM/ "0,

where the conditional probabilities o, and o, are given by:

Ay .
a, L‘ = ]f ll/N] [l—]/N]L/ L [1—(Pe,(()))] (4.17)
< C/ - [k -1
a, ¢ = i [l/N]' [l—l/N] 4 [Z Pe/(j) + Z(Pe/(j)).j/i] (4.18)
/

= J=1

B, is the service probability for file HOL pachket, B, and B, are the service probabilities
for a file sister packet, and I?df is the probability that a sister packet of a blocked HOL
packet happens to be a file data packet. Note that ﬁdf multiplies only the services of the

sister packet B, and B, but not B, which is for the HOL packet. The conditioning over C,
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is removed by averaging over the probability distribution ot €, thus obtammg

l\‘-L
Hp = 2 [0=Py 4Py, (o ‘( t ‘( Ry VB D

=0

where Pc‘, (i)is given ineqn (68).

Now we follow the same procedure for interactive sister packets and arsve at at the

follwoing conditional service probabilities.
u, | . = 1 with probability B, = (1-P, )
C di

= 1 with probability B, = (P, Y, L‘ R,

=1 with probability B,=(P, ¥, R

where the conditional probabilities v, and v, are given by

¢ C -1
Y,‘ = [mv] [l—l/N] ~[1—(I§,<(m] (120
C, I j+ 4
¢ C ] ¢ L -}
J 1 , _ S
'Y>|C = 3 [I/N] [l—l/N] I X F. )+ Z(P’,(j))ju] (4.21)
“iC, [ . .
1=2

J=t s=1
and finally averaging over the distribution of C, ,we obtain,
N-L

L= 3 [(1-Py )+P,, (1,
1 =0

Y5 | R 1P (4.22)
l < (l '

C

where P - (i) is given by eqn (69).



Since video and voice slots are either serviced in case of no blocking or dropped in
case of blocking the corresponding service probability for video and voice users is one

for any given case i.e.

(4.23)

i
i

tor voice users and,

(4.24)

=
=
\

for video users.

The average service to a packet in the input buffer (irrelative of its kind) is therfore

given by:

=

v

“I" = E

o LR, BRI R T, (4.25)

H,, represents the discrete service probability for an input buffer with discrete input pro-
bubihty per slot A,

A packet, after reaching the HOL position, stays there until it is transferred to an
output port. The duration of this stay is determined by the delay it experiences in the vir-
tual queue it joins. If the HOL position is viewed as a service station and the time a
piacket stays at this position as its service time, input port can be analyzed by applying
tesults for an M/G/1 queue [35]. For an input queue with infinite buffer size, the distribu-
tion of the input queue length denoted as N, has a mean denoted as /\7‘ given by the fol-
lowing equation:

N =\ W (4.26)

[ { i

where A is the average arrival rate from the uplink beam given by eq.(3.54) and VV‘ is

the mean input deltay given by:

A W

W =i, (4.27)
2(1-A, W)



As can be seen. W depends on the first and second moment ot the delay tuncton which

is the queuing time and the service time. The first moment denoted by W‘ iy the mean

delay in the system representing the delay experienced by a packet from the time 1t fust

arrives at the HOL of an input queue until it is successfully delivered to an oputput port

For a " first come first serve policy (FCFS) ", ﬁi is given by :

L
—_— ul’l (KI /“Hl )
W = pasant

(L=D! (Lp, =\

n

in

where p, 1s the steady state probability of zero packets in the system given by,

L=l ()‘1 oy ) L 0\1"“ )L

Pe= 1 Y +
’ (n') L' (L-\/n

n =(} i )

_2 X
and W is the second moment of the delay given by

20,

n

Ll n

to

(L‘l)' (Lp'm—)\'l ) L"lm _ll

(4 2%)

(4 24)

(3.30);

That was for an assumed infinite buffer. For a finite wnput buffer system of size K, there

will be a blocking probability or a probability of buffer overflow. For such kinds of \ys-

tems, the corresponding Markov chain is shown in Fig. 4.2 and is solved by solving the

corresponding equilibrium equations [36]. Once the queuc length distribution P (i)as

found, it will be easy to find the blocking probability. For the case of the input buffer sys-

tem, a closed form expression of the state probability distribution is given by:
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-4, A
P k= (43D
‘l
1-—(7\{“”) l'1m
forO0<k <K,
where K| is the input port buffer size. The buffer overflow probability is given by.
K
1-A,/m, A )
Plfzpl(Kx): — (43D
K +1
[ 0\1 /p'm ) um

The division of A, by I, in some of the previous equations gives the utihzation per slot
that takes all services and HOL algorithm into consideration This means that all users

will have on average the same input delay regardless of the user type.

4.2.2. Output Queue Analysis

Output queues are modeled as M/M/1 queues. Assuming unitorm traffic Toad to all
output ports of the switch.considering A, as the probability of having a packet to serve
and U | as the probability of serving it (which all HOL services into account).the total

traf'ic for file packets reaching a certain output is given by:

hyp = Ry (1=P ) (4.33)
similarly for interactive users

Xd: =)‘1'Ed, (1-P ) (4.34)
for voice packets

A, =X R -(1-P,) (4.35)

and for video packets, we have
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K=k R (1-P) (4.36)

Theretore the total trafhe utilization per output per slot is given by:

i)

- — (4.37)

Let W denote the queuing time at the output queue and W = denote the mean output

queuing delay given by:

W o= (4.38)

With intimite buffer, the output queue length, denoted by N . has mean given by :

Al

— [¢] m

N o= —— (4.39)
] - }\’n/pm

For a finite size output buffer of size K the output blocking probability can be approxi-
mated using an M/M/1/K , model [37]. For such models, the output buffer overflow pro-

bability is given by:

(4.40)

4.2.3. Blocking Probability

Let the Py denotes the blocking probability of the whole system; in other words Py

1s the probability that a packet is blocked somewhere in the system. It is given by [38]:



h

Pn=1’("Pn)U‘PN) (440

Where P ; is the input buffer everflow probability given by eq. (4.32) and £ s the out-
put buffer overflow probability given by eq. (4 40). It is possible to notice that £, 18 o

function of K, and K| as well as A and .

4.2.4. System Delay

The mean delay of the system is the delay experienced by a pachet between ity
arrival at an input port until its delivery to an output port. There are 2 components in this
delay: the first being the mean input delay W’l, and the second being the mean output

queuing delay W—'U. Therefore the total system delay denoted by [_)—\ 15 given by:

D =W +W, (142

where W', is the mean input buffer delay given in (4.27) and 17 15 the mean output butfer

delay given in (4.39).

4.2.5. Maximum Switch Throughput

The maximum switch throughput denoted by. A . is the minimumof the maxmum

max’

o

input throughput kr'nax and the maximum output throughput A .

Each output queue s
served by a dedicated output link with unit service rate; Therefore, 1 is determined

from:
A=A = (4473

max

Similarly, 7\.;1 1, €an be obtained from:

AL =AW o= (4 44)
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where Ws is given in (4.28) and represents the mean packet service time in an input

gueue. Since W‘ > 1/W, as can be seen from (4.28), it follows that:

A =min(A 0 y=A! (4.45)

m max * ““max max

The maximum throughput is obtained by assuming that p = 1. For different speed-up
ratio L, the maxi-num throughput as a function of L is shown in Table 4.1. The maximum
througput of .58 for L=1 agrees with the known result for a crossbar switch without

speed-up. It is also seen that, as expected, A — 1 as L —eo. In fact A grows quite

max
rapidlly.
Table 4.1:

Maximum Throughput vs. L

L | Maximum Throughput

1 0.58579

2 0.88454

3 0.97550

4 (0.99559

5 0.99931

6 0.99991

7 (.99999 B
8 =1




4.3. Resilts And Discussions.

In this section, the total througput coming from the uplink and represented by
Eq.(3.54) goes through the input buffer, the switch, and the output buffer trom where 1t
will be multiplexed in time and sent to the corresponding downlink stations The total
uplink traffic or A, will be increased uniformly and for every value, different patameters
are computed and discussed. It is assumed that the switch size N = 16.

To show the benefits of the algorithm, two situations are compated: the first
represents the results that would have been found without the algorithm and the second
represents the case with the algorithm applied. The only difference between the two cases
is the service probability. Throughout section 4.2, the analysis represents the second case
The analysis of the first case which would be .e case if no algorithm was applied s the

same as the analysis of the second case except that Eq.(4.19) would be El_; =1~ I’M’ and
Eq.(4.22) becomes LT;= I-de,. Two situations are studied corresponding to two
different traffic scenarios. [n the first case, it is assumed that the largest portion of traltic 1s
composed by file data and interactive data traffic; The corresponding trathc ratio are
R-w = 0.01, ﬁl_ =0.04, Ed/ =1{).6,and I?d‘ =().35. In the second case, it 1s assumed that
video and voice packets form the largest part of the traffic compared to hle daa and
interactive data traffic; In this case R = 0.45, R, =045, Ed/ =R, =0.05 To disun-
guish between the first and the second case, all the figures that will be discussed in the
following sections will have two parts a and b. Figures a will represent the first case
where the traffic is mostly file data and interactive data while figures b will represent the
second case where the biggest part of the traffic is composed of video and voice traffi.
Now for each case mentioned above, there are sorne important parameters such that the
speed-up traffic ratio L and the input and output buffer sizes K, and K . Also for those
different combinations of those parameters, different results are to be found and dis-

cussed.
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4.3.1 Switch Blocking Probability,

As the total input traffic increases, the probabilitiy of having an arriving packet for
the different kinds of services increases. Figures 4.3.a, 4.3.b, 4.4.a, 4.4.b, 4.5.3, and 4.5.b
show the different blocking probabilities corresponding to Eqs.(4.1) to (4.4) respectively.
Different situations are examined corresponding to different traffic scenarios. For all the
different traffic scenarios, it is possible to see that video traffic suffers the less switch
blocking thun any other kind of traftic and that is because of the priority which is the first
phase of the algorithm. It is also possible to see that for any case and when L=1, the
blocking probabilities are considerably high for large values of the coming uplink traftic
A, . As the speed-up ratio increases, the different blocking probabilities decrease continu-
ously still with the video blocking having the lowest valuc followed by the voice traffic,
the hle data traffic, and the interactive data traffic showing again the order of priority at
the HOL ports of the switch input; In other words, showing the priority of video traffic
over all kinds of traffic, the priority of voice traffic over file data and interactive data
traftic, and hinally the priority of file data traftic over interactive data traffic which has the
lowest priority.
Figures 4.2.a and 4.2.b show the different blocking probabilities when the speed-up ratio
is L=1. The same blocking probabilities are shown in figures 4.3.a and 4.3.b for L=2 as
well as in figures 4.4.a and 4.4.b for L=3. When compared, all the figures show the

importance of the speed-up ratio in lowering the different blocking probabilities.

4.3.2 Mean Input Buffer Size.

As was shown in the analysis, the input buffers are modeled as M/G/1 queues. The
mean input queue length is given by Eq.(4.26). For the different situations dicussed
above, the mean input queue length is graphed for varying values of of input traffic A,

and speed-up ratio L. Comparing the corresponding figures, it is possible to see that the
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input buffer size is highly dependant on the speed-up ratio ot the switch When the
speed-up ratio iy one (L=1), the mean input buffer size increases rapudly and tends to
reach infinity for a relatively small value of the input trathc A, = © 4 without the HOL
algorithm. With the HOL algorithm, the critical value of A, is larger and is equal o 0 -4
which represents a gain of 10 percent as shown in Fig (4.6.2). Now as the speed up ratio
increases (L=2) and under the same conditions, it is possible to see that ( Fig (47 a)) the
mean input buffer size reaches infinity at a value of A, equal to 0 75 without the HOL
algorithm and ().78 with the algorithm. A further increase in L ( L=3) leads to an operat
ing A, at 0.9 without the HOL algorithm and A, = 0.92 with the HOL. algonthm as shown
in Fig.(4.8.a,. All theses results were found for a large proportion ot file and interactive
data traffic: Specifically. R-df

For the situation where most of the trafhc is video and vonce trathe, the corresponding

=0.6, R, =035, R =00LanvK =004

results change considerably which is normal since the algorithm gives benefit manly to
the file data and interactive data users. As shown in Figures £.6.b (L=1), 4.7.b (1 -2). and
4.8.b (L=3) the algorithm has no effect and the two curves representing its presence and

its absence overlap.
4.3.3 Mean Qutput Buffer Size.

[t is assumed that output queues are simple M/M/1 queues. The meun output queue
length is given by Eq.(4.39). For increasing values of A , the output queue length was cal-
culated and graphed and that’s for the different cases of trafhc and speed-up ratios dis-
cussed above. Figures (4.9.a), (4.10.a), and (4.11.a) show the mean output queue length
corresponding to the case where the majority of the traffic is file and interactive data and
with the speed-up ratio L equal to I, 2, and 3 respectively. Figures (4.9.b), (4.10.b), and
(4.11.b) represent the same situations as above except that video and voice trathe torm
the main part of the whole traffic. Comparing the 4 hgures with the b hgures, 1t 1s possr-

ble to see that the algorithm benefits mainly data trafhc over video and voice traffi given



the same speed-up ratuo Another fact 15 that as the speed-up rauo increases the algorithm
looses almost all the benefits to yield to the benehts of the knockout switch with high

speed-up ratio
4.3.4 Blocking Probabiiity.

The system blocking probability represents the fact that one packet is blocked
somewhere in the system at the input buffer, the switch, or the output buffer. The system
blocking probabihity 15 given ty equation (1.41) where P . is the input buffer blocking
probability and £ is the output buffer overflow probability. To show the merits of the
algorithm, the case where the file data and interactive data traffic formed most of the
imcoming trathic was used: In other words I?W = (.01, E =0.04, I-?-df = (.6, and
’?‘/, = 0.35. It was also supposed that the input buffers and the output buffers have the
same size ( K =K ). Two values of A, were used: in the first case A, = 0.5 and in the
second case A = 0.95, For each case, the values of K, and K, were increased up to a
given maximum and the corresponding blocking probabilities were calculated. Also for
cach case the vab:e of the speed-up ratio L varied between the values 1, 2, and 3. The
results of this section are shown in figures (4.12.a&b), (4.13.a&b), and (4.14.a&b). When
A, = 0.5.1tis seen that the blocking probability decreases sharply as the input and output
butter sizes increase. In fact an input and an output buffer size of 6 yield a very low
blocking probability for the different speed-up ratio no matter whether the algorithm was
used or not as shown in figures (4.12.a), (4.13.a), and (4.14.a). As )\I increases to higher
values which is the case of the second set of figures. the henefits of the algorithm as well
as the speed-up ratic and the buffer sizes are clearly demonstrated. For A, = 0.95 and
L=1. the algorithm shows a decrease in the blocking probability of the order of one third
which is very remarkable. As the speed-up ratio L increases, the blocking probability

decreases further with or without the algorithm and again the algorithm yielding to a
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lower blocking probability 1n every case as shown in figures (4.12.b), (4.13.b), and

(4.14.b).

4.3.5 System Delay.

The system delay is the sum of the mean input delay and the mean output delay as
given in eq. (4.42). Again in this section it is assumed that the switch size 18 N=16, and
the input traffic A increases hnearly. Figure (4.15.2) shows the case where most of the
traffic is file data and interactive data traftic and the speed-up ratio is L=1. Figuie (4.15.1)
represents the case where most of the traffic is either video o1 voice traftic and again the
speed-up ratio is L=1. Figures (4.16.a and b), (4.17.a and b) represent exactly the same
case as figures (4.14.a and b) except that the speed-up ratio is L=2 and L=3 respectively.
The curves show the same pattern as the ones related to the meuan input bufter size dis-
cussed in section 4.3.2. Again itis seen that the smaller the speed-up rato and the Larger

the proportion of data traffic, the greater the benetits of the algorithm are.
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CHAPTER§

CONCLUSION

A new Satellite Demand Assignment Multiaccess Technique of the moving frame
boundary was presented. The technique satisfied the needs of different services including
video, voice, and file data services which have relatively high utilization and long call
duations. These services access the satellite by using one of the corresponding request
slots avanlable for each service based on a slotted Aloha protocol to get the reservation.
Once reservation is granted, a user goes on and transmits its information in the reserved
slots of the uplink frame. On the other hand bursty interactive data users are guaranteed
some minimum space on the uplink frame which they exploit by using slotted Aloha pro-
tocol for transmission. Since it is always possible that some slots are unoccupied on the
uplink trame, interactive data users get hold of those unused slots and transmit their data
bits in those slots. By doing so, we tried to accomodate more interactive data users at no
extia expense since those slots would have been empty anyway. This technique provided
excellent call blocking, call establishment delays and greater amounts of interactive data
throughputs at ow traffic conditions of the circuit-switched classes. The results showed
the trade-offs involved in selecting frame structures amenable to the different integrated
seivices load variations. In Chapter four, a new HOL algorithm has been presented in
conjunction with a nonblocking baseband satellite switch. The HOL was shown to pro-
vide a substantial improvement in the input buffer delay, packet blocking and buffe:
overflow probabilities. The HOL algorithm consisted mainly of accepting packets that
are not Head of Line packets and that are sister packets of some HOL blocked packets.
The idea is that if there is blocking in the head of the queue and if in that queue there is
another pachet w hose output destination is not busy. we forward that sister packet even if

the HOL packet is still blocked. It was also assumed that the sister packet had te be either



file data traffic or interactive data traffic only since video and voice packets were abicady
given another level of priority in a preceding stage. Priority structures as well as accomo-
dation of four different service classes were considered and it was shown that the com-
bined priority and HOL alogorithm achieved the best bulance between the different
server classes. 1t was also noticed that increasing the speed-up ratio L leads o more
improvements than using our new HOL resolution algorithm but we also 1ecall that
increasing the internal speed of the switch is a more costly venture. Finally we observed
that having both advantages ( L and HOL ) feads to a dimishingly smallet blocking pro-
babilities.

The analysis covered in Chapters 11 and 1V was for one particular priority sttucture and
as mentioned before it is possible, with some minor modihications, to cover ditferent
priorities and other types traffic. For example it is possible to analyse cases where we
have more than four types of traffic as well as cases where the priority is not necessanly
given to video over all other kinds of traffic, eic. Extension of this work to different
unbalanced load conditions and application of various blocking switching techniques of
the Banyan type to the integrated Satellite envitonemnt as well as the real time simula-
tion of the different services and under the various conditions are some of the future

research objectives.
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