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ABSTRACT

Analytical/Computational Techniques in Future Broadband Networks

Georgios M. Stamatelos, Ph. D.,

Concordia University, 1992,

In a future broadband ISDN network various types of traffic with a wide range of
characteristics are integrated in a common environment. The broadband network should
not only be capable of operating efficiently in this vastly heterogenous environment, but
also capable of supporting multi-point connections in addition to the more conventional
point-to-point connections. The above two features and the anticipated traffic volume
make the engineering of a future network a multifaceted challenge. In this context,

congestion evaluation and prevention is an issue of crucial importance.

In this thesis we discuss admission control mechanisms that aim at preventing
congestion by restricting the access of new service requests when congestion pends. The
formulation of the controls is based on analytical results concerning Time Division Mul-
tiplexing (TDM) sharing schemes and a hybrid TDM technique of 'movable boundary’
type. Thus, two possible scenarios are examined. According to the first, no distinction is
made in terms of performance requirements of the various types of traffic, but a ‘univer-
sal’ quality of service is guaranteed, whereas in the second, a distinction is based on the

delay/ loss requirements of the supported types of traffic.
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INTRODUCTION

The present Ph. D. thesis is motivated by the implementation of Broadband ISDN
on optical networks. A broadband end-to-end fiber network is attractive for carrying
present and future communications services in a fully integrated manner. Now, the sup-
ported services that include variable-rate video and still image transfer in addition to the
traditional ones, may have a broad spectrum of traffic characteristics, such as peak rate,
average bit rate, call interarrival time and holding time, burst-length statistics etc.
Besides operating in a heterogenous environment of unknown characteristics, the net-
work is required to support multi-point connections in addition to the more conventional

point-to-point connections | Tur86], [GoAS86].

The integration of these vastly different types of traffic is possible due to the
development of high speed packet switching and the reliability of fiber optic transmis-
sion. Accordingly, the realization of integration of these types of traffic implies that the

network should be capable of handling circuit switched, stream or real time traffic.

s -
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In the following we will try to answer questions concerning the above mentioned
integration focusing on a particular congestion control mechanism and the analytical
expressions associated with it. Although the results we present in this thesis stand by
themselves, ( for example, fast circuit switching in Chapters 1 and Il, hybrid TDM in
Chapter III ), it is useful to present in the following paragraphs a more general frame-
work of the broadband integrated environment where they can be understood and then

applied to answer questions on the alternatives of its implementation.

With the goal of flexible sharing of the network resources, pucket switching scems
promising for implementing an integrated access and transport network. To this end, the
preferred form of broadband packet switching with CCITT and T1 standards committees
is the Asynchronous Transfer Mode (ATM) [GoAS86|. This mode of operation is based
on small size, fixed length packets (’cells” in ATM terminology, 53 bytes long) and
bandwidth assignment according to the temporal needs of the supported communications
services. ATM stands in contrast to the synchronous mode of operation where bandwidth
is allocated on a periodic basis, independently of the activity of the sources. In ATM, a
call is no longer characterized by the position of the time slot in a frame but by a labcl
designating the logical connection under consideration that may span over several links.

Statistical Multiplexing is a capacity allocation technique that exploits the bursty
nature of multiplexed traffic. An increased multiplexing degree is attained by means of
this technique, because capacity is allocated not according to the peak rate requirements
of a connection, but rather according to an ’average’ rate, given that a certain packet-loss

probability is acceptable. A great number of bursty types of traffic with low peak-to-link
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ratios are needed to make the use of statistical multiplexing preferable (because of the
attained multiplexing gain) over a simpler non-statistical mode of multiplexing. ATM
being targeted to function as a flexible transport mechanism accommodating a number of
bursty types of sources, employs statistical multiplexing at some level or at consecutive

levels of increased multiplexing capacity.

Congestion in Broadband networks and related parameters

Various aspects of standardization of the ATM concept are still open. They include
nodal architectures, statistical multiplexing, signaling, congestion control and usage
parameter control, etc. Of these issues, we are mainly concerned with controlling the
flow in the network, a function that results in avoiding deterioration of its throughput
with satisi’.ction of the performance requirements of the supported services. More
specifically admission control strategies that apply direct'y to a call request are con-

sidered here.

Despite tiie enormous bundwidth of broadband netwarks, congestion still occurs due
to the anticipated traffic volume being further enhanced by the network’s features such as
broadcasting or multicasting. Control mechanisms should then be applied not on a link
per link basis, since throughput maximization is an important issue, but at the points of
access to the network transport instead. Two general categories of controls have been
suggested, being termed preventive and reactive. We choose to pursue a preventive type
of control in this thesis, since, reactive controls may be associated with sensitivity to

transient behavior, oscillations and questionable fairness in throttling heterogenous types

[
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of traffic when congestion pends [WoRR88].

Implementation of preventive controls is mainly done by means of admission con-
trols. The types of admission we pursue here are associated with the following two

prerequisites:

i. the network has a correct knowledge ( estimated or measured ) of the traffic

parameters (‘usage parameters’) of the supported types of traffic,

ii. the traffic parameters of the supported services remain the same for the duration

of each connection.

These functions will be provided by the network by:

i. employment of devices that monitor the stochastic behavior of various users and
provide the necessary traffic descriptors in terms of peak rate, mean rate, burst length ete.
These parameters are subsequently used by the controls to determine the traffic load of
the system and to decide whether or not acceptance of an incoming call leads the net-

work to a congested state.

ii. traffic enforcement units that guarantee the agreed upon traftic parameters of the
user are not violated. Traffic enforcement schemes such as the ’leaky bucket’ |Tur86],
[Ra89] appear to implement efficiently the usage parameter control (UPC) by employing
a counter that is incremented on each cell transmission and decremented at a constant
rate. Cells arriving when the counter has attained its maximum value are discarded or
’tagged’ for transmission with no guaranteed grade of service. Thus, the mean rate is
enforced to an agreed constant rate of the counter, whose maximum value also restricts

the maximum burst length of the source.
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Other mechanisms that ensure the usage parameter control have been suggesied.
They include the ’jumping window’, the ’triggered jumping window’ and the moving
window’. A comparison of the above mentioned controls including the ’leaky bucket’, in
terms of (i) violation probability (ii) sensitivity to static overhead (iii) the dynamic reac-
tion time and (iv) worst-case traffic admitted to the network and implementation com-
plexity, is given in |Rath91].

In [EcDoZoY1}, a different congestion control strategy is suggested. The controls
are partitioned into three domains : (i) network-element internal controls, (ii) network-
wide at the ATM level and (iii) call-level controls in an snvironment in which a limited
number of different classes of traffic is suggested. The call-level controls apply during
the call set-up negotiations based on the traffic descriptors and the performance needed to
be delivered by the network. With the service parameters having been established at the
call level, the suggested networkwide mechanisms control the implementation of the ser-
vice agreement at the cell level. This is done by three central capabilities: namely, the
capability for selectively shedding load under congestion conditions, the capability for
forward conveyance of encountered congestion conditions and that of backward

notification of relevant congestion onset / abatement conditions.

Finally, the third category of controls, those termed network-element internal, are
those on which the networkwide ATM-level control depend upon. Their actions include
traffic monitoring, selective cell discard, and bandwidth buffer allocation according to the

performance requirements of the supported classes of traffic.
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A distinction between two classes of traffic is suggested in IGiMaPh91]. The dis-
tinction is made in terms of the offered grade of service. Thus, class 1 is given a
guaranteed information transfer quality of service per connection, whereas class 2 is

offered an average information quality of service over many connections.

A combination of preventive and reactive congestion controls is suggested to ensure
the satisfaction of class 1 and 2 requirements. There are two causes of congestion-
related cell loss: momentary buffer overflow and sustained overload. The first arises
becausc of coincident arrival of peak-bandwidth bursts from a larger than average
number of sources. The second occurs where correlated traftic exists in the network for a
sustained period of time. According to their control scheme, reactive mechanisms work
to exclude momentary buffer overflows, whereas preventive mechanisms deal with the

sustained overload.

In [NoRoSVi91] the cell arrival process in an ATM multiplexer is examined, when
loaded with variable-bit-rate sources. The.t analysis is based on a result, originally
derived by Benes, expressing the distribution of work in a GI/G/1 queue. The result is
applied first to a queue where the arrival process is a superposition of periodic sources
and then to a variable-input-rate, constant-output fluid system. The latter is used to modcl
the ’burst component’ of the considered superposition queueing process. The suggested
’cell component’ and ’burst component’ of the queucing process represent (i) negative
correlation between successive interarrival times due to the periodic nature of cell emis-
sions by active sources and (ii) positive correlation between the average arrival intensi-

ties in successive periods of length greater than the inter-cell time of the multiplexed
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sources, respectively. Their analysis leads to buffer dimensioning and congestion controls
that guarantee a given performance threshold ( in terms of acceptable cell/burst-scale
congestion levels).

In [BMLRW91], the performance of an ATM multiplexer is studied. The input pro-
cess is considered to be the superposition of a multiplicity of homogeneous (binary)
sources modeled by a two-state Markovian process. A two-state Markov-modulated
Poisson process (MMPP) is used to approximate the actual superposition of the input
traffic. Results concerning the cell loss performance of the system are given via an
asymptotic matching procedure, to the ’phase process’ [Neu81], which is the resulting
superposition of a finite number of homogeneous binary sources. The results of this
approximation are verified with simulation data and exhibit the ’sharp knee’ behavior
between a ’cell scale’ congestion and a ’burst scale’ congestion that was observed by

other researchers [NoRoSVi91].

The work in [Hui88] is closely related to ours. A methodology for congestion
evaluation is presented here, by splitting the process into three levels, namely, packet
level, burst level and call level. Congestion is subsequently evaluated for each level, in
terms of blocking (loss) probability. The given congestion controls are based on the inter-
dependences of the performance characteristics between levels moving from the cell
level backwards to the call level. This process results in a call acceptance region that
regulates the incoming traffic during call establishment negotiations, by satisfying the

predefined performance thresholds at the burst/cell levels, respectively.
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A similar approach is followed also in [WoKo90] where admission types of controls
are suggested in cooperation with bandwidth enforcement mechanisms to control conges-
tion in ATM networks. Simulation results are provided for the performance of an ATM
statistical multiplexer employing an array of input buffers. The considered traflic classes
are characterized by the average rate, the peak rate and the average burst length. Statisti-
cal versus non-statistical modes of operation of the multiplexers along with several net-
work management and design principles are discussed as well ( see also | Wer88] ).

In [SaKuYa91], the traftic characteristics in an ATM network are analyzed, focusing
on voice and variable-rate video traftic. The superposed traffic is approximated by a 2-
state Markov-Modulated Poisson Process (MMPP), whereas the cell processing time is
approximated by an Lth order Erlang distribution (£, ). The resulting queuing model is an
Mmpr [E, [1/k, with K the output buffer capacity. The presented results concern the bursti-
ness of the traffic and the loss probability for a muitiplexing link capacity of 156 Mb/s

and buffer size of a few tens of cells, for different mixtures of video and voice traffic.

A matrix-analytic method is used in {YaMa91] to analyze the performance of an
integrated services TDM switching node. The arrival process consists of two priority
classes of packets, those with high priority being generated from a number of binary
sources, and those with low priority being Poisson distributed. Two infinite size buffers
for the high and low priority traffic are employed as well-us a sharing scheme that allows
high-priority packets to experience a minimal nodal delay and low-priority packets to

utilize any unused bandwidth.
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In [OhMuMi91], the performance of an ATM switch is addressed. The adopted
queueing model is that of a discrete-time single-server queue, at which three different
kinds of arrival processes are allowed to join together: arrivals of cells with a general
interarrival distribution, Bernoulli arrivals of cells in batches and interrupted Poisson
processes (IPP, [Kuc73]). An exact and elegant analysis is presented in order to derive
the waiting-time distributions and interdeparture-time distribution for arrival cells subject
to admission control. It is subsequently extended to approximate end-to-end delay distri-

butions for the designated traffic, and tested via simulations.

The arrival process model.

An issue of crucial importance is the arrival process model we use in Chapters I1
and I, to describe bursty types of traffic. The Markov correlated model in [MASKR88]
is suggested to describe the aggregate arrival process of variable-rate video sources. The
aggregate bit rate is quantized into finite discrete levels, with transitions between levels
being assumed to occur with exponential transition rates that depend on the current level.
Given that there is an infinite number of Markov chains that can fit the steady-state mean
and autocovariance of the aggregate video rate, the authors in [MASKR88] suggest a
birth-death process to describe the process. since no discontinuities or deep changes
oceur in observed video traftic samples. This results in a representation of the aggregate
process by a number of independent ‘binary” sources, that alternate between active and
silent periods with exponential rates and, when in the active mode, impose bandwidth

demands equal to the quantization step of the aggregate process. The transition from an
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idle to an active state is called a burst’ and imposes bandwidth demands for an

exponentially-distributed time period.

A model similar to the one described above was initially suggested by Brady |Brov|
for voice-traffic modeling, and used again in statistical multiplexing analysis of voice
sources with speech activity detection in |[SrWh86] (with the active state representing
talkspurts and the silent state corresponding to silence intervals).

In this thesis, we assume that the Markov correlated model, or equivalently the
‘finite source’ model, can be used to describe the bursty nature not only of voice or
variable-rate video traffic, but of other sources as well. Then, the agg.egate arrival pro-
cess for various types of traffic is assumed to be composed of groups of binary sources (
with parameters that fit the mean rate and covariance of the respective types of traftic)
that, when in the active state impose distinctive bandwidth demands to the statistical mul-

tiplexers of the network according to the type of traffic they represent.

Another frequently used model is thc Markov Modulated Poisson Process (MMPP),
which is a special case of the versatile Markovian process [Neu79]. Arrivals are
governed by a continuous-time discrete-state Markov chain, with packets arriving
according to a Poisson process with parameter A, when in state m - called 'phase m’.
Thus a K-state MMPP is defined by the state space {1,..,K}, the infinitesimal generator
Q (a KxK matrix that denotes the allowable transitions and the respective rates) and the
arrival rate matrix A =diag(A,, A, --- A}

In [HeLu86] a two-state MMPP is used with four parameters (A A,,r,,r,), that

match the statistical characteristics of the superposition of a number of voice sources.
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The chosen statistical characteristics are: the average arrival rate, the variance-to-mean
ratio of the number of arrivals in the time interval (0, 1,), the long-term variance-to-mean
ratio of the number of arrivals and the third moment of the number of arrivals in (0, 1,),
with ¢, 1, arbitrarily chosen [Neu79).

An approach similar to ours in traffic characterization is given in [LiMa90], where
the binary source model is used to describe traftic types other than voice or variable-rate
video. Note that any multistate Markov model can always be approximated by the binary
model in [MASKR&8]. with the correlation of each type of traffic represented in terms of

the power spectral density.

Universal grade of service - Admission controls.

Tt is critical in a multimedia environment that the transport level is guaranteed to
meet performance requirements for all the supported applications. That is, from delay
sensitive applicati.-ns such as voice, to less-sensitive applications such as image transfer.
Thas variety could lead to tailoring the network according to the individual needs of the
supported services, and consequently to an increased complexity of controls [Wo88].
Thus, in the first two chapters of the thesis, we choose to deal with the heterogenous per-
formance requirements in an integrated manner, by not assigning priorities to different
classes of traffic and aiming at simple control mechanisms that apply universally. In the
third part, we pursue the topic of service priorities by making a distinction between two

classes of traftic that are integrated in a broadband environment ( not necessarily ATM ).
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The distinction is based on delay requirements, the delay sensitive traffic being immedi-
ately accepted when bandwidth is available, whereas the delay insensitive second prior-
ity traffic is being stored in the buffers of the system waiting to be serviced by any unused

portion of the bandwidth dedicated to the first priority traftic.

Then, the basic philosophy of the admission controls for the fully-integrated
connection-oriented ATM transport is summarized in the following [Hui&8]: By suggest-
ing a method for evaluating burst blocking, that is, the calculo*ion of the probability that
a source switching to the active mode is blocked, we can draw the admissible region for
the combinations of calls of each service type for which the burst-level blocking is
acceptable. Given this admissible region of call combinations, we can then calculate the
probability of call blocking at the boundary of the region which depends on the call
arrival and holding-time statistics. The same basic philosophy applies in the third
chapter of the thesis with an additional parameter, the queuing delay (or the packet-loss
probability ) of the low-priority traffic.

The main volume of our work, that is, the way of evaluating the above-mentioned
burst or call-blocking statistics and the queueing delay in the hybrid scheme, is distri-

buted in the following chapters:

Chapter I.

In this first part of the thesis, we suggest a multi-class multi-link generalization of
the well-known Erlang B formula that gives the blocking probabilities in telephone net-

works as a function of the offered load and the number of available channels. Our work
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is an extension of an earlier work that appeared in [ Kau81], [Rob81], and applies to cases
in which an incoming call that can be characterized by different bandwidth demands,
must access two or several consecutive links in order to reach its destination. Since
blocking can occur in any of these links or in any link combination, the blocking proba-
bility is calculated exactly by means of a linear recursive formula that takes into account
interdependencies of traftic levels on consecutive links. The above analysis is further
extended to cover architectural features of the broadband network, such as broadcasting
and multicasting.

For practical applications, the Poissonian assumption for the arrival process of the
individual traftic streams, is sufficient for traditional types of traffic - for example, tele-
phone calls without silence removal - or cases in which the number of traffic sources hav-
ing access to the network is assumed to be infinite. Scenarios of traffic integration with a
limited number of bursty sources, like still picture graphics stations, are not covered by

this analysis.

Chapter 1L

The above limitation is considered in the second part of the thesis, where we
analyze the situation in which traffic sources are discrete in nature so that the total offered
traftic load to the network can never exceed certain limits. In order to take into account
the bursty nature of the offered traffic, we introduce the two-state source model as the
unit source model for any type of traffic burst [MASKR88]. A basic assumption here, as

mentioned before, is that a number of two-state sources can approximate any type of
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traffic adequately well, by adjusting the statistical parameters of the two-state sources
accordingly.

Subsequently, we derive expressions for blocking probabilities - blocking meaning
the network’s inability to allocate the demanded bandwidth - for two network topologies :

a) a set of multiplexers at the access points of the network where calls can be
blocked or bursts can be dropped, as well as, an internally nonblocking routing network,

b) a set of muitiplexers at the access points and a blocking TST (Time-Space-
Time) N, xV,, switch at the routing core,

For these two cases, we calculate burst-loss probabilities as a function of the traflic
load and the bandwidth requirements of the supported services. Then, we use these cal-
culations to suggest multidimensional call acceptance regions with the number of dimen-
sions being the number of types of traffic. The point of network operation is defined by
the load of each type of traffic present in the network. Acceptance of a new call moves
the point of operation closer to the boundary, which, for as long as it is not violated,

guarantees the predefined performance threshold.

Chapter III.

In the third part of the thesis, an integration of three types of traftic, typified by
voice, data, and video is analyzed. Bandwidth is administrated via a ‘movable boundary’
technique [Ku74],[Za74], that partitions the available transmission capacity into two por-

tions: one for the video-voice calls, which is never to be exceeded, and another one for
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the data packets which are allowed to overflow to the video - voice band when unused
bandwidth is available. Buffer space for the data traffic is provided in order to maximize

bandwidth utilization.

The suggested analysis assumes both a Poissonian arrival process as well as a Mar-
kov correlated one for the video-voice traffic and proceeds by construction of a Marko-
vian chain embedded at the start of each frame in the succession of frames in time. This
approach is limited by the increased dimensionality of the state transition matrix. The
complexity of the problem is effectively reduced when the hierarchical structure of the
system is exploited. Sinces the above system is hierarchically structured in terms of
arrival rate and service time distribution of the three types of traffic, Courtois’ techniques
on nearly completely decomposable systems apply naturally {Cou77]. The technique is
an approximation that treats nearly completely decomposable systems as completely
decomposable that can be analyzed by treating the subsystems involved independently,
consequently an error ¢ is introduced that depends on the degree of coupling between
subsystems. A second order approximation that decreases the error of approximation
into an order of € is also employed, allowing a wide range of input traffic characteristics
to be accurately analyzed.

A further extension of the above analysis is suggested for the case of an infinite data
butfer assumption. Matrix Geometric techniques [Neu89] are well-known solutions to
the problem of solving the equilibrium state distribution of these types of situations.
Direct application of the techniques though, is limited by the amount of computations

involved in realistic applications (DS3 or higher capacities). Instead, a combination of

et
e
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decomposition, matrix geometric techniques is pursued as an adequate solution.

Based on the above analysis, we calculate blocking probabilities for the tirst- prior-
ity calls and the average delay/ buffer overflow probabilities for the data traftic. The

results lead to formulation of admission controls similar to these suggested in the previ-

ous two chapters.

Chapter 1V.

Finally, in the last chapter of this thesis, we discuss the main results of the above
analysis, emphasizing conclusions and practical considerations based on them. We con-
clude the chapter by mentioning further possible extensions of our work to related sub-
jects. The problem of consecutive levels of statistical multiplexing of increasing capa-

city is one of them.



CHAPTER 1.

Blocking of Circuit Switched Traffic in Tandem ISDN links.

The context of the problem is broadband optical networks which carry a wide range
of traffic classes in an integrated fashion. The focus is upon so called stream traffic in
which each class is allocated different quantities of bandwidth for the duration of a call
on an equal sharing policy. Our main contribution is an exact analysis of the blocking
conditions experienced by different classes of traffic demanding transmission through a
network with the star or the ring topology is presented. Thus, we calculate blocking pro-
babilities on tandem links by means of a recursive relation that simplifies considerably
the complexity of the problem without ignoring the interdependencies among links.
Being a solution to a multiple classes - multipte links blocking prcblem, the present work
is a multi-dimensional generalization of a well-known analysis for a single trunk. The

etficiency of the solution lies on the linearity of the necessary computations.
The results of the analysis are applied to blocking calculations in an N,xN, star and

an N -station ring network. They are further extended to include multicasting and broad-

casting switching capabilities.
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1.1 Introduction

Realization of ISDN [Wh87] on optical networks, will be required to handle many
different kinds of traffic including voice, data, video etc. From the point-ot-view of per-
formance, we distinguish two basic types of traffic which we designate as reserved
(stream) and unreserved. The reserved type of traffic, typified by voice. can tolerate only
a limited amount of delay which constitutes a performance threshold. The same may be
said of video signals. For this type, only limited buffering is tolerable. Being also less
bursty than many types of data traffic, a reasonable policy is to reserve transmission
bandwidth. If the transmission bandwidth is not available, the calls a-2 cleared. An
example of such a policy is co ained in reference [Gelee89|. In contrast, the
unreserved traffic, typified by data signals, does not have a delay threshold. Performance
deteriorates with increased delay in a more or less continuous fashion; accordingly,
buffering is appropriate.

In this chapter, we concentrate on reserved traffic which is modeled as the Poisson
arrival to the system of calls requiring a certain amount of bandwidth for a random time
interval. We assume that this traffic may be segmented into different classes each of

which has different bandwidth and holding-time requirements.

We are interested in situations where reserved traffic is routed over two or more tan-
dem links. We calculate blocking probabilities over the path formed by these links, with
blocked calls cleared. This is a fixed-routing problem and although modern communica-

tions networks employ alternate routing - according to which if a call arrives to find
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insufficient capacity in one of the links along its first attempted path, then a second is
tried - usually the complexity of the problem is such, that approximations are given by
decomposing the scheme into a series of fixed routing problems. This work is an exten-
sion to higher dimensions of analyses by Kaufman [Kau§1] and by Roberts [Rob81] who
obtained, independently, a generalized Erlang B formula for a single trunk carrying
reserved traffic whose calls require a random number of servers for an arbitrarily-long
period of time. We find the probability of blocking on one or more of the links in a tan-
dem connection for each traffic class. In presenting the results, we focus upon two
configurations, the star and the ring. As we shall see, the methodology is such that the

generalization to other configurations is straightforward.

The first topology examined here, the star configuration, is illustrated in Figure 1.1.
A space-division switch that might be self-routing [HuAr87] for example, lies at the hub
of the star providing routing connections amongst any pairs from the N, input and N, out-
put set of links. A group of sources with the same or different traffic characteristics are
statistically multiplexed onto each of the N, input lines. Demultiplexing respectively
occurs at any of the N, output lines. The bandwidth of each input or output line, is to be
divided among the various traffic classes on a fully-shared basis. Each call occupies for
its duration a number of slots in a frame according to its bandwidth requirement. This
traffic arrives to muli'plexers at the end of the input lines as shown. The switch routes

calls from each of the classes between input and output lines.

The multiplexing is effected by Time Division Multiplexing (TDM) in which the

flow on the line is organized into frames consisting of a fixed number of slots . Each slot
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carries a basic unit of information, a cell or a byte, for example. We assume that the
duration of frames on input and output lines are F; and F, slots, 1espectively. In the
real-time multiplexing scheme input and output frames must have the same duration;
hence F, and F, denote the relative bandwidth of input and output lines, respectively.
We assume the TDM model for the remainder of the chapter; however, other multiplex-
ing techniques can be modeled in a similar manner, as well. For example, the same basic
analysis carries through in systems where a peak rate is guaranteed for the duration of a
virtual connection in an ATM environment [GeLee8Y]. An aggregate of ATM sources
may be modeled by a large number of independent Markov chains with two states, active
and idle [MASKRS8]. In the active state, transmission is at a constant rate. When the
total guaranteed peak rate reaches a ceriain threshold, all new connection attempts are

rejected.

Under the foregoing model, a call can be blocked on either an input or an output
line. In either case a newly arriving call requires more slots that are available in the

frame. In this chapter, a method for calculating the probability of blocking is presented.

It is assumed that the switch is capable of rearranging the incoming traffic in order
to resolve output contention, that is, signals in different input lines, occupying the same
portion of the respective input frames with the same output destination, automatically
acquire a phase difference, which allows conflict-free transmission through the switch. If
this rearrangement cannot be carried out in practice, the results we present constitute a

lower bound on performance.
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My NxN switch DEMUX
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VANVAN
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Figure 1.1. Star configuration with N,xN,, switch at the hub.

Figure 1.2. Ring configuration with N stations .
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The second configuration which is under consideration, is the ring illustrated in Fig-
ure 1.2. At each of the N stations in the ring, traffic may enter and leave the system,
Again it is assumed that flow on each of the links is organized into the TDM frame struc-
ture. A call originating at a particular station occupies a varying number of slots,
depending on bandwidth requirements on each of the links in the path to its destination
station. If any of the links cannot accommodate the bandwidth requirements of a call, the
call is blocked. Notice that the ring topology is a tandem connection of N 2x2 switches.
This stands in contrast to the star, a single N, x N switch. Finally, we conclude this
chapter by considering multicasting/broadcasting features in a switch (star) topology. A
similar type of analysis applies to a ring topology as well.

Dziong and Roberts [DziRo87] derived a similar result in a somewhat different
fashion. They also suggested an approximation based on a multi-variate normal distribu-
tion with the same moments as the mean, variance and covariance of the multi-class
traffic. Relevant to the present work is also the paper by Kelly |Kel86], where an approx-
imation for the blocking probabilities is introduced in a link independence form. This
approximation is valid for networks with an arbitrary topology, under the condition of
simultaneous increment of the offered traffic and the capacity of the links. A reduced

load approximation is also given in [Wh85].

1.2 Analysis of the N, x N, star.

The analysis of blocking in the N, x N, star is based on the following assumptions :
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1). Calls are generated at the multiplexer at a Poisson rate with an average of A
calls/ second.

2). Each call falls into one of K classes of messages, which require b, frame slots
for a random holding time ;. The arrival rate of each class i with sourceldestination pair
calls/sec.

K. v is represented by A,

3). The LS transform of the probability density function of the holding time, 1;, is a

. ] |
rational function with mean value — [Lam77].
K,

The objective is to compute the steady-state blocking probability experienced by a call
attempt with bandwidth requirements b;, presented at an input link p with destination the
output port v (the pair p,v being arbitrarily chosen). Two conditions prohibit the

transmission of such a message through the N, xN,, switch.

I). Lack of available bandwidth in the frame with duration F, slots, at the input port

H,

11). Lack of available bandwidth in the frame with duration F, slots, at the output

port v,

By allowing frames on input and output lines to be of different lengths, we allow for
concentration of traffic and consideration of the switching speed. Denoting by P (/ wi ) the
probability that a message of class i is blocked because of condition (I) exclusively, and
by P(I,,). the probability that the same message is blocked because of condition (II), the

blocking probability is expressed as :
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P, =PU)+PU)=PU,N) (1)

The probabilities of the first and the second events are expressed as
b1
P = X rF=p)
j=0
and
b~
Pd,)= Xz,F,=j)
J=0
with 7,(x) z,(x) the probability of finding x slots full in the frame at the input port p and
the output port v, respectively. The third event P(f; ;) can be expressed by means of
the joint probability function q,,(j.0), which represents the probability of finding j slots

of the frame at the input port p full, and a total number of / slots destined to output v.

b~16,-1
PU;N ) = X X awFi=F,=D
j=01=0
Noting also that :
F, r,
r“(i)'_' Zqﬂv(jil)’ zv(1)= zq”v(i'l)
1=0 7=0
equation (1.1) yields :
b-1F, b-1F, b~16,~1

Py = X T Fikd) + X Ea,0F,k) = T X duFi=j Fo-1)

k=01=0 k=0j=0 j=01=0
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An efficient method of computing 40 is presented in the next section.

1.2.1 Local Balance Equation.

Introducing this section, we note that the above-described system can be modeled as
a BCMP network with type 3 service, that has both the ‘product form state characteriza
tion’ and the ‘insensitivity property’, independently of the sharing policy we adopt
[KauR1|. The first property, the product form solution, is expressed as:
N’ No K nql
-1 ijk
Pm)=GQQ TITII1—

ool
i:lj:]k:l nljk *

with

Nl Na K a".I)k

c@= ¥ [N —

ne Qi=lj=lk=1 Tijk’

the normalization constant and  an arbitrary sharing policy. The insensitivity property
simply means that the service time distributions of the various classes of traffic are
specified only by their mean.

Assume for the moment, that the *temporal requirements’ of the various classes of

messages are exponentially distributed. Then the state of the system n can be written as :

n= (g Bk NN KD

The nonnegative integer n . is the number of type z calls on input port p with output

vz
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destination the port v. Also, we define the state vectors

- +
“ijk—(n]“;-...nljk—l'-.-'nN,N"K) and “UK =(n|“ ----- "U‘ +l""'"N'N”K)

The fundamental dynamics of our system are the same as those considered by Kauf-
man [Kau81]. It is assumed that the slots required by a single call need not be contiguous
and the switch is capable of rearranging the incoming traffic in order to resolve spatial
confiicts. Thus, the sharing of the available bandwidth among the different classes is
considered a complete sharing policy, since a call attempt requiring a certuin number of
slots (say &) of the frame is blocked if and only if fewer than b slots of the respective
input and/or output frames are available. Denoting by Q the set of allowable states deter-

mined by the above policy, a state n € Q satisfies the following conditions :

N, k

I. Z Zn#yzbz =ﬂ1,'p$F, V }_I.E{l, 2' e Nl}.
y=lz=1

N, x
. Y ¥n.,b,=m, <F

\

¥ ve{l,2, -+ N_}.

o o
x=lz=1

In the next section, we evaluate the occupancy distribution of the system. Thus, we
define R ,, to be the collection of the pairs of the input/output occupancies (m, ,, m, ), for

any input/output pair of ports , v, and for every n in €, that is :
R, ={m,m,) Vney

We note that Q belongs to a more general class of policies, the so called
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coordinate convex policies, defined by the following two properties :

i neQ-n,, 20 x=1,:-+ N, y=l, --+ Ny, z=1, -~ K.

i. neQand n, >0 — n;yzeﬂ.

Condition (ii) here, means that departures from the switch are never blocked, a property
which certainly characterizes the complete sharing policy model we adopt. Further, it
can be proved that our policy may be viewed as a single node queuing network with
population size constraints, characterized by a product-form state distribution. Finally,
the "insensitivity property" that concerns the product-form st :- aistribution, is also valid

for our model.

Since our policy is coordinate convex, the local balance equation can be written as :

@i Vi P (M ) = . P () Yu,v,i andne Q. (1.2)
with a ;= A,y / W, and

Vi) = .
e 0 'fnpvizo

1.2.2 Calculation of the Blocking Probability.

The function q U J)is defined as :

qpv(i’l)z' E P(n)-

nc-S”
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with P (n) the probability of the state n and the set §;, —Q detined as

N, k N, K
Sj.l ={n: Z Znu,vzb: =j and E Z"xv:b: =1, L 20, ¥ a.over ne QL
y=lz=1 x=lz=l

for an arbitrary pair of input-output ports y, v. Note here that j,/ in the above expression
are not arbitrary integers but represent occupancy values at the respective input-output

ports as a result of one or more states in L.

Summing (1.2) over S, , we get:

By X NP = 3 0y, P (1.3)

neSN ne.ﬁ”

The LHS of this equation is :

LHS =a,,; ¥ vai(n)P(n;vi )=a,, p Py, ). (1.3a)
nes, nes M/n 21}
But,
No K
Sj',m{npwel} ={n: Y Enmbz + (R, = Wb, =j—b;, and

y=lz=1
y#v

Mok

Z anvzbz + (nuvi - l)bi =l ~b;, npviZI’ nxyzz()} (1.4)

x=lz=1

x#l

substituting in equation (1.4)
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nx)’z X vy 14 # u-v", 9i

A

n = .
Xz nxyz—l XYz = usv o

the left part of equation (1.3a) becomes :

LHS =a,, ¥  POg)=a,, X POD)=a,,q,,G-b.I-b) ji2b. (1.5

nes, Mfn, 2l AeS, .,

where GuyU. D is the probability of finding j slots of the frame at the input port p full,

and a total number of / slots destined to output v.

The right-hand-side of equation (1.3) can be written as :

P(n)

RHS = 3 n,,,P(m)= 3 n,,

ne%l ne%l qpv ’

quv(j,l) ¥ (j.J)e va.

Noting that P(n | j,/), the conditional probability of the system being in state n given j,/

the number of full slots in the input and output frames respectively, can be expressed as :

P(n)q,,G.) fornes§;,

Pl jl)=
(ljd) 0 otherwise
we obtain :
RHS = (3 ny; POV jINGG0) = Eryy; | )Gl Y (j.l)e R,(1.5b)
nng
with E(n,,,;1j.l), the expected number of n,,; conditioned on the occupancy of the

respective frames j./. Combining equations (1.5a) and (1.5b), we get :

a”w.q“_v(i—bi J=b;) = E(npw- I j,I)qw(i.l) Y (j,l)e R”‘, and arbitrary u,v.
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Note that both the terms involved in the definition of the set S;, are affected by the inter-
section of this set with {n : ny 21, since both the terms in eq.(1.4) contain the element

n,y; and a unit increment of the term n,,,; implies an increment of &; slots to the number

nv
of occupied slots in both the frames at the input port p and the output port v. This is
clearly not the case, when we consider the local balance equation between a state n and

the state n,,;, V w=v. Inthis case we have :

@ i Y Y @P (0 ;m. )= X 0, PO (1.6a)

neS” nebu

The LHS of this equation is :

LHS =a,,; ¥ Y MPO J=a,, X Pl

nes nes Mn,,2l}

We consider again the intersection of these sets,

N, N ok

Sj.ln{nNWiZI} = {n: Z Ellpyzbz + (nP.Wi - l)bl =j _bi and E Z”xvzbz =1, W-'»tV}.
y:]z:l x=1z=1
y#w

substituting

My Xy z#UW,i
A=

2 ‘nxyz—] xvy Wz = u’w 1i

the left part of eq.(1.6a) becomes :

LHS =a,,, p2 P, )=a,, % P@E)=ay,q,, j~b.t) forjizb,.  (1.6b)

nESN(\{nMZI) ﬁESI_b'!
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where 4.0 1) is the probability of finding j slots of the frame at the input port p full,

and a total number of / slots destined to output v.

The right-hand-side of eq. (1.6a) can be written as :

P(n)

RHS = % n, PO)= T n,,

- q
ne.slJ neSI_, pvv

qpv(ivl) v (j,l)ERp"

Noting that :

| jJ)=
Pljh 0 otherwise

we obtain ;

RHS = (3 1y PO jINGGd) = By, V jDgGd) Vv (j.1)e Ry, (1.6c)

ne.\}J

Combining eq. (1.6b) and (1.6¢), we get :

i U=bpl) = E(ny,;: 1 jDg Gy r#p (1.7)

The treatment of the local bala~ce equation between the states n and n,_;, for any r#p is
exactly the same. Summation over all the states in the set S;, leads to the following

expression:

Y 4y Yy @PM )= Y 0, PM) Vrovio orzp (1.8)
neS‘J neSN

Since
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No k W
Sf-lm{”rviZI} ={n: 3 an)‘:I)z =j and ¥ ¥in.bo+(n, = Db =1-b, repl

y=lz=1 a=lz=1
X#r

the left-hand-side of (1.8) becomes:

LHS =a,4;q,,UG.d=b,) forj.i2h,,

whereas the RHS of eq.(1.8) is again (for exactly the same reasons that yielded

egs.(1.5b),(1.6¢):

RHS =E(n,;\ j.DqG.) vV (j.1)eR,,

Combining the last two expressions we get :

@i QuyUd=b) = En, ;1 j.Dq,G.I) r#u

The main results of the previous analysis are shown in the following expressions:

Uiy by d=b) = E(ny, 1V j)gGd)  V (j.l)e Ry, (1.9)

and

0,0y U=bi) = Ey, 1 jDa ) ¥ (jd)e Ry . y#v. (110)

and

iy Uil =b) = B, 1 jDg G )V (1) eR,, , x#p.(L11)

The last three expressions ( egs. (1.9),(1.10),(1.11) ) correspond to eq.(AS) in reference
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[Kau81]. In order to simplify further the computation of the values of q,,.(j./), we prove
in Appendix A, lemma Il that equations (1.9), (1.10) and (1.11) hold for

V j<F,,,l1<F, thus full enumeration of the state space is not necessary, and we

W vo

derive the final two recursive relationships, that yield G D) Multiplying eq. (1.9),

(1.10), (1.11) by b; we get

AP iy G=bl=b) = b E(ny,, | JDg G V jsF, ., I<F, (1.12)
am,ib‘-q”‘v(/’—b,.l)=I)‘.E(npyilj.l)qpv(i,l) V jsFy . IsF,, y#V. (1.13)
and
Ay, b4, Gl =b) = b E(n,,; 1 j DG b V jSFy, I<F,, x#l. (1.14)

Then. summation of equation (1.13) over the range of output ports and the different

classes, and use of eq. (1.12) for the v output yields :

kK N,

Z(Zapyibi(Ip,v(i-bi 4) +apvib: qp,v(i_bi’l'—bi)) =
i=1l y=1
y#v

k No
Z(ZI)‘E("“W ' .]vl)qpv(i’l) + biE(npvi l j’l)qp_v(”l)) =

1=] y=1
y#v

Kk No kK No

X S EM 1 DG d) = ECE D0 b1 0G0 = ja ) (115)
i=ly=1 i=ly=1
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Similarly,

K Nl K Nl
Z(Zale b,qp’v(i \l—b,) +aleb[ (l}l,v(i_bi ‘I—bl)) = Z Z[)IE("\’VI I jul)(I“‘,U J) =

i=l =1 i=lx={
XEHL
kN

ECY Y n.;:b L, G =g, G, (1.16)

i=lx=1

The probability function g, ) can be found from the recursive relations above. Note

~

that eq.(1.15) cannot be used in the computation of 4, 0.0 11 <F,, and eq.(1.16) cannot
supply the values of 4G 0) 3j <Fp. Thus, an additional summation is proposed.

Adding eq.(1.15) and (1.16), we get :

K No
Y(Ya i b;q Pl‘\,(j ~b;.l) +a i b;q w(j —b,A=b;)) +
i=l y=1
y#vV
k N
Z( Z axvibiqp.v(j ‘l—bi) +da vi b: qp,v(i'—hi Jd _bl ) =
i=] x=1
X#

= jq U +1q,,G) = G+ Dq (). (1.17)
Using also the convention :

qp,v(j’l):O (i’l)eRp.V

and the normalizing condition :

Fl Fa

22U =1 (1.18)

j=01=0
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the values of the function (1) can be computed.

1.2.3 Example.

As an example consider a 64x64 symmetric switch loaded at each input link with two
classes of traffic having bandwidth requirements b, = 2, b, = 3, and load a| = 1/2, 4, =
1/3 respectively. The capacity of both input and output frames are 5 slots (F, = F, =5),
and calls of either the classes arriving at each input port are uniformly destined for all

output ports. Solving equations (1.17) and (1.18) forp=1,v =1, we get :

g,,(0, 0)= 02242  ¢,,(0, )= 0.0000
¢,,(1, 0)= 0.0000 g,,(1, I)= 0.0000
g,,(2, 0)= 0.1104  q,,(2, 1)= 0.0000
g,,(3, 0)= 0.0736  g,,(3, I)= 0.0000
g,,(4 0)= 00272  q,,(4, 1)= 0.0000

4,,(5, 0)= 0.0362 q,,(5, D)= 0.0000

¢,,(0, 2)= 0.1104  ¢,,(0, 3)= 0.0736

ql]( l’ 2)

0.0000  q,,( 1, 3)= 0.0000
¢,,(2, 2)= 0.0561  q,,(2, 3)= 0.0362
¢,,(3, 2)= 00362 g,,(3, 3)= 0.0253
41(4 2)= 00142 ¢,,(4, 3)= 0.0089

¢, (5. 2)= 00184  ¢,,(5, 3)= 0.0125
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q,(0, 4)= 00272 ¢,,(0, 5)= 0.0362
gy (1, 4)= 00000  ¢,(1, 5)= 0.0000
g,(2, )= 00142 ¢,(2, 5)= 00184
7,(3, 4= 00089 ¢,(3, 5= 00125
g,(4, 4= 00037  ¢,(4, 5)= 0.0047

q,(5, H= 00047  ¢,,(5, 5)= 0.0063
Based on these values the blocking probabilities for the two classes of messages are :

P, =0.2541 P, =0.4989

Since we assumed symmetric load presented to the input ports, we have :

P, =P, Yy, P, =P, VY,V

nt uvi n2 uv2

The obvious generalization of the foregoing result is to interconnected star net-
works, such as Hubnet [LeBou83] shown in Figure 1.3. In this system, a connection is
made through one or more intermediate hubs, and can be blocked at any of the connect-
ing links. Further, it can be shown that the same general approach can be used to calcu-
late blocking probabilities for multicast traffic where traffic at an input port is routed to a
subset of the output ports. In the next section, we present the results of an analysis of a

ring network which would serve to indicate the resuits in the general case.
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Figure 1.3. Star interconnected network.
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1.3 Extension to an N-station ring

The system under study is an optica! fiber network in the form of a ring a common
topology in Local and Metropolitan Area Networks (LANs and MANGs, respectively). A
ring in this context is simply a sequence of point-to-point links between stations. Traftic

may enter and leave the system at each of these stations.

As in the previous Section, there are different classes of stream traftic. In general,
each of these classes will require different amounts of transmission capacity. An casily
implementable way of allocating this bandwidth is by means of Time Division Multiplex-
ing (TDM). The flow of a line is blocked into frames which are composed of a fixed
number of slots, each slot conveying a certain amount of information. For each call, a
specified number of slots in the recurring frame is allocated. Notice that in a ring system,
a call will, in general, be established over several tandem links, reserving the same

number of slots in a sequence of frames.

The appropriate measure of performance for circuit-switched traffic is the prababil-
ity of call blocking. Blocking occurs when the number of slots in a frame which are
required by a call are not available in a frame because of previously established calls. In
a ring system, a call is blocked when the number of slots that it requires are not available
on one of the tandem links that it traverses. The analysis of blocking in this case is com-
plicated by the fact that traffic is entering and leaving the system at each of the stations so

that each link contains a different mixture of calls.
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1.3.1 Performance analysis

We assume N stations distributed in a ring structure shown in Figure 1.2. Propaga-
tion of messages is done in a sequential manner, that is, given that there is available
bandwidth in the frame, a message asking for transmission from station y to station v, is
first transmitted to station pu+ 1, then to p+2, and so on until its final destination station v is
reached. The links (L; , i=1,2, .. N) between the stations are assumed to be unidirec-
tional 1. The transmission rates at the links connecting the various stations are assumed
to be the same. For reasons of simplicity, we assume that the flow on each of the links is
organized into frame F slots of duration. The traffic characteristics are the same as indi-

cated in 1) - 3) of the previous section.

By definition a message can be transmitted through the network, if and only if, there
is available bandwidth at each one of the successive links that form the virtual path
between the entrance node and the destination node. Then given that a call attempt of
class i messages demands b, bandwidth units (slots) in each part of the sequence of links
it should traverse, rejection of such an attempt will occur if less than b; slots are available
in any link that constitutes part of its path. Thus, for an arbitrary chosen pair of input
output ports u,v, the blocking probability of type i messages, is expressed as :

Py = {PUy )+ PULD+ e+ PUAYJ={PU )+ - +PU )+ oo

v

b o {P(’unﬂ’mzﬁ RENa VP (1.19)

T A similar analysis can be carried out for bidirectional links.
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where P(l;) is the probability that our call attempt is going to be blocked at link j
exclusively. Similarly, P (¢ ;M) is the probability that the same call attempt is blocked in
both the links L;,L, ,etc. All the probabilities in eq.(1.19) can be expressed by means of
an N dimensional function of the form , ¢ (x, .x, .x4 .- -+ \ay) that represents the joint pro-
bability of finding x, slots of the frame L, occupied, v, in the frame L,, etc. Thus, the

probability that a message is blocked at the link L, ,, denoted by P(/ pa) 8

p+l

b-1

PUy) = X4y F-)
j=0

with G ), the probability of finding x occupied slots in the frame p+1. Similarly, the
probability that a call request is blocked because of lack of bandwidth at both the links

Ly, 1> Ly, is expressed as:

p+12
b,~1b,-1
P(lp+lmlu+2) = 2 qul‘p,;z(F_ij—‘l)
j=01=0
and
b-1  b-1
PUyn\ " =X o TqF=j, -+ F-)
j=0 1=0
The probability functions ¢ p+l(')' ‘lpnwz(.). -+ are expressed by means of the joint pro-

bability function g (x| ,x; x5, - xy). Thus:

F F
qu.'_](n):z... Z([(Xl,xz,"' ,X'pfl, "".XN) (1.20)

x,=0 x,=0
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Clearly, the calculation of blocking probability depends upon an efficient technique for

calculating the joint probability g (x; x; x5, Xy)-

We define the state of the systemn as:

n = (oMo -0 Nogr - - - » INCiN-2K)

where n; is the number of calls in progress which originate at station i, end at station j

and are in class k. Also, we define the state vectors

- +
n'}L = (non, e ,n,jk_l, “ o ,nN_lN_z’K) and n"jk = (n()”, PN ,nijk +l, s ,nN_lN_ZK)

Again, the sharing of the available bandwidth among the different classes is a
complete sharing policy, since no priorities, nor bandwidth reservation modes are con-
sidered for different types of traffic. As in the previous analysis, it can be shown that the

results hold for general service times distributions.

The derivation of the joint probability function ¢(.) in eq.(1.20), begins with the

local balance equation :

A Y (MP (M, ) =0, P() VIV, andne Q. (1.21)

with a,,,; representing the load, ( A,,;/1;), and y,,,(n) defined in Section 1.2.1. The
remaining steps follow those used to obtain equations (1.1 - 1.7) above. In order to save
space these will be omitted. The joint probability function can be derived from the fol-

lowing recursive relationship:
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N-1 K
E z(b' l}/l.}l+lau.ll+l.lq (x I.ngo..' XPH—[JI qoouy .“N) +
p#=0i =1
bilp a2y 2i G X poeeesXy B Xy B Xy + o 4

bilp.(u+N—-l)modNap.(p+N—l)modN.i GO by 0 Xy b)) =

(4 Xp+ o+ x) ey Xy 0L X))

where the function /, ; = (j~i)modN in the summation takes into account the fact that

traffic goes over several consecutive links. Finally, using the normalizing condition :

F F F
XY o Yalpxg ax)=1
xl=lxz=l xN=l

the values of ¢(.) can be computed recursively.

1.3.2 Example

Consider a ring with 5 nodes accessed by two different types of traffic with the following
load parameters : a,: 510, a,:3.33-10", and bandwidth requirements b, :2 and b, :3
slots, respectively. Each node of the ring is accessed by both types of traffic. The desti-
nation of the messages in the system, is uniformly distributed among the 5 nodes. The
total capacity of the frame at each link is 5 slots. The probabilities of the events
Py PUy iV 102 PUu Y o aia) and PU oY sV, e)s ineg.(1.19)

concerning type 1, were found to be :

PU):3310° PU Y1910 PU ) 99107 PU o ) 33107

Using these values, the blocking probability of a class 1 call request from node i to nodes
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i+l ,i+2 ,i+3,i+4 mod N, was found to be:

Py =3310° P =4610° P, =4910° P =4910"

Similarly for type 2 traffic we have :

P 83107 PU L) 14910° PU LA :2410° PU AL, 83107

Again, the blocking probability of a class 2 call request from node i to node i+1 , i+2,

i+3 , i+4 mod N, was found to be:

Py =83107° Py = 1107 P, =12107 P, =12107

The computations that are involved are fairly simple so that a number of tandem
connections can be handled. We recognize, however, that ring networks may have in the
order of hundreds of stations, and consequently multidimensional occupancy distribu-
tions of this order are extremely difficult to evaluate. Approximate techniques to handle
this situation should be considered instead. In the following paragraphs, we introduce an
approximation in which the parameters of the previous example are used again to evalu-
ate the significance of the terms P(le), P(lemlwz), P(lp.+lm]u+2mlp+3)’ and
P UV w2 s 49 In the calculation of the blocking probability. We consider
the traffic that traverses the maximum number of links ( four in the previous example ) in
an approximation that progressively discards the terms involving the joint blocking pro-

babilities expressed by the events P(,,). PU 2 PUpaY prY and

u+3)’

P w2 e o), Which are associated with a multidimensional occupancy dis-
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tribution with dimensions 4,3, and 2 respectively.

The results are shown in Figure 1.4 in terms of type-2 blocking probability as a
function of the type -2 traffic load. Curve A represents the exact blocking probability of
type-2 traffic from O station to station 4, curve B represcnts the approximation in which
the event of blocking because of lack of bandwidth in all four links is neglected, curve C
is the approximation in which we neglect both the events (i) blocking in any three and
(ii) blocking in all four links, and finally, curve D represents the assumption that all four
links are independent. We observe that all the above assumptions are successful for low
bandwidth utilization, but only curve B retains its closeness to the exact curve for higher

than 107 traffic load of type-2.

The generalization of the ring topology is Shuffle Net [ Aca87| which can be con-
ceived of as a cylinder. The topology consists of £ columns each consisting of r* sta-
tions. Each station has P inputs and P outputs connecting to other stations plus connec-
tions to locally-generated traffic. Another possible extension of the above results applies

to a network with a general topology.

1.4 Broadcasting in an ISDN switch.

A call originating at a particular switching port occupies a varying number of slots,
dependirg on its bandwidth requirements, on each pair of input/output links. Here we
consider the case in which broadcasting from any input port to all output ports is also
available. We are mainly concerned with broadcasting in the following sections but a

similar analysis can be carried through for multicasting switch capabilities.
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Figure 1.4. Blocking approximations in a 5 nodes’ ring.
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In the latter case, a particular set of the output ports is chosen as the call destination.

1.4.1 Analysis of an N, x N, switch with broadcasting capabilities.

The analysis is based on the following assumptions :

1). Calls are generated at the multiplexer at a Poisson rate with an average of A calls/
second.

2). Each call falls into one of K classes of messages, which require b, frame slots (units
of bandwidth) for a random holding time t,. The arrival rate of each class i with source/
destination pair p, v is represented by Ay, calls/sec.

3). The broadcasting services are considered a separate class that uses », frame slots in
any input frame p and b; slots in every output frame. This is denoted by O at the destina-
tion index. Consequently, the arrival rate f the broadcasting service from, say input yt of
type i, is denoted by Mo«*-

4). The holding time, t,, of any type of a call is generally distributed with mean value

1y, .

According to this formulation, the system exhibits the product form solution. Assuming
for the moment, that the service requirements of the various classes of messages are

exponentially distributed, the state of the system n is given as:

D=y Rk Byon 77 Pigg e 0 AN k) (1.22)

The nonnegative variable n,,, e Z, is the number of type z calls on input port p with
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output destination the port v. Remember that destination 0 denotes broadcasting and the

new state is extended by N;K elements to include the broadcasting. In the sequel, the

analysis proceeds as in the previous sections, resulting in the following expressions:

aqup_v(j—b,.,l—h,) =E(nuw I j.l)quv(j,l) Y {j.l}e Ruv (1.23)
and

il U= 1) = E(ny; 1 §.1DG Gl Y (jl]eR,y=v. (1.24)
and

By Gyl =) = By} i), ) Y (jl}eRy, x=n (125

There are two more equations involved because of the broadcasting capabilities of the
switch. The first represents broadcasting from the input port p and the second broadcast-

ing from a port other than p.

Aoy U=b,0=b,) = E(n o 1 jDg () ¥ {j.l]eR, (1.26)

Ay Ud=b;) = Emyg 1 jig, G Y {j.1}eR,, x=p (1.27)

Multiplying the above equations by b, we get:

il AU =b, 45 = b E(n; ¥ j1q,,G D) VY jSFy . ISF (1.28)

Vo

i Di U=bi D) = bE(ny 1 jDg () ¥ jSFy,, ISF,, y#v. (1.29)
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Avib;q,,G ol b)—bE(nmljl)qw(/ J) ¥ jSFy, ISF,, v#n. (1.30)
@ 0ibi0u b d=b;) = b,E (0, 1 ju1)q, G D) v jSFy . ISk, (1.31)
Ar0ib; 4, U ol—b) = b,E(ny, 1 j DG Y jSF, . I<F,, X#ER (1.32)

Then, summation of equation (1.29) over the range of output ports and the different

classes, and use of eq. (1.28), (1.31) for the v output yields :

kK Ny

(X a,:b,4,,G-b )+ a,,;0,q9,,(G-b,0=b) + a,,b,q, (= I-b))=
i=] y=1

y#v
x No
T bEM, ) G d) + BE W1 DG G0) + bE® g | jDg D) =
i=] y=1
yv
K No kK No
)2 Zb‘-E(n“yi I jvl)(/vaJ) =E(Y any,'b,‘ IJ'I)([}WUJ) = j‘luv(j»l) (1.40)
i=1y=0 1=ly=0

Similarly, from eq. (1.30), (1.28), (1.32), (1.31),

k N
Z(Zaxvibiqp.v(i’l—bi)+apw quv(/ =b;.l b))
i=1 x=1
x#p
k N
E(Zainbiqp.v(i'l_bi) +au0ibiqp,v(j—bx d=b)) =
i=1 x=1
x#
kKM
2(Xlayy; +a01b,q,,G.1-b;) +la,, +d,01b;q,,G-b,1-h)) =
i=]l x=1

X2yt
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kN kN
3 B bE My j D0 +E EbE (g1 DG =
i=lx=I 1=lx=1
kN
ECE Xln, +nq 151, 0,00 =1g,,G.0. (1.34)

i=lx=1
The probability function ¢,,(./) can be found from the recursive relations above.

Addin< eq.(1.33) and (1.34) as before we get :

k N N,

(XY ay,ba,,0-b D+ 3 la,, +a,4) b;quGl=b;)) + 2lay,; +ay,] b,q,(i=b;.l-b;)) =
r=1 y=l x=1
yev, 0 X #H

= jawU ) +1q,,G.0) = G+ 1g,,GD). (1.35)

Similarly, as in Section 1.2.2, the following equations serve bounding and normalization

purposes. Thus, we define:

gl =0 i<0vj<0

i) =0 i>F,
(=0 j>F,,
and

F, F,

IXIDEE (1.36)

j=01=0

Having completed the derivation of the occupancy distribution, the loss probability for
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type-i messages, is given by :

P, =PU)+PUD=PUuN) (1.37)

with the individual terms in the summation expressed in terms of the two-dimensional

occupancy distribution in equation (1.35).

Note, that the above expression is not applicable when blocking of the broadcasting
classes is of interest. In the latter case an ( N, +1)-dimensional occupancy distribution
should be computed, that takes into account the input port and all the output port occu-
pancies. We follow the same technique that was used for the computation of the multidi-
mensional occupancy distribution in Section 1.3.1. It is easy to verify that the recursive

expression for a broadcasting switch has the form :

kK No

Z(Zapyibiqu—bi’ Il, °v [V_[)l’ v IN") + (lp()il)iq(j'_[)“,ll_,)i, M IN"—I,I)) +
i=1 y=1
N, & N

o

(R 0;9G Ly - Ly o by ) HayibiqG=b, o dyy oo by e Iy ) +
v=li=1 x=1

x#

K N

Z(Zathbtq(i’ I‘_b‘, v IN,,_b‘) +(‘p0'h‘q(i‘-h,' Il_hl’ e IN"—’)I )) =
i=] x=1
XEH

(i+ll+12+...IN).q(j’l"..‘IV‘...IN) (].38)

o

Given the above recursion, exact blocking probabilities for the broadcasting traffic are
derived by means of the expression in equation ( 1.19). Also, the blocking probability of
the broadcasting calls can always be upper-bounded by the union bound; that is, the pro-

bability that a call is blocked in any of the input/output ports it accesses. The upper
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bound is directly derivable from the two-dimensional recursion in equation (1.35).

1.4.2 Example.

We consider a 4x4 switch, with F, = F, = 6 slots/frame and two classes of traffic at each
input port. The destination ports are equally probable. Class 1 is point-to-point traffic
with bandwidth requirements b, = 2 slots/frame, and class 2 is broadcasting traffic, again
with bandwidth requirements b, =2 slots/ frame and a,=0.005. Figure 1.5 plots the
blocking probabilities for both the types of traffic as well as the upper bound for the
broadcasting traffic, in terms of the traffic load per input/output port a, of the point-to-
point traffic. Curve A is the upper bound blocking, B represents the broadcasting block-
ing and C the blocking experienced by the point-to-point traffic. It is clear, as expected,
that the broadcasting traffic has a higher blocking probability than the point-to-point
traffic and that the union bound is close to the exact solution over the underload range in

particular.

1.5 Conclusions.

We have presented an extension of the work of Kaufman and Roberts who considered
blocking of traftic composed of classes with different bandwidth requirements. We con-
sidered tandem links and broadcasting/multicasting classes of traffic. We worked out
specitic cases of an N, x N, switch, an N node ring and an N, x N, switch with broad-
casting capabilities. The complexity of the technique proposed above increases

exponentially with the dimensions of the occupancy distribution.
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CHAPTER 1I.

Burst Control in Statistical Multiplexing: Admission Controls

This chapter contains an exact analysis of the blocking conditions at the burst level,
experienced by different types of traffic in an ATM network. A basic assumption is that
traftic is generated by a finite set of independent two-state sources that share equally the
available bandwidth. This is the extension we introduce to the results derived in the pre-
vious chapter, in order to make them applicable to a traffic environment that encompasses
bursty and variable-rate traffic. When all two-state sources are active, the bandwidth in

demand exceeds the capacity of one or more links in the network.

In this chapter, we show, using reversibility arguments, that the product-form solu-
tion is valid for our model. Then, we give a recursion that reduces the multidimensional
birth-death process of our original model into a one-dimensional birth-death like system.
Thus, we calculate blocking probabilities by means of a recursive relation that simplifies
considerably the complexity of the problem. In the sequel, the analysis is extended to a

two-dimensional case, that models a switch and a similar recursion is suggested. The

Lratiset =
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above results supply the analytical basis for an admission-control mechanism that

guarantees a predefined performance threshold for all the classes in the system.

Being a solution to a multiple classes problem the present work is considered a
multi-class generalization of an M/M/k//N (with k the queue capacity and N the number
of sources) finite-source queueing system and its efticiency lies on the lineurity of the

necessary computations.

2.1 Introduvction

A broadband integrated network will be required to provide service to present and
future applications. Flexibility is one of the most important features of such a network,
since the range of the supported services may have a wide spectrum of traffic characteris-
tics, including average bit rate, peak rate, interarrival time, burst length etc. Traffic may
also differ with respect to performance requirements, primarily delay and loss probabil-
ity.

Broadband packet switching or ATM [GAC86], [Tur86] is most likely to be the
transport technique for a broadband network . Its implementation implies handling of a
large range of traffic types, including constant rate, bursty and smoothly variable traffic.
Thus, bandwidth should be allocated according to the individual needs of the supported
services with a guaranteed grade of service. This flexibility is mainly attained through
the enormous bandwidth of an end-to-end fiber-optic network and statistical multipiex-

ing, a technique that allocates bandwidth on demand.
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This chapter discusses blocking probabilities at the burst level of a finite-source
model. The need arises because sources like variable-rate video coders and graphics sta-
tions will be integrated in the network and exhibit traffic characteristics that cannot be
modeled by a Poisson process. Instead the two-state model which was previously
employed in the description of compressed full-motion video and voice sources with
silence removal, can adequately describe the burstiness of these types of traffic
[MASKR88]. In Section 2.2.1, we give a formal description of the arrival process as a
collection of binomial discrete sources that, when in the active mode require a certain

amount of bandwidth for a random time interval.

In Section 2.2.2, we establish the product-form solution [KI75] for a mixture of
binary sources with distinct bandwidth and service requirements. In Section 2.2.3, we
calculate burst-blocking probabilities by means of a recursion based on the occupancy
distribution. These results can be used in sizing the multiplexer’s capacity for a required
grade of service and draw the decision boundaries for acceptance or rejection of a call
request for a given mixture of traffic as well. An example of a congestion-control tech-
nique based directly on the results in Section 2.2.3 is given in Section 2.2.5. A further
generalization to a two-dimensional recursion that covers the case of a broadband net-
work with an N,xN,, internally-nonblocking switch in its core, is briefly discussed in Sec-
tion 2.3. In Section 2.4, we consider a Poisson approximation to the finite-source model
adopted throughout this Chapter. Finally, in Section 2.5, we introduce an approximation
that yields end-to-end loss probabilities in a network employing various levels of statisti-

cal multiplexing.

e b
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Our main contribution in this chapter is the extension of the analysis in the first
chapter to include the finite-source model. Subsequently, we deiived call-admission
regions for various mixtures of traffic and compared our exact results with those derived

by means of an analytical approximation (Chernoff bound in |Hui88]) and simulation

[WoKo90].

2.2 Statistical multiplexing and the network topology.

Statistical multiplexing is the appropriate form of multiplexing when dealing with
variable-rate and bursty types of traffic, since bandwidth is assigned according to their
temporal needs. The sum of the peak rates of the sources exceeds the multiplexer’s capa-
city but the burstiness of the sources allows their integration with a variable degree of
burst loss. Because of the communication speeds that are involved, only a limited
amount of storage is available; nct enough to store a burst until line capacity becomes
available. Thus, if the necessary transmission bandwidth is not available, bursts are
dropped. This results in either refusal of new connections or deterioration of the quality
of calls in progress [MASKR88]. The bandwidth of the multiplexer (¥ bandwidth units

here), is to be divided among the various traffic classes on a fully-shared basis.

Our analysis uses a specific case as an -xample of an integrated network but can be
extended to cover a network of a general structure employing an arbitrary number of
multiplexers and switches. An ATM [GACE86] based public network might be end-to-end
ATM with statistical multiplexers of increasing capacity at all the stages of the network

or, it can have the topology depicted in Figure 2.1, employing statistical multiplexing
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only at the first level of the user interface [Wo89). There is always a trade-off between
the advantages in bandwidth utilization in statistical multiplexing and the simplicity of
circuit switching. This topology implies that the link utilization and, consequently, the
mixture of traffic is such that the output of the multiplexer approaches a nearly constant
rate stream. We adopt the second alternative (Figure 2.1) as our network model under

the assumption that the multiplexers are the only point of contention where a burst can be

.
| B

mux Non-ATM tmnspon>—) demux

L

Figure 2.1 ATM access in a broadband network.
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lost. Then, we attempt to establish the grade of service for such a network, in terms of

burst-loss probability for the various types of traffic in the network.

2.2.1 The traffic model and access characteristics.

Various approaches to modeling the arrival process have been suggested. In
[SrWh86] the superposition of arrival processes has been modeled as a renewal process.
A more frequently-used approach is to approximate the arrival process by a Markov -
modulated Poisson process (MMPP). According to this model, the aggregate arrival rate
is governed by the evolution of a discrete-space Markov process; when in state i, calls
are generated according to a Poissoi process of rate A;. The state of the system is then
Markovian and the equilibrium equations can be solved algorithmically (e.g. using
matrix-geometric techniques, Section 3.3). In [HeLu86|, a two-state MMPP is proposed,
where the four parameters, that is, the state transition rates and the two arrival intensities,
are chosen to match four arrival process characteristics. In an other approach, lde
models the superposition of N binary sources as an N-state MMPP with arrival rate pro-

portional to the number of active sources |Ide88].

In the model, we adopt here for variable-rate types of traffic typified by compressed
full-motion video, the actual aggregate rate of N variable-rate sources, is quantized into
N finite discrete levels and sampled at random Poisson instances [MASKR&8] (Figure
2.2). The result is a discrete finite-state, continuous-time Markov process that can be
represented by the birth-death Markovian process depicted in Figure 2.3b. Thus, N video

sources are represented by N binary sources, (V > N ), each alternating between an
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inactive state in which no bandwidth demands are posed and an active state in which b
bits/sec are requested. The transition of a binary source to the active mode constitutes a
burst. The model for voice trafic and for uncompressed video is the same as the one
above with N =N. We assume that a number of other types of bursty traffic can be
modeled similarly by fitting the birth-death rates in Figure 2.3b to the mean and autoco-
variance of the aggregate process. The result is a multidimensional birth-death process
that characterizes the multi-class arrival process, with transition rates between adjacent

states depicted in Figure 2.4.

We outline here the basic traffic assumptions in this chapter:

e Bursts are generated at the multiplexer from a set of discrete independent sources that
exhibit the binomial behavior shown in Figure 2.3a.

e Each burst falls into one of K types or classes, and requires b, bits/sec, for a random

holding time 7,. N,

; 1s the number of sources in class i and A, is the rate with which each
type i source switches to an active state (Figure 2.5).

e The probability density function of the burst duration 1, for every discrete source in

class i, is exponentially distributed with mean value 1/y,.

The multiplexer has a finite capacity of F bandwidth units which are fully shared among
all types of bursts on a FCFS basis. Bursts whose bandwidth requirements cannot he
satisfied are blocked and depart without further affecting the system. In contrast, bursts
in progress have priority over new arrivals and retain their allocated bandw'.ith for their

duration. The objective is to compute the steady-state blocking probability experienced
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by a burst with bandwidth requirement 5.

2.2.2 Local Balance Equation.

Since the durations of the various classes of bursts are exponentially distributed, the state

of the systemn is :

n =N, ., ).

The nonnegative integer n; is the number of type i bursts in the system, that is, the

number of type i binary sources in the active mode. Also, we detine the state vectors

- +
n, =(,....n=1,....m) and m; =(n,....n +1,..., )

We consider a complete sharing policy and denote by €2 the set of allowable states

determined by the above policy. Then, a state n e €2 satisties the following condition :

4
Snb £F withn <N,; V i<K
i=]
R is the set of allowable occupancies under the constraint above, that is :

R={j;,nb=j Yne Q) with b =(bh,,..., h)

We use the same methodology as in chapter | to establish the local balance equation in

the form:

(N, —n, + Day,(n)P(m, )=nrP(n) Vi andne Q. (2.1)
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witha, = A, /1, and

1 ifIIIZI

Y=o ifn, =0

In Appendix B. lemma I we prove that our model, represented from the state diagram in
Figure 2.4, has the product-form solution [Lam77],[Kel79]. A solution to the local bal-

ance equation in (2.1) is given by:

K

N, ) «
PO=G@ T | '~ |a (2.2)
i=1 '
with G (£2) the normalization constant :
KN =
G= T (|, |a)
neQ i=t b !

Notice that the ratio P(n)/ P(n)) is the local balance equation in (2.1). The solution is
unique, since it constitutes a solution to an ergodic Markovian process [KI75] and it
satisies the global balance equation as well. Now, the blocking probability for each

class i is given by (see also [Hui891):

P, = >, PMm)

a:n-b >F-b

A more computationally-efticient solution is given in the next section by means of the
occupancy distribution ¢ (j), that represents the probability that j out of F bandwidth

units are being held.
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2.2.3 Calculation of the Blocking Probability.

The function ¢ (j) is defined as :

q(j)= 3 Pn).

nes
J

with P (n) the probability of the state n and the set § < Q. with j e R, defined as :

K
S, ={ n:3mh =j ne Q J}.

i=1l
Note here that j in the above expression is not an arbitrary integer but represents a nomi-

nal occupancy value as a result of one or more states in 2. Summing the local balance

equation in (2.1) over § | we get:

Na, ¥ y,(m)Pn; )=—a, ¥ (n-1)y )P, )= ¥ nP(n). 2.3

nes nes ney
) 1 1]

The LHS of this equation is :

LHS =N,a; ¥, y,(m)P(m; )-q, ¥ (n-1)y,(m) (n,)

nes nes
} 1]

=N, Y P )-q, Y (-DHPm ). (2.4)

tt

neS M(n2l) neS,(‘\ln‘ZI)

But,

Sjn{nlzl} ={m:Yynb, +(n,—-1b, =)~b n2ln20z+1)

Z#
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Now, we substitute in equation (2.4) the variable

n/ j¢l

n .
Y nj—l Jj=i

and the left part of equation (2.3a) becomes :

LHS =Na;, Y Pm;)~a, ¥ (m=1)P(n;)=

neS,('\(nIZI} neslm{n,ZI}
Ii'ESl_b ﬁeS’_b

where ¢ (j) is the probability of finding j BUs occupied.

The first term in equation (2.5a) is:

ﬁGS’_b

whereas the second term in the above equation is :

P(d)

a, ¥ A PE)=a, Y K

des,, AeS

Q(i—bi)
qG-b;)

]

Moting that P(n | j), the conditional probability of the system being in state n given j the

number of occupied BUs , can be expressed as :

P (/g (j-b;) forfe Sl-b.

Pl j-b) =
Al s=6;) 0 otherwise
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we obtain :

> AP j=b)q(j=b) = E@i| j=b))q(j-b,) Y j eR.

nes
’

with E(i; 1 j-b,), the expected number of 1, conditioned on the occupancy j. Substitu-

tion in equation (2.5a) yields :

LHS =N,a;q (j-b))—a,EGi/j-b)q(j-b) j2b,, j € R (2.5b)

{

Similarly, the right-hand side of equation (2.3) is written as :

RHS = (X n, P j)g(G)=EMm j)q() ¥ j cR (2.5¢)

nes
1

with E(n; | j), the expected number of n, conditioned on the occupancy j. Combining ey.

(2.5b) and (2.5¢) we get :

[N, — EGi, Lj=b) a;q(i=b,) = E(n, | j)q() Y j ek

Multiplying the above equation by b; and summing over K, we have:

K K
i=l 1=1
Note that in the above expression the expectation in the LHS is not known. One¢ way to
overcome this difficulty is by means of a simple transformation. In Appendix B, lemma
I1 we prove that two stochastic systems with :

i). the same set of states

ii). the same parameters K, N,,a,; vV i<K
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are equivalent, in the sense that they yield the same blocking probabilities. The
bandwidth requirements for the various classes and the transmission bandwidth F enter
the calculations for blocking only through the policy Q. Since we have the freedom to
choose the bandwidth requirements and the multiplexer’s capacity so that conditions (i)
and (ii) are valid, we choose these parameters in such a way that they a yield a stochastic
system with states characterized by unique occupancy. This is purely a matter of con-
venience since the b, ’s can be as close to reality as we please to peak bandwidth
demands made by real sources. For example, in the case of two types of traffic, we
choose b;’s so that they are prime to one another and their product exceeds the

multiplexer’s capacity. Thus, every state in Q has a unique occupancy, therefore the term

E(, 1 j-b;) reduces to n, -1, and for such a system the recursion in equation (2.6) is
given by :

K

SIN, —n +1]1abq(j-b) = jqQ). Y j<SF 2.7)

1=1

for any j < F ( see Appendix B, lemma III). Finally, using the normalizing condition :

v
Yq(i)=1

j=1
the values of ¢(.) can be computed recursively. Then the blocking probability for the i .

class is;

b -1

P, = Y Pm) = YqF-) vi<K. (2.8)

1

ne B’ i=9
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Note also that in the case that the number of binomial sources approaches infinity. the

recursion in equation (2.7) reduces to :

K
X 4;b;4(-b) = jg(j). v jsF 2.9)

i=l

since the superposition of renewal processes results in a Poisson process |StWh86| and
Kaufman’s result applies naturally. Thus, the recursion in equation (2.7) applies for a
mixture of Poisson and non-Poisson types of traffic as well. Note though, that the calcu-
lation for the ﬁnite-‘source model requires enumeration and processing on the state space,

and consequently its complexity is increased relatively to the Kaufman/ Roberts recur-

sion for the infinite (Poisson) model.

2.2.4 Example 1

Consider a multiplexer with bandwidth ¥ =7 Kbits/sec, being accessed by two different
types of traffic with the following load parameters : a, : .10, a, : 0.20, and bandwidth
requirements b, :2 and b, :1 Kbits/sec characterizing the binary sources of type 1 and 2,
respectively. The total number of type | sources is N, = 10 and the number of type 2
sources is N, = 10 . The equivalent stochastic system we choose has bandwidth require-
ments b, = 11, b, = 5 and capacity F = 38. It is easy to see that this system has the same
set of states but each state has a distinct occupancy. The state space and the respective

occupancies for these two systems are shown in the following table :
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nl n2 j nl n2

B0l o0 010 0

0 1 1 0 1 5

012 2 0|2 10
013 3 0 3 15
0] 4 4 01412
015 5 0 5125
01616 0 6 | 30
017 7 0 7135
1 0 2 1 0 11
l 1 3 1 1 16
1 21 4 1 212
1 3 5 1 3|26
I 4 6 1 4 | 31
L1 5]7 1 51 36
2101 4 2 01 22
21115 2 i 27
2126 2 (2| 32
2 3 7 2 3 ¥
3j0f6 310133
3|7 3 1] 38

Solving equation (2.7) for these parameters, and putting ¢°(0) = 1, the unnormalized
values for the ¢(.) function were found to be :

q0)
tooo| o [ o | o | o 2000l 0 | o | 0o | o |180]1000] 0 | O

0 10896020001 0 0 0 10336|180010450| © 0 |0.081]0.960 | 0.900

Q 0 10013]03361081010.120F O | 0.001 ) 0.081 ) 0.432 | 0.240

(the first row contains the values of ¢(.) in the range 0-13, the second row is the range
14-27, and the third row is the range 28-38). The normalized values of g(j) are given
from the expression

qU)=qQ0)rq’(G) j<sF
with
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F

q@=1/3q°G).

j=0

Thus, g (j) has the following values:

q()
0065s| 0 | o | o | o [o130] o | o | o | o |onn7jooes| o | ©

0 |0.062}0130] O 0 0 0.022 | 0.117 | 0.029 0 0 0.005 | 0.062 | 0.058

0 0 0.001 | 0.022 | 0.053 { 0.008 0 | 0.000 | 0.005 | 0.028 [ 0.016

Then the burst-loss probabilities for classes 1 and 2 are found from equation (2.8)

P, =0.133 P, =0.049

2

2.2.5 A congestion-control technique.

Congestion-control techniques can be based directly on the burst-loss probabilities in eq.
(2.8), by drawing multidimensional call-admission regions, where the burst-loss probabil-
ity is acceptably small, less than a predefined level . Then, acceptance of a type i call
moves the operation point along the i" axis, closer to the boundary, which for as long as

it is not violated, guarantees the predefined grade of service (GOS).

As an example consider two types of traffic, compressed full-motion video terminals
and graphics stations, sharing the multiplexer’s bandwidth in a case presented in [Hui8§].
The peak rate is 10 Mbits /s for both types of traffic and their average rates are 5 Mbits /sec
and 1 Mbits/s for the video and graphics calls, respectively. The multiplexer’s capacities

are 100, 200, 400 Mbits /s, respectively, with utilization defined to be the number of calls
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of each type times their average rate, divided by the total available capacity.

Figure 2.6a plots the admissible region for a 10" burst loss for both the types of
traffic. We observe here the concavity of the boundary as in [Hui88] and [WoKo090], and
the fact that bursty traffic benefits less from, statistical multiplexing than variable-rate
traffic. By choosing the values for the two types of traffic to be the same as those in Hui’s
example, we also tested the accuracy of the suggested approximation in [Hui88]. The
results of our analysis are in excellent agreement with those of Hui, suggesting that the

accuracy of the modified Chernoff bound is high, for the examined probability range.

We also notice that the boundary becomes more linear as the peak-to-link ratio of
the supported types of traffic decreases. This event has significant implications to the
control mechanisms. Given that the peak-to-link ratio is such that the boundary is linear,
we can always substitute the same number of calls of one type for the same number of
calls of the other type. This means that all we need to do in order to assign certain
bandwidth to a connection for a given grade of service (GOS), is to load the multiplexer
with one type of traffic only and then divide the multiplexer’s capacity by the number of
supported calls. The resulting ‘virtual bandwidth characterization’ of the source is going

to be valid for a mixture of traffic as well, as a result of the linearity of the boundary.

The call-admission regions of two bursty types of traffic is shown in Figure 2.6b for
three multiplexing capacities. We assume that both have an average rate of 1 Mbits/s and
peak rates 10 and 20 Mbits /s, respectively. The above types of traffic (graphics I and 1)

access a statistical multiplexer with capacity 100, 200, and 400 Mbits/s. The burst-loss
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Figure 2.6a Admission call region, variable rate video/graphics traffic.
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probability is at most 10 and the operation region is the area bounded by the axes and

the respective boundary that guarantees the predetined performance threshold ( 0.

We note the low-bandwidth utilization levels as the result of the bursty nature of
both types of traffic in comparison with the previous example. The linearity of the boun-
dary becomes obvious again as the peak-to-link ratio decreases.

The advantage of statistical multiplexing over a non-statistical mode of operation is
increased bandwidth utilization, due to the bursty nature of the carried traftic. However,
the disadvantages associated with it are information loss and relatively complex flow-
control schemes that are avoided in a non-statistical mode of operation. In the trade-off
between complexity of controls and utilization gains, knowledge of the occupancy distri-
bution ¢(.) can be applied Jirec..y in choosing architectural features for the network, for
example, how many levels of statistical multiplexing should be present in the network.

(see also Section 2.5).

2.3 Burst loss probabilities for an N, x N, switch.

In this section, we present the two-dimensional generalization of the recursion in equa-
tion (2.7). A recursive relationship is derived for burst blocking probabilities in a switch.
The underlying assumptions are the same as before. In particular, if the bandwidth
required by a burst is not immediately available, the burst is blocked. This extension to
two dimensions together with the results above, allow the complete modeling of a net-

work multiplexers and switches, with respect to blocking at the burst level.
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Assume as the network model, the switch presented in Figure 2.7. N, multiplexers
operating in the statistical mode are shown to be connected to N output ports via an
internally-nonblocking switch. A burst to be transmitted through the switch demands
bandwidth at both input and output lines. Different types of trattic have access to various
multiplexers at the input ports of the switch with destination any arbitrary chosen subset
of the output ports. The statistical assumptions for the trafhic characteristics are those
presented in Section 2.2.1. The objective is to calculate the type ¢ burst-loss probability (
bandwidth requirements b, ), originating at an input link p with destination the output port
v. All types of traffic share the available transmission bandwidth equally on a FCES
basis. A burst can be lost because of either or both of the following two conditions:

I). Lack of available bandwidth on input line having ¥, bandwidth units

I1). Lack of available bandwidth on output line having ¥ bandwidth units

By allowing input and output lines to have different bandwidth, we allow for con-
sideration of the ‘speedup’ of the switch. We denote P(/,) the probubility that a mes-
sage of class i is blocked because of condition (I) exclusively, and I’(/,,) the probability
that the same message is blocked because of condition (II), Then, the burst-loss probabil-
ity is expressed as :

Py =PU)+PU)=PU ) (29)

W

The probability of the first and the second events is expressed as :

b ~1 b -1

P(’W') = er(l'"l—j) P, )= 32 0F,~j)
7=0 1=0
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with r(x) .z (x) the probability of finding x bandwidth units reserved at the input port
and the output port v, respectively. The third event P(/,;~/,,) can be expressed by
means of the joint probability function ¢,,,(j./), which represents the probability of
hnding j bandwidth units reserved at the input port pu and a total number of / bandwidth

units destined to output v.

b~1b -1
PU N )= X Xq,F=iF,~) (2.10)
j=01=0
Noting also that :
Fa Fl
ryg)= Z(I,WUJ), z ()= quv(i.l)
1=0 j=0
equation (2.9) yields :
b-1F, b1 F, b~1b -1
Py, = L X F =k D+ X 34,0 F,=k) = 2 X quF=jF,=1)
k=01 =0 4 =0j=0 J=01=0

An efticient method of computing d,,(J 1) follows along the lines of the derivation of the

recursion in Section 2.2.3. The state of the systemn is :
n= @iy Mg o0 Iy N k)

The nonnegative integer My is the number of type z calls on input port p with destina-
tion outpat port v. Thus, on top of the bandwidth characterization for each burst, as in

the case of a single trunk, another description is added according to the input/output des-
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tination pair of each burst. We denote N ,_ to be the maximum number of type : bino-

pv:
mial sources at the input port p with destination output port v. Also, Q is the set of allow-
able states in the system, determined by the ‘equal sharing’ policy, the multiplexers’

bandwidths, and ths types of traffic that have access to the switch, Any state n in Q

satisfies the following two conditions :

N

o K
I X Xnyb =m SF Vue(l2, -+« NJj andn, SN, Vo
y=lz=1
Nk
1. Xn.b o =m, <F, Vve(l,2, -+ N} andn, <N Vv

Next, we evaluate the occupancy distribution of the system. Thus, we define R, 1o be
the collection of the pairs of the input/output occupancies (m,.m,,). for any

input/output pair of ports p, v, and for every n in €, that is :
va = {(m,‘p. m, ) Y ne

The two-dimensional recursion is given in equation (2.14). We omit the detailed deriva-
tion of the result here, since it can be easily obtained following the analysis in the previ-
ous chapter, under the same traffic assumptions as those in Section 2.2.1. As before, a
simple transformation that yields an one-to-one correspondence between any state in §2

and the respective input/output occupancies is 21so employed.

We begin noting that there are three equations that correspond to equation (2.7) in

the single trunk case. This is so, simply because there are three ways qy0Ud) can be
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reached, that is, qu=b, 1), a4,,Gd=b,). q,,(~b,.1-h,) - the first denoting an arrival at
input port p with destination a port other than v. the second an arrival at output port v
with origin an input port other than p and the third an arrival at the input port u with des-

tination the output port v.

(N =Ny, + 1) 0, G =b,d=b,) = E(ny, 1 jg,G 0 ¥ (j.1)eR, 11)
(N =My + D) a4, G=b0) = Eny, 1 jDg Gl Y (j.l)eR,, y=v(2.12)
(Now =Ny, + 1) a4, Gul=b) = En, V jgq,,G ) ¥ (jl)eRy, x#qp (2.13)

Multiplying equations (2.11), (2.12), (2.13) by b, and taking the summation over the pos-

sible input/output ports and the range of the various types of traffic we have :

Kk N,
PAON Nuw =Nyt 1 )apwb,qpv(j—h,..l) +( Nuw — My + 1 )auvib,qpv(i—bi,l—b,-)) +
=] y=1
vav
Kk N
PRGN N =gy, +1 )"wa:qpv(j'l_bl) +(vai Ny t 1 )ap.wbiquv(i-bi'l_bi» =

=] a=1
v2p

=40 +1q,,G ) =G+ Dq,,G D). (2.14)

forany pair /) e Ry, and ny;on o, Y x #1,y #v, i, the vector components

associated with the input/output occupancy pair (j./). Using also the convention :

1) =0 VG e R,

and the normalizing condition :
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F, F,

PRXMINES

7=01=0

the values of the function ¢ ,(j./) can be computed recursively as before.

2.3.1 Example 2

As an example consider a 4x2 Time-Space-Time (TST) internally nonblocking
switch, loaded with two types of bursty traffic. We assume an input/output link capacity
F, = F, =5 Mbitssec , peak rates for the two types of traftic of 3 and 2 Mbitsisec , respec-
tively. Figure 2.8 plots the burst biocking probabilities as a function of the number of
type-1 sources that have access to the system for u, = «, = 107, 10°°. We observe that,
overloading the system with type-1 sources, the type-1 burst-loss prabability approaches
one quickly. The type-2 traffic exhibits a different behavior. Although we increase the
type-1 traffic load in the system, the burst-loss probability for type-2 traftic stabilizes
around the values 5107 and 3107} simply because the frame occupancy is § slots out of
which only three can be occupied from the type-1 traftic. Thus, the remaining two slots
are always available to the second class traffic even though the system is saturated by

type-1 traffic.
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Figure 2.8 Blocking probabilitics in a 4x2 switch.
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2.3.2 Example 3

Now, consider a 16x16 TST switch loaded with variable-rate video and praphics
station traffic with the same parameters as in the exampie of Section 2.2.5. Figure 2.9
plots the utilization of the two types of trattic under the assumption of a state-independent
arrival rate and symmetric input trafic. We assume an input/output link capacity
Fy=F_ =90 Mbits/s, and 180Mbits /s and plot the admission region in terms of traftic util-
ization for a 10™° burst-loss probability. Again, as in the case of a single statistical multi-
plexer, we observe that the boundary becomes more linear when the peuk-to-link ratio of

the sources decreases.

2.4 A Poisson approximation to the finite-source model.

Here we consider the question of approximating the finite-source model with one in
which the arrival process is Poisson. In particular, we are interested in evaluating the
recursions in equations (2.7) and (2.7a) and compare the resulting loss probabilities under

the following assumption:

with N;, A, p; denoting the number of type-i binary sources, the arrival rate, and the ser-

vice rate, respectively. kip , u,-P the parameters of the approximating Poisson process.

Under this assumption, we plot in Fig. 2.10 the blocking probabilities of two types
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Figure 2.9 Admission call region, 16x16 switch.
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of traffic, variable-rate video and image transfer with the same parameters as those in the
example of Section 2.2.5, feeding a statistical multiplexer with a capacity of 100 Mbirs/s.
We keep the number of binary video sources fixed, (1 call or 20 binary sources) and vary
the number of binary sources of the bursty traftic that have access to the multiplexer. The
difference in approximation is shown in Fig. 2.10a for the video traftic and Fig. 2.10b for
the bursty traffic, with the solid line denoting the finite-source approximation in both
cases. Although the number of binary sources involved is considerable, the significant
difference between the two models is due to the fact that only one video call is present in
the finite-source model. As a result, the state space of the fnite-source model is
significantly different than that of the Pcisson model, and since blocking is expressed in
terms of probabilities of states that lead to congestion, the two sets of states associated

with loss are completely different in the two models.

In the second example we present here, we increase the number of video calls that
have access to the multiplexer to 10, thus, making the state space in both models the
same. We also increase the number sources of each type by decrcasing the ratio A /), by
a factor of 10. The results on the loss probabilities of the bursty traftic is shown in Fig.
2.11 with the solid line denoting again the finite-source model. The agreement between
the two models is significantly improved in this case. Summarizing this Section, we note
that the above results indicate that not only a significant number of binary sources is
needed in order to approximate successfully the finite source model by a Poisson model

in terms of blocking, but also the state space for the two models should be the san.e.
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As a final comment to this introduction to the subject, we note that the superposition
of binary sources has been studied in the context of packetized speech. In [HeLuSol,
[SrWh86] is shown, in agreement to our results, that the approximation of a large number
of independent sources by a Poisson distribution can lead 1o inaccurate results. Note also
that problems in approximating bursty traffic by Poisson distribution is also reported in
[NaKuTo91], where a model for packet loss in finite-buffer voice multiplexers is
analyzed. The superposition of voice sources is modeled as a two-state MMPP with
slightly different matching statistics than that of [HeLu86]. Their results indicate that the

Poisson assumption underestimates significantly the packet loss probability.

2.5 Successive levels of statistical multiplexing.

In this section we consider a more realistic topology of a broadband network
employing statistical multiplexing at various levels of increased capacity and a switching
core. According to this scenario of traffic integration, depicted in Figure 2.12, scveral
incoming links are statistically multiplexed at the first level at a given capacity €. The
carried traffic is further multiplexed at a higher capacity level C,, the process being
repeated N times, with N depending on the degree of bandwidth utilization we pursue for

the given traffic characteristics and the required grade of service.

Here, as a first approach to this problem of estimating the burst-loss probability of
the above network, we suggest an approximation based on the results from the previous

Sections. The performance of a single statistical multiplexer was analyzed in Section
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Figure 2.12 Consecutive levels of statistical multiplexing with a switching core.
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2.2.3 and the blocking characteristics of the switching core is given in Section 2.3, Start-
ing with the results in 2.2.3, we calculate the burst blocking probability B, for type i
traffic, by means of the recursion in equation (2.7). If A, is the transition rite of type i
sources, we suggest that the effect of blocking at the first level of statistical multiplexing
be included in the overall performance evaluation, by defining the type i transition rate at

the second level to be A, — B,.

At N successive levels of statistical multiplexing the resulting process is approxi-

mated by one with binary source rate equal to :

N
A, - Y.B,.

1=
Then the analysis in Section 2.3 could be applied directly to the calculation of the block-
ing probabilities due to the switch operation.

The validity of this approach was tested for @ simple case concerning two levels of
statistical multiplexing. The approximation was compared with exact results that were
derived via our analysis for the switch in Section 2.3 (two levels of statistical multiplex-
ing are equivalent to an Nx! switch). The before-mentioned approximation was found

not to be accurate in many instances and further work is required.

2.6 Conclusions

We analyzed loss conditions in statistical multiplexing under the discrete finite-
source model assumption. The results find direct applications in controlling congestion in

ATM networks. We showed that the steady-state distribution of our model exhibits the
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product-form solution and that employment of a simple transformation yields a one-
dimensional recursion for the occupancy distribution. The linearity of the suggested
recursion makes possible the calculation of blocking probabilities even for large number
of sources. The above analysis was extended to an integrated switch and can be further
generalized to an arbitrary number of tandem links. A congestion-control technique was

suggested as a result of this analysis.



CHAPTER IlI.

Video, Voice and Data Integration in a 'Movable Boundary' Scheme.

The subject of this chapter is a particular technique for integrating different
categories of traffic, typified by data, voice, video in a multimedia environment. In con-
trast to the previous two chapters where no priorities were present among the various
types of traffic, a higher priority is assigned to video and voice traffic and a lower one to
the data traffic. The sharing of the transmission bandwidth is accomplished via a 'mov-
able boundary’ technique.

An embedded Markov chain analysis is used for the derivation of the blocking pro-
babilities for the first-priority traffic ( voice, video ) and the overflow probabilitics and
the queueing delay for the buffered data traffic. The straightforward approach to the
problem requires prohibitive computational complexity. The contribution of this chapter
is to apply certain mathematical techniques to reduce this complexity. Decomposition
and matrix-geometric techniques are combined to supply results for high-capacity appli-

cations (up to DS3(T3) level).
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3.1 Introduction

The high reliability and the enormous bandwidth in fiber-optic networks allow the
intcgration of services with a wide spectrum of traffic characteristics. The future
integrated network should be able to respond adequately to these distinct characteristics

and provide the necessary priorities and the required grades of service.

The analysis presented in the previous two chapters aimed at the development of
congestion-control techniques that guarantee a universal grade of service for all types of
traftic. The above mentioned approach does not ensure optimality in bandwidth utiliza-
tion. In this chapter, we analyze the performance of a cooperative system that supports
three different classes of traffic in an integrated fashion. Two distinct priorities and a
‘movable boundary’ sharing scheme are used to administer the transmission capacity of
the system, allowing the first-priority calls (the video, voice traffic) to go through the net-
work under a given grade of service and the second-priority calls (the packet traffic) to

experience a minimumdelay and a given buffer-overflow probability.

The "movable boundary’ technique is based on a concept proposed hy K. Kummerle
[Kum74] and Zatiropoulo [Zaf74] for integration of voice calls and data packets. The
problem of modeling and analysis of movable boundary (or SENET [CoVe75]) integra-
tion of voice and data traffic has been given considerable attention in the literature. In
one of the first approaches to the problem, Fisher and Harris [FiHa76] carried out an
analysis for the data delay, assuming the number of voice calls at the beginning of any

two different frames to be independent. Later, Weinstein et al. [WeiMF80] showed




through simulations the high correlation of voice calls that led Fisher and Harris to
underestimate the data delay. Other approaches to the problem include Gaver and
Lechoczki's [Gale&2] fluid-flow approximation to estimate the average data delay and
Leon-Garcia's model [LeKW382] where a series of approximations are used to suggest
upper and lower bounds to the average data delay. A continuation of this work is
presented in [Wilce82], where matrix-diagenalization techniques are used to modity
some earlier work by Neuts [Neu78] in an attempt to confront the increased dimensional-
ity of the state space. Exact results are given for buffer-overfiow probubilitics in finite-

buffer cases as well as the mean number of packets in a system with an infinite-size

buffer.

The concept of movable boundary is applied in this chapter for the integration of
video, voice and data calls. The available bandwidth is divided into two portions, one for
the first-class traffic that encompasses video and voice, which is never to be exceeded,
and a second for the buffered data traftic that varies according to the first-class load. The
efficiency of this technique is due to the fact that unused bandwidth dedicated to the ser-
vice of the first ciass, is readily available to the second-class traftic, which experiences a
variable service rate according to the tratfic intensity of the preemptive first-class traffic.

We chose to analyze the above scheme via a Markovian chain embedded at the start
of each frame in the succession of frames in time, in a similar manner as |MoTs88], and
considered the state of the system to be the number of video calls, voice calls and data
packets in the system. For practical applications, such an approach runs into computa-

tional difficulties due to the increased dimensionality of the state-transition matrix that
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describes the dynamic behavior of the system. For example, in the case of a buffer size of
one hundred data packets and a total number of video, voice calls in the order of ten, the

size of the state-transition matrix is more than a thousand.

The solution to this problem lies on the hierarchical structure with respect to the
dynamic behavior of the system under consideration (see also [GhaSc88]). Noting that
the service rates of video, voice and data traftic are ordered as u, «< 1, << i, and that a
similar expression is valid for the respective arrival rates, (to keep load in balance), that
is, A, < A,, < A, . the system can be decomposed into a three level hierarchy and sub-
sequently analyzed on the basis that interactions within the same level are much stronger
than those between different levels.

The technique is an approximation that treats nearly-completely-decomposable sys-
tems as completely decomposable. Clearly, in this decomposition an error € is introduced.
The analysis by Courtois in [Cou77] reveals that the error involved (€) depends essen-
tially on the degree of coupling between subsystems. A second-order approximation that
decreases the error of approximation into an order of ¢’ is also employed, allowing a
wide range of input traffic characteristics to be accurately analyzed.

Two cases are discussed here. In the first, we assume a finite-buffer capacity,
whereas in the second, we examine an infinite-buffer model under a control mechanism
that maximizes the bandwidth utilization. Matrix analytic techniques [Neu89] are
employed to study the data queue behavior. Finally, in Section 3.4, we examine the
integration of four different types of traftic in the framework of the digital multiplexing

hicrarchy. Again, the presented analysis is based on ‘Decomposability’ techniques.
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3.2 Finite capacity data buffer.

In this section, we consider a multiplexing scheme employing a buffer of finite capacity
for the data traffic. Although real systems employ finite-buffers only, infinite-butter
assumptions are usually made in order to improve the analytic tractability of the problem

( see Section 3.3).

3.2.1 Description of the system.

The queueing system under consideration is shown in Figure 3.1. Video, voice and
data traffic share N channels in a frame of duration 1. The first-class traftic is composed
of two streams, carrying voice and video calls, whereas data traftic is segmented into
packets that are temporarily stored before transmission in a buffer of size M (packets). s
channels are dedicated to the service of the video and voice calls that compete directly
on an equal sharing, FCFS basis and the remaining N-s channels for the data traffic,
respectively. The bandwidth requirements of each class are distinct and denoted by /),

1;.1,, respectively. That is, /,, slots in a frame are required for the duration of each video

call, 1, for each voice call and 1, for the data packets.

We consider two models for the arrival process. In the first, all three classes of
traffic have Poisson arrival processes with rates  , A, and A, calls/sec, respectively. In
the second model the video and voice traftic is generated from a finite-source model and

the data traffic is Poisson distributed. In both the models, the service time for both video

and voice traffic is assumed to be exponentially distiibuted (although our model
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Figure 3.1. Video, voice, data integration in a movable boundary scheme.
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allows for a general service-time distribution ) and the service time of data calls is con-

stant, of duration t.

Although calls arrive at any epoch, decisions concerning their transmission are
made at the beginning of each frame, when the system knows exactly how many of the
existing calls terminate or intend to keep their slots for the duration of the next frame.
Video or voice calls are accepted for transmission when the number of available chan-
nels exceeds their bandwidth requirements (, or I ). If not. they are blocked and are
considered to depart without further affecting the performance of the system. Similarly,
acceptance or rejection of data packets depends on the availability of space in the bufter,
The number of data packets scheduled for transmission at the beginning of a frame
depends on the availability of servers in the first-class portion of the frame on top of the
number of servers dedicated exclusively for the data traftic. The queueing model for the

scheme above is depicted in Figure 3.2.

3.2.2 The Embedded Markov Chain Analysis.

We choose the embedded Markov chain approach to analyze the cooperative sys-
tem described above. A finite Markov chain is embedded at the starts of the frames in
the succession of frames in time. We assume that each call that completed its service has
already departed from the system before the start of the next frame, and new arrivals
have already been introduced at this point. The state of the system is then characterized
by (i, j. k) with i: the number of video calls, j: the number of video culls, and k: the

number of data packets in the system. Thus, the state space is :
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S={G.j.k) 0SiSsy, 0<j<s,. OSkSM, andil; +1, Ss). (3.1)

The variables s, and s,,, represent the maximum number of video and voice calls in the
system and are given by the maximum integer which is less or equal to the ratio of the

available bandwidth and the bandwidth requirements, that is, s, =[s//,] and
Sy = |s/1,, ], respectively. In order to calculate the transition probabilities for the Mar-
kov chain depicted in Figure 3.3, we first derive the probability Py liady)s that is, the
probability of finding i, video calls and j, voice calls when i, j, was their distribution in
the previous frame. We also need the term a,(k, M) that represents the probability of

having & arrivals in a t-second ir terval in a buffer of size M. Thus, the transition proba-

bility from state (i |, j . k) to (i5, j,. k,) is:

qi.'!lv‘.(iz'jz‘ k,) = pr..J.(iZ’jZ) a (ko MY, for k) SUG|j,), and k,SM. (3.20)
or

G galivdokd=p, (2 J) ayky=k +U @ j )M =k +U Gy s
for UGSk, SM kUi j) Sk, <M, (3.2b)

where U (i,j) is the temporary transmission capability of the system in packets, given that

i video and j voice calls are present. We have

UG .j) = [(N=il =il )i, ] and UG j) 2 |(N=s)1, ] Vi,j inS.

Note that in equation (3.2a) the number of the packets in the system k, is less than
U(i,j,), the transmission capability of the system, and all k, packets constitute new

arrivals in an empty buffer (capacity M). In equation (3.2b), the number of packets k,
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exceeds the term U(i,,j,) by a number k,~U (i .j,), therefore these pckets remain in the
queue for transmission during the next frame. Thus k, packets during the next frame

imply k,—(k ~U (i ,,j,)) new arrivals in a buffer of size M-k -U (i ,j ).

3.2.2.1 The Poisson arrival process model.

The arrival process of the data traffic is assumed to be Poisson. Then, the probability of &

arrivals in a buffer of maximum capacity K is:

A
SNt oTs. k<K
K-1 - )
a,kK)=1 1-Fe " A0/ i! k=K (3.3)
1=0
L 0 k>K

When the Poisson arrival model is assum~d for the other two types of traffic, the proba-
bility of & arrivals in a link of capacity K calls are given by similar expressions and

denoted by a,, (K K}, a,,k.K).

Now, the probability p, ; (/5. j,) is expressed as:
[ I

pir/l(iz’ JZ) =

minQe 8 )

> Y Y U DY, G e (= s=x F =gl ag, Gomxog, S=ih], —xol,,) (3.4)

\I:() \::0

with y,(7.j) representing the probability that j out of i calls retain their slots during a 1

time interval. Then :
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Y, i) = (;.) (e Ty (3.5)
Yl = ; ) (lme T T (3.6)

Using the above expressions, the state-transition probabilities in equation (3.2) can be
computed. In the next section, we remove the Poisson assumption for the arrival process
model of the first-class traffic and employ a more realistic model that was introduced in

Chapter I1.

3.2.22 The Finite Source Model.

According to this model suggested in [MASKRE®]| for variable-rate videocaders
(see also Section 2.2.1), the aggregate video traffic is modeled by a collection of a binary
sources that alternate between active and idle states with probability p and ¢, respec-
tively. The transition from an idle to an active state constitutes a ‘burst’ and certain
bandwidth demands are imposed. The same model describes the arrival process of voice
traffic with bursts imposing bandwidth requirements of 64kbirs/s. Thus, both the video
and voice arrival processes become binomial, with the rest of the expressions in the pre-

vious section holding, as well as the state-transition probabilities.

3.2.3 Decomposition Analysis.

Given that the transition probabilities are calculated as above, we choose a lexicographi-

cal mapping to enumerate the states of the system as:
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u=Eye+DM + Di +(M +1)j +k.
Then the transition probabilities can be written in a matrix form of dimensionality L,
Q=lg, 1, i =0, -+ L, j =0, -+ L, with the transition rates g, given in equations (3.2a),

(3.2b). The steady state of the above stochastic system is the row vector t that satisfies

T =710 (3.7

The computation of the vector = is increasingly difficult for larger values of § or M. The
burden of computation can be effectively reduced by noting that the transition matrix Q ,
due to its hierarchical structure, is nearly completely decomposable.

The first step in applying decomposition is to consider the ’two-level hierarchy’.
According to this scheme a distinction is made between the first-class traffic that encom-
passes video and voice traffic and the second-class traffic, the data traffic. The above is
based on analytical work by Simon and Ando (Cou77). They showed that aggregation of
variables in nearly completely-decomposable systems must separate the analysis of the
short-runi from that of the long-run dynamics. They proved two theorems. The first one
states that, provided intergroup dependencies are sufficiently weak as compared to intra-
group dependencies, in the short run, the system will behave approximately, and can
therefore be analyzed, as if it were completely decomposable. The second theorem states
that even in the long run, when neglected intergroup dependencies have had time to
influence the system behavior, the values of the variables within any group will remain
approximately in the same ratio as if those intergroup dependencies had never existed.
The results obtained in the short run will therefore remain approximately valid in the

long run, as far as the relative behavior of the variables of the same group is concerned.
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3.2.3.1. The first-order approximation.

Given that s_is the number of states of the video and voice traffic in the lexicograph-

ical mapping :

Y =yo+i +j Yi,jin§, vS<s

(remember that s,,, is the maximum number of voice sources to be accommodated in a
frame of capacity s ). Then pi j Uiz jp) in equation (3.4) is written p,(J) or equivalently
p(,J) and constitutes the / " 7" element of the matrix P=lpd.n).

Now, observe that the matrix ¢ is nearly completely decomposable, since, when
partitioned into a set of square (M +1)x(M +1) submatrices Q,, /=0, -+, J=0, - -5,
the order of the main diagonal elements is significantly larger than that of the peripheral
submatrices. This is simply so, because transitions between subsystems are fess probable
than transitions within the subsystem, given the validity of the initial conditions

A; <A, <h,and p,; <, <, Partitioning @ in square (M +1)x(M +1) submatrices

- that correspond to the different modes of the first-class traffic - yields:

Q()() T Q()\"

Q is subsequently expressed as:
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*
0=0 +¢C
with C a square matrix of the same order as Q that keeps the r.h.s stochastic, € a real

positive number representing the maximum degree of coupling between subsystems Q,,

and Q‘ the block diagonal matrix :

Q,* are square (M +1)x(M +1) submatrices, defined by:

ra,0M) G(LM) - a,(M M)
a,0M) M) ... a,(M M)
\ 0o a,(OM-1) a,(M-1M-1)
Ql =
0 . s ay(UGL)UGL)) A

3 3 . * .
The number of identical rows in O, equals the number of available servers plus one,
since any number of packets in the queue less or equal to the number of servers receive

service during the same frame. From the definition of the transition probabilities

(€q.(3.2)). we have
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0,=pd.0,

Also,
e=max(g, g, - - &) & =Ypd.)=1-pd)) (3.8
£y
and
& pk, 1y«
C=leyl u=—"—G: = Oy k#l
£ €

According to [Cou77], the steady-state vector x in equation (3.7) can be approximated by

the vector x whose elements are defined in the product :
X, =XV, () 5 i=00.., M, 1=0, .., (3.9)
X, in equation (3.9) represents the steady-state vector of the aggregate matrix I, and

* . . * - .
v, (i) is the steady-state vector of the l”' submatrix Q,. The accuracy of this first-order

approximation to the invariant vector n is of the order of &.

3.2.3.2 The second-order approximation.

The second-order approximation, that is the estimation of the invariant vector n
with accuracy &, is subsequently obtained. We first calculate the elements of the row
vector [x, |xeC and denote it by A(Z,1). |x, | represents the L elements of the first-order
approximation arranged in (s, +1) sets of (M + 1) elements, the eigenvectors of Q,'. Subse-

quently, the vector A (/,1) is used to solve the system of equations

BU.)I~Q/1=Ad,]) (3.10)
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. * . - . . . . 3 .
The matrix (I - @, | is singular, but a unique solution to the system exists in combination

with:

$h(,1)=0
kel

where b, (1,1) are the elements of B(/,1). Subsequently [b, (/,1)]xC is computed to yield

the vector K (e,1) which is used to solve the system
(B-XIIP —1y]l=eK(e1) (3.11)

The extra equation we need to resolve the singuiarity of [P -/, ] comes from the addi-

tional condition that the sum of the differences

B, =X, 1 I=l, s

c

. . . . . 2
must be zero. The final equation that yields the differences m; —x; with accuracy € by

substitution from equations (3.10),(3.11) is :

Ty = =B "XI)V:; + b, (1.1)

3.2.3.3 Analternative approach to the calculation of X, in equation (3.9).

The nature of the 'movable boundary’ model is such that the video and voice traffic
is completely independent of the packet traffic. The transition matrix P represents the
dynamics of the video/voice traffic, and we are interested in its steady-state solution X;.
Noting that the situation at the first-class portion of the frame can be modeled as a BCMP
node with service of type 3 and with population size constraints, the steady-state distribu-

tion is analytically described from the product-form solution as:




1 P P2
pUg)=GEY " ——
ir gt
As was seen in the previous chapters, the normalization factor G " may be ethciently
calculated by means of the occupancy distribution in the form:

"

¥0,b,4(—b) = jq(i) and GE)™ =4O, (3.12)

t=1

with p; the type i load, b; the bandwidth requirements of type -i traftic and ¢ () the occu-

pancy distribution of the link.

A similar expression was derived in Section 2.2.3, under the finite-source maodel
assumption :

1

a~

SIN, = n +11p,bg(j=b)) = jq(j). 3.13)
1=1
for any j <F. F is the available capacity, N, the maximum number of binary sources
involved in the system, and n, the number of active sources of type i associated with
occupancy j .
Since the long-term variations of the first-class traftic are reflected upon the number
of servers seen by the second-class traffic, and more specifically, the steady-state vector

X, of P corresponds to a unique steady-state occupancy distribution, this approach leads

to a hybrid solution that combines analytically- and numerically-derived results.
3.2.4 The three-level hierarchy - decomposition of the /7 matrix.

In the three-level decomposition, the matrix P that describes the dynamics of the first-
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class traftic, is decomposed into :
*
P=pP +¢C, (3.14)
The subsystems r =0, -+ 5y, of I", represent the variations at the voice level,

whereuas the stochastic matrix P represents the long-term variations due to the video

traftic at the higher level. The elements of P are given in the following expression :

‘ *
Py = XVg XPij
117 B T-¥

with / and J the set of entries of aggregates P,* I’; . the elements p,; of P and v,-; the
entries of the steady-state vector of each aggregate P,‘. A similar approach to the one
followed in the two-level case is followed here for the decomposition analysis with simi-
lar results. The error of the approximation though, is increased and bounded by:

€/2(n, +¢€)
with n, the maximum degree of coupling between aggregates of level 1 that belong to the

same aggregate of level 2 and ¢, defined in equation (3.14).

3.2.5 Example 1.

Here, we present results concerning the second-order approximation of the two-
level hierarchy under the Poisson assumption for the video/voice traffic. The blocking
probabilities for the video/voice traffic can be computed using the recursive relation in
equation (3.12). The performance of the data traffic is expressed in terms of the packet-

loss probability and the average delay. Given that the steady-state distribution is calcu-
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lated using the decomposition technique above, the loss probability L, for the data traftic

is given by :

Uug) M M M-(A~tTagn
- _o. .
Ly=1-T 3 T A jOTl, M+ ¥ RGijk) X la,UM-(h=Ui j)
iy k=0 1=0 k=U@ i+l 1 =0

with (i ,j.k) the approximated steady-state vector in terms of video, voice sources and
data packets, respectively, that we derived in Sections 3.2.3.1 and 3.2.3.2. Then the aver-
age packet delay w, is derived by means of the Little’s formula :

M

w, = XX KRG j kWA (1-L,)
 gh=0

A case in which 1, =3, 1, =2, and [, =1 is presented here, with arrival rates
A,; =0.001, p,; =0.005 and y,, = 0.02. Three arrival rates for the voice traftic are used,
A, 1 0.1,0.05,001 calls/sec and a variable number of packet calls. The buffer-size was
assumed to be 20 packets long. The frame duration is 0.1 sec. and contains ¥ slots, 6 of
which are dedicated to first-class traffic. For the above values, the second-order approxi-

mation (Section 3.2.3.2) was found to be high, in the order of T

The average delay of the packets in the system and the loss probability is plotted in
Figure 3.4, as a function of the normalized arrival rate ¢, 1, the number of packet arrivals
per frame. It is clear that higher arrival rates of the voice traftic result in higher packet-
loss probabilities and higher saturation levels of the data delay (given by the ratio of the

buffer-size to the steady-state number of servers for the data traffic).
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3.2.6 Example 2.

Now, we consider a more realistic application involving the finite-source model and
a larger capacity. that of a DS3 frame. Exact calculation of the the state-transition proba-
bilities for the video/voice traftic in such scale is clearly intractable. Thus, equation
(3.13) was used, instead, to yield analytical results for the occupancy distribution of the
first-class portion of the frame. Next, we give an application of this technique.

Assume variable-rate video sources being characterized by a peak rate of 5 Mbits/s
and average rate of | Mbits/s share equally 60 % of a DS3 (T3) capacity along with
64kbits/s voice sources. The data traffic is composed by ATM packets (53 bwes) long,
with a dedicated bandwidth of 40% of the DS3 capacity and different bufter sizes, The
burst-loss probability for video/voice traffic is 107, Figure 3.5 shows the average delay
and the buffer-overflow probability for the data traffic when the the buffer size is 20, 50,
100 ATM cells, as a function of the normalized arrival rate in packets per frame. The
accuracy of the approximation is of the order of 10",

The straight line in both the diagrams corresponds to a buffer capacity of 20 ATM
cells, the dotted line to a buffer capacity of 50 cells, and the stars to the buffer capacity of
100 cells. The above results suggest to us that an increment of the buffer size from 20 to
100 improves slightly the cell-loss probability of the system. All three curves increase
exponentially with the data traffic load and the lines for the 100 and 50 cells capacity
almost coincide. The delay characteristics of the three cases coincide in the underload

range of values. They attain a steady value - the ratio of the buffer size to the number of
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Figure 3.5. DS3 (T3) application, three buffer sizes: 20, 50, 100 ATM cells.
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servers - as the offered data traffic exceeds its exclusively-dedicated servers.

The effect of various mixtures of the first-class traffic - in terms of video/voice per-
centage - is assessed in the following application. Variable-rate video traftic with a peak
rate of 5Mbits/s and average rate of | Mbits/s per call, shares equally 60 % of a DS3
(T3) capacity along with 64kbits/s voice sources. Again, the data traffic is composed of
ATM cells, with a dedicated bandwidth of 40% The burst-loss probability for the first-

class traffic is given in equation (3.13) and was set to be 107°,

In Figure 3.6, we plot the acceptable mean data rate, for a given cell-loss probabil-
ity ( 10_3) and a buffer capacity of 50 ATM cells, as a function of different percentages of
video traffic. For the given burst-loss probability, we expect bandwidth utilization of the
first-class traffic to be higher if only voice traffic is present, since the bandwidth demands
of a voice source is lower than that of a video (binary) source. Their ratio is
64 kbits/s /250 kbits/s in this example. Lower bandwidth utilization of the video/voice
portion of the frame is translated into more servers available to the data traffic. It is clear
that when only voice traffic is present, the first-class portion of the frame is heavily
packed, resulting in a lower data rate being acceptable to the system for the given

overflow probability.

The plot in Figure 3.6 is an admission region for the data traffic and can be used
similarly with those in Figs. 2.6a and 2.6b in deciding the acceptable data-traffic rate for
a predefined performance threshold (10~ cell-loss probability in this example). In fact,
three-dimensional acceptance regions can be constructed, with the three coordinates

representing the load of video, voice and data traffic, respectively.
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Figure 3.6. Acceptable data rate for buffer size 50 ATM cells.




3.3 Infinite Capacity Data Buffers.

In the second part of this chapter, we analyze the performance of the above-
considered system under the ’infinite-buffer capacity’ assumption. The matrix-geometric
techniques, as suggested in [Neu89], finds direct applications to our problem. "Exact’
solutions of this type though, run into computational difficulties when realistic applica-
tions are considered.

We outline the way the technique proceeds in the following paragraphs. Given that
the state of the system is (i,j) with i: the number of ATM packets in the system and j :
the number of available servers (clusters of 53 voice channels (bytes)), we choose a lexi-
cographical mapping of the state « -ace that yields a state-transition matrix of M/G/1 type

that has the following structure:

B, B,

BZ
A, A, A,
0 A, A,
0 0 A() e e
0= (3.15)

The subscripts i of the submatrices B;, A, ; i 20, represent the levels of the Markov chain,

that is, the set of states {(i,")} with the same index i. The steady-state solution of the @




- 116 -

matrix (if existent) has the form

[ X Xy X0 o ] (3.16)

with the vectors {x;} being derived recursively [Ram88] as :

i~1

x =(x,B + XA, =&)Y izl (3.17)
k=1
with
A=3AG™ and B, =¥B,G”
J= j=i

1 is the identity matrix and G the minimal nonnegative solution of

G=£¢d
i=0
G represents the rate matrix G (z) evaluated at z=1. Its entries are generating functions of
time distributions which, in turn, govern the rate at which a system would make transi-
tions among the states from level i +1 to level i. In general, closed-form expressions for

G (z) do not exist, except some special cases, and its computation is done recursively.

We follow Neuts’ terminology in cefining the matrices :

o oo

A=YA, B=3YB
i=0 i=0

When the matrix A is irreducible, then the steady-state vector ©t of Q exists and satisfies:

Tt =10
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Given the evaluation of G, we recursively compute the K matrix in :

K= ¥B,G'
i=0
We start the computation of the x; vector by calculating 8.

B= YvA,e

v=]

with e a column vector with all entries equal to one. Then x,, is given by

x,=k/kk,

k is the invariant vector of K and k| is given in the following expression

-]

ki=e+ 3

v=1

v-1
B, 3G
1=0

1}

with p defined by:

p=1/-G+eglli-A+(-Pgl e
and g the steady-state vector of G. This completes the calculation of x that leads to the

recursive computation of the vector [ x, x,, X,, ..... ] in equation (3.17).

As an example, we examine the applicability of matrix-geometric techniques in a
DS3 (T3) application involving ATM cells. Although the size of {4, }, {B, } submatrices
is considerable, 196x196, direct application of a matrix-geometric technique is limited by
the amount of computations involved in calculating the transition probabilities between

the states of the first-class traffic. As an alternative, we suggest the following scheme
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that employs decomposition at a higher level exploiting the hierarchical structure of the
system and matrix-geometric techniques at the lower level, that takes advantage of the

sparsity of the subsystems under study.

More specifically, we use equation (3.9), that gives the first-order approximation of

the steady-state solution in terms of :

i. the equilibrium of the long-term dynamics (first-class traffic) and,

ii. the steady-state solution of the short-term dynamics (data traffic), for the various
modes of the first-class traffic.

Equation (3.13) is subsequently used to derive analytical results for (i), that is, the
steady-state distribution of the number of available servers as seen from the data traffic,
for the various modes of operation of the first-class traffic, and the matrix-geometric tech-
nique for the derivation of the steady-state solutions of the subsystems Q,* ;
I'=0,1,---s. Q; , as before, represents state-transition matrices of M/G/m type, similar
to those in Section 3.2.3.1, in which the buffer size dependence is dropped since we
assumed that it is infinite. Note that the structure of Q; is that of equation (3.15) with
A;, B;. m x m matrices with m the number of available servers. Since both the invariant
vectors in (i), (ii) are calculated exactly, the error of the approximation is in the order of
€ |Cou77] and given in equation (3.8).

In order to demonstrate the flexibility of this technique, we introduce the following
control mechanism that maximizes the bandwidth utilization by regulating the data traffic
according to the various modes of operation of the first-class traffic as in [WilLe84]. We

assume an infinite number of data classes with ordered priorities that can be throttled
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according to the temporary load (on a frame basis) of video/voice traffic. We use an
infinite number of data classes so we can maximize the offered data load. although in
practice only a limited number of data classes is available. Thus, we reguliate the total
offered load of data traffic (that should be strictly less than one), by accepting data traftic
of a higher arrival rate when the first-class portion of the frame is underused and lower
rate data traffic during overloaded periods of the first-class traftic. Results concerning the

average number of ATM cells in the system, are given in the following example.

3.3.1 Example 3.

In this example, we derive the average number of cells by applying the technigues
from the previous section. Assume again a DS3 (T3) link ( 768 VC) and the parameters
for the video and voice traffic in example 2. Again, 60 % of the bandwidth is allocated to
the first-class traffic. The data traffic is composed of cells 53 bytes long (ATM cells), that
are stored in a buffer of infinite capacity. The accuracy of the approximation is again of
the order of 10, We plot two curves in Figure 3.7 for burst-loss probabilitics at least
10 for both video and voice. Note, that the burst-loss probability of the video/voice
traffic is unrelated to the accuracy of the involved approximation, which is used to derive

the performance parameters of the data traffic.

Curve A is the average number of ATM cells in the system when fixed boundary is
employed, curve B shows the average number of ATM cells when the ideal control
mechanism is employed. The before-mentioned control mechanism allows a higher

bandwidth utilization for an acceptable cell delay threshold if the required processing
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Figure 3.7. DS3 (T3) application, infinite size buffer, A: fixed boundary, B: ideal control.
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overhead is acceptable. Curve A is the case in which the two types of traffic (first-class
and ATM cells) are completed segregated. Note that the two curves represent the lower
and upper bounds to any scheme that involves movable boundary with or without data-

flow controls.

It is clear that the implementation of the fixed boundary scheme (curve A) is much
simpler than the ideal control mechanism with an infinite number of data classes (curve
B) which guarantees the maximum bandwidth utilization. Based on these two bounds
one could assess the efficiency of a given sharing scheme (movable boundary with or
without data-traffic control) in the tradeoff between complexity of controls and

bandwidth-utilization gain.

3.4 Mixed-media integration in the digital multiplexing hierarchy.

In this section, we analyze another case in which decomposition techniques apply in
a straightforward manner. According to this scenario of traffic integration, we assume
four different types of traffic. Slow-scanning video and voice traffic constitute the low-
priority traffic with bandwidth requirements 56 kbits/s (DS0) and 1.544 Mbits /s (DS1),
respectively, that share equally a capacity of 1.544 Mbits/s. That is, either the whole
bandwidth is dedicated to the slow-scanning video traffic or at most 24 voice calls are
supported by the multiplexer on a FCFS basis. We also assume that the above mixture of
traffic is multiplexed at higher levels according to the multiplexing hierarchy presented in

Fig. 3.8.
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The other two types of traffic we consider here are two types of video traffic with
bandwidth requirements DS3, DS4, respectively, that is, 44.7 Mbits/s and 274.17 Mbits /s,
sharing equally a DS4 capacity of 274.17 Mbits/s. These two types of traffic have
preemptive priority over the DSO, DS1 traffic. A number of low-priority video/voice
sources is multiplexed up to a DS3 level and uses any unused portion of the DS4 frame
that is shared equally by the first-priority traffic. A secondary multiplexing facility that

absorbs the overflowing second-priority traffic under overloaded periods of the first-

DS4

Figure 3.8. Digital multiplexing hierarchy up to DS4 level.



-123 -

priority traffic is employed as well. Under the above assumptions, the bandwidth sharing
scheme is shown in Figure 3.9.

As for the traffic model we assume that the arrival process of the various classes of
traffic is given by the birth-death Markov model in [MASKRS8], and the service require-
ments are exponentially distributed. Given that a hierarchical ordering of the arrival
rates and the service rates is a reasonable assumption, that is, given that

Apss K Apss K hpsy K Apgy and gy << Pypgy < My << Bypgg

the analysis proceeds as in Section 3.2. The blocking probabilities of the first-class traftic

are given by :

h -1

Py, = :Zq(S —i)
i=0
in terms of the occupancy distribution of the first-class traffic.
Now, the first-order approximation of the steady-state vector is given in equation

(3.9) in the form:

X=X, v, (i)
By analogy, the occupancy distribution vector f, of the DS4 frame in terms of voice
channels is given by :

Fa=qyhG) 120,67 i=0,..,4032

with ¢, the occupancy distribution vector of the DS3, DS4 traffic at the higher level and

#,(i) the occupancy distribution of the low-priority traffic for the various modes of
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Figure 3.9. Bandwidth sharing scheme.
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operation of the first-priority traffic. The latter distribution is given by the convolution of

the occupancy distribution of the DS1 frame up to a DS4 level.

Based on the above expressions, we plot in Fig. 3.10a the steady-state occupancy
distribution for the following traffic parameters:

® First-priority traffic: 10 DS3 sources with a,, 10~ with bandwidth requirements
1 slot per call (in a DS4 frame of 6 D3 slots) , 2 DS4 sources with a,, ,: 107" (ina DS4
frame of 6 DS3 slots or 4032 voice channels) and bandwidth requirements 6 slots per
call. The loss probability is 10™%, 10” for the DS3, DS4 calls, respectively.

* Second-priority traffic: 100 DSO sources with ¢y, : 0.0002 and 4 DSI sources
with ap, 10~ and bandwidth requirements 1 and 24 slots, respectively (ina DSI frame

of 24 voice channels). The loss probability is 107" for both the classes of traffic.

The observed six clusters of the occupancy distribution correspond to the six modes

of operation of the DS4, DS3 traffic, whereas the shaded area in each cluster is due to an
array of bell-shaped distributions (see the nonlogarithmic version shown in Figuie 3.10b,
over the range of 0 to 100 voice channels). The straight line located at the 4032 channels

( number of voice channels in a DS4 frame) is the probability of a full DS4 frame.
Given the occupancy distribution, it is straightforward to evaluate the performance

parameters of the first- and second-priority traffic, as well as the bandwidth-utilization

gain associated with this technique.
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3.5 Conclusions

Decomposition and matrix-geometric techniques are known to find application in
sharing schemes involving voice and data traffic [MoTs88], [GhaSc88], [WiLe84]. In this
chapter, we extended the concept to include video traffic and employed the above tech-
niques to analyze two scenarios involving finite and infinite-size buffers, respectively.
The second main contribution in this chapter is the suggestion of a hybrid scheme that
combines analytical and numerical solutions. This scheme that makes use of an analytical
expression derived in the second chapter was shown to be an adequate technique for

analyzing high-capacity scenarios with considerable accuracy.
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CHAPTER 1V.

Conclusions and Further Extensions

In this thesis we suggested analytical expressions that constitute the basis for the
development of control mechanisms that guarantee the satisfaction of the performance
requirements of the various types of traffic with access to the broadband network. The
first two chapters concern a scheme of traffic integration in which no distinction is made
in terms of the delay/loss requirements of the supported types of traffic but instead, a
universal grade of service is guaranteed that satisfies the stringent of the individual per-
formance requirements. In the third chapter though, we study the case in which better
bandwidth utilization is attained when taking into account the delay tolerant characteris-
tics of the data traftic.

The results in Chapter I apply to the limiting case in which a practically infinite
number of sources are statistically multiplexed in a single or multiple links. As shown in
Section 2.4, when these results apply as approximations to situations involving bursty

traffic, they should be handled with care. One of the contributions of our analysis is that
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only a two-dimensional recursion is needed in order to calculate blocking probabilities in
a switch that does not provide multicasting services. The suggested two-dimensional
recursion for the switch is computationally efficient and we obtained blocking probabili-
ties for large switches ( larger than 64x64). The same analysis was extended (o derive
recursions for broadcasting/multicasting switching capabilities. When increasing the
dimensions of the occupancy distribution though, as for example in the ring topology, the
computational effort increases as well and soon becomes unmanageable. ™ s, reduced-
load approximations as suggested in [Kel86], [Wh¥5] do not only constitute alternatives
but a necessity when the number of links is large.

The a priori construction of the call-acceptance regions we suggested in Chapter 11

is efficient because:

i.) is performed only once, with subsequent recalculations concerning the point of opera-
tion only

ii. ) is simple as a control mechanism and applies to all the supported classes of traftic

iii. ) can be further simplified given that the offered peak-to-link rate ratio of the sup-

ported classes of traffic is small, to a ‘Circuit Switched’ type of operation.

The latter means that, given the linearity of the boundary of the admission region,
the “virtual bandwidth’ characterization of a certain type of bursty traffic - and for a given
grade of service - is valid when the multiplexer is loaded with a heterogenous mixture of
traffic as well. Now, in order for this 'virtual Bandwidth’ of the source to be computed

for any type of traffic, we feed the multiplexer of a given capacity with one type of traffic
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only and then divide the multiplexer’s capacity by the number of calls that can be sup-
ported given that the required GOS is guaranteed. It is easy to see from fig. 2.6 that the
smaller the peak-to-link ratio the more linear the boundary becomes, thus, for an output
capacity, say ¥, the calculated Virtual Bandwidth’ V,, and a linear boundary, the admis-

sion control is simply:

>nV,<F
i

The integers n; are the number of type -i calls that can be supported in an arbitrary mix-
ture of traffic. In an ATM application, where policing mechanisms, like the ’leaky
bucket’ [ Tur86] are employed, V, should be reflected at the rate the control mechanism
produces the transmission tokens. Similar results are valid in the two-dimensional case.
when considering the performance of a switch. In a heterogenous environment of input

traffic, ‘Virtual Bandwidth’ calculations were found to be valid here as well.

Finally, note that in a more realistic scenario of broadband integration, finite-size
buffers at the switching nodes are involved. This case is not explicitly analyzed here, but
our results apply approximately to cases in which a common input traffic buffer exists,
given that the burst length of the supported applications is comparable to (or exceeds) the
buffer size. The above observation -if true- is particularly important in the light of traffic
integration of video distribution services where the possible delays may considered to be
unacceptably long | VePi89].

Our work in Chapters 1 and II finds direct application in analyzing a reservation
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protocol that was suggested recently in CCITT. The fast reservation protocol (FPR)
[CCITTI1] uses in-band signaling to negotiate changes to a connection’s information
transfer rate. According to this protocol, whenever a connection has a burst of cells to
transmit, it will first send a special request cell. Upon receiving this request cell, network
elements along the connection path will attempt to reserve bandwidth at the connection’s
peak rate. If this allocation is successful at all nodes, an acknowledgment will follow
and the connection will be allowed to send its burst. Once the burst is completed the
reserved bandwidth is automatically released and the connection is assumed to remain

idle until the next burst request is received.

Note how the model suggested in Chapters [ and 11 fits the description of the above
mentioned protocol. The changes to the connection’s information transfer rate are
modeled by binary sources with different bandwidth demands (transmission rates) and
distinct arrival/service statistics. Burst blocking probabilities are given via the occu-
pancy distribution, of one or more dimensions, depending on the number of links along

the connection path.

As for the results in Chapter III, ‘movable boundary’ techniques constitute an alter-
native for traffic integration. Two cases were analyzed here, based on ’finite’ and
’infinite’ buffer assumptions, respectively. ‘Near complete decomposability’ techniques
were shown to be adequate solutions in confronting the computational burden of an
embedded Markov chain approach. The adopted queueing model is flexible in analyzing
a number of sharing schemes including different priorities for the video-voice traffic as

well as a possible employment of buffer space for the voice traffic.
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Our results on high-capacity applications indicate that there is not a dramatic
improvement in the performance of the data traffic due to the movable boundary scheme.
Better results can be obtained by means of priority mechanisms that regulate the data
traffic; however, the possible benefits in terms of bandwidth utilization should be well

weighted against the increased complexity of controis they imply.

Possible extensions of the above work include the end-to-end performance of a net-
work employing various levels of statistical multiplexing and a switching core ( see Sec-
tion 2.5). Approximations involving the results from Sections 2.2.3 and 2.3 are readily
available. An analysis of this type, yields end-to-end loss probabilities for the various
types of traffic and subsequent formulation of a single call-acceptance region as in Sec-

tions 2.2 and 2.3 regardless of the specific network topology under consideration.

Other unanswered questions concern the linearity of the boundary. For example,
what is the necessary peak-to-link ratio that guarantees the linearity of the boundary or
how different types of traffic relate to the suggested ’linearity ratio’. Only three specific

types of traffic were examined here and further results are required.

Also, the results in Chapter II can be further extended along the lines of the analysis
in [Hui88]. Large-deviation techniques and the Chernoff bound are used in this paper to
derive tight bounds for the tail distribution of the offered process, and consequently the
blocking experienced by different types of traffic feeding a statistical multiplexer. The
accuracy of this approximation was examined in Section 2.2.5 and was found to be high.
A possible extension could be the derivation of similar bounds for more than one link,

starting with the two-dimensional case, the switch, whose analysis ir: Section 2.3 poses
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numerical difficulties due to the exhaustive enumeration of the state space.

Finally, as mentioned in Section 3.3, the problem with a direct application of
matrix-geometric techniques is the computational burden of the state-transition probabili-
ties of the first class traffic, when high-capacity applications are considered. Thus, we
chose to analyze the performance of the data traffic under an infinite-buffer assumption
via a combination of decomposability and matrix-geometric techniques. Another alter-
native that should be examined in the future is an approximation in the calculation of
state-transition probabilities that retains their relative orders of magnitude, with subse-

quent application of matrix-geometric techniques.
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APPENDIX A

LEMMA .

In the single-dimensional case, ( Kaufman’s model ) with N, =N, =F and a set of
bandwidth requirements B = {h, i =1, --+,K} we prove that :
if j is not an aliowable occupancy, under the constraint j < F, then j — b; is not an allow-

able occupancy forany b, €B.

Proof.

Let R be the set of allowable occupancies under Q and B, and the vector b,
b=, b, . by). Thenj<F,and j e R, implies that there is no n e Q such that
nb =j . If there was an n in Q such that nb =j - b , then nb + b; = j or equivalently
n'b =j andn; should belong to Q since j <F.

Therefore. j ~b, ¢ R forany b, e B and j <F.

LEMMA I1.

For any input/output pair p,v and an associated set of bandwidth requirements
B={b, i=1,---.K} weprove that:

if the pair of respective occupancies (j, /) is not allowable under the constraints j SFy,
I <F,,, then none of the pairs (j —b,,1) (j.I -b;) (j =b,, 1 —b;) , represents a nominal

occupancy pair.
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Proof.

R, is the set of allowable pairs of occupancies under 2 and B . If the pair (j. 1) « R "
then :
a. either j is not an allowable occupancy, j ¢ R

b. or/ is not an allowable occupancy,/ ¢ R”

c. or both j, ! are not allowable occupancies for p, v respectively.

casc a.

If j is not an allowable occupancy then

L. =b;. 1) e R, because j - b; is not an allowable occupancy from lemmal,
2. (.1 = b)) e R, because j & R

3. G-b;l-b)e R, because j —b, ¢ R fromlemma .

Exactly the same is the proof ir cases (b) and (¢) . Using the convention Gulid) =0V

G, e Ruv equations (1.9),(1.10) and (1.11) hold for every j < Ful‘ Isr,, .
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APPENDIX B

LEMMA .

We prove that the multidimensional birth-death process described in the first section,

with the global balance equation :

K K
| TN, —n A8 )+ ¥ np,d (n) ] Pn)=

=] i=1

K K

>N, =n, + DEMPM)) + X (n, + D8 ) P(n)") VY ne Q.
=] t=1

and the local balance equation in (1), is characterized by the product-form solution.

The functions §'(n) and 3 (n) are defined as :

[1 ifn*e Q
afn =
! ) 0 otherwise
) [1 ifn] e Q
8. n)=

i () 0 otherwise

Proof.

According to Kolmogorov’s criteria for reversible stochastic processes ([Kel79], pp. 21),
our Markovian process is reversible since for any closed loop in the state-transition
diagram, the product of the rates in one direction equals the product of the rates in the
reversed direction (for an example, see Figure 2.4 ). Also, our process is a " spatial pro-
cess " because ((Kel79], pp. 189)

i). only one component of the state n can change at a time
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ii). the transition rates between two states depends exclusively on these two states

iii) any state in Q can be reached by any other one by a finite sequence of transitions.

The equilibrium distribution of a reversible spatial process is a Markov field that has the
product-form solution ( Theorem 9.3, [Kel79]). A different solution is also given by Hui

in [Hui89].

LEMMA II.

In a one-to-one mapping between two stochastic systems with
(i) the same set of states € and (ii) the same values for the parameters

N

;. K Vi<gK,

"‘

the blocking probabilities for the different classes are the same in both the systems.
Proof.

The set B = (n e Q:n " ¢ Q) is the same for both the systems because of condition (i).
From eq.(2.2)
-1 ¥ N, n,
P(n)=G(Q) T]( I )a,

. i
i=]

with G () the normalization constant. Because of condition (ii), vne £ Pn)has
the same value in both the stochastic systems. The blocking probability for the i" Class

is given by:
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Pu= X P@)

neB*

Thus, »°,, 1s the same for both the systems.

LEMMA 1.

Assuming a multiplexer with capacity F bandwidth units and a set of bandwidth require-
mentsB ={b, i=1,---,K} weprove that:
if j is not an allowable occupancy, under the constraint j < F, then j — b, is not an allow-

able occupancy either, forany b; € B.

Proof.

Let R be the set of allowable occupancies under € and B, and the vector b,
b=, b, -.b) Thenj<F,andje R,implies that there is no n € Q such that
nb = . If there was an n in Q such that nb =j - b,, then nb + b, = j or equivalently
n, b =j andn ' should belong to Q since j < F.

Therefore, j—-b,e R for any b,eB and j<F. With the convention
qy)=0; V j e R ,then g(j-b,) =0 as well, and equation (2.7) holds for every

jsF.



