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ABSTRACT

AUTOMATIC RECOGNITION OF NUMERALS VTA
FOURIER SHAPE DESCRIPTORS
AND ,

BOUNDARY LINE ENCODINGS | '

Michael Tai-Yuen Lai

A" character recognition system designed to recognize

handprinted and machine-printed numerals is proposed.

Preprocéssing techniqueS which perform filling, ﬂglefing,
énd= linking operations have béen'developed. By making'use_of
Fourier' shape descriptors, the information geherateq from
boundary line encodings, and the inside boundary information of
each input character, a set of features has been extracted for
analysis. Decision is achieved py a claésificatiqn scheme based
on discriminant analysis and nearest heighbor classification :

techniques.

A high recognition performance 1is confirmed by computer
simulation and implementation of this -proposed system on a CDC
7200 digital computer. Experimental results obtained from 9500

samples of 3 different data bases are briefly described
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: CHAPTER ONE

INTRODUCTION -«

1.1 Optical Character RecognitIon
n\ -

. The concepts in Pattern Recognition have been increasingly
recognized as an -important .factor in the design, of modern
automatic informatioh systems. During the past two.decades,
extensive research and deve}opment related to this field has
taken place, and the principles have been applied to different
areas sueh as computer science, engineering, information
science, biomedical and ' natural séience, etc. Among the many
subject areas in the fiéld of pattern recognition, Optical

Character Recognition has perhaps been the most popular and
. L - B -~

challenging subject which researchers are interested in.

Optical Character Recognition (OCR) system was first
introduced in the 1950's as a replacement for keypunching , and
it was promised to be the most practical means of direct
source—data‘ entry in 'mode}n information and data processing
system . Optical readers, which process large volumes of daéa
and provide the fastest meahs of data.conversion at low errors
rate, are making OCR a more widely acceptable means of data
entry than other devgées such as keypunches,’key—to;tape and

key-to-disk systems, etc.

An OCR system, such as the one shown. in Figure 1.1, .is



'f | |
7 o . -
basiéally made up of three major subsystems : (1) the
chéracter—trapéformation device, (2) the informatioq selector,
and .(3) the recognitioﬁ loéic. The'tranformation device scans
the-characters and converts théﬁ into a f;rm sui%abie for
fufthéé processing. The infermation éelector pérforms e
- feature ) extraction operation ) whiéh measﬁres | certain
hrﬁﬁéracteristic‘features of the characters. The recognition logie
examines the derived'féatd;gé and determine’s the ldentity of the

inpdt character.

[

Input ‘ - .
Charactér .
Character - Information Recognition - Output
. M Y

iy ; . , ra
Transformation | Selector Logic Decision

“Device

Scanning ) Feature = Classification

and © Extraction

Digitization

Figure 1.1 .Major components of an Optical Character
Recognition system.

Several . books as well as some, comprehensive



state-of-the-art reports on Optical Character Recoghition are

‘cited in ['3], [ 6], (167, (183, [373, {471, (48], (491!

1.2 Research in Optical Charécper Recognition

Recent research efforts in "Optical <Character Recognition
can be divided into two categories : (1) the recognztion of
machine-printed characters and (2)' the recognition of

handwritten characters.

!

For the first category; since the data to be recognized is

, : |
essentially invariant; OCR machines which can read at high speed

several commoé machine-printed character fonts with high deéree
of reliabilit& have been de#eloped f@r different application§ [
51, [k7], [2n].'THe: trend of these advances is toward the
development of_ OCR machines which can héndré a wide variety of
applications on all types and sizes of 1input, and whigh can
provide virtualiy unlimited font fehognition at iowlcost.
o

The recognition of Handwritten character, on the other
hand, is still a difficult problem to solve. The data to be
reéogﬁized_ can Qary infinitely which cause many extraordinary
problems. Great.distortions in handwritten characters, such“ as
thet size and strﬁctural details which vary greatly from people
to people: still pose a major problem to be solved. Several .
difficﬁlties which affect the Trecognition of handwritten

. ) '
characters are briefly mentioned in [35].

{ . : )

The problem of handwritten character recognition can also



_ ) . .
be subdivided into (1) cursive script and (2) print script. Due

to the difficulties and high costs in the segmentation ofé words

into individual letter;, it is not desirablektq,dévelop a system
o o . . \ ,

%

to automate the recognition of Roman cursive script. Several
studies related to this work are discussed in [14], [15], [20].
Because of its wide applications [Eé], fe4], [44] and less
complexity than cursive script, automatic recognition of
handprints &miftly numeric and alphanumeric characters) pertains

a larger parf 6f research 1in OCR. Extermsive literatures

concerning these advances are well reported in (271, (501].

[~]
.

Research in OCR has ' produced many different recognit;on
techniques. The most commonly used recognﬁtion methods are image
(template) matching? curve tracing, and stroke or feature
analysis. In template matching, a prototype of each character 1is
stored, and a measurement of the correlation or match.betwégﬁ*a
specimen character and each stored p;ototype.is performed. Cur
tracing involves the tracing of the outline structure a
character and recognition is baseqdqn the fea£ures generat
from it. Feature analysis technique ié based upon the detection
of a group of characteristic properties such aé horizontal
lines, vertical lines, loops, curves, Jjunctions, bays, line
endé, corners, and croséover which, when approp}iately combined,
will desgribe each charactér class. Each input character is then
matched against a " table " representing each reference

character class. Miscellaneous techniques which were &mployed in

OCR have also been reviewed by Harmon [27].



1.3 Basic Structure of the Proposed System

THe proposed chafécter recognition system .is shown
diagrammatically in Figure 1.2. The function of this . system is
to detect and extract common features from the input character,
and to recognize and classify this character as f/;ember of one

of the character classes.

Input
Digitized
character
Preprocessor Feature ) Classifier Output
—_y
: I
Extractor - Decision
Preprocessing: Feature Classification
Smoothing Extraction
Operations ey
Figure 1.2 Basic structure of the proposed character

recopgnition system.

After the input character was scanned by an input device,

namely, a high-speed optical scanner, it was tranformed into a



digital repreﬁentation and was put into the system. Tpe
digitized character is then fed into the preprocessing stage
where the preprocéssor performs the filling, deleting and
linking oper;tions. The preprocessed image"enters the feature
extraction stage where the measurements of its characteristics,
called features, are processed by the feéture extractor. The
classifier, which operates on the feature vectors, will

determine to which of the several classes the character belongs.

1.4 Scope of the Thesis

The-work in this thesis is confined to the scope of
recognition of handprinted and machine-printed numerals '0' to

g,

Chapter 1 gives.a general description in Optical Character
Recognition, and the research ‘involved in it. Basi¢c structure of

a proposed character recognition system has been described.

Preprocessing techiniques which‘smooth the input data, and
tﬁe extraction of features such as Fourier shape descriptors and
information generated from inner and outer boundaries of 'the.
character are briefly described in chapter 2 and_chapter 3

respectively.

The 'use of discriminant-analysis-based technique and the
nearest neighbor methods for classification purposes is
presented in chapter 4. A classification ‘scheme for decision

making is mentioned in detail.
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7

In chapter 5, experimental results from simulation of the

proposed'system on a digital computer to measure its performance

is briefly described.

f) . v

In the final chapter, conclusions and suggestions - for

further study will be discussed.

LY



- | CH4PTER TWO //

! PREPROCESSING OF INPUT DATA

2.1 Introduction

In most recognition systems, preprocessing 1is often
required to smooth irregularities, to remove mnoises, and -to
remove redundancies’ in the input pagterns; so that effective
patterns can be provided before the measurements of their

characteristics.
&

Different approaches\ in the preprocessing oflinput data
have been developed and tried by researchers. Unger (561,
Dinneen [12]1, ®Rao [42), and Freyer and Richmond [19] have
suggested different algorithms for the smoothing of data.
Stefanelli and Rosenfeld [46], Deutsch 1101 and Triendl [52]
have suggested algorithms for thinning and skeletonizgtion of
noisy input data. Hussian, Toussaint and Donaldson ha&e also

described the size-normalization preprocessing algorithm in

(28].

In order to reduce the <c¢lassification .errors in a
recognition system, Gudesen [26] also performed a quantitative
analysis of different preprocessiné techniques for the

recognition of handprinted characters.

In this chapter, we are mainly concerned with a
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preprocessiﬁg .algorithm used in the proposed recognition system
which perform the filling, déieting and 1linking operation$ ' in

each input character.

. r
—

" | .
2.2 Input Data for Preprocessing

Digitized character represéntatﬁons in the form of binary (
black and white ) matrices, called 'character grids!, are fed
‘ ihﬁo_the computer- for préprocessing. Figure 2.1 shows':somé
sample input numerals -in which the black points (--1's )
represent the elements of'the.cﬁafgcter and the white poiﬁts 1S

blanks ) represent the backgrognd.—

2.3 Preprocessing Algorithm

Tﬁis algorithm is basically a filling and.dcleting procéss |
- which includes the following functions |
1) to eliminate isolated points, .
2) to eliminate small buﬁps along straight 1ine;segments,
3} to link small breaks br broken lines,

4) to fill in small notches alorg straight line segments,
5) to fill in isolated holes, |

6) to replace missing corner points if ce;&ain conditions are

satiSQied.

In performing the algorithm, all the points in‘both the =
-original input character matrix and the resulting ( new ) outpﬁt

character matrix are involved in .the process. Basically, a 3x3
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submatrix , called 'window' ,is conéidered 'for opération, 'and
the -changing . of the Yalue at thé centre point of the window is
dependent uéoﬁ the valgﬁ:of its neighbors. Figdre 2.2(a) shaws a
‘point x(ij) and iFS eight neiéhbors in the ohiginal»imaée of the
in;Lt character, where i and j stand for the ith row and 'jth
column of the matrix respectively. Figure 2.2(b} shows a point

X(ij) and its eight.neighbors in the resulting imagé.

8.
a b c A B C
d |x(ijy| e - D |X(ij)| E.
f g h F G H
(a) 3x3 window points in (b) 3x3 window;poinﬁs in
original input image . resulting output image

]

Figure 2.2 Points involved in smoothing operations.

Before the start of the preprocessing process, all the
points in the resulting 1image are aésigned equal to the
corresponding-positipn points in the originai image. We have to
note that all the filling and deleting of points will be done in
the resulting image, but no deletion or filling of points in the

original image.

2.3.1 Deletion and Linking Operations

The first step in the preprocessing operation, 1is the
deletion and linking processes which will accomplish functions

1) to 3) of the smoothing algorithm.
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Every point in the input matrix has been scanned. If the

point x(ij) is black, then the point X(ij) will become a white

point when either one of the following conditions is satisfied

1)

2)

3)

If all the eight neighbors (points a, b, ¢, d, e, f, g, h)

of x(1j) are white, X(ij) will-be white.
We caunt the number of black points in the eiéht neighbors
of x(ij) and tHen compare the total with a threshold (a
thfeshold of 2 is set for éhis condition). If the count is
equal to the threshold, then X(ij) will be white when either
aj Points b, ¢, e, g, h are white and either point a or
point f is white, or
b) Points a, b, d, f, g are white and either point < or
point h 1is whité, or
.C) Points a, b, c,.d, e are white and either point } or
point h is white, or
. d) Point d, e, f, g, h are white and either point a or

point ¢ is white.

1

If the count for the number of black points in the eight

neighbors of x(ij) is equal to 1 or 3, and either points b,
¢, e, g, h, or points a, b, d, f, g, or poijnts a, b, ¢, d,

e, or points d, e, %Q g, h are white,

On the other hand, if the ‘point x(ij) is white and either

a) points d, e are black and points b, g are white, or b) points

b,

g are black and points d, e are white, or c¢) points a, h are

black and points c} f are white, or d) points ¢, f are black and

points a, h are white, then we have to count the number of black

points in all the neighbors of X(ij) in the 5x5 window (as shown
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in figure 2.3). If the count 1is -less than or equal to the
threshold (a threshold equal to 10 is set), then the element
X(ij) will be assigned black, .otherwise, X(ij) will be white.
Since 'this procedure and 'the deleting process are pe}formed
' together, some elements may be eliminated before the assignment
.of black point to X(ij) is done, we have to examine the eight
neighbofs of x(ij), énd to assign the values back ¢to the

elements in the corresponding position of the resulting image if

necessary. This process[will accomplish function 3)

D X(ij) E

Figuré 2.3-A 5%5 window used in the linking process.

2.3.2 Filling Operation

After the deleting and linking operations, all the elements
in the original image are assigned equal to the corresponding
position elements in the resulting image, and both iméges are

then used in the filling process.
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The Samé 3x3 Windows are used in the operation. If the
element x(ij) is white, the filling operation can then be
performed. Function H4) can be accomplished when one of the
followfng cenditions is valid _

1) Points A, B, C, D, 'E are black and points F, G, H are write.
.2) Points D, E, F, G, H are blaék and! points A, B; C are white.
3) Points A, B, D, F, G are black and points C, E, H are white.

1) Points B, €, E, G, H are black and points A, D, F are white.

Function 5) can be accomplished if points B, D, G, E are

all black.

If the number of black points in the eight neighbors of
x(ij) is less than or equal to 5 (a threshold), function 6) can
be accomplished when one of the following éonditions holds
1) Points a, b, d are black, and points G, H are white.

'2) Points b, ¢, e are black, and points F, G are white.
3) Points d, f, g are black, and points B, C are white.

4) Points e, g, h are black, and points A, B are white.

2.4 Results of the Smoothing Operations

Several sample characters in their original and

preprocessed forms are shown in Fipure 2.4 (a) and (b).
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" We have to note thét the 1inking process which closes
breqks in lines 1is applicable only when the gaps are no wider .
than‘one unit point in the digitized 'imagé. The thresholds,
which were set equal to certainh value 1in eaéb particular

condition are chosen after several trials on . some sample data
which give favourable appearance. And, we also noted that all
the thresholds are held constant over the entire smoothing &

operation.
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CHAPTER THREE

FEATURE EXTRACTION

-

3.1 Introduction

In order to simplify the task of a recognition system,
feature extraction is often required to reduce the amount of
data which is presented to it. The purpose of the feature
extractionoprocess i1s to generate from the input paﬁtern an
h—dimensional vector or feature vector which captur?s the
essential characteristics or properties of the pattern to be

recognized.

Since the boundary of a pattern can be represented by a set
of closed contour curves or line segments which vary according
to the shape of the pattern, a Sequential trace-of a character's

boundary can yield useful information -for distinguishing one

character from another. Besides the various techniques mentioned

in section 1.2, shape analysis and transformation techniques

[
1

such as Folurier analysis of boundary information [ 43, [233,
(¥11, (431, [51]1, [571, boundary line ‘encoding [17], (361, [551,
and polygonal boundary approximations [39], [40] have also been
actively explored and applied to the recognition of characters.
These techniques whiéh focus our attention on methods which
prodﬁce compact descriptions of curves have demonstrated good

recognition performance.

-
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In this chapter, we are primarily concerned with the use of
the above shape .- analysis techniques 1in the prypposed system.
Investigations in contour tracing algorithm, Fourier' shape
descriptofs, and the 1inner and ocuter boundary informaticn of

each character are described in detail.

3.2 Contour {(Curve) Tracing Algorithm

The first step in any shepe analysis method wusually deals

with the tracing of the outer boundary of each input pattern.
Several contour tracing algorithms have been developed and
suggested by different researchers [ 8], [25], and the one which

we have déveloped was similar to Toussaint's [54]. The contour

tracing algorithm is outlined as follows

A scaﬁning spot is initiated which moves point by point,
from the 1leftmost column of the firét‘row to the rightmost
column of the grid {matrix), and this procedure is repeated on
the row which is immediately following tﬁe previous scanned row
until the first black point is encountered. Upon locating this
point, the scanner enters the CONTOUR mode, in which it moves
right after encountering a white point and left after
encountering a black point. The movement of left and right is
relative to the spot direction. The CONTOUR mode terminates when
the scanning spot completes its trace around the outside
boundary of a character nd‘returns to its sﬁarting point. The

operation of this algerithm is illustrated in Figure 3.1.

o
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@ -- represents the elements of the character
O -- represents the background elements

-

Figure 3.1 Operation of the contour tracing algorithm.

One drawback of some contour tracing_ algorithms 1is that
they do not perform perfectly well especially when the outline
structure of a character is thin and irregular: Our cont§ur
tracing algorithm overcomes the above drawbacks by considering

the following conditions

a) After entering the CONTOUR mede, when the first black
point is scanned twice and either the number of black points

scanned is equal to one, or other scanned black points are
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located 1in the same row as the first point, we have to continue
the mode rather than to terminate it. The point which is located
in the successive row but the same column as the first point
will be processed. If this point is white, the scanning Spoﬁ
will move to the left when there is a black point, and move to
the right otherwise. Since the linking operation and the process
for eliminationlof isolated point have been performed during the
preprocessing stage, there might be at least a point connected:
with the first black point in the successive row, otherwise, the

input character will be rejected due to severe distortion.

b) Figure 3.2a is shown the circled points which were
skipped by the routine movements of the contour tracing
algorithm. In -our contour tracing scheme,these difficulties can
be overcome by making a forty-five degree move of the scanning?
spot (as shown in Figure 3.2b) after either one of tHe
conditions has been examined. Before the movement of forty-five
degree, we have to note down to which direction the scanning
spot 1Is mobing. After the move, the scanning spot will move in‘
the way which is opposite to this recorded direction, and the

tracing mode can continue as normal.

During the contour mode, all the x-y coordinates of the
black edge points are recorded, and by examining the changes in
the‘ x-y coordinates of each successive pair of edge points, the
vertices in the outer boundary of each character can be located.
Figure 3.3 is shown some input characters and their outer
boundaries after contour tracing, asteriéks t%¥1 represent the

boundary vertices.
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o (® *—9 0 0 0 0 | (® o

0 o 0

0 0 ¢ o 0 0
o 0 0 (0 o 5 ®o 0o 0 &

0O 0 O 0O 0 O 0 0 0 0 0 0 0 0 0O

a) Points (circled), not traced by the routine process of
the contour tracing algorithm.

0 o o e 0 O 0 0 0 0
0 0 0 0 0 0 0 0 o o
o o 0 o 0 0O 0 e O

0 0 0 0 0 o 0 0 0 0 0 0 0 0

b) Solutions for the conditions depicted in a).

Figure 3.2 Some modifications in the contour tracing algorithm.
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We also noted that the contour léracing tephnique. is
especially sensitive to patterns which'are distogted'or brékeﬁ;
. After the contour mode, the scanning spot haé to ,process the
remaining row and column points in the grid which hav? not been
scanned. If a Black point is enqountergd,r the input--charécter
will be rejected as shown 'in Figure 3.4. In other words, an
inpﬁt huméral which contains broken lines is not permitted to

enter our system for recognition.

1
’ 11
1111 1M
1111111111111 11 1111
11111111111111111 1111
1111111111111 1111
1111111111111111111 1111
1111 111
111 111
11 111
- 1 111 ,
' 11 111 !
111 111 ’
111 111
111 111
1111 111
171111 111
11111111111 111
1111111111 111
111111111 111
111111111 111
11111111 111
111 111
111
111 111
1111 111
il 11
111 . 111
REREE 111
111 . 111
1111 111
1111111 11111 111
1111111111111111 111
7111111111111111 111
1111111111111 111
1111 :
Figure 3.4 Examples  of rejected . character from contour

tracing algorithm.
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.3.3 Fourier Shape Descriptors for a Polyponal Curve

Most boundary trans%orm techniques involved the Fourier
transform of the boundary which can be expressed in terms of 1)
tangent angle versus arc length, or 2) as complex f;nction to
denote a parametric representation of the boundary coordinates
[38}. The Fourier shape descriptors which were cmployed in the
system be;ong to the second category, and they wére first

proposed by Granlund {23] but later develdped by Persoon and Fu

[41]. The shape descriptors are expressed as follows

1 ML -j2r/Lint
f u(t) e dt, (3.3.1)

0

where u(t) = the complex function x(t) + Jy(t), which
denote a parametric representation of the boundary coordinates,

t = tﬁé arc length of a simple clockwise oriented closed
curve, and

L = the perimeter of the closed curve.,

Figure 3.5 is shown a polygonal boundary in which Vs13 the
starting point. A discrete formula for computing the Fb's of
equation (3.3.1).in case the curvelis polygonal is expressed as

follows

1 m - —jnch/L)tK
T S (b, - be (3.3.2)

k.
where t, = _E%[vi = Vil for k>0 and t,= 0
L=
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and
VK-H - Vk
by = poTmmeoooToo
[ Vs = V|

Figurg 3.5 A polygonal boundary.

The moduli of the computed FD's are used as the characteristic
measurements or features of each input character, and ten

harmonics have been pgenerated.

As mentioned by Zahn and Roskies [57], when two closed
curves which differ only in position, orientation, and size with
analogdus starting points are transformed, they have identical
Fouricr descriptors. Therefore it is wuseful £to normalize the
starting point of each character. This normalization can be done
.when the contour tracing of the outer boundary is performed It
takes the first scanned black point as the starting poiq@ of the

boundary as shown in Figure 3.6.
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K- Sta.rtinj Fofnt

Fipure 3.0 Hormalized starting point of characters.

3.0 Boundary Line Encodings

Besides the Fouriler analysis, boundary 1ine ecncodings has
also  been a very challenging techniqué used fof shape
descriptions (38]. In the P oposed system, 4 boundary line
encoding apprbéch has bgbxf developed for feature extractiﬁn.
This method will mostly emphasize on the wusec of boundary

vertices to generate directions, direction lengths, and

curvature information of each input character.

3.4.1 Directions and Direction Length Features

Freemanfin] has suggesfed eight basic direction codes, the
Freeman tode, for encoding a boundary. in His approach, each
segment of the noundary curve which falls within one of the
squares of a rectangular grid is approximated by one of- the
eight directions as shown in Figure‘3.7. By making use of the
boundary vertices, a digitized boundary can be expressed as 4

sequence [ di] where diis a godc'for the direction from vertices
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(xl y ¥y ) to (x,,¥%.). Eight possible direction codes which are

generated from two successive vertices can be defined as follows

1) 'T'" -~ direction pointing upward.

2) 'B' -~ direction pointing downward.

3) ;L' -- direction pointing left.

W) '"R" -- direction pointing right. ,

5) '1' -~ direcction pointing between 'T'.and 'R'.
6) '2' -~ direction pointing between 'R' and 'B'.
7) '31. -~ dircction -pointing between 'B' and L',

8) '4' —- dircection pointing between ‘L' and 'T'.

3 z !
H.. 0
5 4 : 7

-

Figure 3.7 The Frecman code.

The direction length feature, fi y which measures the
dista¥ece between two successive vertices (Xi’ yi) and (ﬁﬂ, %ﬂ)
for each generated direction can be computed from- the following

cquation

2
f. :\} (xi+i - xi) + (yiﬂ =¥y ) (3.4.1)

We have‘ to note that in cur scheme the direction code and
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direction length features for -each character are represented by

the peréentagc occurrcnces with respect to the total number of

generated direction cédes and the perimeter of the boundary

respectively. There are totally si;tcen generated features
<

(eipght direction features, ecight direction length features) for

cach character. Examples of the generated direction oodeﬁ of a

character is shown in Figure 3.8.

3.4,.2 Curvature Features '

In our contour tracing process, the polygonal boundary of a
character is scanned in a clockwis; fashion. By considering each
element and its successsor. in the direction chain { the sequence
d of the boundary), two main types of curvature information can
be generated. They are 1) concave features, which are generated
from the outside angle betwecen two successive direction coges in
the direction chain. This approximated angle should be greater
than 0° but 1less than 180', and 2) convex features, which are
also generated from the puﬁqide ahgle between two éuccessive

direction codes, but the approximated angle should be greater

than 180°.

The two types of curvature information, with each

subdivided into two groups, can be represented by two successive

direction codes as follows : *
1) Concave feature type --
2) Direction codes starting with 'T', 'B', 'L', 'R' --

't : T3, TL, TA.

'B' : B1, BR, B2.
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¥ »
LR I 8 ]
:11*

* R

Direction codes : R283L3?R2BBBBL3LTR1THLNT1TUL3LTR1

¥117111%
1111111%

¥11111111%

1

]

]

1 .

1 -

T

]

k
¥111111111111#

Direction codes : RBL3B2RBLTRITHLT

Figure 3.8.Generéted direction codes of sample characters..
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L' : L2, LB, L3. & ot
'R*' : R4, RT, R1;

bi Direction codes starting with *1', *2', "3, 4
'1* ¢ 1L, 1T, 14.
2' : 2T, 21, 2R.
'3' : 3R, 32,_3B.
thr o 4L, 43, 4B.

¥

(=4

2) Convex feature type --
~a) birection codes stafting with 'T', 'B', L', 'R’ -
T T1, TR, T2.
"'B' : B4, BL, B3..
'L* : L¥, LT, L1..
'R' : RB, R3, R2.
‘-%) Directionic6des starting. with '1v, 120, 130 vye .
"1' : 1R, 12, 1B.
St2t 3 2B, 2L, 23. :
'3% : 3L, 34, 3T.
"4 o 4T, 41, UR.

Figure 3.9 is shown some examples of curvature information.

By comparing the x-y coord;qates ‘of all the boundary
vertices, _we can obtain the tqpmost,- leftmost, righ£ﬁost, and
bottommosﬁ— coordinates of. a character, and hencg'its true size
(yidth aﬁd height) can be defiﬁed. And, by dividing the height
.and width into equal halves, a centre point (CZ’ Cy) and the
four quadrants of a:character can be located as shown ih Figure

3.10. Since two successive direction codes must consist of three

boundary vertices, the location of each subtype feature in the

-
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-

four quadrants of a character can be obtained when we compaﬁe
the middle vertex (x; , y;) of the successive direction codes
with the centre point. Figure 3.11 1is shown the position

measurement grid in which 1is defined the conditions for the

location of a subtype feature.

Each subtype feature 1is represented by the percentage
occurrences with reSpéct to the total number of successive pairs
of direction code in the direction chain. By summing up each
individual subtype feature in position 1 and 2 (right), position
2 and 3 (bottom), position 3 and 4 (left), and position § and 1
(top), - we can obtain sixteen features. And, by summing.ub all
the individual subtype features occurring in the four poéitions,
four more features (overall occurrence of subtype features in
the character) can also be obtained. Totally, twenty features

are pgenerated.

3.5 Inside Boundary Features

Since most of - the shape analysis techniques have only
processed the outer boundary of a character, some ambiguous
resu1t§ such as a thin '0' and a thick '1' may often cause
confusions and errors in a recognition system. In Persoon and Fu
's work [H1]; a large prqportion of errors‘waS»caused by the
confusion of '8's as '1's, and '0's as '8's. This is due to the
fact that the outer boundaries.of these pairs of characténq are

quite similar. The difficulty in distinguishing between
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1111
M1
- 1111
. 17111
{1131 I
111
1111
111 - CCrly)
111 !
11111%?
T1111p 111
1111 111
11 11
11 11
3 11 11 z
111 111
111101111
1111111
11

Figure 3.10 The four quadrants of a character and” its centre
point.

ta

WA

Ce X 2 Cye

.
pred

X =Gy ji >(%

Figure 3.11 The position measurement grid.
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characters on the basis of their outer boundaries is illustrated
in Figure 3.12. This difficulty can be tackled if we have
examined the inner details such as the presence, number and
Jocation of hole(s) in a character. This section is mainly

.concerned with the extraction of such features.

3.5.1 Hole Detection Algorithm.
? .
Based on the idea that a hole is generally formed by the

downward opening  (~) and the upward opening (~) features, a

technique for the detection of hole(s) has been developed and if

deserfbed below &

The true size of a character is scénned point by point in a
rowwise fashion from the leftmost column of the first row to the
rightmost column of the last row. For each row, if the sequence
'black-white-black' (the sequential scanning of black points,
then white points, then black points again) is encountered, the
following conditions wiil be examined
a) If the number of black points in the preceding row is equal

to the number of white points in the corresponding columns
of the sequence, a downward opening (—) is detected.

b) If the number of black points in the succeeding row is equal
to the number of w;ite points in the corresponding columns
of the sequence, an upward opening (~—) is detected.

¢) If the number of black points in the preceding and
succeeding rows are both equal to the number of white points

in the corresponding columns of the sequence, and the number
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of white points is greater than two ( a threshold assuming
that a hole must contain at least two white points), then a

hole is detected.

111 11 1111 11111
111111 1111 111111 111111
111 1111 111111 11 11
LU 1111 11 11 11 11
11, 11 1111 11 11 11 11
11 11 1111 11 11 11 11
1111 1111 11 11 1 11
111 1111 11 11 11 11

11 11, 111 11 11 11 11
1191 111 11 1 11111

111 111 11 1 11111

11111 111 1 1 11111

11 11 1111 1 11 11 11

Tt 11 1111 R 11 11 11

111 1117 11 11 11 11

M 11 1111 1111111 1111111
111111 11 11111 11111

1111
Numeral '8*' and 1! Numeral '0' and '8!
Figure 3.12 An illustration of the confused pairs of

characters on the basis of their outer boundaries.

For the above conditions, after the detection of each feature ,

"the midpoint in the white area of the Sequence must be computed

50 as to record the 1location of each existing feature. If _

condition a) is encountered, successive points in the the same
column as the generated midpoint will be processed. After one or
more white pointé in the successive rows were scanned, if a
black point is encountered, we have to check whether this point
belongs to one of the outer boundary (edée) points of the
character stored in Lhe memory. If the point is an edge point,

the absence of hole is ensured, otherwise, the process for the

detection of the upward opening feature will be performed o
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starting from the first column but the preceding row of this
point. After both features have been detected, a hole is
-ensured, and by linking the midpoints generated from fhe upward
and downward opening features, a midpoint in this linked line
can be located which represents the approximate location of the
detecteé hole. We have to note that if the downward opening
feature has been extracted but no hole feature is detected (e.g.
no upward opening is detected), the wunscanned point which 1is
located in the succeeding column but the same row as the

extracted feature will be processed.

-Let us define D and U as the midpoint of the generated
downward and upgard opening features respectively, and M the
generated midpoint whicﬁ represents the location of the detected
hole. As shown in Figure 3.13, the tfué length of the character
is divided into four equal regions and the type of holes with

respect to its location can be defined as

a) Upper hole -- where M, D, U are all located in region 1 and
2.

b} Lower hole -- where M, D, U are all located in region 3 and
b,

c) Big hole -~ where D is located in region 1, and U is located

in region 4.

d) Upper middle hole -- where M and D are located in either
region 1 or region 2, and U is located in either region 2 or
region 3.

e) Lower middle hole -~ where M and U are located in either

region 3 or region 4, and D is located in either region 2 or
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After a hole

is pro
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cessedélz

-

|

., We

have

to

record

its

presence, and the detection process will continue to operate

in the second row which succeeds the midpoint generated from

the upward opening feature..

Totally,

inner details of a character, they

holes

of upper middle holes, 4) the numbér of lower middle

5) the

holes.

number

‘there

are

six featUres_used to describe the

of big holes,
1177
11111
1111
1111
-3
111
1111
111
111
EEEEER
111111111
1111)% 117
11 N
11 Mx 13
-1 1
111V 117
111111111
1111111
1111

are

1)

the

number

of

detected, 2) the number of upper holes, 3) the number

holes,

and 6) the number of lower

Figure 3.13 Four divided regions in a character grid.
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3.6 Summary of Generated Features

The following list will summarize all the featﬁres

generated from this feature extraction scheme

A. Fourier shape descriptors ' 10
B. Boundary line encoding features
1) direction features . 8
2) direction length features 8

3) curvature features in
i) the top, left, bottom and right part
a) conéave type 8
b)Y convex type 8
ii) the overall character
a) concave type 2
b) convex type ' 2

-

C. Inside boundary features 6
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CHAPTER FOUR

CLASSIFICATION PROCESS

4.1 Introduction

Based on the measurements taken from the selected features,
a glassifier in é pattern recognition system will assign the
pa;tern to a finite:number of classes for identification.' A
uysual way of representing a pattern classifier is a set of
discriminant functions dj(x), 1= 1, .., n. The classifier
assigns a pattern x to class wiif

a3 (x) > (0 for all j # i.

In other words,.if the ith discriminant function, di(x), has the
largest value for a- pattern x, then x 1s assigned to class Wy

The representation of a classifier 1is illustrated by a

block-diagram shown in Figure L

There are two general approaches for classifying patternsr
namely, parametric and nonparametric classifications. Parametric
classifications are used when each of the possible input classes
is known a priori toc be represeﬁtable by a set of parameters,
such as the conditional probability density functions of the
feature vectors, etc. When complete a priori knowledge about the
patterns to be recognized is available, the classifier may be
able to make decisions with no further operation. Nonparametric

classification schemes are used when no a priori information
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dl(x)

. ' rau
d
d, (x)
- e,
X, 7 dy
Xy
d .
1(x)
= . —%  MAX ——
¢ . Decision
)
d), (x)
L g =
Feature Piscriminant Maximum
vector calculator Selector
- of
pattern
X

Figure 4.1 A pattern classifier.
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about the patterns_is known. Under- this circumstance, a direct
training or learning of classification rule from ingdt patterns

must be performed,

The process of leérning can be divided into two types
supervised and nonsupervised learning. In supervised learning,
or learning with a teacher, the correct classification of each
sample of the training patterns 1is known, and by evaluating the
performance on the .patterns, an appropriate 1eérning procedure
can then be implemented. In nonsupervised learning, or learning
wikhout a teacher, the classification of the training samples is
not known, and actual learning of pattern classes from the
selected feature measurements is needed. It is obvious that the
nonsupervised learning situation 1s wvery difficult to solvey
continuous invéétigations by researchers have developed an
approach, called clustering analysis [11], [13], to solve this
- type of problems. The mény different <classification techniques

which have been used to solve pattern recognition problems are

described briefly in [ 2], [21], [53].

In our system, since a priori information about each
character's feature set is not known, a variety of nonparametrié
procedures which incorporates discriminant-analysis-based
techniques and nearest neighbor cléssification method have been

utilized to develop a classification scheme for decision-making.
e

4.2 Discriminant Analysis Technique
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Tﬁe "theories underlying discriminant analysis and its
practical applications are briefly described in [ 11, [ 91,
[34]. When applied to pattern reéognition, the goal of
discriminant analysis is to assign an input_pattern; x, to one
or more distinct pattern classes on the basis of e;tracted
features or discriminating variables. (Classification can be

achieved through the use of a series of discriminant functions:

in the form

where D;is the discriminant score for c¢lass i, the d's are
weighting coefficients and Cjo 15 a constant. The x's are'the
disceriminating vafiables-used in the analysis. There is always a
separate equation for‘each class; thus if ﬁhere are tgn cla;ﬁes,
ten discriminant scores will be generated for each input'p;;tern

case, and the case would be classified into the elass  with the

highest score,

For initial computation, a set of patterns with known class
memberships are used:’ for leérning. Once the weighting
coefficients from the 1learning process is found, a set of
discriminant functions can be derived from multiplying the
coefficients by the discriminating values, summed together, and
added onto a conStant.A The‘ classification of new cases with

unknown memberships can then be assigned to a eclass with the .
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highest score. The equations. for computing tﬁg discriminant
functions 1in our system are based on [ 11, [29), and the

_probedures are described below

For each pattern class k = 1; 2, Zis.., g, where ¢ is the
number of ¢lasses, the means of m discriminating variables in
each %ia;s, the sums of eross-product of deriﬁétions from means,
and the pooled'dispersion mairix for the Iset of classes are

computed as follows ! 5

(1) Means

"k
_Z ik .
T S . (4.2.1)
. nK_ : >
where n = sample size in the kth class, .
3 o= 1, 2y eesenien , M.

(2) Sum of cross-products ofl derivations from the means

m m
(3) Pooled dispersion matrix
-
s
D = k=1" K . . :
____________ (4.2.3)
S
n,-.8
k=1 I
where g = number of "classes.

A set of 1inear functions which serve as indices for:
classifying an individual pattern into one of several classes

can be computed from the following : ) .

\
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For each discriminant function k* = 1, 2, ..... e, B, wWe
: v . .. '

have ‘the following statistics

(4) Weighting coefficients

) én: : — - . ' .
c., =32 d X | (u-2-u'/)
K* : X .
| ‘ 7‘ J=1 1) .JK .
where i = 1, 2, «eeevenn , m
k = k¥ . !
d.. = inverse ¢lement of the pooled dispersion
v matrix D
{(5) Constant
= - - d. Xx. X% y. 2.5
OKx» lj:1 p:1 JP-.JK PK ' ( ‘ )

'For each ith case in . each kth class, - the following

calculations are performed

v ‘Ql 0 - .
(6) Discriminant functions =

e ‘
fk_e = S c. (4.2.6) "

X-- .
’ j=1 JK 4K

As menti&ned in [ébﬂj'the rule of agsigning a case to Ehe
class with the,highest score is equivaleﬁt'to,assiéning'.a case
to thé'ciass which has~ﬁhe‘gfeatest probabfrity. The probability
associated with thé largest discriminant function can also be

computed as follows : - | R ' -

(4.2.7)



u6 -

where f_ = the value of the largest discriminant functlon
L = the subscript of the largest discriminant
function

In*our system, al} featuheé eicept those which describe the

inner boundary are used as the discriminating variables, and the

"discriminant analysis technique 1is applied for fine-tuning
rather than classification purposes. In order to obtain a more

precise'identification of each input pattern, the first two’

<highest score classes and the value of the greetest probability.
are recorded. The information gathered will be used in the

classification scheme described in section 4,4,

4.3 Nearest Neighbor Classification Method

Nearest neighbor <classification technique is the simplest
and the most intuitive abproach which employs distance functions
for pattern class;ficetionh It is an extension of
minimum-distance pattern classification concept [211], {531,
which uses the distances between the 1nput pattern.and a set of
reference vectors or prototype patterns in the feature space as
the classiflcatlon criterion. Let us consider M pattern classes
which érel representable by reference vectors r, , 'y, <y T

and given riassociated with the pattern class we The distance,

di’ between an input featufe vector x and r. can be defined as
di. = Min.lx - rd = Min J_ix - qﬂ- (x - q) (4.3.1)
where i = 1, 2, ...., M
T = the transpose operation to a vector.

This implies that a classifier computes the distance from an
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ﬁnknown class -pattern x to the reference vector of each class,
and assigns the input to a pattern class which 1is assqciated
with the closest vector set. In 6ther words, pattern.xiié
assigned to clgss wiif di< dé, for all j ¢ 1. Ties are resolved

- arbitrarily. .

By squaring all the terms in equation (4.3.1), we have

2
ST : T T.. T T
di = Min ( x X - xr; - ry X+ ry ) {4.3.2)

Since xTx is independent of i for all d,, equation (4.3.2)

will become
X' r. - r; X 4+ r r;} (4.3.3)

Because all the computed distances are positive, choosing the
2
minimum diis equivalent to choosing minimum d;, and the minimum
. . : T T T ..
dils equivalent to the maxlmum (x g+ 1px-"0r ), the decision

function used is

T . T T
di(X) - Max ( xrf + 713 X =10 T ) (4.3.4)

Hence, a pattern X is assigned to class qiif di(x) > dJ (x) for

all j # i.

In our system, the meads of ali the feé£ures (except the
means of the inner boundary features) iﬁ éach class of the
training patterns are the. elements in the reference vectors, and
nearestrneighbor classification based on the entire featurés set
and the Fourier descriptors set are used sepafateiy as the

reference vector. The nearest neighbor eclassification technique
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is also used for fine-tuning purpose. The first two assigned
classes which have the maximum d’s computed from the entire
feature set and the Fourier descriptors feature set are recorded

and will be used for further processing.

4.4 Classification Scheme

A simple implementation of a classification scheme based on
the results from - discriminant analysis and nearest neighbor
classification techniques can be achieved. through a
classification tree. & priori information based on the basic
Structure of the numerals such as the numeral '0' contains a big
_hole, the numeral '6° contéins 8 hole in its lower part, and the
numeral '9" contains a2 hole in its upper part has been set up in
the tree, so as to make the classification process much siﬁpler.
The classification scheme which is repreéented in tﬂe form of .a
tree structure for decision-making is shown in Figure 4.2. More
details  about the  justification of the use of this

classification scheme can be found in section 5.2.

For the purpose of generating classification statistics, an

identification tag which establishes the pattern «c¢lass is - -

attached to each input pattern and each pattern class in the
classification scheme. After a pattern is processed through the
classification scheme, three.results can be obtained, they are

1) correct classification, 2) misclassification, and 3)
unclassified. Correct classification occurs when the

identification tag matches with that of the assigned pattern
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13t and 2nd DISCR
is either
('2','5') or (l3l'l51)

yes no

1st DISCR = 1st NNCAF _
= 13t NNCFD o

(:;:) 1st DISCR = 1st NNCAF and PROB >= 0.99
The 'input

character yes no
belongs to ’
1st . DISCR : :
(::) 2nd DISCR = 1st NNCAF and
(1st NNCAF = 1st NNCFD or
18t NNCAF = 2nd NNCFD)
yes ‘ no
The input character Re ject
belongs to ‘ * the
2nd DISCR the input

character

Codes and symbois

DISCR --
Assigned character class based on Discriminant
functions . -

NNCAF --

/ Assigned chdracter class based on Nearest neighbor
classifications of the entire feature
excluding the hole features.

NNCFD —- .
* Assigned character class based on Nearest neighbor
classifications of the Fourier desceriptor features
PROB --
Probability . associated with the largest
discriminant function
'X" —- Identification of numeral «x

Figure 4,2a Classification tree for decision-making.
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@)

Number of holes = 0
yes no

ist DISCR is either
111’12t,13!,!u!,l5i,'7l @
and .

2nd DISCR is either
IOI'I6I,|8I'l97

yei///’/A\\\\Po

A © ist DIGR is either
'0','6','8','9'

yes no .

1st NNCAF is either
|01,16!'T81,l9l @
and

" 2nd NNCAF is either
'Ol,'6|,l8l,|9l

ygi//f’//h\\\\\\no

Reject " 1st NNCAF = 1st NNCFD
the input or ‘
character 1st NNCAF = 2nd NNCFD
\‘ yes/\ no
The input 2nd NNCAF = 1st NNCFD
character or
belongs to 2nd NNCAF = 2nd NNCFD
1st NNCAF : ‘
YES/\I']O
The input character Re ject
belongs to the input
2nd NNCAF character

Figure 4.2b Classification tree for decision-making.
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Number of holes = 1

yes . no

Contains big hole 1st DISCR is '8!
or 1st NNCAF is '8'

‘ yes//,//’/ﬂ\\\\\no or 1st NNCFD is '8"'
The input Contains ‘ yef/////h\\\\Po
character 1is Upper hole

numeral '0' or The input (::)
’ Upper character is
- middle hole numeral '8

yes no

1st DISCR is '9? 1st DISCR is '6!
or, 1st NNCAF is 'G! or 1st NNCAF is '6!
or’ 1st NNCFD is '9! or 1st NNCFD is '6°

YEV'\ no ye/\ no
" The (::) The (::)
input input

character character
is numeral ' is numeral '6’
_Ig!
ist DISCR 1st NNCAF

or 1st DISCR = 1st NNCFD

yes /\ no

A 1st NNCAF = 1st NNCFD
The input Reject the
character - input character
belongs to
1st NNCAF

i C
Figure,l4,2c Classification tree for decision-making.
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.

class. Misclassification occurs when the identtficatioh tag 1is
different from that 6f the assigned pattern class. The
unclassified (rejected) situation occurs when no pattern class
is assigned to ~the input pattern. A confusion matrix which
indicates the classification results has also been generated and

will be described in the next chapter.
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CHAPTER FIVE

EXPERIMENTA RESULTS

5.1 Data Sets /

e

————

The detéile%//;tructure of éhe proposed system shown in
Figure'5.1 has beén implemented on a CDC 7200 . diéital computer
using FORTRAN c mputer language. In order to establish 1its
performance, thous nds of numeric samples from different data
bases have been tested. The data used for the recognition

experiments consist of the following

Set A : IEEE Data Base #1.2.1 -

Source --
Honeywellllnformation System
Data Systems Divisioh
Dr. A. L. Knoll

Description --
The data base consists of 50 samples of each numeric
character handprinted by nine differeﬁt authors.
Simple printing rules were specified but not always
followed. The images are binary with a resolution of
25x21.

Typical Handprints --

As shown in Figure 5.22a.

Set B Suen's Data Base
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Source ~-
Concordia University'
Sir George Williams Campus
Department of Computer Science
Dr. C. Y. Suen

Description --
The- .data Dbase consists of more than 100,000
alphanumeric characters. There are 600 samples of
each character written by 30 different ‘authors,‘ 15
of them are left-handed writers, and the othe} 15
are right-handed. Before the samples were wriften,
brief instructions of Lriting were given and
subjects were asked to write aé close as possible to

the character models in the shortest time. The

images are digitized with a resolution of 64x32.

Chosen charﬁcter set --

As éhown in Figure 5.2b,

Set C : OCR-A Data Base

Source --
Concordia University
Sir George Williams Campus

Optical Character Recognition and Data Proceséing
Laboratory

Description --
The data base consists of 3000 OCR-A typewritten
numerals. There are 300 samples of each character,
the images are stored 1in a hexadecimal form and

digitized with a resolution of 24x16.



Figure 5.1

N\

55

Standard characters --

As shown in Figure 5.2c.

recognition system.

e
Digitized i
pattern
cC
Feature ‘ Decision
Preprocessor Extractor Lg}assifier MC
Smoothing { uc
Operations
ClLassification
Scheme
Fourier
[—“‘ L) Descriptors
Filling
I —
*‘”“ Direction - Discriminant
Features Functions
Deleting '
| Directiocn. Nearest
Length Feat. Neighbor
Linking — Classification
' [_Eurvature L~ {
Features
_Hole
Features
Codes CC -- Correctly Classified
MC -- Misclassified
UC -- Unclassified (Re jected)
Detailed structure of the proposed character
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0123456789

1

a) Typical ‘handprint numerals of set A.

0123456789

1

.b) Chosen numeric character models of ,set B.

TN

1123456789

3

¢) Standard numerig character fonts of set cC.

Figure 5.2 Standard numeral models from different data bases.
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5.2 Results from recognition experiments

Data set A : A tréining set which consisted of 500 samples

- , ! ) ‘ .
was used, and the same 500 sa%ples were tested an® classified
based 'on the highest score generated from the discriminant

functions. After ‘an-.error rate of 1.2 percent was obtained (no

{ rejection process was" added, and classification results are

Shown 1n Table 65.1a), the classification scheme described in
ection. 4.4 was designed - for decision-making. A set of

[

experiments based on this scheme was performed

-

a) A qét of 6500 samples was trained and tested, and a
— : ) '
“confusion matrix which indicates the classification results 1is

shown in Table 5.1b. . ~

b) A training set .onsisting of the first 25 samples of
each numeric characters was used and tested, an error raté of
0.4 percent yas obtained. The remaining: 250 samples ;ere tested,
a rejection rate of 0.4 percept, was observed with no
misclassified samples. Table 5.1c¢ is shown.the confusicon matrix

and the overall classification fesults for the entire set.

Both the lfboye.experiments ﬁisclassified the same sample,
ghich is the numeral '8' but was substituted as numeral '9'..
Figure 5.3 1s shown this miscalssified sample and the rejected
s@mple of the testing set from experiment b. The numeral '17 was
rejected because it was written in a way (left-skewed) different

5

from it's typical model which caused much confusigﬁs with other

numerals. Though no perfect recognition has been o?tained from
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the experiments, the results compare favourably with those

achieved by 1investigators who wused the same data base [31],

(331, [u5].

Confusion matrix .

N0 1 2 3 4 5 6.7 8 9 REJECT

01 49 : ' ' 1
1 - 50

50

(%2}
—

.‘u 9

o

50
50
7

v o )
f—y
Y
—_

50

Results

Number of character(s) correctly classified. = 494 (98.80%)

Numbef of character(s) misclassified

6 ( 1.20%)

Table 5.7a Classification results from data set A (500 training
" samples -- classification was based on the highest
score generated from the discriminant functions).

~



Confusion matrix

b ]
N oo '2A3 4 5 6 7 B 9 "REJECT| ]
0 {50
1 50
2 50
3 50
iy 50 .
5 50
. e 50
7 ] 50
|8 0 / B9 1
19 50 - s

S

Overall results :

Number of character(s) correctly classified 499 (99.80%)

1 ( 0.20%)

I

_Wumber'of character{s) ﬁisclassified

",

0 ( 0.00%)

[}

Number of rejected character(s)

IS
i

+ Table 5.1b Results from data set A (500 training samples -~
- Classification scheme was used).
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Confusion matrix
Nlo 1 2 3 4 5 6 7 8 REJECT
0 |50
1 49 1
2 " 50
3 50
4 50
50
) 50
7 50
8 | 49
g - -
/
Overall results
Number‘of characténCé) correctly classified = 498 (99.60%)
Number of character(s) misclassified’ = 1°( 0.20%)
Number of rejected. character(s) = 1 ( 0.20%)

Table 5.7¢ Results from data set A (250 samples

for training).
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— o, —— -
— — — ) Aand andih el el el A
Al ol S i Ll el el el S et ol

- — - — = — — -

~— T —T e
P - — — e e e

— — —

— = —

— -

e o o
T T T e —

11111111 ‘ur

1111

Misclassified numeral

Rejected numeral
Figure 5.3 Misclassified and rejected samples of data set A.
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Data set B : By using the classification scheme for

decision-making, a training set consisting of 300 samples of
each ﬁumeric character (ten from each author, 1i.e., 150
‘left-handed samples, 150 right-handed samples) was used and
tested. An error rate of 0.17 percent and a rejeétion rate of
0.45 percent were observeql In this test, four samples of
numeral '9"were misclassified as '4', and one sample of numeral
'8' was misclassified as '6', The remaining set (3000 samples)
was tested, an errbr rate of 0.10 percent and a rejection fate
of 0.5 percent were obtained which included two samples rejected
by the contour tracing process. In this testing set, one sample
'Yr - was misclassified as '9', one éample 'g9' was misclaséified
as, '4', and gne sample '0' was misclassified as '2'. Since the
numerals '4*' and '9! are‘quité similar in shape, classification
process for this pair is difficult. When the first two highest
score classes from discriminant functions belong to this twd
éiasses, classification based on the highest discriminant score
is wused, .and the iﬁput character will be rejected when no hole
was detected. The confusion matrix and the overall
<

classification results for this data set are shown in Table

5.2a.

J .
Figure 5.4 (a) and (b) 1is shown some misclassified and
rejected samples from this experiment, and the two samples
rejected during the contour tracing process are shown in Figure

3.4 of chapter 3.

The data set has also been tested and classified based on

the highest score generated from the discriminant functions. The



Confusion matrix :

N o 1 2 3 4 5 6 7 8 9 REJECT
0|59t v 8 .
1 599 1

2 600 d
3 599 - | 1

y 596 4 1 3
5 599 1
6 ) 593 7

7 600

8 \ i | 597 2

9 5 | 590 5

Overall results

5964 (99.40%)
8 ( 0.13%)

Number of rejected character(s) = 28 ( 0.472)

Number of character(s) correctly classified

Number of character(s) misclassified

Table 5.2a Classification results from data set B (3000
training samples). -
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Figure 5.4a Misclassified and rejected samples of data set B.
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Figure 5.4b Misclassified and rejected samples of data set B.
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Confusion matrix :

0 1 2 3 b 5 6 7 8 9 REJECT
0(297 3
1 300

2 300

3 300

Uy 300

5 2 297 1
el 1 . 299 |

e

7 . 300
8 : : 300

g 9 . 291

i
o7,

Results

2984 (99.47%)
16 ( 0.53%)

Number of character(s) correctly classified

Number of character(s) misclassified

Table 5.2b Classification results of 3000 training samples from
data set B (Classification was based on the highest
score generated from the discriminant fqnctions).



Confusion matrix

o 1 2 3 4 5 6 7 8 9 REJECT

0 {293 | y 3

1L 299 - 1

2| 300 |

\ o

3 | 299 1

i | 299 _ 1

5 300 ‘

61 1 | 299

7 300

8 17 o 292

9| 1 : 1 | 298
Results :

Number of character(s) correctly classified

1]

2979 (99.30%)
19 ¢ 0.63%)
2 ( 0.07T%)

Number of character(s) misclassified

n

Number of reject?d character(s)

Table 5.2¢ (lassification results of 3000 testing samples from
: data set B (Classification was based on the highest
score generated from the diseriminant functions).
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same 3000 samples were trained and tested, an error rate of 0.53
percent was obtained. 'The remaining 3000 samplgs were then
’tested, an error rate of 0.63 percent and a rejection rate of
0.07 percent were observed (this rejection rate was obtained
from samples rejected by the contour tracing process). Tableé
5.2b and 5.2c’are shown the classification results for the
training and testing ~sets respectively. The overall
classification resuits for the entire set from this experiment
are shown as follows

Number of character(s) correctly classified

]

5963 (99.38%)
35 ( 0.58%)
2 ( 0.03%)

Number of character(s) misclassified

Number of rejected character(s)

In the above experiments, most of the misclassified Samples
were the humeral '9' substituted as '4', or vice vera, thig is
due to the fact that the shapes of these two models are quite
similar to each other. The other samples which were
misclassified or ﬁejected mostly because they are written i? a
way which is different from their respective standérd models. 1In

addition, the results obtained from these experiments compare

favourably with [32) who used this same data base.

.Data set € : Based on the classification scheme, a training
set consisting of 1500 samples was used and tested. After the
error and rejected rates of 0.40 and 0.20 percent were obtained,

the method was tested on the remaining 1500 samples, and the

error and rejected rate with both equal 0.2 percent were
A



69

obtained. Since the numeral '2; and numeral '5' in this data
base are symmetric in shapes, they might contain the same amount
of generated features, and thus these two numerals constituted
" the most misclassification rates in the experiments. Table 5.3a
is shown the conf‘usion matrix E_md the overall classligcation

results for the entire set.

The same experiment was use% and the classifiéation was
based on the highest score comput%d from the discriminant
functions, and no rejection process was added. An error rate of
0.13 percent was obtained from the 1500 training set , and a_
rejected rate of 0.2 percent was obtained from the remaining
1500 testing set with no misclassified samples. The overall

classification results are shown in Table 5.3b.

For both experiments, three characters were rejectéd during
the contour traecing "process, the common rejected samples and

some misclassified samples are shown in Figure 5.5,
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" Confusion Matrix

i

Nlo 1 2 3 4 5 6 7 8 9 REJECT
0| 300

11 . 300

2 297 3 |

3 297 1 e 2
Y 300

5 y 295 : 1
6 1299

7 300

8 g 297 3.
9 300

Overall results

Number of character(s) correctly classified 2985 (99.50%)

Number of Fharacter(s) misclassified = 9 ( 0.30%)

Number of rejected character(s) 6 ( 0.20%)

Table 5.3a ‘Classification results from. data set C (1500
‘training samples).
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Confusion Matrix.:

% 0 1 2 3 4 5 6 7 8 9 REJECT{:
0 300 ' ' |

{ 300 | . | o
2] 300 ’

3 298 _ 2

4 300

5 299 . T

6 1 299

300
8 1 299
g . N 300

Overall results

»

2995 (99.83%)
"2 ( 0.07%)

1

Number of character(s) correctly classified

Number of character({s) misclassified

3 (0.10%)

Number of rejected character(s)

—

. Table 5.3b Classification results from data set C (1500
training samples, classification was based on the
highest score class generated from the discriminant
functions).
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CHAPTER SIX

CONCLUSIONS AND DISCUSSIONS

6.1 Conclusions : ‘ -

A éharacte; recognip&on system for the automatic
recognition Bf handprinted apd' mach;ne-printed numeric
charaéters‘ has been ‘aeQeléped and -implemgﬁted on a digitgi
cbmputer. The design of the sygﬁem.is basqd updn = the émdothing
operation which enhadcgd the‘qﬁality‘éf ;nput dapérlthe inner
and outer boundary feature exﬁractiohs, .and i classificgt}on
scheme which incorporates discriminaht anélysis and nearést
n?ighbqr classification téchniques for dgcisionumakiﬁg. High
fecogni@ign‘ rates resulted fromlexperimehts with several data

bases have established the good performance of,this system.

n

6.2 Discussions and Comments
. : . )

Besides the successful performance of the proposed system,

- . some~ details for further,developmeﬁt'in'thé system in order to

S

ensure I%s reiiabihity are suggested as follows

-
L]

1) In the system;?ﬁumefic.chractgrs wére_used‘fzr recognition.
In order to further establish its reliable and HﬁUMerful

pefformance, ‘extension to ‘the recognition of all

L

.alphanumeric. characters can be performed.- | Lo
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2) Most of the samples misclassified and rejected by the system
contain breaks in their strokes. "Certain modifications in
the linking process such as Ilncreasing the threshold for the
black points counter can be tried. /

3) The position measurements grid wused 1in thg feature
extraction process 1is .useful for constrained characters

5] which are usua}ly written in less skewed form. In order to
extend the scope to recognize unconstrained characters,
éertain preprocessing techniques must be performed so as to
correct the skewness (left or right -inclined) of the
charactér. Thg occurrence of certain featureg ;{n each;

i
b u

defined p051tlon can then be. precisely obtained. A

4) The hole detection algorltﬁm developed in this stu&} g;y not
work well when the input character is _too' -thin or
répresented in skeleton form, certain modificafions shduld
be made. ‘

5) The features employed in the system may contain some
redundant information which can af%ect the .computed decision
functions. Investigations in selecting optimal features fér
classification may }mprobe_the' recognition performance of
the system.

6)° In the classification scheme designed for decision-making ,

RT"B\Priori knowledgF was set up based‘on.the ‘basic structure

of thé ﬁumgrals:, For ‘uncon§trained charactérs, the

recognition rates of -the sfgtem mayf decrease when tée

characters. are not writteﬁ in their standard formg such as

the numeral.'6' is written as '4', or the numeral ro" is

written as 0 ‘j etc. By increasing several ﬁypical class
o : : o . . o

Y



7)

8)

. 9)
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models of eacﬁrcharacter, a classification scheme based on
the a priori structures of each class model can be reset.
Efficient procedures may be incorporated "in the present
system to resolve the confused pairs of characters such as
closedfopening numerals '4' and 'g', '2° ang '5',»etd.

The observed }esults ffom OCR-A characters have indicated
that the experihent based on the classification scheme gives
more confusions "than that based on the discriminant
functions. This phenomenocn may indicate that fine-tuning
technique is not necessary for machine-printed (fixed fonts)

characters. In order to confirm this, more machine-printed
chéracters should be applied to the systéem for recognitipn.

The system can classify approi;mately fifteen characters per
second in the CDC Cyber 172 digital computer, higher speéd

can be obtained by optimizing or refining the written

computer programs.

1
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