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R © . ABSTRACT “”//)
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BRAIN FUNCTION AND SECOND LANGUAGE. LEARNING

. ‘ :‘ < - Faith H. Berthault -
This‘theéis attempts td draw inferences for Secbnd.Language Learnipg'
and Teaching. from research into brain function. The brain operates .y
means of éiedtriéa1 éigna]s,'and>meahing is intérpreted according tc
wh1ch ce]]s rece1ve and pass on these signals. " In human beiﬁgs,.vhe
left, ané right. thISpheres are d1fferent1ated for handedness and lan.. .Jage
wt as well as for modes of funct1on1ng In the adult, Ianguage product an,
. much language comprehens1on, and the 1deat1on on which they are -
. ) dependent, are usually left hemisphere functions. The right hemisphore,
_hoWever,«hqs some particigation in language, greater cregtiviEy, and
works spatially with a gestalt, pgra]le] processing. ;} -

The thesis examines shyeral mthods-of feachiag second 1dnguage: the
Audio-Lingual Method, Congit1ve Code Learning, the Situational Metuo or
the Semantic Approach, and also Community Language Learning and <"
Suggestopaedwa. By 1ns1stqng on automatized QFsponses at an early
stage, the Audio-Lingual me;hod seems to run counter to normal
acquisition of programs, and to overload auditory gestalt mechanism,
Cogn%tive-Code Learning seems to emphasizé left hemisphere precision to
the almost exclusion of right hemisphere function. The Situational
Method seeks to develop competence by maximal exposure to and meaniniful
use of language -in experieniia] settings. Activities suitabie for

younger children gradually cede their place of preference to more

.
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intellectual projects and readings for older students. Since this
approach encourages optimal use of both hemispheres.at variagus stagé ,
the present state of know]edge seems to indicate that'thié method *

might he better one for second language teaching. _

~
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INTRODUCTION ‘ L

‘The year-1957 ‘may be regarded as a-watershed date for second

language learning. In that same year appeared Skinner's Verbal

Behavior and Chomsky's Syntactic Structures: fhe one was an application

to the field of language of entrenched and accepted stimulus-
response behavioral psychology; the other was an invitation to new:

ways of thinking and to a revolutionary new under§t;nding‘of language. )

Linguistic or psychological theory has no imgediate link with the

" second language classroom; and yet method ‘should be ‘based as clbsely ‘

as possible on what we have’ learned concerning human learning and < ///P

x
M

human Tanguage In the 1950's and 1960' S, teachers were content with
the var1ous methods of the audio- 11ngua1 type, whlch used perception,
mimicry, repetition, and variation of patterns of speech, and, in bigh
school, a Skinnerian-type teaching machine the .language laboratory.
Concerned aver med1ocre results, and perhaps sensitive to the changing
psychological c11mate (w1th cogn1t1ve psychology, and th1rd force!'
psychology, Maslow and others, challenging Behaviorism), teachers ]ater. a
sought better means for teaching. Various new methods were suggeéted:
Total Physica] Response, the Silent Way, Counsellor Second Language
Learning, Suggestopaedia, and so on. In September 1977, Gloria Paulik
Sampson could state that

the two major controversies that have erupted in

the past ten years are: _ ’ -

(1) the audio-lingual habit theory versus the

cognitive code learning theory (Chastain 1971) and

{/; , s
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(2) the\nanipu]ati#e drill versus the communication
competence debate (Prator 1972; Paulston and Bruder
1975}. (TESOL Quarterly, 1977, p. 241)

These methods and conprovefsigs stem frem a search fo}.better way§ of

teaching second language. ’ L .

Thus second’ language teachers attempt to base their methods on

'what is known of language and learning; linguistic theory, psychology,

and_psycﬁélinguistics can help a teacher to teach better. There is
another more basic area of knowledge, unknown to many teachers, which
underlies and finks the previdu57y>mentioned areas of knowledge. An |
understandingiof the human brajn and its functioning may provide
insights into how to'feach-;eﬁbnd lapguage more effectively. Over the
last -thirty years enormous strides have been made in our undgrstanding
of some of the comp]exity of bfain processes and of language function.
This should not be ignored in our search for better teaching.

' In Ehg chapters that foliow, I Will outline what is known of thé
brain and its functioning.insofir_as it may be of interest to second
janguage learning. I will discuss children's poséib]e Tateral
plasticity for language, and their possible superiority for learning

second language., Lastly, I will consider the usefulness of previous

, and'present methods af teaching second Tanguage in the light of what

has been outlined.



CHAPTER 1

Capacify for lénguage is one of the differences between the
other primates and ourselves. Although a chimpanzee can be taught
to manipulate coloured plastic triangles and to form with thém

mean1ngfh] messages, and to communicate with hand signals, he is

unable to talk this is part]y because he does not have the necessary.

apparétus in throat and mouth to make the fine diStinctions required
1n‘speech sounds, and partly because his brain ﬁs-nq} as developed
as man's, and therefore does not permit the acquisition of oral

language. N

t .
Steven Rose 1lists some of the advantages of homo sapiens:

a somewhaF larger brain size in proportion to body
- weight, a hand structur; which makes the operation
" and manipulation of fools vastly easier than for
evén a chimpanzee, vocals cords which, unlike
those of tﬁe apes, permit clear artigylation of
sounds and a capacity to live in social groups.
(Rose, 1976; p. 31)_
" It is speech which.has made pbssib]e'fhe‘accumu]ation of knowiedge and
such social groupings as schools, colleges and universities.

A bird is re]at{vely-advanced along the evo]utfonary scale and
has a forebrain, but lacks a cortex.  Reptiles have a thin, single
layer of cortical cells. (Rose, 1976, p. 16) Cortex means simply
'bark' and it is the layer of grey matter, heav11y convo]uted around

the two hemispheres of the vertebrate brain, As vertebrates evolved,

"~y
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there has been a "steady increase in size and complexity of cerebral

cortex from the most -primitive to the most advanced”. (Rose,_1976, .

~

p. 29). The most simple started with a cortex only one cell thick:
the most'advanked, man, now has several distin?uishable layers -of
cortex, each layer many cells thick.

In the rat, the cortex was already quite well deﬁelobéd. A

strip of association cortex had appeared between the motor areas and
"+ the sensory areas. The neurons of this last area to appear ‘talk’

‘only to each other or to neurons of the other cortical areas. They do

‘not connect directly to the outside world, but receive information,on]y

.after several stages of neuronal mgdiatton. (Rose, 1976, p. 170} ‘As
can be seen in the accbmpanying diaéram from Rose, the sﬁa11 strip \7
of association areas appedring in the rat's cortex,'en1arges to’ both
sides of the sensory areas in the cat's, spreads out arpund the motor
and sensory areas in fhe monkey's, and in man's, leaves only a thin

central- strip of motor and sersory areas-together with a small area at

L4

-

the back.'

BB Motor Areas
] Sensory Areas
Association areas

Diag.l The_emergence of the association cortex. ‘Approximate scale

. ) - a .
drawing of the cerebral Hemispheres of four mammals. Note both the
absolute and relative increase in the size of the'area of associat{bn

tortex {Rose, 1976, p. 170}



Rosenberger notes that the h%gher the species on the phy1ogenetic
_sca]e; the thicker will be the cortical layer but also the less dense
‘will be the cell count per volume. \He suggests this may be due to ‘
"greater copmpiexity of #Interneuronal Eonnections“‘(Schiéfe1busch, 1978,

p..17). which-wilt Be the mark of the higher order cortex: the-more .
associations, the more connections needed. . . ‘
Thus it is easily understandable that "the role of systems
Yespoﬁsib]e not for the ssception, but for the coding (analysis and
synthesis) of incoming visual jnforhation, is considerably increased
in mas by comparison with ‘hiS‘antecedénts on the scale of evolution”

(Luria,:197§, p. 113). Then again, the secondary zones of the : '
aud{tory cortex- are’ "the fundamental apparatus for the analysis and ‘
syntﬁesis of rthe sounds of speech, the quality which distinguisﬁes
human hearing from the hearing of animals" (Luria, 1973, p. 132). Man
posesses a.phoneme analyser which the dog, for example, does not. The
QOg may be taught to perceive the gestalt 'sit' or 'some'? but he is
unable to separate it into human speech sounds or phonemes. The young -
child, however, without tuition, can do just this: Luria also notes
the existence of tertiary zones,. 'the .zones of overlapping of the
cortical ends of the various analysers. Bé . specifica]]y.human_
stﬁyctures" (Luria, 1973, p. 73). These integratjng structures are
, perhaps,.as we shé]] see later, at the bésis of 'naming’ in a
generalizing sense. These vér{ous structures are then specific to

humans.
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There is for 1angpage an even more important feature of .the human
brain which sets it apart from those of animals, and this is -
differentietion between the two nemispheres Anfma]s of course, also
possess two hemispheres, but they seem to be equ1potent1a1 in all .
~animals except.man._ Lateral preference can be found ' in a wide
variety of animals including flatfish, parrots, cows, rodents, cats.
and, especially, the apes",(Dimond and Beaumont, 1974, p. 92), and
.chaffinch song; wired-in from birth, seens.tOVbe located in one
hem1sphere, but whereas ape preference is t sk- Spec1f1c ar modality
spec1f1c, ‘human handedness is not A -given rat or a given dog ﬁ!’
show a preference for own paw rather than the other, but not for a
species-specific paw: some use the left more often, others the right.
Man has a decided preference for the r1ght hand.

Probably the first words in man wére accompanied by a movement
of this same’r1ght hand. There can be no proof of this, but even
now when a policemen says "Stop" he raises his ripht hand; when we
;ey "down'!" to a dog, we motion with our right hand; when the minister
gives'the b]essing,.he holds\up his right hand.

The right hemisphere of the brain controis the left side of the -
body and the left hemisphere controls the rignt side. It would seem
that expressjye speech and motion, which probably from the early years
of speech development were éognafe functions, also probably shared fhe
same hemisphere, the left one. Where, in the animal, the hemispheres
are equipbtential, in man the Jeft hemisphere is usuai]y dominant for

speech and ripht—handedness. The hemispheres are also differentiated



3 -7-
&

éﬁn'oxher ways, such és sequential or Bgfgqqél Processing, the first :
. .of which is essential to language. ’
NSt only does the'left hemisphere control speech, but particular
parts of the associative area'sybserve ]anghage %unction:
He have previously established two facts, éne that
ineqﬁaiity of the ‘two cerebral hemispheres in
requlation of speech activities is a.typicai
feature of the human brain, and, the other,
that a specific'aréa can be distinguished iﬁ.ihe
dominaﬁt hemisphere which contains those structures
that regulate speech . (Maruszewski, 1975, p. 88)
Geschwind'indicaie‘ that:
“the Sy]yian ?gssa whichlis thé extensive space
lying within the depths of the Sylvian fissure-‘
represents the greatest single expanse of cortex
in the brain which is not visible on the outer
surface. .Thé Sylvian fissure an% its borders
are afcburseof particu]ar'interest to fhe stﬁdent
of higher functions since the majoﬁ speech areas
1ie in its banks (Dimond and Beaumont, 1974, p. 11)-
Geschwind and Levitsky measured various brains and.fduﬁd that
"the pbsterior.margin-of the Sylvian fissure was angled backward
more sharply on the left in 57% of the cases, on the right in 18%,
with approxjmate equality in 25%" (Dimond and Beaumont,- 1974, p. 15).
In France, Lemay and Culebras had found the imprint of the Sylvian

a
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. fissure on both sides of a Neanderthal skull, dating back thirty

thousand years: "The right side is angied‘upward fmore shafplyf which
although inconclusive, does.suggest.thatz
the"asynmgtrieé in the hemisphere in the region
of the Sylvian fissure, which probab]} unaerlie,
cerebrail domfnange for speech, were present
thirty thousand years»ago, and that man at that
period may already have had the capabi1fty far
audi;ory language . (Dimond and Beaumont, 1974, p. 19)
Geschwind also notes that in foetal development, which usu$1]y
mirrors tﬁe development of the specie r/time, "Cunningham found
that the -left Sylvian fissure migrated to a more horizontal position
than the one on the right" (Dimond and-Beaumoht, 1974, p. 19).
Schnitzer reports -a larger temporal planum and fronta] operculum by
the twenty-ninth week in foetuses, with the left "larger than the
right in approximately 90% of both adults and infants (or foetuses)
examined" (Paradis, 1978, p. 152)..

Although among vertebrates there has been a progressive increase
in cortex from the simplest creature to the most édvanced, which 1s man,
yet overall brain weight, or brain weight relative to body weight, do
not set man in a totally superior position. Maruszewski\potes that
the whale's brain weighs about seven kilograms, the dophin‘*s 1.7 kilos,
and man's about 1.4 kilos. The marmoset mbnkey.and the pouse mouse

have relatively larger brain to body weight ratio than Has man:

x



It would seem to follow that the decisive factor -
for the ]angugbe capacity 1ies id the morphological
features and functional organisation‘of the human
brain...‘exb1ﬁsive1y specific to man... the function-
al differentiation of the cerebral hemispheres and’
the dominance of one of them in respect to speech.
(Maruszewski, 1975, p.~68)

This, it is'hemisphere asymmetry and the internal arrangement of

the brain, including greater associative areas and mere interneuronal -
- rF >

connections, that set man off from the animal and grant him the ”

superiority of language. It is language that has permitted cuIture,'
knowledge and social evolution unparallelled in the animal world.

We have 1earneq_muéh about the brain by one of two methods:
when one section i; removed because of tumour or diseafe, subsequé%t
behaviour can be studied to see in what way it deviates from normal
behaviour; -or when the brain is open for operation, the cortex can
be stimulated and the resultant behavicur studied. Language is a
complex process, and :

speech... is the %unction of the whole insofar as

all structures play some role, and it is the function
. of certain structures in the sense that the Tatter

serve specific functions in speech regulation . _

(Maruszewski, 1975, p. 37}

A great deal is now known concerning the parts that function in the

whole. Pliny explained by a blow on the head the fact that a =

.
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certajn Athenian gént]eman waé.no longer able to read: the locus
of damage can_now'be dgtermined in such é,case of alexia. We-are® O
not'much.neafér, however, to understandipg how ‘the whole 1angua§e
syétem functions: "Despite-our relatively good knowledge of. the‘
elements composing thé functional system of speech production, we
do not yet possess a good understanding of the functions of this
syétem as an integrated whole". (Maruszewski, 1975, p. 123)
ATthough the brain is unlike a car or a television inasmuch as
removal of one‘part‘does not bring the whole ta a grinding halt,
nevertheless “"damage always deranges the activity of an entire
" system, and not a ;inglg function". (Idem, p. 58). _One must
therefore be carejﬁ?‘?n interpreting changes in behaviour due to

local damage ‘or local stimulation.

The body.g1s§ frequently compensates for loss fairly rapidly.
When both hands are fu]i, we may hold a third item wifh the teeth, or
push a door with the foot. When one group of Srain cells are put
out of actjon, another_group'may be called upon to do‘the same job
in a diffeEent way. The older one becomes, as We shall see Tgigr,
the [ess adaptation may be possible. A newt has‘a.spec%fied brain -
s;rupture, and if _he loses a jeg, he }s able simp]v to regrow another.
Man éannot do this, but his brain is 1ess-specified and more .plastic:
he can. thus d;rect adaptatidn of the boldy for 1655 of somq non-vital -
part, or if the injury is to the head, call upon_another groupkof
cells: "After insult, a reopdering occu}s perhaps over months but

often over days-or hours which enables the patient with a damaged brain
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often totally without awareness,‘to,make the best use of what |
capacities remain." {Dimond and Beaumont, 1974, p. 5) This capacity
for compensation a]sq renders difficult the stud& of behaviour a?tgﬁ
loss of a specific part, and this behaviour becomes even more

difficult to interpret in humans where the wound or tumour may
affect more than one part or be on the borders of some area. Bearing
this in mindfih interpretation of findings, a great deal of'informatiﬁn

concerning the various functions which somehow work together\tb permit
’ »

the system of language to function has been discoverea, particularly’

over the last thirty years.
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- CHAPTER 2

We have seen that the ape hemispheres are equipotential, although
there is sdme lateral préferencé, whereas man's hemispheres are
differentiated aé to function. A Neanderthal skull showed the
Sylvian fissure angled more sharply hpward on.the right. Tn 1949,
Dart discovered an ancieﬁt den uséa by a c1an.0f Australopithecus, an
ancestor of man, together with a heap of baboon remains. The baboon
skulls showed that tﬁe deliberate plow which killed the animal had
been dealt by a weapon wielded in the right hand. Now the left
hemisphere controls the right side of the body and the right hemis-
phere the Jeft. Thus these ancient men were mostly right-handed.

As man needed cooperation from hi§ companions in order to
cépture or kill animals faster or fiercer than himself, he developped
a capacity for strategy and language. His words were probably
accompanied by ghgyures, and these gestures may have been directed
by the words. Thus motor action and words tgnded to go together:
"There is 1ittle doubt that the origins of primit{ve language must
have been gestural communication, which in turn suggests a link with
sophistication of lateral specia1isafion of hand use." (Dimond and-
Beaumont, 1974, p. 99)- In modern man, the majority are right-handed,
and expressive language functjon also depends on the brain hemisphere

which controls the right hand.

¥
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We know that‘thisrhemisphere is dominant for language because
.wher™ damage accurs heav11} to the language aréa.on that sidé, aphasia
. results, whereas‘yhen the right is éimi]arly damaged, aphasia
\ rarely results. Furthermore; this fs trdé, even for Aany left-
handers: "Permanent aghasiés in left-handerspare more 1ike{; to
" result from left rather than right hemisphere lesions. (Luria, 1970).
On the othef‘hand, while aphasia almost never: occurs with righ%
- hemisphe%e lesions in right-handers; there is good evidence to suggest
that left-handers become aphasic, if only transiently, with lesions
of either hemispheré." {Dimond and Beaumont, 1974, p. 8}. Rosenberger
stqtes that 4% of tﬁe normai pdpu]ation have.language dominance in the
;jéht hemisphere, 10% are left handed, and op1y 1% have right language
;/// dominance allied to right hand use. (Schiefelbusch, 1978, p. 20)
Thus, right hand preference (left hemisphere) and speech dominance in
the left hemisphere are the rule for the majority. Of the about
eleven percent left-handers, some have right speech dominance (speech )
and hand preference on the same side) but just over half still have
the Ieft heﬁisphere dominant for speech: "The left hemisghere is .
dominant in the vast proportion of dextrals, but only in-a small
. majority of left-handers." {Dimond and Beaumont, 1974, p. 122). Thus
speech does seem to be left hemisphere dominant for most.
Since twins, epileptics and mentally retarded have a greater
incidence of left-handedness, and since there is.a1so greater avidence of

) ~
brain damage among this group, it may be that brain damage has caused a

LY

transfer of motor control witﬁ or without language, depending on

1 ~

g"'.
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whether the language area was also touched, into the right hemisphere.
(Idem, p. 134). .This group of Jeft-hénders would bé a non-familial .
group. There is a further group who inherit left-handedness from
their family. Jerre KEVY tested a group of left-handed Caltech
students:énd found that they had a ve;y high verbal I1.Q. compared
. to righf-hgnded students, buf a lower Performance I.Q. He squests"
that perhaps they use part of the right hemisphere for language as well
as the left heﬁ}sphe;e. Thﬁs may confer some special advantage upon
" them a§ plannérs-berhaps,\and thus the humqﬁ race supports a small
number. of them. Although melody is a right hemispherg feature,
anaiysis of music‘seems to be a Teft hehisphere function. Levy found
that "Caltech s1n1strals are super1or to dextrals on the verbal factor
extracted from the W.A.1.S. and that 18% of law-students and 16% of
musicians are sinistrals.” (Dimond and Beaumont, 1974, p. 173).
Speech, then for the great majority is left hemisphere dohinant. of
those very few who become aphasic after in}ury to the rigHt,hemispherg,
some may.be familial left-handers, and some may be suffering injury for
the second time. . '

In order to understand some of the functions-of this left hemij-.
sphere, such és proquction of phonemes, we will Took for a moment
at the brain itself. The brain contains billions of neurons. . These
nerve cells have dendrites at one end, which collect information from
other ceils connected to them. When these impulses réach a certain

level, the cell fires down'its axon to a synépse which connects with

the dendrite of another cell. This is something 1ike e1ectr1cipy going
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along a wire; and indeed the axons in the white matter of the brajn
and in the nerve tracts which go to ‘the per1phery of the body are
heavily myelinated to pnevent short c1rcu1t1ng and mixing of messages:
- "Each nerve cell consists of four major parts, the dendrites on which
}f;>other cells synapee, the cell body, the axon down which the messeges i
accumulated at the ce11 -body pass, and the synapses at wh1ch the cell
conmun1cates with others." (Rose, 1976, p. 69).
A nerve-cell or neuron e1ther f1res or does not’ f1re The message
is S1mp1e i ‘
In the case of nervous system receptors, the
different types of informefion mdy be in;erpreted
. as 'something is éticking into my foot' or 'l
. can smell roast meat' or 'I can see a blue motor
car' depending on which cells in the spinai cord
or the brain the 1mpu1ses arrive at,... A common
language operates throughout the nervous system,
and.the interpretation of a message depends on
the address to which it is dispatched. (Rose,
1976, p. 117).
The brain has been compared to a teiephone switchboard and tgd a
computer,'a]though it is more complex than either. In Ehe case ot
neuronal messages, we might say that a telephone operator knows,
~ because of the way her switchboard is wired, that when a given

lamp lights up, the call originates in Edmonton., The neurons and
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A - . .

sets of neurons seem to be wired in according to a pre-arranged \\

pattern or design. Thus, Rose notes that there is peed “not.mere1y

of -the sets of inputs and their codes, but also at least-one set of

'comparatdr'ICE11s deeper within the nervous system, which can

actually read and interpret the éodes". (Rose, 1976, 124)

A

4

" Diagram 2. A simple neuronal comparator mechanism using synaptic

delays. Neuron E received two inputs deriving from A: one direct,;

-the other by way of interneurons B, C and D. Because synaptic delays

are much greater than axonal tfansmission times, the input via B, C

and D takes longer to.arrive at E than input direct from A. Thus,

two synapses on E present the neugon with infdrmation about the state

of A, one arriving direct, and one arriving via B, C and D, giving
the state 'of A a few milliseconds earlier. Changes in the state of

A can' thus be monitored. (Rose, 1976, p. 125)

Let us now consider the articulation of phonemes, and the messages

that musf be sent, by firing neurons, to the muscles of the throat,

larynx, mouth, tongue, nose and lungs:

. .
“
"
r



. ‘ 'L17_
&

The:rate-of speech-production per ﬁinute is abog%'

210 to 220 ;y11ab1es, including hesitation pauses,

while for shorter utterances,‘the rate ma& be as

high as 500 syllables per minute (Miller, 1951a,

b; Lenneberg, 1967)... An English speaker- ?

produces about 14 phonemes per sgcond. During

speaking, about 100 different muscles belgnging

to the phonative-articulatory systems.must bé

cogrdinated... during the act of speaking severa{

hundreds ofkseﬁarate muscular adjustments musf

occur each sécond with very precise order of _ !

timing. (Maruszewski, 19?5; p. 96, 97) .
Speech to us seems to be an automatic and simple act. Inasmuch
as all the commands’ﬁécessary to utter one word are below the Tevel
of consciousness{ this is true. Man can only attend consciously to
a few things .at once. We may ﬁatch.te1evfsion and knit; or listen
to the weather on the radio, while preparing supper; listening for
a bell to ring and wondering where the boy has got to. We are
consciqusly aware of these things, but we are rarely conscious of
directing our air intake, and rarely conscious of directing our
speech output. 'If we say the wrong word or pronounce the right word
incorrectly, we back up and seek to put it right with our cénscious
mind. But even theh, the actual commands to 1ips, tongue, etc.,

remain below the Tevel of consciousness.
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The remarkable pa}t of articd{ation 15 that some phonemes
take .longer td prepare'thah'others, because of*the ﬁumber of
muscies iﬁyo]ved, or the varyidg distance from the brair o%’fﬁe.
part invd]ved So not only does the coord1nat1on centre have to
fire hundreds of s1gnals per second in the r1ght order 0] that
the word starts, continues and end§-correct1y, but some soundS'
must -be started earliér or later than others because of longer
or shorter time needed far production:

The spéed at which neuronal impui;es travel -depends ’
" both on the length of the nerve and on the diameter

of the nerve fibre... tﬁe difference id the time it

tékes to innervate ‘the different muscles involved in

articulation may bhe fhirty mi?]iseconds: If becomes

reasonable to assume that the. f1r1ng orde of theT

central neuronal impulses 1n1t1ated in ferebral

structures may differ in its timing from the order

of innervations of the peripheral orgéds ~

(Lenneberg, 1967, quoted by Maruszewskl, 1973, p. 97)

The quest1on may be raised as to whethér we do not rather store
the whole wdrd as an-auditory gestalt and "replay” 1t when we speak.
People “can indeed parrot back what they hear,-even withoyt ddder; »

standing, but only if the Sounds are those of a language which they

know well. If one attempts to repeat a word -from a language one

does not know, however, a foreign accent will almost cer;ain1& resu]t.]
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Some English Canadians have trouble with French names, and some
‘French Canadians. with EhQ]fsh,naﬁes. Thus a simple name like ;Trudeau'
gets the stress on the first sy?iab]e; and an English 'u'. We hear
werd sounﬂs‘accqrding to a store of pnonemes a]rendy set up in our
brain Hufing :Z;;i}fhjldhOOd' A sound heard—checks in ag simi]ar.

h

to a givenjp

- He can then produce that phoneme abcording to articuﬁatory patterning

of cur language, and in an approved sequence.

aTrendy set up. An'English person can hear a Frenchman say correctly
"pas du tout" [basdytd] but he perceives it and repeats {ncorrectly
as pasdut@l. Jerre Levy states that: - S
. the left hemisphere..._can anaﬁ?se a spoken 1nput
into its phonetic components and that these
components'can e translated into articulatory
components which are synthesiéed into an output™'" P
in -accordance with the rules of the native language. '

The miépronunciation_of a foreign word would Ee

due to the fact that rules for phonetic analysis ’

which have been established dur1ng the course A
of learning the native 1angu§ge are 1napprppr1ate

for the foreign language. Such mispronunciations

show thal the input signal is not simply stnfeau

as an auditory gestalt -which then triggers-a -u~¢w"é§4

matching articuiatory gesta]i. (Dimond and

Beaumont, 1974, p. 160, 161}. ‘ R

iQ yaprh AT
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Thus ‘we have"brevﬁousiy coded the sounds of our language

- during our childhood, and it is by matching input to these

phonemes that we are able to articulate, by mechanisms also set up

/ -

in childhood, and below the threshold of consciousness. Luria

states that:

the sounds of speech or phonemes -are organized
into a particular sequence which depends on the
phonemic system of the language, and thét i;' -
order toidistinguish these sounds of speech it is
necessary to code them in atcordance with this
- system, to pick oup the useful phonemic (or,*

meaning*diétinggishing) featyres and. to separate
;them from the'un:mpbrtant,feétures which play no
gart'in the di#&erentiation of word meanings and

“which are known és '&&;iants'.(Luriﬂ, 1973, p. 134).

In 'pas du tout' mentioned above; /y/ is & phoneme in French but

does not exist in English, so an English person does not perceive

’

it and.carnot produce it, fThe two, '1s' in English 'little' are

" different sounds but do not distinguish mganing and are therefore

»peréeived as the same sound: théy differ in sound only because of -

" phonemes.. . Luria states:

their position ih sequence and the infﬂueﬁce,of other adjacent

.
LY

It is an esséntial fact that the'secondary zones
of the temporal cortex --- and, because of the
law of ,progressive lateralisation, the temporal

N
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. cortex of the dom1nant (Teft) hemisphere -
are espec1a]1y adapted for the ana]ys1s and
-synthe51s of the sounds of speech, or, in other
. words, for qualified speech hearing. (Luria, 1973,

p. 134).

- “

er Eimas, (1971) found an ability to discfiminate voiced from.
Unvoiced speech‘sounds‘practicaliy at birth.(Halle, Bresnan and
Miller, 1978, p. 302} Jerre Levy also finds that “the left-
hem1sphere is dominant for phonemic matches (and 15) .. both
faster and more accurate in 1dent1fy1ng verba] stimuli." (Dimond
and Beaumont, 1974, p. 148). It seems that steady state vowels
(not diphthongs) are more rap1d1y identified by the r1ght hemisphere,
“but the consonants are superiorly recogn1sed by the left hemisphere:
"The dominance of the left hem1sphere for 11ngu1st1c processes may

- ©

.re51de in its capacity to analyse phonemic units whose signal

\\ N characteristics are-highly encoded." (Idem, p. 148).

i . ~ . .
We need a phonemic analyser in order subsequently to:produce

_“phonemes: . . . a7 -

Broadly speaking, 1e51ons of the poster1or third
‘ division of the superior tEmporangyrus of the. .
daminant hem1sphere (Wernicke's area) cause di;-:.
' 1ntegrat1on or derangements of the acoustic -
. patterns of speech sounds _and words’ w1thout wh1ch e
correct product1on is. 1mp0551b1e Th1s exp1a1ns

the frequent symptom that pat1ents speak in

-
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sﬁereotyped expressions (fixed articulatory habits)
pepducib1e without auditory feedback afferenta-
tion. (Maruszewsk1, 1973 p. 118). )

.~

We need to perce1ve.correct1y-not on]y'to produce the sounds Eut a]so

~

to, produce the written form "The patient who makes errors in

lart1cu1at1ng the snunds of :a word will also misrepresent a word

graph1ca11y * (idem, p. 103) ) . ' _ iﬂi‘ "
Kriting 15, in principie, the sett1ng down “in graphlc symbols
vf. the sounds of speech. Ways of speaking change over the years and

Writing or spellinggis notoriously slow to change accordfng]y Yet

reading in Engl1sh can st11l be taught in 1ts maJor 11nes phanetically. _

C It is not 3urpr1s1ng therefore, that e flnd the left ﬁem1sphere,

wh1ch alone possesses a phonem1c analysery a]so be1ng the most rapid

. for the 1dent1f1cap10n of written ]etters. (Dimond and Beaumont, 1974,

'p. 44, 185) ‘The fight hemisphere on the other hand, does indeed

recognise whole words, both in speech and wr{ting. Rosenberger quotes
the case of a youth;With']eft hemisphere lesion unable te read a
single letter, put able to read three letter worqe.. (Schiefe]busch,
1978, p. 23) We must remember however, thét speech pyoducfion

depends on the left hem1sphere In order to speak normally, we must

, use the central articufation ‘hechanism which sends impulses to hundreds

. . - .
of muscles to produce the necessary movements for phoneme based speech.

The right hemisphere, héwever,‘he1ps in recogp%éing‘hho]e words.

" When we first learn to read, we can imagihe a.laborious letter to

phoneme anatysis carried on in the 1eft:hemisphere; we sound out each

. -
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Jetter until we haVe a word we can recogn1se by sound. A rapid

adult reader, however, uses h1s right hem15phere to recognise the

whole shape of the word: one.can scan a paragraph without even sounding _

out the words. A new word requires once mpre the old process. The
first time we meet the word 'Maruszewski' we have to work out how to
pronounce it using our left hemisphere'to.franslateATetter'to phoneme,
and then putting it together as one word. When we come across it for
the tenth time, however, the whole word springs to mind as soon. as we

2

see the over-all shape.” In the same way, the right hemisphere rec-

ognises words with meaning in the continuous flow of phonemes analysed
by the left :;misphere. The right hemisphere stores the whole
auditory gestait and permits a more rapid and efficient process. If
we had learned to read by the global method, we might not have been

able to work out how to pronounce "Maruszewski' and might have had to

wait for someone to tell us; later we would have stored it as an

-auditory gestalt. Levy suggests "that an illiterate adult who loses

his left Hemisphere would be contrained ‘to use the 'whole word' method
if ever he learned to read." (Dimond an& Beaumont, 1974, p. 162).
This 1eads-to interesting findinés concerning the right hemi-
sphere, for why do we need a left hemisphere to produce speech if
the right'hgmisphere can recognise wo?ds? ’
The-right hemisphere abilitigs may rely on
entirely different mechanisms, namely a matching.
of complete auditory patterns (words) with auditory

Gestalts in.long-term memory. If‘norma1'1anguage
!
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production depends on sequential activation of

an artmcu]atory code governed by the output from

a phono]og1ca1 analyser, then the right hem1sphere,

by the model suggested, would lack the.mechanisms

for goirng from word phono]ogies in Tong-term

memory to articulations... it-wou1d'appear that

‘rhatever phonologies are possessed by the minor

hemisphere, éhey serve the functions of allowing

Fwsame simple speech ;o be decoded with respect to

ﬁeaning and have not interconnections between

themselves. Thevfight hemisphere ma} know, in

other words, that 'cat' means a furry, small pet

with claws, but it does nd,know that 'cat'

rhymes- with 'rat'. (Dimond and Beaumont, 1974,

p. 149)

th is probable that the left hem1sphere works in a sequential

manner, whereas the right’ hem1sphere takes information in parallel
ahd searches for all aspects at once, Thus left, c¢-a-t = "cat",
buttkight Tcly'= %?:37’ . Gazzaniga suggest ‘that the right
hemisphere' is active in the recognition of written language with
a mechanism that dperates.prior to any seméﬁtic processing”. (Idem,
p. 3742\ }n one experimeﬁt,"the bilaterally symetrical'words‘;gged',
'sees’, and 'noon' were separated in two down the middle and put
into mixed pairs. : One hatf was shown to the left visual field, and
the other half was shown to the right visual field. Then the subjects

were asked which of these three words they had been shown. In 93%

‘
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of kases the subjec%s chose the left field stimulus, the left being
processed of course by the right hemisphere. When a more sophisti-
cated test was devised where meaning was necessary Eo determine
which word had been seen, there was a dramatic shifi to left
hemisphere superiarity. It would seem therefore that it is pattern
and shape which permits rapid recognitior by the right hemisphere.
(Dimond and Beaumont, 1974, p. 163) . ®
Although the right hemisphere‘does not normally initiate speech

or writing, it can do so when the speech or writing has become
engrammed as a pattern after constant use. Thus patients with left
lesions were unable to write from dictation or 1gtter by letter but
were stil] able to sign their name. (Dimond and Beaumont, 1974,
p. 118) There is a |

process in which the change'to writing a highly

- automated engram (such as a signature) ceases to
depend on analysis of the acoustic comp1e§—of the
., word or thé visual form of its individual Tetters,

but begins to be performed as a single 'kinetic \

melody'... In the course of such deve]gpment it is

not only the functional structure of the process

which changes, but also, naturally, its cerebral

‘organisation'. The participation of the auditory

and visual areas of the cortex, essential in the

early stages of formation of the activity, no

longer is necessary in its later stages, and the
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activity starts to depend on a different system of

concertedly working zones. (Luria, 1973, p. 32).
Thus a patient who used his 1éft hemisphere to learn to write his
name, now no longer needs it to do so, because it has becbme an
engrammed program or gestalt in his right hemisphere. Maruszewski
also notes that "in some forms of aphasia the“patient cannot utter
a word at the doctor's request but can pronce complex expressions,
as in swearing, when emotionally aroused” . {Maruszewski, 1975, p. 57)
nCharacteristically the intonational and melodic aspect of speech as
a rule remains intact.” (Luria, 1973, p. 14Q) Thus the right hemi-
sphere controls the melodic aspects of speech, and

the fact that totally aphasic patients can recite

well-known verses, sing simple familiar songs, and |
. emit curse words suggests the presence of whole

auditory Gestalts in the right hemisphere, parti-.

cularly in view of the fact that such patients

cannét recite verses or sing songs unless théy

start at the beginning. (Dimond and Beaumont,

1974, p. 161).

Reading in the West is dependent on phonetic decoding since a
letter represents a sound. Chinese writing, however, uses a great
many ideographic’ symbols, and the concept‘or meaning is recognised
as a whole. The Japanese use both phonetic symbols ‘and also

ideographs borrowed from the Chinese. While all languages seem to
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use the same areas for speech production or understéﬁdTng, reading
uses different areas depending on the type of writing used. The
left parikto-occipital region is an area re]gfed to analytic and
synthetic processes dealing with visual data, and when Chinese
patients had beén_iﬁjured in this area they were unable to read.
When Westerners Ead suffered damage to the temporal Tlobe, and there-

fore to phoneme representation, they consequently became unable to

read: Japanese injured in the same area, were unable to read their

phonetic symﬁo]s, but could read theirjideographic symbols.
(Maruszewski, 1975, p. 61) ’
It seems that this left parietoroccipital region, injury to

which di;turbs the reading of Chineseideographs, is part of a cross-

modal asscciation area which, if it exists in animals, is "incomparably

more evolved in humans”. Maruszewski quotes Geshwind's conclusion that

. an anatomically determined capacity for cross-modal associations

underlies the human ability -to name:

It is thought to be a'relapiﬁe1y new phy]ogenetic
development, since this area matures 1ate in |
ontogenesis (at three or four years). It is
particularly significant that this area lies af
the junction of the corticai projection areas for
the three major modalities (visua1; auditory anq‘
somesthé%fc), and can therefoqp serve as the

anatomical substrate for associ@tions across the

three perceptual channels, in other words, cross-

- ) .', ' ~j

\-;/
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LY
modular associations. (Maruszewski, 1975, p. 168).
Luria describes the experiment of a monkey who had been trained
to put out a smail fire with water from a barrel in ordef to obtain

the fruit from behind 1t.. Subsequently, the monkey was taken out

“into a lake full of 'water'. He was set on one raft with-the fruit,

the fire and a jar; the barrel of wéter was set on anotﬁer raft with

a small connecting plank between the two. The monkey went across the
plank with his jar, filled it, brought it back to the fire; it.was

not quite enough so he went a second‘time; then he retrieved the
fruit. Heknew that 'water in a barrel' could put out fire, but he

was unable to generalise to ‘water', of which there was plenty in

the lake. He had oniy to dip his jar ovef the side. A human child

. of six or seven would have made this association between the two.

Some patients injured in this area may begin te use nouns only
specifically, 'the black dog', 'the large book' etc., and consider
justlplain 'dog' or 'book' to be incorrect. There seemed to be

Fhe loss of the power to extract-the general and !
~ essential a&tributes of objects and phenomena and
therefore to deal with objects as members of a
cafegory, or conceptual class... words... remain
merely sound sequences correlated with concrete
objects.” (Maruszewski, 1975, p. 29}.
With 1es%ons of the secondary zones of the left temporal region,
the patient can‘lose production of nouns entirely. The following is

the description by such a patient of a shell exploding, himself
?



-29- g

losing consciousness, and regaining health slowiy: "suddenly... now
this... bang!... and then... nothing.:. nothing... and since...
Tittle by little... better still... quite... and nmow... do you see?"
(Luria, 1973, p. 140). -

Losé’of naming occurs with lesions towards the back of the 7
Tanguage area and the cross modal association areas. The oppbsife
occurs with lesions towards the front of the language area. Here
verbs are_ m1ss1ng, and are often replaced by gestures and physical
actions, to accompany the nouns which are used in '£e1egraph1c
style'. "Here front... and then... attack... then... explosion...
and then... nothing...‘;hen... oﬁératiop... splinter... speech...
speech." (Maruszewski, 1975, p. 108) . Whereas in a normal Polish
sentence nouns take‘}se endings, here the nouns were all in the
subject case. When.a lesion occurs in the frontal Tobe, just in
front of Broca's area (the front part of the language area which is
re]afed to production of speech) both nouns and verbs occur, but with
three to four times as many nouns as verbs. {ILdem, p. 112).'

The left hemisphere may be specialised for syntax, possjb]y
linked to Broca's area and the production of language. .When
Wernicke's area is intact, ;omprehension seems to be good; but féi]s
when a patient with g lesion in Broca's area, must rely on syntax,
rather than on semantit c]Ues, for understanéing (Ha]ﬁe, Bresnan
and Miller, 1978, p Z%J/)'These patients have d1ff1cu1ty using
grammat1ca1 morphemes and “substitute numbers for plural markers,
adverbs of time for tense markers". (Idem p. 229) Nor do they seéem to

process articles. Presented with black or white squares and circles,
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as for example: - \O @ . and asked to press mvihi'te onle, the
patient will press appropriately. When asked to press ﬁﬁg b]éck one,
he will press a black one. A normal person will see that there are’
two black, but a chioice also between two circles, and hence will press
the black circle. (Halle, Bresnan and Miller, 1978, p. 235) This
inability to process functiqn words at a ]exica],‘nonsyntactic Tevel
may be iqdicative of an autonomous\syntactic processor. It is note-
worthy that: I-'the Broca's aphasic wi;h te]egraphjc speech not only
omits grammar and connector words, but he also cannot even repeat

them on command nearly as well és he ;an repeat nouns and other more
substantive words." (Schiefelbusch, 1978, p. 26).

" Total aphasia results only when the dominant hemisphere is
severely damaged in the language area. Loss of nouns or of verbs due
te posterior or anterior 1njﬁ}y also occurs only with reference to
the left hemisphere. It weculd seem_thét the right‘hemisphere has some
capacity of response toc nouns but it'is doubtful if it has any
verbal capacity. There is communication between the two hemispheres
via ‘the corpus calosum, which briJ;es thé two halves. When information
is shown to the left field of vision and-the right hemisphere is
slower to respond, it is difficult to know whether it'indeedbhas
capacity, but is slower, or whethep the information has been relayed
to the left hemisphere which has replied in delayed time due to the

transfer. In some patients the corpus callosum has been severed to -

prevent propagation of excessive epileptic activity from one hemisphere
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to the other. . In these cases,.if a stimulus is shown only to one

field of vision, only the hemisphere of the opposite side can

initiate the response, if any. These persons are termed 'split

brain' patients.

Rose finds that only half of the brain has the naming centre:

Gazzaniga

In most individuals, where the left hemisphere is
dominant, the speech centres are located in the 1éft
hemisphere... in the case of a person with a split
brain whose right visual field but not left is shown

an object, he can name .it properly, because the right

‘half of the visual field connects with the left side

of the brain., Wuhen an object is shown to his left

but not to his right visual field, however, so that

‘the iﬁformation concerning it is received only by

the right hemisphere he is generally abTe neither
to ‘say’ nor to 'write' the.name of the object,
thoﬁgh he knows how to use it correctly when
holding ft. (Rose, 1976, p. 176}

found

‘that the right hemisphere is capable of correctly

responding to printed or spokern nouns but not_to
verbs. It also proved to have Jittle or no

capacity for syntax. This data stands in marked
contrast to the data from children which suggest

that the right hemisphere up to a Tate age, as
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just mentioned, possesses a rich language capacity
involving a]]féspects‘of normal language behaviour. '
» ~ (Dimond and Beaumont, 1974, p. 376)

-

This last éentenpe will be taken up again in a later chapter. Gazzaniga,
found that in én attempt to téach language to global aphésics,_noun
symbols weréffearned in a few trials, whereas verbs took some,weeks.' He
suggests Fhat it may be that the 1éft hemisphere is specialised for

" predication. A global aphasic must of course, work with his right 2
hemisphere since his left has suffered the damage which caused the aphasia.
Seamon also found that "the right ﬁemisphere js-uﬁgﬁ1e to respond
accordjné]y to verbal commands, or to comprehend the semantic aspects of

:yenbs.":iDimond_and Beaumont, 1974, p. 187).

It is to be remembered, of course, that this information concerning
capacities of left and right ﬁemispheres is obtained by éxperimentétion,
and that this is necessarily narrow. A word presented in a test is like
a scheol exercise, and the brain may not respond to it as Tt would in .
a normal Sitﬁation. “Normally, all =~ . : l
our attention is focussed on-the semantic aspect of

words; only under special conditions does the word
lose its meaning, iﬁ‘which case its sound comes into

“the foréground; Ip perceiving a linguistic sign, we
do not automgtica]]j become aware of fits material form.

(Maruszewski, 1975, p. 125}, _

A



. One reason for the production of seeech becoming established in the
r‘lefi hemisphere may be that the left hemisphere works sequentially,
whereas the right hemisphere works in paraliel on gestalts:
One of the most 'striking djfferenées is that reported
by gevy-Agresti and Sperry (1969) who suggested that
the hemispheres proceed by different modes, the left
by sequential analytic procedures and the ;ight with
., . . synthetic Gestalt apperception. This difference was
| fakenfto be one of seeuential processing by Cohen who
i has previded evidence that response,fihe for the right
hemisphere did not iﬁcrease among increhsing.numbers
of alternative letter stimuli. (Dimond and Beaumont,
1974, p. 74). ' o
When the number of st1mu11 for comparlson with-a given word were increased .
in the right visual field go;ng to the left hem1sphere, .the t1me needed
to give the response 1npreased-accurd1ng]y. Iez}eased,numbers pf items
> in the left visual field did not increase the time required forlresponse
by the right hemisphere. This does seem to indicate a parallel scanning
by the right hemisphere, proeeseing more than one item at a time. Kimura
and Durnford also found that if, in a visual test to both fields they used
oﬁ]y three types of lines --- horizontdl, vertical and oblique --- the
’1eft hem1sphere took over the processing and responses as these three

types cou]d be verbally med1ated when the number of lines and the

slope were increased, the r1ght hemisphere took over processing and was

equally efficient. (Dimond-and Beaumont, 1974, 35) -

- e el e
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The left half field of each eye goes to the right hemisphere,

and the right half field of each eye goes to the left nemisphere.

Light " Light
\7 : ¥

*Left eye — ‘ —Right eye

Lateral geniculate~"
body

Right
_visual corteg Left visual cortex

Diagram'3’ The visual.system of the human. Note the crossing over of

the pathways.- (Rqée, 1976, p. 103) _
0 ‘. c !

A further proof of single seria1 processing on the left was found,

/when stimuii flashed to one channel createdvslowing‘of response due .

‘to fatigue. When Stimu]f Were then switched to the other channel, .

response time'suffefed from the same fatigue. It was the reverse

however;y for the right hemisphere. When one channel showed fatigue //

response, dnd stimuli were switched .to the second channel, response \\\_,

[
.y s

3
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time was once again rapid and alert:
It is not surprising that transfer of fatigue was‘.
not evident because fatigue accumulated in one
channel would n@t be expected to generalise to

another parallel channe}. (Dimond and Beaumont, 1974,

<, P, 64). )
>

4 _
It does seem then that the work of the left hemisphere is sequential." -

This is importaqt for I?nguage since language is éssentia11y I%near —- .
it goes from left to right and is proce;sed in that sense. 'The dog
chased-Johﬁ' and 'Hohn chas®ed thé dog'. include exactly the same words, ‘
but exﬁress two different ﬁeanings only because of different word order.
It is true thét sbmp languages have case ending§ which makés word order
less important; but even in these languages there is a natural wofd
order in childhood and an order of style amang adults. For understanding
and producing speech a sequential processor is needed, and thus language
becomes dominant in the left hemisphere which works sequentially.’’

Physical recognition tasks seem to be better performed by the

right hemisphere. We recognise a person by the way he walks, although

we might have difficulty explaining the exact movement. Some people

- whem we: can recognise easily, we may not be able to describe. When
L

odr son-in-law came to see us, L knew he Tboked somehow different,
but did not realise that he had shaved his moustache until he told me
so. HWhen in an exercise book, however, we .see Mr. and Mrs. Jones,
their children John, Peter and Mafy and their friends Genny, Laurie

and David, it is hard to remember which is which. We can then search

- . ’ ' . [ 4
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for détai]: Peter has 1asses,-David has short hair, John resembles a
shéggy goat: |

The left hemispheré‘s learned associations between

"names and faces depended on the identification and
label1ing of .unique facial features. It appeared
that the overall form of a face could not be
- remembered By the left hemisphere. (Dimond and .
Beaumont, 1974, p. 155).
Somewhat similar results were found with tlocks of various

shapes. Levy-Agresti and Sperry found that "the speaking hemisphere
consciously analyses the details of eaéh Block, while the mute |
hemisphere ‘synthesises the block gestalt and visualises it."
(Dimond and Beaumont, 1974, p. 52). The same task was given to a
group of Caltech students who only performed at chance level on the
hardest of the sets. They described theif technique by saying "@e11,
.it had si; equal surféce,'éo_it Qés q'chbe. ‘There were two_contiguoué
rough surfaces". When asked whétﬁér they used other methods they
replied that tﬁefe were none, - y
It was pointed out that'they:f?uldrhaﬁe'simp1y
visualised the whole stimuTus,iat_which they mani-
fested surprise and said that this strategy had not ’ \
occurred to‘them. One gets the suspicion that
eighteen or so years of formal schooling in the -

sciences may functionally ablate the right hemi-

Ephere. However, it must be kep% in mind .that the

-,
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descriptions these students have of their mental
function weké controlled by the Teft hemisphere.
. (Dimond and Beaumont, 1974, p. 153, 154).
We have to bear in mind that the left hemisphere produced the
" description of the mental function, but we must femémber alsc that
these were normal ‘students, ﬁgz\patients. Sperry found, with split-
brain patjents, that
the right hemisphere will not uncormonly generate
emotiona]‘reactions of displeasure under condi-
tibns in which 'the minor hemisphere, knowing the
correct.answer bpt unahle to speak, hears the major
hemisphere making obvious verbal mistakes'. (Dimond
and Beauront, 1974, p. 267)-
In a normal person, the right hemisphere certainiy has input to what
is expressed in speech.  Thus it seems indeed true that students
carefully trained in scientific, verbally couﬁhéd;methodé]ogy,may
let éall into disuse part of a natural gestalt function, which they
could not exp]ain,-and which would therefore be suspect.

The right’hemisphere also has its own'areas of superiority.
we'haye already seen that the right hemisphere more readily recognises
facés. The face is seen as a pattern or gestalt, as are other patterns
and visual wholes. The right is superior for the Tocation of articles
in space, and also for depth perception. : The latter is dependent on
binocular visjon, but it would be expected that the hemisphere

specialised for visual processing would also ke superior for judging
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depth. The right hemisphere made a superior number of right judgements
as to whether a first rod was closer or more distant than a second
rod, when both were shown to one visual field. (Dimond and Beaumoné,
1974, p. 55)° The right hemisphere was also supe}ior to the left
"both in the direction of ﬁotion and in the discrimination of orienta-
tion of 1ines, arrows, and tWo—dfmensiona] objects in space...."”
(Dimond and Beaumont, 1974, p. 167). "Rapid scanning of stimuli for
enumeration" (Dimond and Béaumont, 1974, p. 44) was also a right
hemisphere- superiority, perhaps due in part to parallel processing
rather than séquéntia]. It is interesting that location of dots
flashed upon a field was superior for the right hgmisphere in bbth
maies and females, but more.so for the males: "Kimura suggests that
the differentiation of the right and left hemispheres with respect to
visuo-spatial ability may be greater for males than for females."
(Dimond and Beaumont, 1974, p. 55).

) The general perception of one's .own body seems to be based in the
right hemisphere. Luria found ‘ancsognosia‘, or assence of perception-
by the patient of his own defects, with right hemigphere lesiohs. If
the patient was affected by paralysis due to a right hemisphere Jesion,
he did not notice this paralysis. He was unaware of the left side of

space and did not notice these deffects. {Luria, 1973, p. 167) A



-39-

patient was given three men to copy.

and he produced these —ﬁ,ﬁ% '

as a perfect copy. He seemed unaware of the left side of the sheet.
Perhaps our orientation of ourselves in space depends upon our right

hemisphere. .
It has been considered that the Teft hemisphere was superior for

logic, which depends on sequential thought, and also for -calculation.

Test responses have usually been yerbal, and therefore mediated by

the left hemisphere. In a task of.addition or subtrattion when the
cofrect response had to be indicafed by hand, "the number of correct
responses was greater in the right hemisphere.” (Dimond and Beaumont,
1974, #. f3). The only solution as to fwhy-performance in the right
hemisphere should be superior... is to suggest a right ﬁemisﬁhere
basis for ca]culation in the human brainf. (1dem, p. 73}. The-right
hemisphere was also found to be "supérior in the identification of
digits, and that in matching digits, more signals were missed at the
Teft than at the right or both hemispheres." (Dimond and Beaumont,
1974, p. f9): Dimond suggests that “the’capacity of the right
hemisphere in dealing with spatial events may be related to the
capacity for calculation or numerate abilities." (Dimond and Beaumont,

1974, p. 74).
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Thé left hemisphere has been considered the logical, reasénab]g:
one, without which sensible, rational behaviocur would pot be possible.
Although the right seems to have a aifferent kind of co&sciodsness,
it is nevertheless more efficient than the left when in control, more

efficiedt but not verbally expressive:

Under the special testing conditions designed by Levy
et alia (1972}, to evoke 'leading' activity in the

minor hemisphere, it is possible to observe patients

' reactiné under right hemisphere control for appreci-

able intervals of time... Ehey'seem to mova

into a somewhat dreamy state, speaking little, if at

all, and sométimes actually failing to respond when
addressed by name. For some time thereafter, the

patient may remain quiet or speak without modulation

-of the voice and with impoverished vocabulary. To

an 0n1odker it is difficult to avoid the impression
that there has been some subtle change in the .
'quality' of the subject's consciousness, though it
shouid be borne in mind that the 'efficiency' of his
performance is actually higher when the task is
executed under fight hemisphere contrel. (Dimond and

Beaumont, 1974, p. 273).
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Again we find the right hemisphere deficient'jn expfessive
language Eépacity, with the "virtug] inab1lity of the right (or
minor) hemisphere to express 1tsev# in either speech or writing. .
(Dimond and Beaumont, 1974, p.‘2§g). Few perséns become aphasic
after right brain damage, and fo&those that do, mdst tend to recover
rapidly. iﬂaruszewski, 1975, p. 71) With split-brain patients if

was -found, however, that "the right hemisph had a high level
| of comprehension of spoken ﬂanguagé and co;§:3a150 read ét-]ea§t )
nouns.. There appeared to be‘no receptive aphasia of the fight
‘hélf-brajn." (Dimond and Beaumont, 1974, p. 148).  Gazzaniga
efpérimeﬁted with normal patients, and found thqﬁ
some patients who have had perceptual oBjects shown
to them while-their left hemisphere was anaestﬁetised,'
were iater unable to recdll the objects preyiousjy
shown to them, but were able to recognise them by
picking them out of a display. This might imply
~ that information cannot be re-ccded between processing
systems after a delay." (Dimond and Beaumont, 1974,
p. 201).
Thus, the right side had stored a visual image of what it had seen, but
was unable to code it linguistically, since the Teft hemisphere (to
which it could have passed the information via the corpus callosum) was
out of action.. Seamon subsequently Sugéests that our early childhood

memories may be availabke in the visual system, but‘are not accessible

through the verbal system. Zangwi]1 adds to this information, that

S~



-42-"

there is no evidence th;t~£he right hehisphere is

jncapable of the storage and reé?ieva] of recenf

experience, only that it cannot formuiate_and

communicate this experience. The right hemisphere

may be mute but it is certainly not amnesic; (Dimond

aﬁa Beaumont, 1974, p. 271). .
Maruszewski also concludes ‘that although the left hemisphere is
clearly dominant for speech, “the‘possibility cannot be'excfuded
that the nbndominant,lsuhordihate hemisphere participates, at least
to some extent, in the regulation of speech." (Maruszewski, 1975, p. 83).

Perhaps, however, the r{ght hemisphere does more than merely

participate At a fairly. lTow level. Eisemon noted that “Tesions in
the right nendominant hemisphere, while not leading to aphasia, impair
'high-level language func‘m‘om‘ng'l as exemp]ified in the sentence
completion test, especia]iy invo]Qing the use of abstract words."
- (Maruszewski, 1975, p. 80). .In another test, four letter words for
the Keﬁt—Rosanoff Word Asscciation Test were used, and the patient
asked tq }espond. Response time was equal for left or right
hemisphere, but "the left hemispheré proauced associations which were
significantly more common.” (Dimond and Beaumont, 1974, p. 75).
Among the non right handed group "the difference between the hemi-
spheres manifest in more varied and -less common association§ produced
by the right hemisphere was significantly greater” (Idem), so the
effect was not due solely to langﬁage factors. Thus the right hgmi—

sphere seems to be dominant for the creative aspects of thought, and
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Dimond sees this role as "concerned w1th the more 1nvent1ve exp]ora—
tory and 1mprov1satory aspects of menta1 ability." (Idem, p 75) .+
Again perhaps the sequent1a1 or para11e1 aspect of proce351ng comes

into play. The 1eft must Took at one association at a time, whereas

‘perhaps the right can see a nexus of possib]e associations in the

same time, and choose a less common one. Bogen and Bogen conclude that:

“there are two different modes of th¢ﬁ§ht, propositional and apposi-
tional which tend. to dominate thé aqtivifies offﬁhe right and left
hemispheres respectively." (Dimond and Beaumont, 1974, p. 74).
Jerré.Levy suggests then that:
the right hemisphere synthesises over space, the
‘1eft analyses over time. 1 The riéﬁ%ﬁhemisphere
notes visual sihilarities to the exclusion of
conceptual similarities. . The Ieff hemisphere -does.
tﬁeopposite. The right hemisphere perceiyes form;
the left detail. The right hemisphere codes sensory
input in terms of images, thej]eft hemisphere in
terms of Tinguistic describiions. rThe right
hemisphere lacks a phonological dnalyser, the. Teft
1acks»a Gestalt synthesiser., (Dimond and Beaumant;
1974, p. 167).
Seamon expresses some of the same opinions thus:
A verbal processing system, which is specialised
for speech and athract information, may be primari]y-

a left hemisphere function, while a visual processing
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system, which is more adept at handiing
non-verba1'§pat¥;1 and concrete information,
' appears -to be associated with the right
hemisphere. (Dimond and Beaumont, 1974, p. 185,
186). _
ﬁot only 55 the 1eft‘hemisbhere clearly superior for verbal
expressive behaviour, but it seems that it also directs the right
hand and_complex mofor activitiesg )
one hemisphere, as-a %u1e‘£he left, exercises a
prepotent role in the acquisition of speech and
probabiy alsd in the in{tiation of vojuntary motor
activity... 'the preﬁence of speech, writing, calcu-
. Tation, the bulk of 1angﬁ@ge comprehensfon,'an& the
jdeation dependent on all these, along with-the
motor and sensory representation of the dominant
hand, would strongly favour the left as the leading o
hemisphere'. (Sperry, et. al., ?969, p. 285; .quoted
ih Dimond and Beaumont, 1974, p. 272}.
_ Here again the left-ﬁay lead in guiding the right hand and compiex
motor aciiohs becausé'these have to be preparéd as a.program sequentially
and do ng; happen in parallel, as 3 gestalt simultaneous ordering.
Trevarthen finds that "the domiﬁant hemisphere is the centre for
expressive behaviouy, as im the special voluntary u;es of the dominanf
hand (01dfield, 1969}, beﬁause the programme of intention must be

conceived as a serial patterning of linked actsithat are projected onto
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an apprbpriatg]y compliant external medium." {Dimond and Beaumont,
1974, p. 255). |
Man is the.only animal with'differentiated hemispheres. He is

also the ;uper?or‘anima]. We have b7en considering thE'capabiléties
of each hemisphere separately. Normally of‘course, the two hemispheres
wofk together.’ Depending on the skill required, two signals both
arriving at %he same hemisphere would be responded to faster by the
hemiSpheré dominant fo} that skill; but if.one of the two signals
 was fiaéhed to each hemisphere, the response time was shortened.
(Dimond and Beaumont, 1974, p. 59). When one word was flashed to
each hemisphere, the number correctly reported increased over’the
' numbe} when two words were flashed to one hemisphere. It seems that
~each hemisphere first processés fhe‘infdfmation that it receives
before sharjng the results of analysis. The fastest hémispheqe can
therefore initiate action, and since both are usually at work on

the same prob]em; results can be cross-chécked acgdrding to two
»different systemsﬂ (Diwond and Beaumont, 1974,‘ﬁ. 60). It is as

if there were two computers, working differently,
- " sitting side by side, each interac%ing with the
world, providng a surface on whfﬁh information

can be received, each.proceeding with analysis of the
jnformation and checking off its findings against the
other, ultimately Jinking or cross-compéring thé ‘

products. By this means the paired organ system of
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the brain provideg an advantage to the individual
by extension of his capacities and makes him,
\\ considered as a whole, a more efficient and productive
| membe?. (Dimond and Beaumont, 1974, p. 58, 59).

We are unaware that we have two differential processiﬁgléystems
working for.us iq our brain, and because the left is more overtly
Togical and voecal, we may come tg rely more heavi]yvon its type of
prdcess Only when we are using both hemispheres optimatly, however,
do we ach1eve "the diversity and finely tuned actions of normal

human behav1our" (Dimond and Beaumont, 1974, p. 84),
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-CHAPTER 3

In order for language to déve]oﬁ, both social interaction and

L

genetic inheritance are necessary: A human baby has a brain wired
in for language as a species specific capacity. If this baby is
not nurtured in g human setting and if he does not hear language

used arocund him and with him, then despite his language capacity

“inheritance, he will not speak. Maruszewski states:

The fact of language as a unique phengmenen in thé
animal world speaks anly for mah'é extensive
possess%onAof a'spécial aqﬁipmeht necessary fér :
acdyisition'of language; ih this sense, these
functions are dependent uﬁon mechanisms and are
biologically determined. As already estab11sheq,
this specific equ1pment' is. to be sought primarily
in the brain's anatomical and physiological )
properties. At the same time, the dependency
on social conditions of 1anguage acqu1s1t1on and
on opportun1t1es of cantact with other speakers
shows that this b1oiog1ca11y and organically
determined language equipment cainot be activated

« autonomously but must be 'pfogrdhmed’. The
conditign for"programming' is contact between
the individual and'the objective system (as

,ear11er def1ned) This contact allows for the
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) rL]es of .the 1anguagg to be ‘coded’ into‘given

' neuronal. structures, that.is, speech performance
rules which mﬁst-bé adhered to for effective
communication with the environment. | (Maruszewski,
1975, p.o12) L : .

What is meant by "neuronal structures' and 'speech performance _ .

rules'? Chomsky suggests that "the language user (speaker hearer) v

e

| possesses, as_cerebral.equipment, a highly abstract system of
grammatical rules which enab]é him to genefate and decode utterances
k]inguistic éombetence)." (Maruszewéki, p.40). Chomsky found it |
surprising ‘that the child, with still deJe]oping cognition, could
also develop Iangugge at.én,easéy age (séhtences by two and a half
years) and become a functional user of the language by the time he
enters nursery scﬁooa. He‘félt that oh]y genetically inherited
mechanisms could. permit him to speak grammatically so soon.

Already, before stafting an production, he must have made“sense of
phonetic iant, yh%ch must have been as Chinese would be to us when
he first heard it.

’ What-wé acquJl_tlay and- hear is deemed by Chomsky to be
'Surﬁacé.strdctufe'. He posits also a necessary 'deep structure'. - .
His.now famous'senteﬁéb "Elying p]ane;'can be dangerous” must

“obviously come from ﬁne of two under]ying‘deep structures --- either
uPIanés fly.. P]anes‘cah be dangerous.” or "Men fly p]aneg; This can

. be dangergus." Tran;fdrmat n rules operate on deep structure in a

hierarchical fashion in order to create the surface structure which

) wé actually speak.
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Transformation ru]es.seem to be universal, or requireaf}n

every language. The sentences "The boy hit the ball.", "Did the -
boy hit the bal1?", *Was the ball hit by -the boy?”,"What didn't
the boy hit?", etc. are evidently related. They have one underlying
simple form (deep structure) already marked for the particular
transformations, which will carry the needed meaning.

A transformation is an oﬁeration which converts

one phrase structure into .another. This is

“accomplished by such simple operations as

supstitution ¢"what” for "the ball"), displacement

(preposing of "what”), permutation . (of subject

and auxiliary) and a few others. Such opera-

tions are linguistic universals, characteristic

of all known human languades. (Slobin, 1971, p. 17)
Once these transformations have been completed, the deep structure
has become surface structure ahd carries in speech the meaning
intendeé: This can now be decoded by the hearer into deep structure
which again‘gives the base sentence plus markers of intenticn;

this can be decoded by the brain s}stem so that the meaning is

understood. The presence of deep structure can be 1oglca11y‘demon- |

strated, but we may 0n1y guess at the neuronal mechanisms 1nv01ved
Sounds of speech or phonemes are themselves universals ef}
1anguage; Every human child must perceive the phonemes of his

mother tongue before he can learn to produce them.
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Apparéﬁt?y the child begins with a simple and
global distingtion between .vowels and tonsonants;
not attending to differences between sounds
within those two classes. With development,
these classes are divided and redivided as new
contrasts enter the system. -All along, the
_child uses the universal principle of distinguishjng
" ¢lasses of sound by distinctive features, but 1t.
takes severa] years for him to arrive at the fu]]
compiement of features employed d15t1nct1ve1y by

his native language. {Slobin, 1971, p. 63)

_Phonemek may differ somewhat from 1dnguﬁge to language, but all

languages must make use of phdnemes rAfkrench person 1éarning
English may use approximately the phonemes of his own language

for most words, but must add /I/ /'U'/, /_A/ 74/, /{j//a’//e//a/
and three diphthongs. A Frenchman may say "ope" for "hope", and

and Englishman may say[bauq for[@hiﬂ!when;speaking Thai. In

Thai there are two words of different meaniné, distinguished only

by an aspirate after the "p". English does not hse an aspirate
after "p". Despite some differences, French, Eﬁé1ish, Thai, and
indeed all Tanguages, employ phonemes with distinctivé features.

This undversality is true also of grammatical structure. One

word utterances already frequently express wider meaning. "Mummyi“

may mean "There's Mummy:" or "I'm hungry, Mummy:!" or “Came here,

n
.

Mumny With two word utterances, the child .enters fuller ;emantic

1

intent, although the context is needed for understanding.
. L

e



-51-

B]oom'(1971) noted that “Mommy sock” occured
twice in one fecording session but in two diffétent contexts. In
_the first it meant "Kathryn picking up Mommy's sock", in the
second "Mommy putting Kathryn sock on Kathryn". Two-word utter-
ances most frequently express subjeét—object, subject-verb, and
verb-object strings. Noun phrases come later. A child learns
“throw block" or "baby block” before "big block" or even "blocks".
Chj1dren seem to learn "the syntax of language ~ the arrangements
of words in sentences - before they learn inflections of nouns,
verb, and adjecti&e forms." {(Ferguson and $lobin, 1973, p. 438].°
The reality of subject-predicate in longer constructions Ras
also been atfested in such taped expressions as "Want that...
Andrew ;;nt that." which "indicates a layered build-up, and that
the verb is primordial. “Stand up... cat stand up... Cat stand
up table.) "c]ear]y‘expresses several graﬁmatica] re]atfonshibs"
(Slobin, (gz1, p. 48) and indicates the probable processes of
aduit speech. Kenan (1969) and Blount (1969) have studied
Samoan and Luo children reSpecfively and have "demonstrated
striking cross-linguistic universals in the early forms and
functions of child speech.” (Slobin, 1971, p. 46).
Semantic universals also exist. All languages seem to use
opposites, for example: "day-night", "hard-soft" and so on.
//’ | "Osgood has found that antonyms break into three
\ major, universal categories of affective or

AN

) connotative meaning: evaluative (represented by
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dimensions such as good-bad, happy-sad, beaqtifu]—
ugly) potency (e.g. strong-weak, brave-cowardly,
hard-soft), and activity (e.g. fast-slow, tense-

" relaxed, hot-cold}." Slobin, 1971, p. 84)

The Whorfian nypothesis that language controls our way of thinking

about things is indeed in its strongest form false. We know -

7 ‘ . .
perfectly well that the world moves around the sun although we

continue to say "le soleil se 1éve"; "le soleil se couche".
Because it does carry meaniﬁg, language can of course influence
our thinking. "Bloody Frenchie" or "Maudit anlais” will not assist
ratibna}hundérstanqing, but somecne who hears the expressions is
not therefgre irrevocab]?ibound by the type of underlying ‘thinking',
if such one can call it. Thus "the str%king differences between
languages are not so much in what théy are 'able' to express, but
in what they habituailly do express and are required to express.”
(Slobin, 1971, p: 129). An Arab may have four words for 'camel' and
an Eskimo may have 3ix words for ‘snow'. This is simply becaﬁse
language fiirrors experience:_ | v
Presumably the basic dimensions along which
lingUisticaiiy-expressed categories vary ére -
universals of human cognition. And probably
-the same basic functions are performed by all
languages --- making and negating_assertions, :
.asking questions, giving commands, and S0 on.

Certainly the basic 'form of human language



-53-

is universal." (Idem)
These universals of language must 'fit' somehow with the

neurological networks or "neuronal structures" mentioned by
" Maruszewski. Chomsky suggests that the universals themselves are
wired in: -

What initial structure must-be attributed to the

mind that eﬂab]es.it toconstruct such a grammar

from the data of sense?... Suppose that we assign

to the mind,'as an innate property, the general

'fheory of grammar that we have called 'uﬁiversal

grammar'.... [This] then, provides a schema to

which any-particu1dr grammar must conform."

(Chomsky, 1968, p. 68, 76).
There must bg some a priori organisétion which causes all humans
to be able to learn 1anguage, and which causes all languages to
use universals. Whether these universals are dependent on this
organisation or whether they are themselves a "giﬁen" in the brain,
it is impossible at this stage to know. Rose (1976) would prefer a
larger base which determines the universals. Specificity he'fee}s
Jeads to the rigid patterning of the insects, and hé would "take
g2 stand against a neo-Cartesian position on the status of language
as a wired in property of the brain." (p. 59). He prefers a
broader developmental epistemology to a wired in, totally prepared
mechanism which need; only the.natural maturational process in

orde;1x)deve1op --- as does the genetic epistemofogy of Piaget.
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‘Such a rigidly unfolding mechanism would make the environment and
experience unuseful, though necéssary, and I think that Rose
- misunderstands both Chomsky and Piaget. He states that:
if all Tanguages have a similar deep structure,

the implication must be that aspects of this

tructure are therefore in-some sense wired

in to the brain, that within the co?téx certain
' connections are programmed in such a way as to

make the emergence of laﬁguage inevitabie and

part of the essence of being human. (Rose,

1976, p. 175). '
~ The emergence of language is inevitable in a normal child without
physical speech impediment, and growing up in normal nurture: it
is not inevitable, in fact will not take place, without normal
nurture which includes the environment and experience.

Oatley (1972), on the other hand, sees possibi]ities'for
understanding other brain functions, using the analogy of Choméky“s
theory of competence:

Thes idea of ¢ompetence, what we must in some sense
'*Khéﬁ to be able to act in some Qay, can be separated
from‘the idea of performance which involves questions
of how in particular the knowledge is represented
in the brain and what mechanisms produce behaviour

on the basis of it." {Oatley, 1972, p. 164)
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This underlying knowledge should be expressed in the most neutral
way possible for it would "be difficult or impossible to under-
stand performance .correctly if our idea of thé underlying combe-
tence were bﬁsica]ly‘wrong.“ (How true this is for second language
methodology, although for Chomsky performanée does not inc]ude; at
Teast in Tinguistics, how it is represented ip the brain.) Oatley
(1972), states: -

There is a sense in which each child does work out

the grammar, inducing.general rules from small

numberé of specific instances. But it seems clear

that to be able to do this he must inherit very

strong biases as to what kinds of inductions to make.

He must possess -foundations of a very specific

kind, waiting as it were, to receive any particular

. language, éng]ish, Ch{nese, or whatever. On the

basis of what might therefore be called a universal
grammar which we all inherit, the specffic grammar
of ouf native language can be-built.

If auditory and visual data had to be Tearned
about in all their possible arrangement;,,%t seems
unlikely that any individual within his lifetime
would acquire a $elf-consistent set of mental -
operatidns to underiie perception, 1ahguage and

thought. {Oatley, 1972, p. 169).
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Vision is a very complex process involving billions of
cells. 'Ihere are 130 miilion receptors in each eye, and each ‘
one receives light from a particular point on the visual field.
Cells oh therperiphery respond to movément,.but without any
infonnatiop concerning that movement becoming available. The -
head must be turned to identify the source of movement, but at
least the alert has been sounded for possibie danger approaching

from the Qings. Some receptor cells carry informatioﬁ to the

optic nerve; others spread laterally to coordinate information

or to inhibit action of cells. Some cells respond only to

movement in a particular direction; thus 1f they fire, the

. message can be intérpreted as “"something coming in from the left".

Some respend to spots or curves; others only respohd to line
segments. Some cells respond to a spot of bright 1ight, but
if another spot is flashed near it, other cells will inhibit
their action and so the response will be lessened. Some cells
respond to red, some to yellow, some to blue; and because of
their greater or lesser response, we are able to see colour as

we do over the whole spectrum.
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Diagram 4. Helmholtz's development of Yodné's theory of colour
vision is still the basis of our understanding of_co]our, His
diagram shows how three types of cell {1, 2, and 3) each respond
over the whole spectrum from red (R} to violet (V}, but that each
has a maximum in a particular place. (0atley, 1972, p. 81)

Thus vision is not just a question of a picture being reflected

on a field, which we can then inspect with 'our mind‘s eye', but is

~rather a matter of millions of cells réspondfng to 1ight in various

ways, and sending'impulses to the visual cortex, which recreates as
a coded picture,which the brain can ‘read',that which has been
received as Tight:

One of the most important things we have to under-

stand about the brain is how networks of nerve

cells détect batterns, and interpret them as arising

from significént events or objects in the environ-

ment. (Datley, 1972, p. 67)
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Without this intricate, wired in system for vision, we would be

unable to interpret, only with the help of experienfe, the ]%ght
impfnging on our eye, as a tree or a person. We must of course
touch and taste and experience in order to allot meaning from the~ /
cutside world to the 1ines-and spots and colour coded by the wired

in mechanism. We must also cooperate in communication situations with
e .

people in order to store gnd use the meaningful ggmbo1s of that
particular language: but that which_permits the acquisition of that
language is a wired in system whicﬁ prepares for reception of
stimuli (a phonO]ogicai analyser) and some séhemata or univerdal

scheme which‘bermits the generatjon of deep structure, and so via

~tran$formations to surface structire. Vision possesses the visual

cortex, where, spread out on eifher side, the visual scene can be
recreated in code, which the‘Brain can_read. Language also possesses
a language area in fﬁe brain; Qhere genténces coming in as electrical
sigﬁa?s can be spread out in code (structure) to Tntefﬁret meaning.
The reverse must also be possible for langgage; the brain must be
able to code meaning into a structure which Teads to speech (via

khe hundreds of §igﬁa]s sent to muscles of mouth, 1ips, throat, etc.).
[f from a strait-jacket we had'on1y ever seen the walls of a blank
cell, then desp{te our intricate visual system, we would be unable

to interpret the outsipe world if suddenly taken into it. A riormal
baby touches and tastes what he sees in order to be able to set up

a model of the world he éxﬁeriences within his brain. In the same

way then, a child brought up bj wolves, and despite his innate
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1aq§uage processing area in the brain, would be unable even to
~tearn to speak if suddenly brought within man's societ} and
communiéation.system, after reaching a certain age.

The brain is not.a conglomerate of differently driven
mechéﬁisms --- some hydraulic, some electric, some steam-driyen
and so on. Théré is one message system tﬁroughout the bféin, and
indeed éhe body: electrical current passes through the synaptic
cleft from the axon of one cell to the dendrite of another. |
(This system is supported and fed by chemical changes within the
cell and to fhe memb;ane.) If the v{sual‘system helps us to under-
stand howvlanguage may work; then.language may ﬁe]p us to under-
stand ﬁow thinking may Qork. Qatley sees Chomsky's model of compe-

“tence as possibiy illuminating for thinking. In order to speak or
'per#orm', wé:muﬁt have a certain knowledge or‘compéf;nce in the
brain. How it all works as a system we do not yet know. Yet, ‘

Logical thought, as distinct from grammatical
correctness, ﬁay well depend updn‘the same
innate mechanisms which Chomsky has called
the universal grémﬁar... If we put together
Craik's idea:of mentai processes modelling or,
symbolically representing reaiity [The child tastes
and touches and sees, and the 'world out there'
gets coded in- the braid] with Chomsky's idea of

,; competence, then a means for finding cut:about -

some fundamental mental opefations begins to
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suggest itself." (Oatley, 1972, p. 173, 74).
Just as Chomsky Tooks at speech or surface structure and deduces
1o§ica11y the jecessary deep structure; and from that the under-
lying necessary know]edgefor competence; so we can look at what we
see in the world aroupd.us and at their interrelationships, and ask
what a model of the world would need to represent: - |
In order to make 1nterpretqtions of any kind the
interpretative structure clearly needs to cpntAin
some know]edde,bf what interpretations aré
possible, what the world 15511ke, what kinds
.of things happen and what kind pf relationships
.can exist... the-coqgept corresponds to Craik's
idea of tﬁe model which reflects the workfngs of
“ the world, to Chomsky's notion of compéténce, |
or to Piaget's-postulates of the lpgical cohcepts
which each child seéms to grasp." (Datley, 1972,
p. 193) )
Chomsky's competence leads to performance. By stating the rules df

transformational grammar, he is.able tb move from deep structure to

. surface structure, or the reverse. Oatley realizes that:

The model is however not just knowledge, but

includes the.idea of mechanism. It has a meta-
physical handle which can be cranked toxﬁake_ o

this internal representation actually work tq ot f

- produce predications, or.behaviour, or perception.
{Idem). ‘
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Chomsky has stated that his model is theoretical, and in no
" way épécifies brain mechanisms, .yet insofar as all languages use
universals, and "all languages are so cons;ructed as ko conform
Mo the requirements -imposed upon them by cerebral lénguage-data .

competenqf does lead' towards those mechanisms. Rose notes that

proces§13:”ﬂechaniéms.“'(Maﬁuszewski, 1975, ﬁ. 41). Chomsky's -
Wilder Penfield was abie to locate a number of cortical regions whicp
are primarily concerned with conceptua]isétion..némihg, the motor
activities of 1ip and tongue movemenggsin speech etc.‘ He suggests
that: ,

Perhaps some ‘of -these éreaé may in fact be not so much

concerned with speech but with the problems of

general cdmmuﬁication, asSociatéd with the wiring

of Chomsky's 'deep struéturet, while others may

be concerned with the geﬁeration of surface

structures from deep-structures." {Ro¥%, 1978,

-

p. 176).

‘_ Oatley reminds us that "we have no consciousness of, or priyéte
access to, many lower brain processes. We have no internal system
of %nspecting patterns on our retina for instance; they are frans-‘
_ferred at each stage of the analysis and interpretation\processl
We have no internal view of the organisafion of_motor_nétwdrks
that allow us to ride a bicycle." (Oatley, 1972, p. 198). Neither
~do we have a way of inspecéing internally ihg progfam which sends

hundreds of signéls\Ep our phonatory muscles. We see trees or ‘

o
¢

-
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persons because we have retinas, millions of cells reacting and a

.

viéan cortex operating: we speak and comprehend because the

various language areas and ideation areas are present in the

.

L3 - . E
‘brain to receive and work on whatever language experience presents.

Our visual experience may-permit us to recognise a platypus: our’

language experience may permit us to speak Samcan.

.
P
PR
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CHAPTER 4

Aphasia results, among:other causes, when an adult suffers severe
damage to Broca's area of the left (dominant) hemisphere, and generi11y
an adult does not recover. Pettit and Noll (1972), howéver, haye
tound that after lesions of'thg left temporal lobe, the efficiency.
for language of the 1ef€9;§} iﬁcreases during‘the period ‘of recoszx.
(Schiefelbusch, 1978, p./21) The usual advantage for verbal ia;drma—
tion is to the right ear which copneets with the Teft hemisphere.

The fact that patients having suffered lesions of the left hémisphere,
move-towards a left-ear advantage during recovery in hospital, |
indjcates that even with adu]t;dithere is some take-over o? verbal
function by the minor hem%spheré.' | |

" For a chi]d, however, the situation is somewhat different. It

. seems that at birth the hemispheres are both us§¥u1 for lanquage, and

. that up'to about eight years bl&, the child lays down engréh§ in

both hemispheres for language and other perceptions. (Dimond and
Beaumont, 1974, p. 376) Up until five yeéars of age, injufy to one

side does not seem to provoke aphasia, from five to eight years

© . dinjury to either side may provoke mild and transientsaphasia, from

]

e%ght tofou}teenyears'injury to the 1eft-£ﬁominant) hemisphere will
pfovoke aphasia thch uéua]]y clears Uﬁ wfthin a year. Maruszewski
feels that the emergence of dominance mayinot occur until eight or
nine years old, and notes that full domiéance is not always the case

for adults either; for there are some {hiwhom both hemispheres share
. ' - v
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in speech requlation.

Penfield (1965) noted that chi1dren under teﬁ or twe]yé years
of age could become aphasic after injury to the left hemisphere and
remain a yéér dumb. Thereafter they would begip to speak again. It '
was as if thé_bréin had taken that time to program cortical areas of
the right hemisphere to take over somé of the language tasks of the
left hemisphere. After this age, however, he foﬁnd children unable
to start language all over agaiﬁ as if the areas in the right hemi-
sphere, which might have been used for speech, were now already
programmed for perception. It has indeed been found thétE "the
ear{ier left hemfsphere lesions occur, the better is subsequent
verbal function as compared with perceptual function, and the later
left hemisphe;e lesions occur the better is perceptual function
relative to verbal function." (Dimond and Beaumont, 1974, p. 169).
This does seem to indicate the use of some poséib]e perceptual areas
b%.the right hemisphere for transference of language function.

Hhitaker (1978) suggests that the brain has, reached eighty to
ninetj percent of its adult values by four or five years of age:
"Biochemical, electro-physiological, and morphological criteria all
point to the same conclusion.". Concerning the electrical aétivity
of the brain, Rose notes that from normal birth, when an E.E.G.
pattern is,we]]—developed compared Eo a premature birth, the pattern
“gradually approaches that of the adult. The final emergeﬁce of the
adult pattern appears between the eleventh and fourteenth years."

"(Rose, 1976, p. 191). This does not necessarily invalidate the
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eighty to ninety percent for language, but does remind us that
maturing continues after four or five years of age. In an
experiment with ten adults and eleven children of four to eleven-
years, electricdl activﬁty‘gf Teft or right hemisphere was measured
by electrodes placed over the scalp. Most subjects, showed a
greater left hemisphere activity when speech stimuli were presented,
and a greater left 'ear activity when non-verbal stimuli were
presented. (Molfese, Freeman and Palermo, 1975) This seems to
indicate that lateralization is already present in children of four
years of age-and upwardst af least in reception. Krashen (1972)

tested children from four to nine years for differences in right or

“Ieft ear advantage and found none. Butterfiéld and Cairns (1974)

found specific changes in infant's behaviour in response to specific

verbal utterance within the first months of 1ife. HWe are again

‘consideriﬁg reception 'only. It is probable that a phonolpgical

analyser is part of the wired in equipment with which man is born.
This analyser is-s{tuated in the left hemisphere. Therefore a
tiny‘baby reacts more to speech than noise. (It could be simply

that he reacts more to human noise than noise.} Processing of

speech heard could be complete by'age five. Tﬁis does not necessarily
mean that speech prqduc;ion'is established in the left hemisphere by
age five. One would have to measure electrical activity of one and
the other hemisphere during speech productidn in order to ascertain

this. .
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It seems to me that lateralization of speech production and
lateralization of comp]ex'motor patterns, both within the left
hemisphere, are ¢losely linkéd. Although lateral preferences are
shown at birth and before, with neck flexed' left or right and
correlated with later handedness, yet "consistent hand preferences
are not finally established until the child reaches the.age of
about sik to.nine years." (Dimond and Beaumont, 1974, p. 90). This
may be a preventive measure in case of injury, which is more likely
to happen while the child is young. Vision has a complicated
dividing of pathways: half of the left field goes to the right
hemisphere and half of the left field goes.to the ieft hemisphere,
and the same with the right eye. Thus, if a,blow creates aamage

in one hemisphere, the child is still able to process some vision

from both eyes with the intact wisual cortex of the other hemisphere.

Perhaps a general pattern of the brain obtains for complex motor
activity and speech production. Both of these depend upon sequential
processing, which is a feature of the left hemisphere, and therefore
both are normally found in this left hemisphere. Plasticity of the
brain during youth would be a measure to prevent incapacity should
damage occur. If the complex motor area is damaged, transferral

can be made to the right hemisphere although language remains on

the Teft. If the language area is damaged, 1anguagé can be trans-
ferred,tq the right although compiex motor patterns remain on the
Teft. Below age five or six, therefore; a simple take-over, since

lateralization is not yet complete, would be possible. After six or

i

4
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so0, when lateralization has just been accomplished, transfer
would be possible but more difficult: see Penfield's ten year
olds with a year's delay. Past this age, neither language nor
complex motor function would be able to be transferred - hence
irreversible disturbed complex motor function, or aphasia. Dennis
and Whitaker (1976) note that children who had had a left hemisphere
remo&ed before four months of age and who were ten years old at
the time of testing, matched normal children of this age on I.Q:
scores, auditory-verbal skills and semantic tests. They were
deficient, however, in syntactic skills and processing sentences
where word order was important. The chiidren, while suffering
damage to one hemisphere, had been able to lead fairly normal lives
by using the other hemisphere. Hemisphericity not only pfovides two
differentially working precision instrumehts, but also serves to
prevent damage from inpapacitating the organism. -
Dennis and Kohn (1975) and Whitaker (1976) noted that language
acquisition was inferior in those children who had suffered operations
of the left hemisphere before five months old. Thus transfer of
language is possible in young children, but language capacity‘may
never be as good as when both left and right hemisphere;aﬁg intact.
It seems to me that if the right hemisphere is intrinsically a '
para]]e] processor, it may use its spatial, synthetic superiorify,
instead of the analysis over time o% the left hemfsphere. Thus,
although the right hemisphere may be able to produce speech, it

may be using different processes with differing results - we can
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close a daor with our foot when both hands are fﬁ]l, but the door
may slam. When the right. hemisphere takes over language function
after aphasia, it may not involve “transfer" of languége capacities,
but special development of other areas in terms of right hemispheré
capacities. Thé village cobbler becomes proficient at shée—making
and uses leather and tools: as the left hemisphere uses a phonole-

gical analyser and syntactic processor for 1énguage. If the shepherd

 finds himself alone in the hills, he can still make himself a suit-

able foot-covering, although lacking the polish of the cobbler's art:
the isolated right hemisphere, while sti1l adaptable, can learn to
produce speech with some deficiencies and with the use of different
strategies.

A normal child in &he classrbom possesses full language capa-
‘cities, but a brain which is more plastic and adaptable than tﬁe
adult's, depending on the age of the child. It is possible that
in learning a second language, the child makes use of right hemi-
sphere strategies as well as left, and that as the language Becomes
more established, it becomes more of a left hemisphere_function.
Obler (1978) has ﬁoted right hemisphere partic%pation if Israeli
children learning Hebrew or English as a second language. We know
that it is true that children learning first 1angua§e use both
hemispheres since damage to one hemisphere causes no aphasia below
five years of agé. High verbal I.Q: children with right hemisphere
damage e*perienced diffiEu1ty learning a second language, and the

réversewas also found, learning disability children joining French
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" Immersion classes in St. Lambert, succeeded well in French. It

seems that gestalt procedures are highly useful in the early
stages of language Jearning. This applies equally well to the -

graphic form. The best way to tackle a Latin unseep passage, 1is

to read it through slowly from beginning to end. One thus gains

a general idea of what it is about. Subsequently one returns to

the first eenténce and studies word endings to find a verb, subject

" of the verb and so on. Appropriate meanings can be chosen for words

according to the general context, and the final translation is
superior to the one studied word for word without a preceedﬁng
overall global reading. Right hemisphere strategies would be useful
in the ea%ly stages of first language 1eareing-a1so;

The differences between ch11dren and adults 1earn1ng language
have been exaggerated. Children greet mnst experiences in ¥ﬁfe,
including 1an§uage, as adventures to be gained from. Consider learn-
ing to swim. Six-month old babies have been taught tovswim at the Y.
in Montreal, and our toddler daughter took to the water like a duck.
At six years old, a child may be afraid of trusting His own muscle
powe}, though as he gains confidence he will be anxious to Tearn.

An adult is inhibited: he ie used to doing all he does reasonably
well, and he does not 11ke fxnd1ng himself "looking silly". 1 1ived
by the sea, and so I swim and feel comfortabie in water but I never
learned to crawl. Now, I would like to Jearn, but I would also like

to have the pool.to myself, so that other people do not watch my first

%
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unc&ordinated efforts - hence'l do not 1earn.' Yet I have arms,‘
legs, tungs as when I was younger. No onewould suggest that my
body now is less able to learn to swim. I am possibly less adapt-
able, but above 511, I am reluctantQ

-

“This same reluctance hinders adults who try to learn a second

¥y

language. Certainly the pponemes‘énd syntax of a first language

are aiready well established, but this does not prevent acquiring -
the phonemes and syntax of a second language. Language is no longer
a part of-life experience to be welcomed, but is now to be inter-
preted in the light of pasf experience as something néw and different.
A host of motivational factors enters in. The adult ;oﬁetimes.does :
not want to lose his “"foreign" accent for he sees it as a mark ’ :
of his own individuality of the past. The major difference will bé

whether the adult must use this second language for work, for

enjoyment, for conversation and for 1jving. If if is merely useful

for work, or for a month's vacation, or.merer as an exercise, then

we do not have to search the brain for a aeveloped incapacity for

- second language as opposed to first language.- The full environmental

necessity and joy of the first language is not present, and thus

motivation for this second 1anguagé will not equal the natural drive

to learn the fjrst; Concepts, 1earning'and the fullness of life

jtself depended on acquisition of a first language. At éhe very

" most, second 1anguage.ﬁermits‘coﬁmunication and some additional

%

learning.
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A doubt remains as to whether tﬁere is  room in the human -
brain for second language. If‘take-over of first 1angpage by the
right hemisphere affects 1an§uage and perception, then what happens
if you stack another language into the norma]lbra{n? It would seem
that usually bilinguals use thé same areas for second language as for
_first. Penfield and Roberts (1959) contended that: "basically the
same mechanisms subserving a éingle 1angué§e also subsefve several
languages.” There 1s-one semantic system which servés both languages
and separétes only at the 1éve1'of productién. A functional bilingual
understands speech'regard1es; of which‘o¥‘the two 1anghages he ﬁears.
Obler (1978) states that ﬁatients with anésthetizeq right hemispheres,
make i;;ppropriateswitchesof lénguage use. - Thus although both
‘ languages are in the left hemisphere, choice of language must -be a
right hemisphere function.

Aphasic bilinguals, when they recover, usualiy recover languages
to a similar degree or at a similar rate. (Paradis, 1977) In
about ten per cent of cases, however, one language remains
severely impaired. In a few céses one 1dnguage beéins recovery and
then fades as another starts to recover, or aone recovers before the
other. Tﬁéireasons for these latter cases, do not seem to be
separate lodging of second language, but rather, emotioné] and
motivational factors attached to one language ratner than the other,

a consideration‘of whicn language was 1earned through writing, or

how well the second language had been Tearned.
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Further evidence for left hemisphere dominance for both ianguages
was a test carried out by Hamers and Lambert {1974) with right handed
bi1ingu§1s. Words in French or in English were flashed to the right
or to the left visual field. Both for French and Eng1ish.'most though
not all subjects gave more rapid response to the right field stimu]ﬁs.

Concepts are at a level deeper than words and consequently: "it

does not make sense to say'that a bilingual can think {n one or the
other language." He does not chink" in eitheF language, but is able
to go'directly from concept to-speech production in second language
also, whereas a non-functional bilingual must pass from concept ta
first language and then, via translation, to secoéd langﬁage.
Bi]ingﬁa]s acquire concepts- in one language or the other and are

able to use them at the service of both. There seems to be room

" and to spare in the brain for one or two or more of these coordinate
languages. Bifingua]gxabound.ahd po]yg]otsfare not rare in some:

countries.



-73-

CHAPTER 5

the human‘brain and we are drawing nearer to an understanding of
thinking. we know that the hemjsphereﬁ of the brain are two-fb]d

N 'mechanisms whiéh are enormousTy complex, and that language itself is
a comp]ex'function tied to developing intelligence. No method
is needed to teach a‘chi]d hié native language. The brain's.mechanisms
work efficientfy as the child listens to input which can at f}rst
carry no meaning for him, for he starts with'faw concepts if aﬁy,
and no'experience to. which to link th}g language. .Bit.by bit, as
concebts buiid uﬁ:rthe child works to code them in lanéqage, %irst
to understand énd {ater to speak. Gestalt apperception of a whole
Situation gives way to finer and finer analysis. 1Inp language alsg
human noise becomes vowels and &onsonants, which become differentiatéd
vowels and groups of consonants, untii thérfull ranga is perceived |
and produced, Thus a child starts with right hemjspehre gestalt
apperceptiqn, and.as itels are mastered, they pass to left -
hemisphere.aﬁa1ysis and producéion. Slowly a mass of human coﬁnuni-
cétion becomes words ang sense. ‘ .

A second language cannot be morg';frange to an older child than
the first js tg the tiny baby. The child has by now coéed many
concepts and has Tiﬁked them symbolically with words. An immigrang
child Playing on the block with his French or Engiish gpeaking |

friends, uses the same old strategies that served him so well as a
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baby. He Tooks and listens, touches, tastes, sme]]sland'attempts to -

take.part in activity- He. needs the words which will let him have

fuu with the others. He soon p1cks up express1ons here ‘and there and ‘

uses- them in simiiar context. If he does not pronounce them correct]y,

‘ ,the children 1laugh, so he tries again for he wants very much to be

one of them, to be “1n", and to be "ip® you must sound "like". Soen

he is fluently bilingual and may even let fa11 1nto disuse his native’

tongue which does not he1p him in the world he now Tives in. \
The child in school is d1fferent. If he is an 1nm1grant he may

wish to learn the second']anguage, but he is seif-conscious, for the

other children are do1ng work with Tanguage which he is as yet unabie

to do and the teacher treats him d1fferent1y and teaches him. The

natural eff1c1ency of the twin hem1spheres is jeopardizad, for he

thinks now of a workshieet to be coped with, and 1rre1evant meanings.

The young ch11d js concerned only with re1evance as he learns h1s

first language. Daddy and Mummy talk about retiling the roof, and

he continues his game; Daddy mentions ice-cream in the refrigerator -

and the child chips in with "Me get it, Daddy.". The teacher may.

be concerned with size.aud how to express it. fHeqe is the elephant.

. He is big. Here is the mouse. He 1s's$a11er than the elephant.

Here is the.ant, he is the smailest of all. Which one is smaller

than the e]ephént?" “"Oh! Oh! 1 think 1 am expected to sey something

now. What was teacher saying?® *® "\\\
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First.language springs from experience and is used when there
"is somethi é to express. I noticed in a supermarket a small child
with her father who had Just. bought candj She jumped up and dqyn
_and emitted a str1ng of what to me were nonsense words. "You want
'some gum?" sa1d Daddy hyes!" came the dec1s1ve and clear answer
Meaning, understand1ng and-the will to speak precede the ab1]1ty to
'speak Lur1a S f1ve—year o]d: semi-autistic twins understood
each.qther when “they p]ayed only when separated and sent to
different k1ndergartens did each begin to develop more normal
speech. Second language, however, whee it is_taught in school,
frequently concerns things that are rot oply 1rreleOEnt but aTso
uninterest{ng: it becomes merely One more schaol squect one is
expected to lTearn. For the little girl in therstoref_striving after
form was only in order to express desire: in the classroom, _ ’
meaning is frequently o?‘less aecount than the acquisiton of ford.
Several methods:are'in use, in the schools, for teachind second
'1anguage. In the light of whaé we know concerning brain functioning,
we will now look at some of these methods. Teh best est,Q\1shed in
North Amer1ca in the late s1xt1es and ear]y seventies in the aud1o—
tingual approach. During the second world war, descriptive
linguists, backed by the learning theory of the behaV1or1st5’
created the methods used in the?ASTP "Tinguists came along
with a scientific approach, and created metﬁbds of mjmicry,

memorization, and pattern drill for the Army Specialized Training

Program in World War II" (Diller, 1971, p. 3). Because of the

»

Ll



_-76-
4 .
seeming success of these céurses, the same techniques were appiied
to the schoo]s with aga1n behavioral psychology and descriptive
11ngu1st1cs as guiding 11ghts IrThe influehce of descriptive

linguistics and behavioristic psycho]og}-were at their peak during .

", $he years in which the foundatiqﬁs of the audio-lingual approach

were being laid." (Chastaim, 1971, p. 65)

. AN .
The behaviorists considered all behavior to be conditioned

. by_stimu]us,:reward'and punishment from the eavironment. Watson

consiaered,fhat,vgiven'a small child, he could make of him a

thief or a mus1c1an ‘as he w111ed A11 that man does is a response

- -

to stimuli, and th1s appligs equally to language: '"Language too is

e composed of cond1t1oned responses The cnly difference is that

the responses are verba1 rather than physwcal " {Chastain, 192" p. 65)
Language was speech, and speech was s1mp1y a set of habits acquired ’
.by practice. Rules were not something that brought about utterances

in a particular fbrm; but simply summaries of what speakers were
obse}v&ﬁ to do:."The ru]e‘is a description of a habit and‘ndthﬁng
mo}e;"‘(D{Iler, 1971, p.15) Only the concrete and observab]é was
consfdeaed'to have rea]itf- ail‘that‘cou1d'be observed in

:1anguage was that wh1ch couId be taped or put on a spectograph -
speech. Sound or phono]ogy thus came to be of major’ 1mportance

If ]anguage @& a set of habits and rules are mere]yhsummarﬁes

. -. of behavior, fhen the best way to teach language is to imitate

and memorize the speech of native speakers, and to-vary its use in
minimal step pattern drills. 'A mistake constitutes gie beginning
e of a bad habit, and so mistakes must be avoided at all cost: . S

‘n‘-
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choral recitation of responses by the class after .
the teacher before individuals are called on-to
recite; drills and exercises in which a minimal
. _ change has to be made; question and answer

procedures in which the student s response involves,
for the most pang repet1t1on of materials contained -
in the question; and the use of memorized dialogue
material in recreatidns of evenyday situations.
Such procedures insure that the studénts repeat

aloud a great deal ef foreign—language material

with a very Tow probab1]1ty of error. (Rivers,

1964, p. 61)

In the pattern drill the example and stimulus must be so clear as to

guide the student tothe one correct and acceptable response.

'A good pattern drill works on & structure Plready encountered,
and this structure is driled in repetit{en drills through six to
e1ght cue-response items. Changes then introdyced must advance by
m1n1ma1 steps. The items must be shgrt and vocabulary kept to a
m1n1mum, so that 'the student can concentrate his th1nk1ng “at the
point of teachlng" (Rivers, 68, p. 103). The structu;e has been

presented in.the, preceding. d1alogue

Slnce one 1earns pne's native 1anguage by llsten1n9, speaking,
-

‘read1ng antd writing, in that order; and since speech is language;

the dialogue, is 1ntroduced'ora11y. It is chosen to resemble
1

¢losely the speech ef native épeakers (no titerary bias). It
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supplies the students with genuine language fdr imitation:

The clichés of the language are embedded in typical
acts of communication instead of being learned
artificially as isolated phrases and sentences...

a dialogue lends itself ideally to chorus
repetition with sections of the class taking

roles and responding to each other's cues. (Rivefs;

1968, pp. 168-169).

-

In the recitation of the first whole class memorization, the pace

must be smart, with the teacher modeling by backward build-up, in

order to preserve natural intonation, e.g., "to bly bread”, "to

. the store to buy bread", "John goes to the store to buy bread”.

The descriptive linguist has noticed that speech acts always

happen in set patterns, and accordiﬁg to behaviourist theory, they

wish the Student to imitate, repeat, and vary withfn these set

patterns.

Rivers states:

What appears to be ignored in teaching is the

fact that certain elements of language remain

in fixed relationships in small closed systems,
so that once the system is invoked in a parti-
cular way a succession of interrelated formal
features appears. F]Mght Speakers are able

to make these interrelated adjustments irrespec-

. tive of the particu?ar_messége they wish to

.

produce. The elements which interact dn



rgstricted systems may be practiced sePerate]y
in order to forge strong habitual associations
from which the speaker never deviates (this
applies to such elements as inflection of
person and number, aéreements of gender,
fixed forms of interrogation or negation,
and formal features of tense). These elements
do not require intellectual analysis: they
exist, and they must be used in a certain way
_in certain environments and in no other way.
For these features, drill is a very effective
technique. They may be inductively learned
by the students without more than an occasional
word of eﬁplanatibn by-the teacher when there
. is hesitation or bewilderment. In structured
classroom practice their use may be extended,
by the process of analogy, to other utterances
wiéh'different combinations of lexical items.

(R1vers, 1968, pp 78-79)

At this dr1]1 level, the student must concentrate on manipulating

the structure, and "changes Gn mean1n§] brought about by the
drill make 11tt1& 1mpressvon on the student’s mind. 'P(D111er, 1971,

p. 49) (By the use of the word "mind", we see 1nmed1ate1y that

+ Diller is not an exponént of this method.)
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Rivers sees two levels of language learning. The first is

one of repetition and drill when the student is conditioned in the

use of patterns, and the second is "at the levei of communication}'

where he will learn by experience in selection to apply what he has

learned to new situations." (Rivers, 1964, pp. 78-79). It is
however the drill which facilitates learning:
It is evident that higher level choices cannct
be put into operation with ease if.facility
‘has not been developed in the production
of int;rdependent 1ower'1evé1 elements, and
so learning by induction, drill, and analogy
will be the commonest feature of the early ‘
stages.; (Rivers, 1968, p. 80). |
Rivers finds in practice that students trained in automaticity
of response do not express well their own meaning:
Those who share Skinner's view ;gsf"‘1deas'
are explanatory fi;;fcns and prejudicja] '
to-a discussion of verbal behavior, kil]
immediately reject this suggested level -
as an unscientific concept, as misleading
ahd extraneous to the discussion assthe
concept of 'meaning' and will mainga{n that
manipulation of language cues and responses

is Bufficient. (Rivers, 1964, pp. 73-74)
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Diller states that the.behaviourists‘"refuse to go so far as to
talk of 'knowledge' or of '‘mind' - for them the human being is
‘essentia11y a machine with a collection of habits which have been
mo]deq by the ‘cutside world." (Diller, 1971, p.6).

We have seen earlier 'that Just as man transforms the image
impiﬁging on his retina into a codéd i@gge in his visual cortex,
S0 man alsc transforms iqto code a model of fhe outside worid built
up through his experience with it. This code is then associated
with language via other coding processes Words do not flash whole
‘ through the brain any more than p1ctures of trees remaln as visual
1mages pa1nted on some inner wall. ATl must be reduced to a
binary coding in order to be processed. Sound is wavelengths
and is reduced to e]éctricai signals in order to be recognized
according to an inner model. 'The sound does not travel along a
tube like an echo. - | .

Man is able to repeat human sound, even if Jt has no meaning. ' F
it can be decoded by a phonolegical analyzer and recoded for
instructions to be sent to the phonato muscles. Thus a student
is ab]e to practice a pattern with a inimum of understanding or
- €ven none. He can repeat:- 'l eat ¢ ndy: candy:' "I eat candy",
‘butter’: "I eat bbttee", ‘bread': "I eat bread” 'Mary': "I eat
Mary", without blinking an eyelid. John Lamendella at the Mexico

City Tesol Conference stated that:

‘e
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two clinical syndromes: Conduction Aphasia and
Echolalic Aphasia... point out the functional
autonomy of the speech circuit from higher levei
language processing, and the special status of
iqitation, repelition, and certain forﬁs of
substitution as distiﬁct types of speech .
behavior separate from propositional .speech.
It ig'argued that during pattern practice
exercises, many learners disengage the speech
circuit from higher level language processing
systems (and from the language acquisition
process) as an efficient.means of performing a
epetitious task not related to communicative
(’\hd//i\‘_theractionsf (Tesal, 1978, p. 73).

When [ was quite young I had first a budgerigar and later a

-

canary. 1 was able to imitate and repeat their songs. 1 have
never used them for meaningful communication, since I did not
learn them {n-situations of meaningful commun{:ation; but only
as a pattern. Language learned in this manner” likewise may have
1ittle appligability to useful communication. Rivers states: -
"That students are unable to express themselves in unstructured
situations has been}a major complaint about the audio-lingual
methods, with their emphasis on repetitive ]earniné and 'over-

1earn1n§' or 'automatization of responses'." (Rivers, 1964;

p. 72-73). .



-83-

Chastain sums up the method by suggesting that: "The basic
task boils down to one of establishing automatic, non-thoughtful
responses to language stimuli." (Chastain, 1971, p. 70)
Unforturnately, behaviorists considéred tha£ this was how a native
speaker prdceeded when speakjng;'ru]esvwere summaries of behavior:
"There is no possibility that the linguist's rule of grammar might

be a description of some sort of mental ru]e by which (perhaps

without conscious thought) a speaker might form sentences," {Diller,

1971, p. 15), and the same author writes on page 6:

| Descriptive linguists have affirmed that the

normal use of language is either mimicry or

. analogy; grammatical rules are merely descriptions
of habits, and in normal fast use, they say, a
person has no time to apply rules as recipes for
sentence formation.

We know, however, that we have two precision instruments,
working differentially, sitting side by side - the left and the
right hemispheres. Conscious use of rule takes time to work out.
Unconscious use of rule is processed at speed by a syntactic
analyzer. A computer can complete in half a minute 5 calculation
that would take a man half a da_\;. If the gontrol .area for.speech
production fs‘sendinglhundreds of signals for the enunciation of
speech to the phondtory muscles, then it seems reasonable to
suppose that the -syntactic analyzer and related command-centre

~

are coordinating and organizing structures aiso at the speed
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requisite for speech. In'fact it may take longer to locate and
use a stored pattern than to create jt at need, because the brain
is made to decode and encode and is equ1p§%d with a phono]og1ca1
analyzer and syntactic analyzer for use at the speed of speech.
There are some patterns which have become engrammed as a “signature"
through frequent use, but these are few: patients are ieft with
swear-words, simple somgs and|verses, and some frequent, simple
expressions;. but certainly not the end]ess successjon of patterns
of the audio-1ingual approach. ‘

We also know that the right hemisphere has a capacity for _
gesta]t'apperception.in parallel; it can take in many stimuli and
recognize pattern within a mass. _Rivers notes that at first sight

t he audio-lingual approach @

psychology. She says that instead of a

snsistent with Gestalt

piecemeal grammatita] approach, in which the
1anguage is taken apart, the partspare studied
separately, and the student is expected to put
them together again in a form as c]ose]y related
to the origing] as possible... the aud1o lingual
method of 1eérning by analogy through pattern
grill broposes to présenf complete'structures to

,/’7‘“‘*—-_;bé student to be learned as ‘wholes', and
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iahguage-1earning becomes, as Politzer says,
" ‘the perception of a 'gesta1t'; an awareness
of a pattern or configuration of pattérns'.
(Rivers, 1964, p. 121)
She sees, however, that this is an over-simplification of the
Gestalt position. It 'is not only a question of ‘'wholes' but of
'the whole', and this requifes analysis. The students must see
"that s/these patterns are structurally related to the whole languége,
and that within them there are separate, functioning parts.t
(Rivers, 1964, p. 122). The students learn, in eff?ct, unrelated.
middie bits, half-way between worés and complete meaning units.
They do not gain a feeling for the.languagé. '

We know, also, that the more modaiities jnvolved in information
reception, the better will-be-the processing and subseqhent' -
memory. A split brain patient who'saw a word or an object in his
left visual field could not name.it, but when he was given the
object to hold in his right hand, the information rapidly reached
the left hemisphere and he was able to name it. (Rose, 1976) 1In
the normal person, the more cross-modal the jmpqt,.the better the
processing. We must not confuse audio-1ingual and audio-visual.
Rivers makes quite clear that they_are,not Synonymos:

The term ‘audio-lingual' applies to a particular
feaching method with a clearly elaborated

theoretical basis and an accepted set of techniques.
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The term 'auﬁio-visua]‘, on the other hand,

cannot be identified with. on épecific

method. (Rivers, 1968, pp. 174-175). )
Chastaip regrets the use of only listening at the beginning of

language learning in the audio-lingual method. Students listen

and repeat. w¢ did indeed learn 6ur first language this way,

but where reading and writing are already acquired skills, it
seems.a pity to deny students fhe use of both ear and eye in
learning.
It seems that the student must 'forget' his ohn language in ?

order to learn another because contrastive linguistics show us

how different all languages are and thus how interfering. Yet

all languages make use of similar basic structure - the human

brain. The brain imposes universals of language at thewdeep

structure level, (please see preceding pages 49-53) although

languages may vary considerably at the surface level. Diller

‘suggests that:

When Bloomfield says 'the sounds, constructions,
and meanings of d?é&erent ianguages are not the-
same...', he is implying that all languages.do
have sounds, constructions,'ﬁnd meanings, even
if the second half of his sentence states that
'...to get an easy command of a foreign

language one must learn to ignore the features

of any and all other languages, especially
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one's own'. (Diller, 1871, p. 20)

" Has the addio-]ingua] approach provided 'an easy command
of foreign-]anguage; to its students? The Pennsylvania Report
of 196§, despite drawbacks due in part to size of operation,
came up with some surprising results. Traditionally taught |
studenfs exceeded or equalled 'Functional Skills® studeﬁts in
all measures. The Language Laboratory (a Skinner-box for humans)
as used twice weekly had no discernible effect. Student opinion
of foreign 1anguage study declines throughout instruction, !

_ independent of teach1ng strategies employed. (Chastain, 1971).
He also states: '
Many bg1ievé that the only way to teach speaking
is by means of the audio-lingual method. This is
simply not true. Many students were;léérning
_to speak ]anguages-1ong before the inception of
audio-1ingual techniques; many students areefiot
learning to speak noQ, even though aud16-1ingua1 .
practices are wide-spread. (Chastéin, 1971, p. 358).
Rivers regrets that a students is plunged béck into practicing
strange sounds and words "in an'unreal world where you say not what
you Qant to say but only what can be concocted from the few foreign
language ‘forms you know, no matter how infantile or how irrelevant
to-real life affairs it may seem. “ (Rivers,'1964 p. 91-92). Yet,
she says, you can make your lessons interesting by use of a variety

of techniques even though they "may no{: theoretically, be as
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éfficient-as driils and memorization." Thus variety outside’ the
Amethod will maintain student enthusiasm within the method: "The
.students will be rewarded (jike raté) at short intervals by the
satisfaction of achieving momentaryfgoa]s, goals which are relevant
to their own needs?and iﬁterests, and L Qi]] bg-kept workingl
towara the moré distant goal of language mastery." (Rivers, 1964,

p. 58). This is indeed to admit that the method is irre]évant

to the studenti',goals and 1nterests Sure]y ianguage has 1ts

own' present goal - that of express10n or commun1cat1on of” se]f

As Chas§a1n says: "Students learn to do what ‘they do, and’therefore
the approach which makes possible more activities ;ésembfing ‘real’
.language ;ontekts should be the one in which the greater achiéve-
ment is possible.” (Chastain, 1971, p. 360). | '

The goal of cognitive-cdde Tanguage learning is the same as

for the audio-linguil/gpp oach - to develop the studént's ability
fb use the language. Apart from that, the two approaches differ:
cons1derab1y The student is considefed to be a thinking human :
being, and "learning is the acquisition, organization, and storage
of knowiedge in such a way that it becomes an active part of the -
individual's cognitive structure." (Chastain, 1971, pp. ?8-89).
Lanquage is not the set of habits of the‘behaviorists, but a rule-
governed system, which the student actively acquires: "Cognitive
theory stresses pérceptign,bf experiences, and oréan_‘iz'at‘ion of ‘

\knqwledgé. The mind is not a plastic g]db to be molded by environ-

mental forces, but an active .and determining agent in the acquisition

-

-

Mrant
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and storage of knowledge." (Chasta1n, ]97], p. 85}. Far from the
development of automat1c,‘unth1nk1ng responses, the student is
encouraged to QUest1on and"to th1nk, 1n order to relate what he 1sh

learning to what he already ‘knows: o i

- -

. By his teaching, the teacher shou]&ldemonstrate

'to the studeﬁts‘thet he . does not expeét rote
learning in ofder to return a verﬁatim o ' ,
regurgitétiqn.of the material... aPeribdie '
application sessions... are basic to eneuring

" that the informetion is functional.and can be

utilized to so]vg problems and to further additional

learning.” .{Chastain, 1971, p. 92), ; - q‘¥; -
iThis seﬁtence refers of.course to the eognitive psychologist's view‘ .
of learning in general,  but secondnlanguage is also 1ea¥n%ng ) The R )
student does not in some way'alter as he steps through our c]assroonf‘
door. ‘ : o S -
- The cognitiee,psychologist conefders second 1anguage leafning in . ,;

Wclassroom tobe a conscious process. The audio-Tingual proponent -
poihts to the first language speaker who speaks with ease and - ) )

auto@at1c1ty This seeming ease, however, may be the resu]t of \\f.

e They [ho§n1t1ve proponents] feel thay the fact - - "
2 -

- . .c that a hab1t‘1s an act1on-wh1ch can be performed

" - . —

M TS U,

without conscious thought in no way negates a
process of conscious,_continded application in ) S )

T

-
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i
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developing the skill. For example, the fact

» . that a man ties a tie or drives a car without
conscious awareness of individual actions in nol
way signifiés that thi; skilt was attained
without thinking through each step in the
beginning stages'of learning. Thus, these’
instructors place primary emphasis onzstudent
‘comprehension of structure. With further
pract{cq, the student can perfect his ability
to,use these structures unconsciously, 1eav1ng

his mind free to concentrate on the content of

speech. (Chastain, 1969, p. 105)

“We do not think of the individual letters as we sign our name

becaﬁse the signature has become routinized from much use, but we
did make each letter individually with carggwﬁen we firs? learned
to write our name.. With great difficulty would we have learned
ohr present scrawl, without Tearning letters first.

Penfield giveéius a descriptive passage of the beginning of

speech in his book, The Mystery of Mind (1975) pp. 58-59:

The beginning of speech is important. The first
_time he hears the sound and imitates it, the

’ sound wi]i be far from his evéntua] pronunciation
of 'dod'. A parrot can imitate, 'too. But it is
not long before the infant takes another step.

A dog appears in the stream of consciousness,
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whereupon the highest brain-mechanisn carries
a patterned neuronal nessagejto the non-verbal
concept mechan1sm ' The past record is scanned
and a similar appearance recalled through the
hippocampal system. The mind compares the two
tmaées-that have thus appeared in the stream
of consciousness, and sees similarity. There
is a sense) of familiarity or ‘recognition.
While a]]fthis is still in the stream of

consciausness, apether patterned neuronal

message 1s formed, made up of the ‘remembered

concept modified by the past experience. This

‘message is sent to the speech mechanism and the

word 'dog' flaskes up into.consciousness.

Then he acts. A message is sent to the grey
matter in the art}cuTat1onlarea of the motor
cortex. He speaks the word dog aloud and
laughs, perhaps, in consc10us tr1umph 1
1mag1ne that the parts of this sequence that

)] _
have not become automat1c are carried out by

the h1ghest brain-mechanism under, the

,direction of the mind. I want to point out .

e

only that every learned-reaction that becomes ‘. "

automatic was first carried out within the
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1ight of conscious attention and in accordance
with the understand1ng of the m1nd
Cognitive -code teachers use graph1c or schematlc proceduree

to clarify relationships and they use “the nat1ve\1an%uage, v15uals,;
or démonstrations as a base from which to build conceptua11zat1on )
of‘meaning and form in the second 1anguage.“ (Chaeta1n, 1971, ..95).
The gﬂammar is exp1a1ned, set in’ context, “used in exerc1ses, d
applied in practice sessions. The teacher must "provide for he
establishment of the system and opportunit1es to invoke the system."
(Chastain, 1971, p. 91). Rote Jearning is avoided nexcept perhaps in

the case of_vocabulary”. (p. 95). This seems to be a carry-over. from

_the old grammar-translation method.
~ This approach is nnned1;te1y more in line with what we know
of man's brain function, s1nce\1t acﬁnowledges that man does have
abbrain, and that he thinks. 'The older language student,‘perhaps

because of academic years of background, does like explanations.

_ Rivers (1964, p. 120) had noted that "an important human character-

istic which the method of analogy does not seem to takﬁ into account
is the individual's desire to understand what he is doing: Both
Brooks and Politzer admit the existence of this trait put seem to
regard it as rather 1nconven1ent and restr1ct1ve The younger
child likes to know what he is d01ng - communicating - but is

happy to use fanguage rather than discuss it. tognitive-code :

1earning m1ght/?a1se.quest1gns, the younger child is not 1nterested

.+
N

y
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The ‘older learner does not necessarily wish for grammatical

.explanations continually. Fairfee W. Carroll (1978) h@@\Farried,

out a dichotic ]istening study which is reported in the Repo?t of

" the Tesol Mexico City'anference of 1978, p. 27. Adu]t'immdgrahté

were beginning to Jearn and also to use‘Eng1ish; It was found that

1 ‘ )
the right hemjéphere was dominant for English in the initial /
stages of study, with a shift to left hemisphere dominance at.

more advanced 1eve1s. The right. hemisphere is able tbitqke'in

<

much information in parallel, to collate and sort it, sensing patterns.

Thus it appears that a second Ianguage.]eafner can make sense of a

seco;j/xanguage more readily by using meaningful situgtiohs to

claryfy gtructure usage, employing his‘right hemisphere dominantly, .

As gene:}] patterns apd understanding emerge, the left hemiSphere'is

more appfopriate. Fairlee Carroll (1978, p. 2?) suggests that:
"Difficulties encountered by adults in foreign language learning

1
are postulated as being due to failure to release from suppression

-

"the right hemisphere linguistic processes necessary for natural

1angﬁage_1earning”. We recall studies with Caltech students, Eited
earlier, and the suggestion that eighteen years or so of schoo]ipg’
in the sciences functionally ablates the right hemispheré. We aré
accustomed to ]ogicaT1y worded explanations and scientific discussién,

and ignore our right hemisphe%e natural abilities
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While thé audio—]ingué] approach emphasizes performance, the
cdgnitive-code ]angu;ge learning emphasizes competence: "Proponents
of a cognitive approach have as their goal the development of
'competence’ (as the ‘term is useq in generat1ve transformat1ona]
linguistics)". Cha%ta1n, 1971’ p. 97}. In first language, this
competeﬁce is built up simultaneously with understanding and
production. The schemata are preéent ;%d ready to éode a given

lanquage, and the given language has developed ﬁﬁ-accordance with

. brain mechanisms which determiné universals. The coT?etence for

a given language has still to be built up by hearing and using

that' Tanguage in meéningfu] situations. Explanations of grammar

before meeting ‘the strq&ture in context do not seem to be in
' F

Learning vocabd]ary by rote in Tists is the on]y concession

‘made by the cogn t1ve approach to rote 1earn1ng Here again,

‘ meeting words in mean1ngfu1 context might be more eff1c1ent for

vocabulary rote Téarning is the most useless of all rote learning.

fThe left heﬁispheré:processes vocabulary words serially, one Ey one,

whereas mean1ngfu1 .context prOV1des the possibility of a nexus of

essoc1at1ons. An interactive image "appeared to temporally and

&

> A
"spatially unify the 1nfonnat1on in memory, and this might permit
a parallel retrieval process in which each item is examined

‘simultaneously." (Dimond and Beaumont, 1974, p. 188) Diller

(1971, p. 66) mentions that "the parts of the body and the items

of cloth1ng can be 1earned very qu1ck]y in a foreign language when

v
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they.are.organized in their. natural spatiaT relationships".

‘fhe use of all four language skills with children who already -
know how to read and wfi{e, and the‘Lse of diagrams and visual-
aids of all kinds seems to énéure that cross-modal information is
available for-lanéﬁ%ge procesging, and hence incre§ses retg;tion
effectiveness. Motivation is alsé-]ikely té be higher in the
cognitiVe—coae learning class, where the-students are expectéed to'
questibn and make relevant the knowledge to themselves. As they -
are expected to relate skills and knowledge to what they a]ready
possess, meaningless learning and boredom should be at a minimum.

The two preceding methods are wide-spread, based upon a main-
line psycho]ogy - behaviorism and cognitive psychology - well elabor-
ated and well-known. The situational method or semantic approagh is
less well-known. With these three approaches, hoﬁever, we progress
from an interest in phonology (descriptive linguistics and the

’audio-lingua1 approach) to an interest in syntax (generative-
transformational 1inguistics and the cognitive approach) to an
interest in semantics, (wﬁich is the linguist's = présent occupation).
First of all, it was claimed that chifdren\]earneg by imitation,
then children spoke in pivot structures, now “"syntax is learned
by the child in his efforts to code certain conceptual relations".
(Bloom, 1973, p. 437). Learning languagé is a movement towards
coding meaning appropriately; it is not the feverse - acquifing

form to which one will somehow attach meaning: “The grammatical

A L

(.
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devices of a language are not to be learned as an end in them-
se]vas. It is the capacity to—express meaning that is the end.”
(Hfikins, 1974, p. 5).

We can attack language either by putting it to bits, and feeding
the component parts to:tha']earnor one by one, or ;ehcan ﬁake "the
alternative approach ..~ and 'Iot the ]earnér méet a much greater
variety. of 11ngu1st1c forms from the begmnn1ng“ (Wilkins, 1554
p. 73§_ It is this latter approach which the situational method
prefers, and which is also more in accord with what we know of
right hemispherg function in beginning language-1earn1ng:

The ]earn1ng mechan1sm operates through 1ts
capacity to formulate rules about the
language ance the individual has been exposed
to it.... fhe greater the exposure to meaning-
ful language the hore'effectively the iearner
can formulate and revise his hypotheses{abopt
the structure of the language. (Hi]kino; 1972,
p. 172}. ' _
Thus in the semantic approach "we abondoh the princip]e of grgm-

matical selection in favour of semantic or notional selection".

{Carmen Silva, 1976, p. 341). To create the~wish to communicate

.and to encourage active involvement becomes an essential part of .
L ' .

the semantic approach.
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-Younger children can of course play games), sing songs, qo
on field trips, bake cookies, make stuffed animais, see film
strips or films, work on projects -where language is used for-
comunication. A1l our classes need to be more free and easy

and cooperative than the traditional "I know everything. Come

here and 1'11 teach you" ones.: The right hemisphere is ready

- to operate in such situations, and improves Jearning, which can

be formalized later. e 4 N
As we have moved into the area of 1nterest in meaning 1n

P Y

linguistics, so we have maved into the area of interest in the
person in.psychology. Charles A. Curran (Tesg] 78, p. 32) based
his counseling learning or community 1anguage Tearning on the
psychology of Cari Rogers Rogers A]pert MasTow ang,others - -
form the phalanx of, Human1st psycho]ogy Che;]es Curran saig,

then, at Mexico City that a new age of the peréon had supersedeg the_
age of science whicp i; Just finishiﬁg..-This brings a deep,fegard and
cogmitment to the unique and special quality of each human being. He
suggested we 1imit the problem-solving methodology (a left- hemqsphere'

function!) com1ng from the scaent1f1c mode] of the: past age (aga1n we

recall the phrase ”funct1ona1]y ab]ate the right hemisphere"). The

learning re]ationship is for him one of deep mutual ‘engagement, and in the .

tangauge larning situation there must déve]op a "deep and trusting

conmunicationzné(shared community rather than 1so1ated'competition.”

3
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" Thus his students form a circle of friendship, they are people

who wish to speak with each other. They can talk of whatever
interests them. The counselor is outside the circle. As needed,
and gent]J*anH kind]y, he provides the words or phrases fhe

students need to express their meaning. The students recall more

-readily, becaqge thewr mind is poised over the meaning to be

expressed and therefore they code more readily the symbol made
available. In a classroom it is d1ff1cu1t to comb1ne acqu1s1t10n
of competence with performance, espec1a11y when the teachet wants
to "“teach", and yet "syntax is learned by the child in his effori
to code certain conceptual relations". A community of learners

\

desirous of communicating together is a large first step.

Suggestopaedia is the last method we shall consider. It L

created by Dr. Lozanov of Bucharest to help adults learn a second

1anguage.‘ The students hear a story produced dramatically and with

feeling. The third time they hear it against a baakground of

coftly played classical music. Each has been given a fictitious

character from the story, and now they are asked to relate in their

own way part of the story. Success in recall is high. Louis B.

Mignauit, who uses a <imilar method in his Summer-Language Institute

at Scarborough College. wr1tes that®
in an educat1ona1 system wh1ch tends to rely
entirely on conseious voluntary attention as if
-it Qere the only way to acquire knowledge,

* gtudents have developed defense mechanisms by
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which.they Tet their mind wander away very .
rapidly since the faculty to which the'teacher
appeals exclusively is incapable of sustained
effort. (1978, p. 696) ‘
Mignault does not agree with all Lozanov's claims, but he does
feel that students are capab]e of more than they usual]y give,
and that th1s method is disinhibiting.

Although musical analysis is a left hemisphere function,
musica].me1qdy is perceived by the right hemisphere. It is
possible that a background of soft music, sets the right hemisphere
in motion, and 1t’appjdes itself to language also. We are used to
directing language to the left hemisphere, as,in first language,
we have redched the advanced level where it is deminant. Listening
to-music may engage the ridht hemisphere and encourage right
hemisphere language processing The fact that the atmosphere is
re]axed and encourag1ng may also help.

There remains a question of individual student differences.
Hart (1975, p. 134) has suggested that there dre two modes of
thinking - SSM onr symbo] selection and manipulation) and PAC
(‘for perception, analysis and choice). Both of these make use
of both hemispheres, but the first is predominant1y a, left
hemisphere processing, end the last a right hemisphere aniu
Bakan (]969) has demonstrated that the d1rect1on of gaze when

asked a thought-provokingquestion, is indicative of left or

-

" right dominant think}hg. Hartnett (1974) suggests that students

A
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be offered various courses in second language to suit their type
of thinkfpg. A single-course could include both modes and thus
provide an opportunity of success to a greater number Jf students
than at present:
If we accept that the two hemispheres are equipped
\ for relatively distinct modes of thought, we have
“to accept that we are educating two different types
of organ, each with its own special ways of excelling..
Exerc1s1ng the COHJOTnt act1v1t1es of both hemi-
spheres may require a further range of educational
activities, 'and it may-be only by such means that
_the individual will ultimately be helped to achieve
his full potential. (Lishman, 1977, p. 64).

As ad\educator, I have of course 1nterpreted the f1nd1ngs of
medec1ne and science, which I have quoted in th1s thesis with a view
to their usefulness’ for second language learning. They should, however, .
be useful for learning in a éore general sense also. Although Broca's
work dates from 1861 and Wernicke's from 1873, both concern on]y the
ieft hemisphere. A great spate of brain research has taken place in
the -last thirty to forty years, and we are now approaching a better
understand1ng of the functioning and d1fferent1at1on of the bra1n
hemispheres. An educator,.A]fked‘North Whitehead, had already
realized that there were different phases to learning, although he had

not connected them with right or left hemisph@F& function. He stated
that:
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The stage of romance is fhe stgge of first appre-
hension. The subject-matter has'the vjvidness of
novelty; it holds within itself unexplored connections
with possibilities half-disclosed by glimpses and

L]

half-concealed by the wealth of mater1a1 {(...) The

stage of precision also repr?sLnts an addition to , ®
knowledge. “In this stéhf, width of relationships
s subordinated to exactness of formulation (...)
A The final stage of genera]ization... is a return
. 'to romanticism with adde& advantage of classified
ideas and relevant technique. (Whitehead, 1932,
pp. 28, 29, 30)
Here we can see first a paralle] apperceptién'of @ gestalt by the
rig%t hemispheré, followed by serial ana]ys1s by the left hem1sphere
coming to fruition using both the exactness of left and the perception -
of re]at1onsh&ps of right. Whitehead remark’s that .
~In our conception of educit1on we tend to confine
it to the second stage of the cycle; namely,'tot
the stage of precision. But we c;nnot so Timit’
. our task without.misconceéving the whole problen.
_Me are concerned alike with the'ferment, with the
acquirement of precision, and with the subsequent

fruition.- (Whitehead, 1932, p. 29)

Both hemisphergéfmust be used optimaliy,

ra
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A later educator and psychologist, Jerome Bruner, does compare
the modés of learning of right and aeft hemisphere, when he speaks of
left and right hand. He states that: | ‘

" The right is order and lawfulness; ‘1e‘Qroit'. It's
beauties are those of‘geometry and taut implication.
Réaching for ;now1edge with the right hand is
science. Yet to say only that much of science is -
to overlook one of its excitements, for the great
hypotheses of science are gifts carried in the left
hand... And should we say that.reaching for
knowledge with the left hand is art? Again it is
" not enough, for as surely as the recital of day-
dreams differs from the well-wrought tale, there
is a barrier between undisciplined fantasy and art.
To climb the barrier requires a right hand adept~
at technique and artifice. (Bruner, 1962, p.2)
Hunches ;n tu1t1on result from right hem15phere funct1on, and they‘
afe passed to the left hemisphere for refinement and proving. VYet

proof leads to fresh possibilities, fresh relationships,-ang-so to
I

fresh hypotheses and further right hem1sphere function. \

As educators we must be mindful of these differences in ;pproach
which should be cyc11c --- even thegadult scientist moves from the
one to the other - but we must be mindful also fo the younger child's
. predominant relicaﬁce on right hemisphere function and romance as he

forges slowly the cognitive tools of analytic reasoning, and of the
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adolescent's greater reliance on left hemisphere functioning, once i
reasoning is well deve10ppedf Yet as Whitehead warns us, he ‘means a
"distinctian of emphasis, of pervasive quality --- romance, precision,
generalization, are a11 present throughout.” (Whitehead, 1932, p. 44]
_Both hemispneres are operative in schools, but with reliance sometimes
more on one %gd sometimeés ﬁﬁre on the other, depending not only on

“age, but also on the task in hand and the moment in time.

v
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<LONCLUSION
We have seen that the brain functions by electrical impulses.
When the signals from other cells coming in through the dendrites reach

a giyen level, the cell fires down its axon and across the synaptic

'cleft to the dendrite of another cell. A common language operates

throughout the system, and messages are 1nterpreted'acc0rqing to
theif point of origin. The articulation of_phﬁnemes requires the
%iring of neurons to send hessages in order to coordinate about one
hundred different muscles of throaé, ]arynx, mouth, nose and lungs.
The sound waves of speech are likewise reduced to electrical impulses
directed to the auditory cortég. A few patterns are set up for which
a part%cu]ar sét of‘impu1ses is required. When a pa??twf’}s injured
in the normal speech éroduction areas of the left hemisphere, the -
right hemisphere may still permit him to-use swear words, 'songs or
short poems. -

The right hemisphere seems to be a visua],_spatia], mbre concrete
processor, while the left hemisphere analyzes in a se;iai manner over
time. The right operates in parallel, perceives gestalt relationships
and forms syntheseg. Perhaps because language is sequentially
programmed and linear, the left hemisphere is normally dominant for‘
language production. fhe right hemisphere, however, pafticipates in
somé language comprehension, and provides 1¢ss common associations in
word association tests.- Thie right hemisphere is able, up to aboqt

twelve years, to adapt spatial C%Pacities for the mapping of language

™Y
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production, shoGld the left hemisphere ﬁuffer injury..

Severa]ﬁmetﬁods‘of teaching second 1anguagé ha;e been reviewed.
in tﬁe light of the foregoing data, in order to draw inferences as tc
the usefulness of some of thgir methoao]ogical requirements. .The

Audio-Lingual Method was considered. This requires automatization of

<

1earhed responses. Sound waves, however, must be reduced to electric:l

-impuises. Some auditory gestalts, patterns of impulses, are retained

by the right hemisphere: these are few in number -- swear words, sor

verses -- far from the endless patterns to be automatized according t-

‘the Audio-Lingual method. The pattern drill is of doubtful msefulnes

for seEqnd language learning, and students trainéd in automization of
response do not express well their own meaning, nor readily take bart
in conversation. .A1thddgh in normal speech ourlattention is almost
eigluéive]y on meaning, Lamendella has suggested that such students

disengage the speech circuit from the higher level language processin

systems in order to be able tu carry out a repetitious and uncommunic tive

task. The student learns unrelated middle bits {patterns) half-way

between words and complete meaning units, and thereby are not encoura- :d

to,gain an understanding of the languagye as a whole.

The Cogn?tive-Code method does recoynize the wind's neod'fur
meaning and ihtér—re]ationships; but cmphasizes Lhe precision of
analytical reasoning of the }eft hemisphere to the almost exclusion

of newness and wealth ofgdata which calls for right hemisphere functi.

': .
"Competence"” or knowledge¥sf the rules of the language and how it wori-

is very necessgﬁy at the high school level; but it should not exclude

g Al

L
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the "romance" and "ferment" of being exposed to larger tracts of
language and experience. | _

Educators need to be mindful of both-hem{gpheres and both.hodes

of learning. The Situational me%hod.wou1d expose a child to much

_language in meanigfu1_sﬁtuati0ns so that he‘neéds to understand and

desires to communicate. Once involved }n communication, then how a
structure,exprésées thgught or how a change in word form' alters meaning
éan~bé cdnsidéred Tﬁué he would move from right hemisphere
appercept10n, to 1eft hem1sphere ana]yS1s, and back to right hem1sphere
genera11zat1on with left hemisphere exact1tude This encourages
optimal use of both hemispheres and the Situafional Method would
therefore seem to be superior.

The yﬁung child needs more emphasis on "romance", and so wi]f
profit. from activities and experiential'involveme%t. The high school
student.will be caught by the interest of the stories or the va]af of
new information in a—moré Tinguistically emphasized medium. Invo]Jement
will helﬁ nim to work at control of expression. A child's abilities
will be taken into account in teaching. A young child may simply
hear-and speak the second language in experiential use. Once he has
learned to read and write, he will make use of these skills to help:
him learn the second language. Once he has developped and refined
reasoning and analysis, he will analyze more frequently both the struc-

ture of language and words and their.changes.
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An educator takes the child as he is and where he %s.= h]ways,
the child has two hemispheres working side by sidé. S1ow1y the left
- hemisphere will become more speéia1ized for language production and
comprehension, more specialized for reading and writing, more
spécia]izedljn analytical dnd sequential reasoning. These capabilities
the child will be called upon to use, as they develop, in order to
hélp him learn the second language. Nevertheless, the parallel,
gestalt processing of the right hemisphere also jmproves in function,
and exposure to mgch_]anéuage, all of which he does not necessarily
understand, should increase also with age and capabilities. A high
school student who 1is restricféd to pattern drills or to grammar
and -excercises, soon loses interst. Books from which he can gain
concepts and information, as well as stories of interest, shéu]d be
provided. Any field trip or activity that is feasible should be’
consideréd. This éha]]eﬁge to tﬁe right hemisphere brings imvolvement
and excitement, as the new territory is mapped in outline, before the
‘ 1ef£ hemisbhere sets to work to analyze in detail( Meanwhilg,
ianguage is 1earned because it carries meaning woLthy of agtention.
If the braincan find maté?ja] worthy of ﬁts exertion, rather than the
parrotted patterns of the. Audio-Lingual Method or the réstricted
i precision bf the Cognifive;Code Method, then the twin hemispheres will
both go to work, one making sense out of a wealth of data, and the
other analyzing the strucﬁﬁre and tomponents of that data so as to
be able to control similar output worthy of the attention of another.

Mouthed phrases or pqecise exercises can remain as inert ideas, and
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only engage the studenisﬂgg:ipherally It is important to engage
the various senses, higher and lower 1anguage processes, and both
the Teft and right hemispheres of the students in our Second Language
classes. To do this, the Semantic approach of the Situational Method

seems to beﬂpreferab]e.



-109-

" FOOTNOTES
The Af%ican name "Githaigah I find hard to grasp orally,
easy once I have seen it in print. Maruszewski has the
reverse effect: the writigg js confusing because of an
unusual grouping of letters in English. On&e mastered
orally, it js simple.
Unfortunately, unless we speak Polish, it is. a foreign
_ prpnunciatién that we have workgd out, according-to an .
Enlish stock of grapheme to phoneme associations -

[merazus lu‘:{ rather than the Polish Em‘zrugzvski:(.

.

!
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