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Abstract

Combined Free/Demand Assignment Mutliple Access Protocols for

Integrated Data/Voice Satellite Communications
Srikanth V. Krishnamurthy

Satellites with wide area coverage are suitable for providing interconnections
among a large number of low-load geographically distributed terminals with mixed
traffic. Satellite resources have to be dyvnamically allocated to these terminals so as
to cope with real-time traftic demands and maintain the quality of service required
by the users. The Combined Free/Demand Assignment Multiple Access (CFDAMA)
protocols Lave heen introduced for dvnamic resource allocation in packet satellite
connmunications. The studies that have been done earlier are limited to jitter toler-
ant traflic and large population sizes. In this thesis the performance of these protocols
has been analyzed for a wide range of terminal population sizes and in an integrated
voice/data environment. The performance is evaluated in terms of the average packet
delay for jitter tolerant data and blocking probability for real-time voice. The effect of
introducing a Multiple-Frequeney Time Division Multiple Access frame format is also
considered. and a channel re-assignment strategy for improving channel utilization is

suggested.,

i




Acknowledgements

I wishi to express my profound gratitude to my thesis-advisor, Dr.Tho Le-Ngor. He
was a constant source of inspiration and his guidance, encouragement and unreserved
support continnously helped me throughout the course of my study.

I wish to thank the professors who taught me, and with whom I have heen asso-
ciated with at Concordia University for helping me build the base without which this
work could not hav~ been acliieved.

I am grateful to the National Sciences and Engineering Research Council of
Canada (NSERC') for providing me with financial support during the course of my
studies. under the collaborative R & D Grant no. CRD 126885 (with Spar Aerospace
Limited).

My heartfelt thanks to my many friends at Concordia University whose help and
support was with me throughout and who helped provide a great work environment.

I also wish to thank my parvents. my brother and my relatives in (‘fanada and US

for their encouragement and support throughout the course of my graduate studies.




This work is dedicated to my late grandparents

K.C.Venkatanarayana Deekshit and Subbamma




Contents

1 Introduction 1
[.1  Sharing of the Satellite Resonrees . . 0 00 0 L o000 0 L. 3
1.2 Fixed and Dynamic Channel Allocation . . . . ... .0 o000, b
1.3 Existing Dynamic Multiple Access Protocols and Evolution of CFDAMA 9
1.1 Contribntions and Scope of the Thesis .. . 0 0000000 0L 12

2 The Combined Free/Demand Assignment Multiple Access Proto-
cols: An Overview 15

2.1 The Combined Free/Demand Assignment

SITAtORY o ot e e e e e e e e e e e e e e 16
2.1.1  Effects of Scheduler Location on CFDAMA. . . .. .. . ... 16
2,12 Effeet of the CEFDAMA on Various Traffic Types . . . .. .. 17
2.2 Reguesting Strategies in CFDAMA-Protocols . .. . . ... .. ... 21
2.2.1  Requesting by Fixed-Assigned Slots : CFDAMA-FA . . . . .. 21
222 Piggyv-Backed Reservations - CFDAMA-PB .. ... ... .. 24
2.2.3  Random Access Requesting- CFDAMARA .. ... ... .. 26

3 Performance of CFDAMA-FA in packet satellite communications 29
3.1 SystemModelling . .0 o0 o oo 29
3.2 Analysis of CFDAMA-FA for a general population size . . . . .. .. 33

Vi




3.3 lNlustrative Results and Discussions

3.4 Approximation for N << R

Performance of CFDAMA-RA in Packet Satellite Communications 49
4.1 Modellingand Analysis . . . . ... . o o oo oo 50

4.2 Iustrative Results and Discussions nT

...................

Performance in an Integrated Voice/Data System and Effects of MF-
TDMA Framing 61
5.1 Multiple-Access in an Integrated Voice/Data Environment .0 00 L. 62

5.2 Performance of the CFDAMA protocols in the integrated voice/data

CNVITONMCNT . . o . L v v st e e e e e e G
5.3 Multiple-Frequency TDMA Framing . . . .. ... ... ... ... 67
Conclusions 74
Simulation Model Descriptions 7
Al Introdnetion to OPNET models .o 00 o000 000000000 T
A.2 Simulation Model for CFDAMA-RA . . ... ... ... 000 . ™

A.2.1 Strategy followed for collision detection ..o 0 0 00 S

A.2.2 Description of the Process Models for CFDAMA-RA . .. 7
A.3 Simulation model descriptions for CFDAMA-FA with MF-TDMA fram-

I o e e e e e e e e e e e e e e e 8

A.3.1 The Process Model Deseriptions ... 0000000 o0 oL S

Vil




List of Figures

[.I A Satellite Communication System . . . . .. .. ... ........
1.2 A Block Diagram of the satellite transponder and the number of fre-
gueney sub-bands in the case of FDMAL TDMA and MF-TDMA . . .
1.3 A Bloek Diagram showing a terminal
(a) Using multiple carriers to transmit (b) Using a single carrier to

TFansmIt . . e e e e e e e e e e e

2.1 Slot assignment by the Scheduler in the CFDAMA protocols . . . ..

~
o

Alternating request and data slot format used for jitter-tolerant data

2.3 Frame structure used in CFDAMA in a multimedia environment . . .

2.4 Explicit Then Implicit Reservation ... . ... ... ... ......
3.1 Superframe structure used in analysis of CFDAMA-FA .. . ... ..
3.2 Timing Relationship . . . ... o0 oo oL

3.3 Comparison between analytical and simulation results for 1 = 0.56

3.1 Comparison between analytical and simulation results for 5 = 0.37

3.5 Analytical and Simulation results comparing ‘d* for =056 . . . . ..
3.6 Delay of CFDAMA-FA for various valuesof 4 . . . .. .. .. ....

3.7 Fraction of demand assigned slots versus throughput for different 7

viii

6

42
43
44
45




-t
0

Al
A2
A3
A4
A5

Comparison between analytical (geometric service approximation) and

simulation results: 5 = 0.09

-----------------------

The time between successive succesful requests. .. .0 . .0 0L,
Comparison between analvtical and simulation results: y=1.8% . . |
Awvs System Load o o 00 oL Lo o
(‘fomparison of CFDAMA-RA for varions 5 . . .

Delay Throughput Performance of CFDAMA-RA and CFDAMA-FA

for p=37 . . e e

The Movable Boundary Coneept . 0 00 o0 o0 0 o000 00

Average Packet Delay (seconds) vs Throughput with Voice Fraction

...................................

Blocking Probability vs Thronghput for voiee . .00 0 00 0oL L.
Multiple-F equeney TDMA Frame Format .. . 0.0 o000 L.
Re-Assignment Strategy for MF-TDMA .. 0000000000
Simulation results comparing CFDAMA using o MF-TDMA frame
structure with 8 carriers with CFDAMA using a single carrier TDMA

type frame structure for equal thronghputs per carrvier. .. .. . . ..
The Satellite Process Model . . . .. . ... .o o o 0oL,

The Terminal Process Model for CFDAMA-RA .. .0 .00 0. .
a) The Source Process Model b) The Hub model for CFDAMA-RA

The Terminal Process Model for CFDAMA-FA with MF-TDMA framing

The Source Process Model for CFDAMA-FA with MF-TDMA framing

i)

61

66

67

6N

64

o -
S
—




A6

The Voice Hub Process Model for CFDAMA-FA with MF-TDMA

framing . . .. o e e e e e e e e e e




List of Abbreviations

CFDAMA
DAMA
TDMA
FDMA
MF-TDMA
OBP

OBP Satellite
CFDAMA-FA

CFDAMA-PB

CFDAMA-RA

LAN
M

RF
CPU
TWTA

Combined Free/Demand Assignnient Multiple Aceess

Time Division Multiple Access

Frequency Division Multiple Access

Multiple Frequency Time Division Multiple Access

On Board Processor

On Board Processing, Satellite

Combined Free/Demand Assignment Nultiple Access pro-
tocol with Fixed Assigned Request Slots

C'ombined Free/Demand Assignment Multiple Access pro-
tocol using Piggvbacked Reqesting

(‘ombined Free/Demand Assignment Multiple Access pro-
tocol with Random Access Request Slots

Local Area Network

Intermodulation

Radio Frequeney

C'entral Processing Unit

Travelling Wave Tube Amplifier

X




N

q

1
d

List of Symbols Used

Terminal population size
Time slot size in seconds
Round trip delay
Scheduler queue delay in terins of number of slots
Number of traffic slots per frame
Number of request slots per frame in CFDAMA-FA
Number of arrivals in a superframe (used in the analysis of CFDAMA-
FA)
Number of packets at a tagged terminal’s queue at the heginning of a
superlrame (used in the analysis of CFDAMA-FA)
Normalized population = -%T-
Fraction of demand-assigned slots in a frame
Twice the propogation delay from the terminal to the scheduler
R for an on-hoard scheduler
2R for an on-ground centralized scheduler
Number of slots in a superframe. X = «.V where « is an arbitrary
integer.
Arrival rate of jitter tolerant data to a particular terminal
Arrival rate of jitter tolerant data to the system

Time distance hetween arrivals uniformly distributed in a superframe

in the analysis of CFDAMA-FA

Xi




p

P

1t

W

P,

G(z)
Wi(z)

(a) Probability of a particular packet arriving to a non-empty queue
being transmitted by a free slot (used in the analysis of CFDAMA-FA)
(b) Probabilty of a successful request (used in the analysis of CFDAMA-
RA)

(a) Probability of a particular packet arriving to an empty quene being,
transmitted by a free slot (used in the analysis of CFDAMA-FA)

(b) Probability of a particular packet arriving to a non-empty quene
being transmitted by a free slot (used in the analysis of CFIDAMA-RA)
Probability of a particular packet arriving to an empty quene being,
transmitted by a free slot (used in the analysis of CFDAMA-RA)
Time taken for a request to be honoured W= £+ 8 (in the analysis
of CFDAMA-FA)

Maximum number of free slots a particular terminal can obtain in an
interval of r slots (in the analysis of CFDAMA-FA).

Probability that there are ¢ packets in the terminal’s gquene at the
beginning of a superframe (used in the analysis of CFDANMA-FA).
Estimated time required for a packet to obtain its due demand assigned
slot in the analysis of CFDAMA-FA for the case when Nr << It

Pgf of the service time for a packet i CFDAMA-FA when N7 << I
Pgf of the waiting time in obtaining a slot, for a packet arriving to an
non-empty queue

Pgf of the waiting time in obtaining a slot, for a packet arriving to an

cmpty queue

Xii




1

A

J]

r,
/)
t

Av

I

L

Random variable representing the time between successful requests in
CFDAMA-RA

Probability that A arrivals occur between successful requests (in the
analysis of CFDAMA-RA).

Average waiting delay for a packet in the analysis of C'FDAMA-RA
Fixed time intervals between successive packets in a voice call in
progress.

Blocking Probability for voice

Total traffic intensity in the svstem.

Fraction of Voice Traftic

Puisson arrival rate for voice calls

Traflic intensity of data

Traffic intensity of voice

Number of carriers in an MF-TDMA svstem

Xiv




Chapter 1

Introduction

Since carly 1960s. satellites have been used to provide communication links to geo-
graphically distributed terminals [2]. Traditionally they were used for long distance
trunk connections in fixed telecommunications networks. The nodes that were linked
by the satellite were large in size and power and carried the aggregate traflic from
a large number of terminals. However, the increasing digitalization of telecommuni-
cations worldwide, and the continuous process of finding more efficient methods of
utilizing satellite technology has led to greater use of satellite links in user-oriented
applications [2. 15]. In user-oriented applications the satellites link individual small
low-load terminals, which have to be situated on or near the user’s premises.

It is expected that satellites will continue to play an important role in future global
networks in spite of advances in technology in other transmission media such as fiber
optic cables because of certain inherent advantages [24]. These advantages may be
listed as follows:

e Satellites provide basic telecommunication services to arcas where terrestrial
alternatives are not feasible due to geographical barriers.

o They are suitable for providing direct access between terminals. Users can




have direct control of their communication systems, since there are no intermediate
transmission or switching nodes aside from the satellite [2, 41]. In terrestrial networks
however, the information may have to pass through several intermediate public nodes
before reaching the destination.

o Satellite communications provide the flexibility in adding new terminals, whereas
for terrestrial transmission media additional physical connections will have to be
provided.

e Satellites also have an edge in providing direct mobile services. since there is no
need for having physical links [34. 27].

Figure 1.1 shows an envisaged satellite communication system. The satellite can
conneet large terrestrial networks, small terminals in residential locations, business
oriented networks. and land and aeronantical mobile units. It can provide direct links
between distant terminals in residential locations. inter-LAN connections in business
networks and connections to distant mobile units. A small user-oriented terminal
may also communicate with a large terrestrial network through the satellite link.

The changes in satellite applications calls for different criteria in the design of
the terminals. Traditional systems that the satellites were serving produced mainly
real-time traffic (voice). In user-oriented applications due to the increasing use of
computers and exchange of digital information, jitter-tolerant traffic such as data
and graphics are generated in large quantities in addition to real-time traffic such as
voice. The two different types of traffic have different constraints. Real-time traffic
can accept long set-up time but cannot be queued, while jitter-tolerant traffic is bursty
and requires fast transfer. In traditional satellite systems, the nodes that satellites
linked were large and were situated far away from the user’s premises. In user-oriented
applications and mobile networks the size of the terminal has to be small for it to be
installed near the user’s premises. This not only reduces the cost of the terminal but

also greatly lowers installation costs, In addition as the terminal hecomes bigger in




size, it becomes more difficult to install it at the customer’s premises since space is
likely to be a constraint.

Unlike traditional satellite nodes. which carried the aggregate traflic from a large
number of terminals, current satellite nodes are individual low-load terminals, Ax
satellite networks continue to grow, the information processing terminals are increas-
ing at a rapid pace. These large number of terminals have to simultancously intercon-
nect their respective data and voice communication links through the satellite and
share the limited satellite capacity. The terminals require satellite capacity infre-
quently. but may need high capacities at times. Thus. the power and bandwidth of
the satellite have to be shared dynamically in order to meet the demands of luctuating,

traffic conditions.

1.1 Sharing of the Satellite Resources

For the purpose of sharing the power and bandwidth in a satellite (referred to as
the transponder). among the terminals. a multiple access technique is nsed [4, 10].
The two most common techniques used for sharing the transponder handwidth are
Frequency Division Multiple Access (FDMA) {23] and Time Division Multiple Access
(TDMA) [33).

In Frequency Division Multiple Access the transponder bandwidth is divided into
a group of non-overlapping channels with smaller frequency bands as shown in Figure
1.2. The channels have different RF carriers, which are used by transmitting terminals
[3]. A number of carriers are simultaneously amplified by the high power amplifier
(Figure 1.3 (a)) of the terminal and the travelling wave tube amplifier in the satellite
transponder (Figure 1.2) when FDMA is used. These amplifiers have non-lincar
characteristics and this simultaneous ampiification of a nmber of carriers leads to

intermodulation (IM) distortion [33, 4, 10]. To reduce the IM distortion the amplifiers
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are operated significantly below the saturation point. The effect is a reduction in the

capacity and power efficiency of the terminal as well as the transponder. The FDMA
scheme is however, simple to implement [33].

Instead of dividing the channel capacity in frequency. we may divide it in time,
This is known as the Time Division Multiple Access (TDMA). All the terminals trans-
mit with a single carrier but at different times. In TDMA the termy channel refers to a
time-slot instead of a frequency slot. Since there is only one carrier at a time (Figure
1.3 (b)), the problem of intermodulation between signals is avoided and the amplifiers
in the terminal and the transponder can operate near the saturation level, Therefore
compared to the FDMA the capacity and power efliciency of both the ternnnal and
transponder are higher for the TDMA. However. the full transponder bandwidth is
shared by all terminals nsing a single TDMA carrier with a transmission bit rate of
the order of 60 Mb/s to 120 Mb/s [41]. Thus a TDMA system requires the terminals
to transmit at high transmission bit rates. which in turn requires a higger antenna
and larger power. This is because, the antenna size depends on the transmission rate,
As the transmission rate increases. the energy per bit has to inerease for a desired
output error performance, which in turn requires a higher gain and hence a bigger an-
tenna size. Thus, although TDMA is efficient for interconnections hetween high-load
trunk connections that permit large terminal sizes, it is not snitable for user-oricnted
applications in business networks, which require very small or portable terminals [15].

In order to obtain a compromise between the loss of capacity and power efficiency
in FDMA and large terminal size in TDMA a combined FDMA/TDMA scheme may
be used [3, 4, 5, 20, 41]. We call this the Multiple-Frequency Time Division Multiple
Access (MF-TDMA). The transponuder bandwidth is first divided into a number of
fiequency sub-bands as in FDMA. Each frequency is then time-shared by the termi-
nals as in TDMA. The MF-TDMA terminal has a single carrier transmitter with a

carrier-hopping capability to access any time-frequency slot (Fignre 1.3 (b)), Single
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Carrier transmission eliminates IM distortion at the high power amplifier of the ter-
minal and thus allows it to operate near saturation for a maximum power efficiency
as in the case of the TDMA. Further, an MF-TDMA terminal uses ouly a portion
of the transponder bandwidth at a given time and therefore is required to transmit
at much lower transmission bit rates when compared to the TDMA. This allows for
smaller terminals as compared to the TDMA. However, when MF-TDMA is used
intermodulation effects are present at the satellite transponder, as in the case of the
FDMA. due to the presence of multiple frequency carriers [3. 4]. The intermodulation
effects inerease with the number of carriers that are amplified simultaneously. Due
to the combined time/frequency sharing in the NIF-TDMA. the number of carriers
is greatly reduced when compared to the FDMA (Figure 1.2). Thus. the reduction
in the transponder capacity and power is not as mmuch as in the case of the FDMA
[3, 20]. The reduction in the size of the terminals makes the MF-TDMA scheme
much more cost effective than the TDMA svstems [4] in spite of the IM effects of
the transponder. The MF-TDMA scheme thus permits inexpensive terminals. and
yet provides aggregate throughput comparable to the conventional high-rate TDMA

systemes.

1.2 Fixed and Dynamic Channel Allocation

The transponder bandwidth that is divided using the FDMA, TDMA or MF-TDMA is
to he allocated to the terminals. For this purpose a Multiple Access Protocol is used.
Multiple access protocols are generally divided into two groups: fixed assignment
schemes and dynamic assignment schemes.

In fixed assignment schemes the total available channel capacity is divided into
channels by either TDMA, FDMA or MF-TDMA. Each subchannel is then perma-

nently assigned to a terminal. Such a fixed allocation is very efficient if the intercon-

oo




nection patterns between terminals are rather static and the network consists of only
a few highly loaded nodes with continuous or regular flow, due to the fixed alloca-
tion of the capacity in these schemes. However, as the number of terminals increase
and the traffic becomes bursty the channel utilization decreases when these schemes
are used because of the wasted capacity assigned to idle terminals. Further. these
schemes do not allow for changes in traffic flow among the terminals relative to that
assumed when the assignment is made.

Traffic in business network applications supporting multimedia services are bursty
and vary greatly with time. Each terminal demands satellite capacity infrequently,
but when it does it may require relatively high capacity and rapid response. Henee,
in this multimedia environment fixed allocation schemes are not efficient, Capacity
allocation has to he more Jdynamic to cope with the varving traflic demands in real-
time. so as to effectively share the satellite capacity among a large number of low load
terminals. The FDMA, TDMA or MF-TDMA may be used for dividing, the available
chanuel capacity into subchannels before dynamic allocation. However, it is casier
to change capacity assignment when it is divided in time rather than in frequency.
Hence, many of the existing dynamic multiple-access protocols use the TDMA for
dividing the available capacity.

Many protocols have been proposed and used for dynamic channel allocation [41,

32]. A brief review of these protocols is presented in the following section.

1.3 Existing Dynamic Multiple Access Protocols
and Evolution of CFDAMA

Demand assignment schemes have been widely used for voice communications in

satellites. Here, the assignment of channel capacity is done on the basis of demands




by terminals. Whenever a terminal has a message it sends in its request for slots on the
basis of the number of packets in the message and the scheduler then allocates it the
required channel capacity. The scheduler may be an on-board scheduler or a master
control station on the ground. This is called centralized control. There could also
he a distributed control where in, by the virtue of a broadcast nature of the channel,
all the terminals learn the channel requests of every other terminal and maintain a
global reservation request queue. In pure demand assignment schemes however, there
is an initial set up time between the initial requesting time and the time at which
the slot is allotted equal to either one or two round trip delays depending on where
the schedaler is situated. The round trip delay is the propagation delay associated
in transmitting a message in a satellite communications system and is about 270 r. .
For veicc communications, Demand Assignment Multiple Access (DAMA) schemes
are quite acceptable for their offered utilization becriuse the average holding time (or
service time) of a voice call is typically about 3 minntes. several times longer than the
channel set-up time of about 0.54 seconds'. However. for data communications. this
set-up time hecomes tou long compared to the average duration of a data message.
For examiple a data message of 8 kilobits can be transmitted within 3.91 ms by a 2.048
Mb/s terminal. Using a DAMA scheme, this message needs to wait for an average of
(.51 seconds in order to use the chaunel in only 3.91 ms. This large ratio of set-up
time to message duration is undesirable for data communications.

Although high ntility is achieved in demand assignment schemes the set-up phase
i« long and may make response time unacceptable as far as short length bursty mes-
sages are concerned. Random access schemes ALOHA and Slotted ALOHA [31],
[26] were introduced to cater to the needs of bursty traffic and have heen used in

satellites. The set-up time is eliminated when random access is used. Each slot is

FAssuming a centralized on-ground scheduler
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open for contention. Whenever traffic arrives it chooses one slot at random to trans-
mit its message. When more than one terminal transmits in a particular time-slot
a collision will occur. Then the collided packets will have to be retransmitted. At
high channel loading, collisions increase and result in poor channel utility. In Slotted
Aloha a maximum channel of utility of only 36 % may be achieved. However, at low
throughputs. the random access schemes outperform the demand assignment schemes
and the messages can be transmitted with minimmm delay. A satellite system using
a controlled Slotted Aloha uplink access is described in [9]. While random aceess
protocols can thus be used for transmitting jitter-tolerant data. they are not snitable
for transmission of real-time traffic. This is becanse when packets collide and have to
be retransmitted. it is not possible to ensure that the packets arrive in order, whereas
a real-time message. such as a voice call, requires its packets to arrive in the proper
order to ensure comprehensibility,

Dynamic multiple-access technigues incorporating the advantages of hoth the
demand-assignment and random-aceess schemes have heen introdueed in {25, 13, 11].
These schemes give the excellent performance of random access at low throughputs
and the advantages of the demand assignment at middle and high throughput ranges.
In [25] the slots that are not demand assigned are open for contention. Thus at
low throughputs while most of the packets use the random access strategyv, at high
throughputs they are allocated capacity based on their reservations. Due to possible
collisions the scheduler is required to monitor unreserved channels and have a reliable
collision detection scheme. This implies the requirement of both high-processing time
and reliability. An alternative to combining demand assignment with random aceess
is combining it with fired assignment. Instead of the unreserved slots being made
open for contention they may be assigned on a fixed basis {1, 16]. In this scheme
a cuannel has two possible states: reserved and wnreserved. Reserved channels are

those allocated to the requesting terminals in response to their demands. The re-
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maining channels in the frame are in the unreserved state and are assigned to the
terminal using a fixed assignment scheme. If the terminal obtaining an unreserved
slot has a short traffic message then it can send this message right away and this short
message has a very short access timne. The unreserved slot is not used however. if the
terminal does not have traffic at the instant it is allotted. For this reason. it may
be expected that a dynamic-assignment of the unreserved slots may be advantageous
over the fixed assignment.

In order to make the allotment more dynamic the Combined Free/Demand As-
signment Multi-aceess protocols (CFDAMA) were introduced in [42]. The unreserved
slots are allocated based on some heuristic information rather than on a fixed basis.
thus increasing the chance that a terminal having traffic obtains these slots. Short
length jitter-tolerant messages utilize the free-slots predominantly at low throughputs
(since most channels are unreserved) and depend on reservations at high throughputs.
Real-time messages make explicit then implicit reservations with pre-releasing [43].
A primary research was done on this scheme for large terminal population sizes with

only jitter-tolerant data in [28].

1.4 Contributions and Scope of the Thesis

The Combined Free/Demand Assignment Multiple Access Protocols (('FDAMA)
were introduced in [42] for the dynamic allocation of the wide bandwidth satellite
channel to a number of bursty terminals. Capacity requesting in CFDAMA protocols
can be done in three ways?, by having fixed assigned request slots after regular inter-
vals (CFDAMA-FA). by piggybacking the requests on information carrying packets
(CFDAMA-PB) or by random access (CFDAMA-RA). The studies in {42, 22, 28] were

%to he discussed in detail in Chapter 2
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limited to jitter tolerant data. The performance of CFDAMA-FA and CFDAMA-PB
was analyzed for the case when the round trip delay (Rseconds) was close to N1
(where N is the terminal population size and 7 is the time-slot size in seconds) in
(28]. It has been shown that the performance of CFDAMA protocols improve as
the population size decreases and that the performance of CFDAMA-FA and that of
CFDAMA-PB is almost the same. Simulation studies were done for CFDAMA-RA.
Further it was shown that when N7 is comparable to or less than R, the CFDAMA-FA
and CFDAMA-PB outperformed the CFDAMA-RA.

In this work the performance of the CFDAMA protocols is further investigated.
The effects of scheduler location and different requesting strategies on the perfor-
mance are examined. The performance of the CFDAMA protocols using fired as-
signed 1equest slots ((FDAMA-FA) is analyzed for a general population size. The
effects of reducing the population size have been examined. The performance of the
CFDANMA protocols using a random access requesting strategy (CFDAMA-RA) has
been analyzed for a general population size. This scheme has heen compared with the
CFDAMA-FA for various population sizes. The suitability of cach requesting strat-
egy for different population sizes is discussed. Further, with the advent of multimedia
communications integrating real-time traffic, such as voice, with jitter tolevant trallic
is of particular interest. The performance of the CFDAMA protocols in an integrated
voice/data environment has been analyzed assuming constant bit rate voice, The
effect of voice on the ‘delay throughput’ performance of jitter-tolerant data is exam-
ined. Further, the effect of introducing a MF-TDMA type frame on the performance
of the CFDAMA protocols is investigated.

Queueing theory is employed throughout this rescarch for performance analysis.
Markov chain analysis and renewal theory are found to be especially useful. Due to
the complexity involved in the analyses a number of simplifying approximations are

made. Simulations are performed to support the validity of various approximations.
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The rest of the thesis is organized as follows:

An overview of the CFDAMA protocols is presented in Chapter 2. The effects
of scheduler location, different traffic types and variation in terminal-population size
on the performance of CFDAMA protocols is examined. A description of the various
requesting strategies that may be employed is presented and the advantagaes and
limitations of cach strategy discussed.

Chapter 3 presents a performance evaluation of CFDAMA-FA for a generalized
population size in a packet satellite system. A mathematical model is formulated.
The effect of reducing the population size is examined. Illustrative numerical ex-
amples are given comparing analytical results with simulation results. Simplifving
approximations are suggested for small population sizes.

The performance of the CFDAMA-RA is analyzed for a general population size. in
a packet satellite system in Chapter 4. The effect of changing the population size on
the performance is examined. HHustrative numerical examples comparing simulation
results with analvtical results are presented. The performance of CFDAMA-RA is
compared with that of CFDANMA-FA for different population ranges.

In Chapter 5 the performance of the CFDAMA protocols in an integrated
voice/data satellite communications svstem has been analyzed. The effect of the
real-time traffic on the performance of jitter-tolerant data in the CFDAMA protocols
is examined. The effect of introducing a Multiple Frequency -TDMA frame format. its
advantages and disadvantages are discussed. A re-assignment strategy for improving
channel utilization, when a MF-TDMA framing is used. is suggested.

Chapter 6 gives a summary of the research and suggestions for further research.

A description of the Simulation Models is included in the Appendix.




Chapter 2

The Combined Free/Demand
Assignment Multiple Access

Protocols: An Overview

A multiple-access scheme essentially performs the task of managing the sharing of the
channel capacity in the satellite communications network. Varying tratlic demands
require the sharing of the satellite capacity to be dynamic in order to achieve a high
channel utilization and satisfactory performance measures. Many dynamic multiple-
access schemes have been used for sharing the satellite channel capacity as discussed
in Chapter 1. In this chapter the Combined Free/Demand Assignment protocols
introduced in [42] for dynamic channel allocation are discussed in detail. The effects of
scheduler location, different traffic types and different population sizes are examined.
The various ways in which the requesting can be done in the CFDAMA schemes are

considered and their advantages and limitations discussed.



2.1 The Combined Free/Demand Assignment
Strategy

Demand Assignment multiple access schemes suffer from long delays even at low
channel utilization. In order to provide fast access for low load conditions and short
messages, while ensuring the high utilization of satellite capacity at high traffic loads.
demand assignment multiple-access schemes have been combined with random access
or fixed-assignment. Combined random/reservation access schemes will have to have
a reliable collision detection scheme, which implies the need for high processing time
and reliability. In combined fixed/demand assignment multiple access schemes slots
that are not reserved are allocated by fixed assignment. These unreserved slots may be
wasted if the terminal does not have traffic at that moment. Therefore the efficiency of
such a combined technique may be increased by increasing the chance that a terminal
having traflic obtains the unreserved slots. For this reason, a dynamic-assignment
of these unreserved slots (rather than the fired-assignment of such slots) may be
expected to improve the performance. The CFDAMA protocols incorporate such a
dynamic assignment of unreserved slots by combining demand assignment multiple-
access with free-assignment. Reserved slots are allocated to requesting terminals in
response to their demands. When there are no demands unreserved slots are assigned
dynamically to terminals based on some heuristic information. The {ree-assignment
may be made by allotting slots in a round robin fashion. by randomly choosing one

of the terminals for allocating the next slot, by priority assignment, etc.

2.1.1 Effects of Scheduler Location on CFDAMA

CFDAMA protocols can be applied to both bent-pipe (non-regenerative) and on-

hoard processing (OBP) satellites. The time taken for a requesting terminal to be
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allocated a channel in response to its explicit requests depends on where the scheduler
is located. For new generation satellites with OBP capability a centralized scheduler
can be located in the satellite so that it takes the requesting terminal only one round-
trip delay (R seconds) plus the scheduler queneing/processing time to receive the reply
to its reservation. For bent-pipe satellites the scheduler should be on the ground. We
could have a centralized (on-ground) scheduler. In this case it takes the requesting
terminal two round-trip delays plus the scheduler queueing delay. We could also use a
distributed scheduling scheme in which all terminals perform an identical scheduling
procedure. This is possible in a global-beam satellite system. Using a distributed
scheduling scheme it takes the requesting terminal only one round-trip defay plus
queueing/processing time to obtain its allocation. The assignment of free-assigned
slots however. is not affected by the location of the scheduler. Figure 2.1 shows how

a scheduler allocates slots in a CFDAMA protocol.

2.1.2 Effect of the CFDAMA on Various Traffic Types

In the discussions to follow it is assumed that the CFDAMA protocols assign the
unreserved slots, which we refer to as the free-assigned slots, in a round robin fashion.
A free-assigned slot is utilized if the terminal to which it is alloted happens to have
a message in its queue at the instant of allotment. At very low throughputs when
it may be assumed that there is very little requesting, the messages will be trans-
mitted predominantly by free-assigned slots. The chance that a terminal obtains a
free-assigned slot is high. Therefore, its short length jitter-tolerant messages can be
transmitted through the frec-assigned slots with shoru delays. At high load. since
most of the channels are reserved, the chance for a terminal to obtain a free-assigned
channel becomes low. As a consequence, at high-load conditions jitter-tolerant traffic

is likely to be transmitted over reserved channels with longer delays. In the CF-
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DAMA schemes. a short jitter tolerant message may be thus transmitted either by a
frec-assigned slot or by a demand assigned slot, which is allocated in response to its
request. In addition there is a possibility that it may also be transmitted by an undue
demand assigned slot. which is a slot that may have heen reserved by another message
of the same terminal, but this other message was transmitted through a free-assigned
or undue demand assigned slot.

In {42] and [28]. the channel time is divided into contiguous slots, each of which

contains a portion for sending information called a dafa slot and a portion for sending
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Figure 2.2: Alternating request and data slot format used for jitter-tolerant data

reservations called a request slot (Figure 2.2). The data slot and the request slot
were assumed to be independent of each other. The request slots are an overhead,
The maximum channel utilization is reduced due to the presence of this overhead.
Organization of the channel in this 1aanner is suitable if there is only jitter-tolerant
traffic. since this kind of traffic is not periodic. However, in the presence of real-time
traffic such as voice, which is continous and regular with constant bit rates, there is a
need for a frame structure, which is repeated after regular periods. We assume that a
frame consists of "M’ data slots and *Q’ request slots where M and Q are independent
of terminal population N as shown in Figure 2.3. The size of the frame is dependent
on the desired transmission bit rates and organization of the channel capacity. If
@ = M then the channel assignment will be the same as that followed in [28], which
assumes a request slot for every data slot.

An explicit requesting strategy is suitable for jitter-tolerant queucable traffic. It is
however, not appropriate for stream-time traffic (e.g., voice), which requires channel

allocation in a periodic manner. Hence, to support an integrated or mixed traflie in
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a multimedia environment the explicit then implicit reservation regime mav be used
[43]). The CFDAMA protocols may use this unified regime access for real-time and
long length jitter tolerant messages. An arriving message has to first place an explicit
request for channel capacity. The scheduler will allot channel capacity in response
to the explicit request and then the allocated capacity is implicitly maintained until
a channel release message is received. The message using this scheme cannot be
initiated by utilizing a free-assigned slot or a demand assigned slot meant for a short
length data message. since the scheduler needs to know that it has to implicitly issue a
slot every frame after the first slot. Thus, as far as real-time messages are concerned
the CFDAMA behaves as a pure reservation scheme. A pre-rcleasing strategy is
used so as to improve channel atility by reducing idle time. The terminal sends in
a slot-release message to the scheduler one or two round trip delays (depending on
whether the scheduler is on the satellite or on the ground) before the end of the
message transfer phase.  Although the scheduler makes a new allocation when it

receives the release request, this channel can still be used by the old terminal until

20




the new capacity allocation information is received by the terminals. The Explicit
then Implicit Scheme is illustrated in Figure 2.4 by assuming the message using the

regime to be a voice call.

2.2 Requesting Strategies in CFDAMA-Protocols

The performance of the CFDAMA protocols is dependent on the requesting strategy
that is used. The requesting may be done through fixed-assigned request slots, which
occur after regular intervals, by random access or by piggybacking the requests in the
information carrving data packets. The following subsections deseribe cach of these

requesting strategies, their advantages and limitations in detail.

2.2.1 Requesting by Fixed-Assigned Slots : CFDAMA-FA

In the fixed assignment type of reservations. pre-assigned, dedicated request slots
are allocated to terminals after fixed intervals. The CFDAMA scheme using this
fixed-assigned request is called as CFDAMA-FA. A particular terminal can send in
its explicit request in its own request slot only.

We can have a TDMA frame structure for CFDAMA-FA as shown in Figure 2.3,
The frame consists of ‘M" data slots and ‘Q" request slots. Q is usually either less
than or equal to M. Increasing Q will give the terminals faster access to request slots,
However this will cause an inecrease in the overhead. A compromise will have to be
reached depending on the requirements. In a frame ‘Q’ of the ‘N terminals will get
request slots. Thus for a particular terminal the time between two suecessive request
slots will be [%] frames where [b] denotes the integer immediately greater than or
equal to b. Thus on the average a terminal gets a request slot after [%] frames and

hence the time taken for a terminal to get a demand assigned slot inereases with the
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population size. Further, the free-assigned slots for a particular terminal ave separated
by a minimum of [%] frames and thus the time taken to get a frec-assigned slot also
increases with the terminal population size. The performance of the CFDAMA-FA
may be therefore expected to deteriorate as the terminal population size increases,
Let us consider the ‘i'th and the *(i41)" st frames for a tagped terminal, Let the
number of packets in the terminal’s quene at the beginning of the *(i+1)" st frame he
¢:+1 and that at the beginning of the *i'th frame be ¢, Let ¢, be the number of packets
arriving in the 'i'th frame. Let r, he the total number of slots (both free-assigned
and demand assigned together) the tagged terminal reecired and ulilized in the "ith

frame. Then the relationship bhetween these gqnantities is given hy!

41 = [‘/: + o, - l',]+ (2.1

If the distance between successive regnest slots is given by

a= (-‘G]ﬁ'amvs

and if the tagged terminal has a request slot in the *i'th frame. its nest requesting,
slot will be in the “(i4a)” th frame. The number of slots for which the terminal will

regiv st is given by the following relation:

No of requests = [q,+,, - 4/,}+ (2.2)

<

ify>0
bt = .
otherwise




[42] and [28] analyze the CFDDAMA-FA for the case when N7 > R where 7 and R
are the slot size and round trip delay in seconds, respectively. It was shown in [28].
that the fixed assignment requesting strategy gave a very good delay vs throughput

performance when N7 is close to or less than the round trip delay.

2.2.2 Piggy-Backed Reservations - CFDAMA-PB

CFDAMA-FA requires the presence of a separate reservation channel, which is an
overhead, Thus, the maximum channel utilization is reduced to a certain extent. This
overhead may be reduced by piggybacking the requests on the information carrving
data slots, This helps achieve a higher channel utilization. The version of CFDAMA
using this requesting strategy is called the CFDAMA-PB. The TDMA type frame
structure may be used in CFDAMA-PB and will contain only data slots. The frame
size may be chosen depending on the desired transmission rates and the organization
of the channel.

In CFDAMA-PRB. irvespective of whether a request is transmitted or not every
data packet is to have a field that is set aside for requesting information. Further.
examining cach and every data packet for a request requires an increase in processing
time. Thus, the overhiead for requesting in CFDAMA-PB may be comparable with
that of CFDAMA-FA,if the value of *Q’. i.e., the number of request slots per frame
in CFDAMA-FA, can be reduced withont affecting the performance of the protocol
much?.

in CFDAMA-PB a terminal will have to wait for its own data slots for sending its
requests. For a system of homogeneous terminals the distribution of the data slots
amoug the terminals may be assumed to be uniform and thus, the time taken for a

terminal to get slots (either free-assigned or demand-assigned) may be expected to

*This is possible for certain ranges of N 7 as may be seen in Chapter 3
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increase as the population size increases. The performance of the CFDAMA-PB may
be expected to deteriorate with an increase in the terminal population size, as in the
case of the CFDAMA-FA. It has heen shown in [28] that the Piggvbacked reservation
strategy is seen to give a very good ‘delay vs throughput’ performance when N7 ois
close to the round trip delay R. or is less than R. Further it has been shown that the
performance of CFDAMA-PB and the (CFDAMA-FA are almost the same.

Let us say that when data slots are alloted for the *i’th time to a tagged terminal.
the 'i'th server is at the terminal in question. Let n,4y be the number of packets in
the terminal queue when the (i + 1) st server arrives and n, be the number  packets
when the 7 th server arrives, Let o, be the number of packets the *i'th server serves,

Then

M1 = [+ a, = ot (2.3)

and

No of requests on the (i + 1) st server = [1,4y — 0]t (2.1)

Here. a, is the number of arrivals in the time between the the ith and the (74 1)t
servers.

In [22] an ID (a unique number associated with each terminal) re-ordering scheme
has been introduced in which the scheduler (which has been assnmed to be on-hoard
the satellite) maintains an ID table. Whenever any terminal gets a slot cither by
demand or free-assignment the scheduler moves the 11 of the terminal in question to
the bottom of the table. The free-assigned slots are assigned according to the status
of the ID table. The terminal whose 1D is at the top of the 1D table is assigned the

next free-assigned slot. This is done to ensure fairness. However, the expected delay
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performance characteristic has been seen to be almost the same for the case with and

the case without 1D re-ordering {23).

2.2.3 Random Access Requesting - CFDAMA RA

Requesting through fixed-assigned request slots or by piggybacking the request in the
traffic packets may be advantageous vhen the population size N is not very large. It
has been shown in [28] that, both have an excellent ‘delay vs throughput’ performance
when N7 < R or is comparable to R, where 7 and R are the time-slot size and round-
trip delay, respectively. When N7 >> R their performance is degraded due to the
long wailing time for a request slot in CFDAMA-FA. or for an available data slot in
CFDAMA-PB. Another way of requesting is to open the request slots for contention.
Unlike in the fixed assignment strategy when a terminal has to wait for its own slot
to send in its request, the random access scheme permits a terminal to transmit a
request in any request slot. We call this version of CFDAMA as CFDAMA-RA. The
‘Slotted Aloha™ technigue may be used for requesting,.

CFDAMA-RA may he expected to be advantageous when Nr >> R for a fixed
svstem load. At low and medium throughputs the random access proves to he advan-
tageous due to the ability of a terminal to almost immediately access a request slot.
However it is disadvantageous at higher thronghputs due to an increase in collision
rate. At low throughputs, in CFDAMA-FA or CFDAMA-PB packets are transmit-
ted mostly by free-assigned slots. When N is large the distance hetween these slots
is large and thus causes greater delays. In the case of CFDAMA-RA the packets are
transmitted by demand assigned slots (due to the large distance between the free-
assigned slots) at low throughputs by allowing the terminals to almost immediately
access request slots. The packets are however, transmitted through the free-assigned

slots at higher throughputs due to greater collision rates.
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The CFDAMA-RA may be used with a TDMA type frame structure as in Figure
2.3. The request slots may be grouped together at the beginning of the frame. A
particular terminal will choose one of the ‘Q’ request slots at random to transmit its
request. If more than one terminal chooses the same slot for transmitting its request,
a collision results and the request is lost. Increasing the number of request slots
will decrease the probability of collisions. However, this will result in an increase in
overhead and thus limit the maximum channel utilization. Thus, depending on the
requirements the number of request slots may be appropriately chosen. If Q = M and
the traffic consists of only jitter tolerant data it may prove advantageous to have an
alternating data slot. request slot organization as shown in (Figure 2.2). A terminal
may transmit a request in the next immediate request slot if there is an arriving
message. Thus, the minimum mean delay in this case turns out to be just equal to
two round trip delays (if there is an on-board scheduler) if I# << Nr.

CFDAMA-RA will be stable (unlike the Slotted-Aloha based Demand Assignment
Multiple Access schemes) due to the presence of free-assigned slots, In case of all
collisions. packets can still be transmitted by means of free-assigned slots after finite
delays. A retransmission strategy may be incorporated. but for a terminal to know
that its request has failed it takes at least I seconds (or 2R seconds depending on
the position of the scheduler). Further. retransmissions at higher throughputs will
lead to higher collision rates thereby deteriorating the performance.

Let us assume a frame format as in Figure 2.3. The number of requests a terminal
makes at the beginning of each frame is equal to the number of packets in its quene
that do not have requests. The number of requests at the beginning of any frame

may be expressed as :

No of requests = [q41 — ¢.]F (2.

t~
uig |
=
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Here g, refers to the number of packets in the terminal queue at the beginning of
the i th frame as in Eq. 2.1 and Eq. 2.2. The relation between ¢,4.1 and g, is the
same as in Eq. (2.1).

It was scen that the CFDAMA-PB was advantageous when N7 is close to the
round trip delay R or less than R [22]. When N7 >> R, it is the CFDAMA-RA that
may be preferred. Thus it may prove advantageous to allow the piggybacking and the
random access modes of requesting to co-exist. The random access should be used
in a controlled manner. Only those terminals that do not any forthcoming demand
assigned data slots (as a result of requests made earlier) should be allowed to request
using the random access request slots. These slots should be minimal sv as to save
on overhead. This scheme may prove to be advantageous for all ranges of N 7.

To summarize. the CFDAMA protocols comhine free assignment with demand as-
signment effectively to reduce the average transmission delay for jitter-tolerant data.
It hehaves as a reservation based multiple-access scheme as far as real-time voice is
concerned. Real-time voice may be transmitted by using the Explicit then Implicit
Reservations. The ‘delay vs throughput’ performance in the CFDAMA protocols may
be expected to deteriorate with population size. The requesting in CFDAMA may be
made by either pre-assigning request slots. by random access or by piggyvbacking re-
quests in traffic packets. Different requesting strategies are advantageous at different
ranges of terminal population size.

The next two chapters gives mathematical analyses of the CFDAMA-FA and the
CFDAMA-RA. The performance of CFDAMA-PB may be expected to be almost the
same as that of CFDAMA-FA [42].

We further look at the integration of real-time traffic and the behavior of the

CFDAMA in such an environment in Chapter 5.
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Chapter 3

Performance of CFDAMA-FA 1n

packet satellite communications

It has been seen in (‘hapter 2. that the C'FDAMA protocols may nse different reguest-
ing strategies depending on the requirements. The performance of the CFDAMA
schemes in a packet satellite system using fixed-assigned and piggyv-backed requesting
strategies has been analyzed in [12, 22]. The analyses however, were limited to large
population sizes. In order to obtain a hetter understanding of the behavior of the
CFDAMA schemes. an analysis of the CFDAMA-FA for a general population size is

presented in this chapter.

3.1 System Modelling

Consider a Time-Division Multiple-Access (TDMA) frame structure containing, ‘M’
equal size time slots or channels for traffic. A superframe consists of ‘X' time-slots
where X' = «N and ‘N’ is the terminal population (Figure 3.1). The frame and time-

slot sizes are selected on the basis of the required channel capacity and fransmission
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rate in a given application. M. a. X and N are integers. A particular terminal has
one pre-assigned request slot in every superframe.

We assume the following:

e The tratlic arrival processes are Poisson and the terminals are homogeneous with
unlimited buffer capacity.

e The traffic is of jitter tolerant type and the generated messages are of constant
length and constitute a single packet.

For convenience we use the time-slot size 7 as the time unit in the following

discussion. The round trip delay is expressed as R time-slots. We define

R for an on-board scheduler

2R for an on-ground centralized scheduler
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where 1 is assumed to he an integer smaller than X. This assnmption implies that
the only packets that may be present at a given instant in the terminal’s guene, are
those arriving in the current superframe # n, and previous superframe # (n-1),

Consider the activities in tlhe current superframe # u for a particular tagged
terminal.

Define

q: number of old packets in the terminal quene at the beginning of superframe #
n.

[: number of packets arriving in superframe #n.

For a Poisson traflic source. the probability that [ new packets arrive [8] in a

superframe is

ANy vy
Pr{l new arrivals} = f_—_i(ié—\l' (3.2)

where A = \/.\ is the arrival rate per time slot of cach terminal. A is the system
arrival rate. Since A < 1 for a stable svstem. it can be seen that Pr{l > X} is
negligible. For this reason we assume that in one time-slot interval, there is at most
one packet arriving in the terminal queue!. In this case the expected arrival instant

of the & th packet is kA where k < [ < X where,

'We can calculate the probability of this assunmption going wrong as:

~ ,-A’\l
P. = P{The number of arrivals is more than one per slot} = Z i
= == (1Y)

We can limit this probability to some small quantity € and determnine the mininmm number of
tertninals that should be in the system so that the probability of this assumption not being vahd is
less than e.

Thus we have




X+1 .
A=TTT (34)

and the time origin is taken as the beginning of the superframe as illustrated in Fig
3.2,

The terminal will send a reservation to the scheduler in its pre-assigned request
slot at the end of the current superframe # n if its queue (at this instant) is not

empty. The expected instant of the first due demaind-assigned slot is

where ris defined in Eq.(3.1).

S is the scheduler queneing delay to be derived later.

When a packet reaches the head of the terminal queue. it can be transmitted via a
frec-assipned slot if it is available. The fractions of demand-assigued and free-assigned
slots are d and (1 — d). respectively. For a round-robin free-assignment strategy. the
average distance between two consecutive free-assigned slots. to a particular terminal
is ‘(T%’«T)' Therefore, the probability that a packet at the head of the terminal quene

is transmitted by a free assigned slot is

(1 —d)

~ (3.6)

p=

if it first came to a non-empty queue,

Po=1~- e~ MN _ yomtIN <e€

From the above equation taking the equality N can be determined.
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If it first came to an empty queue this prohability is doubled, since on the average
the packet arrives in the middle of the duration between iws free-assigned slots [42),

and is equal to

- (3.7)

3.2 Analysis of CFDAMA-FA for a general pop-

ulation size

Let us consider an arbitrary packet say the kth of the  packets arriving to the tagged

terminal in the current superframe. We consider two cases :
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a) When the terminal quene was empty at the beginning of the superframe i.e.,

qg=0.

L) When there are ¢ > 0 old packets lined up at the beginning of the superframe.

It the first case, the expected value of the delay of the Ath packet, given that there

were [ arrivals at the terminal in the superframe. is given by the following expression:

E(Dell.g = 0)=

Y41 Y42 Y +k
Z (1 _ ’”/)zl—ml . pl Z (I _ p)zz—m;.pm Z (1 _ p)xk—m“p(ik _ A‘A)
1y=my =ty g =1y
Y41 Y42 Yk
+[1 - Z (L=phyn=—m . Z (L =p)y2=m2),., Z (1 = p)r="rp]
H=my 12=mM7 1 =my
O+ k= kD) (3.8)

where my, are defined by the {ollowing:

my = mar(l.A)

and when 7 # 1

my, = mar(ip-1, hd)

The first termin Eq.(3.8) represents the delay when the ‘A’'th packet is transmitted
by a free-assigned slot and the second term gives the delay when the ‘A’th packet has

to be transmitted by its own demand assigned slot?,

*A is giveu by Eq.(3.4).
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For the case when k=1, Eq.(3.8) becomes

Y41
E(Dil.gq=0) = Y (1=p)"""p(h - )
1 =nm,
Y41
+ [l_ Z (l_’)l)il—"n.pll(‘--*‘l —A) (:‘.s’)
ry=m;

We now consider the case. where the number of packets from the previous su-
perframe ¢ is greater than zero. We take the case when there are *[" arrivals in the
superframe and evaluate the delay of the A th packet.

There are two possibilities. the b th packet arrives after *»" or before . Sinee we
assume that the I" arrivals occur uniformly in the superframe of *X" time-slots the

number of arrivals before *r'is given hy

L= [%]*: (3.10)

where [#]* denotes the integer which is immediately greater than or equal to . Thus
if k€ (1.0). it could be transmitted by a free-assigned slot, or an undne demand
assigned slot, or its die demand assigned slot. On the other hand., if k € (1, 1) then
it cannot be transmitted by an undue demand assigned slot.

Let *b’ denote the maximum number of free-assigned slots obtained by a terminal

in an interval of r lots, i.e.,

b= [%r (3.11)

The expected delay of the & th packet if &k € (1,1;) is given by:



41 1442 W4q

E(Ddl € (1) l.g)= Z P =, Z pll —p)yen oo, Z p(l — p)late?
1= =1 1g=1g—1
Waq+1 Wqg42 Weqg+k
Z p(1 == Z p(l = pp2=Mz Z p(l — p)’""‘"‘.{jk - kA}
n=Ah J2=Ah =My
h b man(y.g+k) ( ,] \
+ Y Ja-apd Y A= AP W - kA
1=k J / 1=k \ 1 /
b l man(yh=1) ( ; \
+ S T ja=avd T A= ay
=0\ ) 1=0 \ ! )
Y +1 Y42 Y+4k—:
{ Z p(l = p)""”'. Z pll = py=iv... Z pll = p)=rTlh=e=t
=i 12=1y e Sl
{IA;\.-, - /.._\]
V4l Y42 Y +hi
+ |1 - Z pll —pyn=, Z pll —p)ye=n, Z pll — p)ir=rmiion]
=W 2= et T p =)
(Y +k=LkA)} (3.12)

where

My = mar(i,. Q)
My =mar(ji1.h)  ifh #1
W=r+5

The first termy in the above equation represents the case when the tagged packet

3

is transmitted through a free-assigned slot before ‘r* slots , the second term covers
the case when the tagged packet is transmitted through an undue demand assigned
slot vceuring after » slots and the third term covers the case when it does not get a
frec-assigned or an undue demand assigned slot before » slots and therefore has to

be transmitted through a free-assigned slot after » slots or through its own demand

assigned slot,
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In case & € (1;.0) then the tagged packet cannot be transmitted before r slots,
this case it arrives after r slots and so has to be transmitted by cither o free-assigned
slot occuring after r slots or hy ity own demand assigned slot,

This may he computed as follows:

i, l worn(dy)
EDy | ke 0hg=%|" |0-dyd- ¥ ").\'u—.\)'-'

=0\ =0 ')
Y41 R V4h—
{{ Z pll = py-me Z pll— pyiemm oo, Z b — e e
=g =ty By =the -
{tiey — B Q)
Y +1 Y 42 Y +h-a
+ (1= Z pll — p)ore pel =y Z pUL = p)la-emm on
1 =rig 1= By =g oo
0V + b = kAL} (3.13)

where

thy = mar(W. (0 + HN)

i, = max(t_y 0+ 0)N) i h#0

The computations for these expressions hecome cumbersome as A inereases, o
reduce the computational complexities, hevond a certain value of kowe canmahe the
assumption that the only way that the tagged packet conld he transmitted is by its
own due demand assigned slot. If & > a4+ b then thisis certainly trae becanse the
maximum number of free-assigned slots obtained by one terminal in an interval of
(r+ X+ 8)is (a +b). We can make an approximation that if ¢ + &  a. then the
tagged packet can be transmitted only by its due demand assigned slot,

The delay in this case will be given by the following:
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EDlgq+k>a)=X+1r+85-kA (3.14)

We have to evaluate the probabilities of finding ‘¢" packets in the tagged terminal’s
quene at the beginning of the superframe. and ‘d’. the fraction of the slots that are
demand assigned. Knowing these, we could mode] the scheduler queue as an M/G/1
quene,

We can compute the probabilities P, of finding g packets in the tagged terminal’s

quene as follows:

L Y 2 J M (Aa)
- B AV Ly € — A\y—€ —_— 3.15
w=3 | | —ayd Yy A=Ay Yy 0 (3.15)
4=0 J =0 € =0 '
The above equation comes from the fact that in order for the terminal’s quene to
be empty at the beginning of superframe #n. the number of arrivals in the previous

superframe #(n-1) onght to be less than or equal to the utilized free-assigned slots.

Il ¢ is non-zero we evaluate P, by the following approximate expression:

q+n u

r=3 % | la=apar | T A= Ayt

I=q y=(l-q) \ J l—q

=A"(Aa)!

i (3.16)

The above equation arises becanse if the number of packews queued up at the
heginning of the superframe is ¢, then the number of utilized free-assigned slots in
the previous superframe given that there were [ arrivals will be (I — ¢). In addition
since the maximnm number of free-assigned slots in a superframe is a the number of
arrivals cannot exceed (g + a).

The fraction of demand assigned slots is derived as follows:

The expected number of packets that request at the the beginning of a superframe

for a terminal is given by




a

; . Ay -\ {
E=3 | Ja-apay ) g - a8 (1= iy )

n
1=0 J 1=0 1 {=marf{la) :

The above expression is an approximation, since it is assumed that the number
of utilized slots is equal to the number of new packets escaping. This assmmption is
reasonable since a utilized free-assigned slot before r implies that cither a new packet
is transmitted or an undue demand assigned slot is created. I a frec-assigned slot is
utilized after » then a new packet has been transmitted.

Thus the total number of demand assigned slots for a system of N homogencons

terminals in a superframe is

6= \NE, (3.18)

The fraction of demand assigned slots is given hy

Ad
] - 3.19
{ ‘\’ ( )

The fraction of demand assigned slots. ¢ also represents the arrival rate to the

scheduler queue. The scheduler quene delay can he found by the folowing expression

] !
S=1+—

TR (13.20)

This scheduler queue delay is generally very small in comparison to the round trip
delay and may be neglected.

The unconditional average delay is

X
E(D)=_ P,E(D|q) (:3.21)

q=0
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where

| X

T?;:-—A(;ZZ E(Dku.q).%

=1 k=1

E(D|q) =

and

e~ M(Aa)
I

a =

The average packet delay [E(D) + R)

3.3 Illustrative Results and Discussions

To illustrate the performance of CFDAMA-FA protocols in a wide range of terminal
populations we consider the following svstem parameters:

e 1 = K. equivalent to one round-trip delay of 270 ms.

o Overhead associated with request slots: 0.06 of the system capacity.

Except for the specifie values mentioned ahove the results are represented in terms
of the normalized terminal population 5 defined as the ratio of N7 to Rie..np = —\H—T
(asstming an on-hoard scheduler®). Therefore the results can be applied in different
applications in which 7 and N are specified. In the examples 7 was assumed to he 5
ms.

Simulations have also been done Figures 3.3 and 3.4 show the analytical and
simulation results for = 0.56 and 0.37, respectively. They indicate a good agreement
between analytical and simulation results. The comparison of the values obtained by

simulation and analysis, for the fraction of demand assigned slots d, is shown in Figure

3.5.

Yy = 4% for a scheduler on ground.
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Figure 3.3: Comparison between analytical and simulation results for y = 0.56

Figure 3.6 shows the delay-throughput performance of CFDAMA-FA for varions
values of 7. At low throughput a low averape packet delay is obtained, thanks to
the free-assignment aspect of the CFDAMA. Indeed. as indicated in Fignre 3.6, the
average packet delay for thronghputs of 0.1 or lower can be approximately represented
by (1 + 0.59) round-trip delays where one round-trip delay is for transmission from
source to destination terminals and 0.57 represents the average time spent waiting
for a free-assigned slot.

As throughput increases. the average packet delay also increases. However it is
important to note. from Figure 3.6, that this increase in average packet delay is
slower as 7 is reduced. For example the increases in average packet delay, as the
thioughput changes from 0.1 to 0.5, are abont 25 ms and 65 ms for 4 = 0.09 and
n = 0.56, respectively. This indicates the dominant effects of frec-assignment and
consequently the advantages of CFDAMA protocols in satellite systems with low
terminal population.

Consider the curves for 5 = 0.09 and 0.18 in Figure 3.6, For a large range of

throughput (up to 0.7), the wverage packet delays do not exceed 320 ms and 350
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Figure 3.1 Comparison between analytical and simulation results for 5 = 0.37

ms for = 0.09 and 0.18, respectively. If DAMA were used with + = R. the aver-
ape packet delay wonld he more than two round trip delays of 510 ms. The above
mentioned results also indicate that for satellite systems with low terminal popula-
tion. the location of the scheduler (e.g.. on-ground centralized scheduler or on-ground
distributed scheduler or an on-board scheduler) does not have significant effects on
the delav-throughput performance of the CFDAMA. Furthermore in this case, the
request strategy (i.e.. FA. RA or PB) also does not control the delay-throughput per-
formance. This allows system designers a flexibility in selecting the request strategy
and location of the scheduler to fit other system requirements without sacrificing the

performance of CFDAMA protocols,

3.4 Approximation for N << R

The effeets of 1) can also be seen by considering the fraction of demand assigned slots,
d, as illustrated in Figure 3.7. As 9 increases, the benefits of free-assignment are re-

duced. Therefore the fraction of demand-assigned slots. d, increases with throughput
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and terminal population.

For 1 < 0.1, the fraction of demand-assigned slots is less than 0.1 for throughputs
up to 0.7. This indicates that most incoming packets are not transmitted through
their duc demand-assigned slots.

From Eq. (3.14). the kth arriviug packet has to wait for (r + X 4 5 = FA) slots
to obtain its own demand assignment. Since S is negligible, and X' > K and, on the
average the expected value of kA is X/2, this time interval can be represented as

Q2 = [7R] where v = 1.5 for » = R. During this time interval, there are

YR _ 1 =d)
{N/(l —.'l).| =1 7 ]

frec-assigned slots available to the tagged terminal. It can be seen that if (¢+4) <
8 B8 ]
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f—’“T"—Q] then the Ath arriving packet will be transmitted by a free-assigned slot. For
N << R (ie.y << 1), d is also reduced and consequently this event occurs more
frequently. Furthermore, the kth arriving packet also has a chanee to be transmitted
by an undue demand-assigned slot. This undue demand-assigned slot is the result of
a request from an antecedent packet that was transmitted through a free-assigned or
undue demand-assigned slot.

(‘onsider the average service time of the Ath packet when it reaches the head of
the terminal queue. This average service time can be expressed in a form shmilar to

Fq (3.9). i.e..
1] Q
E() =Y plt—p) i+ 1= 3 p(1 = p)7'(0]
1=1 1=]
This is further simplified as:

=1 = p)
])

E(s) -+ D =)+ QL =p)° (3.22)

where

L L~d (1 -d)
P==N" 7 nQ

For 2 >> 1 nsing the relation ¢ ™ = (1 — £)®, E(c) is simplified to

E(¢) & ———r (3.23)

where v = “—',"—1)—3
As 5 decreases, d also decreases and v increases. As a result €7 << 1. For

example with p < 0.1, d < 0.1, y = L5, 7 < 1.4 x 1078, which is negligible. This
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indicates that for a small 5. the average service time of a packet at the head of the

terminal queue is approximated as

~ N for 3.2
il for d << (3.21)

The pgf of the service vime is approximated as:

. = | l
G2)=)Y —(1 - =)' 3.25
=2 50-7) (3.25)
The mean value and the second moment of the service time can be obtained by
simply differentiating the above pgl and setting = = 1. They are
(G=N (3.26)
(=N(N=1) (3.27)

Substituting these values in the Pollaczek Khinehin formmla for the M/G/1 quene

where G is geometric we obtain the total waiting and service time.

AN(N - 1)

T=X+5050

(3.28)

where A is the arrival rate per terminal in packets/slot. The average packet delay
is given by 12 =T + R. Figure 3.8 shows the simulation and analytical results using
Eq (3.28) for = 0.1.

The geometric approximation is seen to be in an excellent agreement with simu-
lation results when N << R.

The above results suggest that the performance of CFDAMA-FA improves with a

decrease in population size. The fraction of slots that are demand assigned hecomes
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smaller as the population size decreases for a fixed packet size. Further at very low
population sizes it has heen seen that almost none of the packets are transmitted by
their own dur demand-assigned slots.

('FDAMA-FA can be used in an integrated voice/data traffic environment. Voice
calls can use the Explicit then Implicit Reservations, explained in Chapter 2. The
CFDAMA schemes behave like reservation based multiple access schemes for voice.

The effeet of real-time traffic on the jitter tolerant data is examined in Chapter 5.




Chapter 4

Performance of CFDAMA-RA in

Packet Satellite Communications

It has been seen that requesting through pre-assigned request slots or by piggvbacking,
the request on traffic packets may be advantageous when the population size N is
not very large [22). Both have an excellent delay vs throughput performance when
N7 < Ror is comparable to B where 7 and I are the time-slot size and round-trip
delay. respectively. When N7 >> R their performance is degraded due to the long
waiting time for a request slot in CFDAMA-FA or for an available traflic slot in
CFDAMA-PB. In this case a random-access (RA) requesting scheme can provide a
faster way for a terminal to send a reservation.

The FA or PB schemes require on the average %’- seconds at very low throughputs
to obtain a slot, since the free-assigned slots are predominantly used for transmission,
due to the presence of a large number of unreserved slots. They cannot transmit their
requests immediately due to the large distance hetween the reguest slots. CFDAMA-

RA, on the other hand requires on the average R seconds to obtain a slot at low
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throughputs!. which is very much less than lz’-, since the terminal can send in its
request as soon as the packet arrives. However at high throughputs the collisions
degrade the performance of CFDAMA-RA. The packets will have to predominantly
depend on the free-assigned slots for transmission and the performance comes close
to that of the synchronous TDMA scheme.

In this chiapter a mathematical model is presented for analyzing the performance

of the CFDAMA-RA for a general terminal population size [40].

4.1 Modelling and Analysis

We consider a packet satellite system with N homogeneous terminals using a CFDAMA-
RA protocol. We assume for convenience, that the scheduler is on-board the satellite?,
Data traflic can be segmented into independent packets. Each packet can be trans-
mitted in a time-slot of 7 seconds. A time-slot also contains a small request slot.
which can be randomly accessed by any terminal in the system. If two or more termi-
nals transmit their reservation in the same request-slot. a collision oceurs and their
requests are discarded. Suecessful requests are stored in the scheduler’s queue and
served on a first-come-first-served basis. Whenever the scheduler’s queue is empty
the scheduler issues free-assigned traffic slot(s) to terminals in a round-robin manner.

A packet therefore can be transmitted via one of three possible types of traffic
slots:

¢ free-assigned slot

¢ undue demand-assigned slot,] i.e., a slot assigned to the terminal as a result of

the demand of another packet?

! Assuming an on-board scheduler.
*The analysis is valid for an on-ground scheduler as well if we use a generalized r = R or 2t

depending on the scheduler location as in Chapter 3, as the time taken for a request to be honoured.
*While an undue demand assigned slot is only due to an antecedent packet in the case of
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® a due demand-assigned slot.

For convenience, in the following analysis the time-unit is taken as the slot size 7.
For a Poisson traffic source the system arrival rate per slot A should be less than unity
to maintain system stability. The terminal arrival rate is A = A/NV << 1 for large N.
The probability of more than one packet arriving in the terminal during the time-slot
is therefore negligible. For this reason we assume that a terminal can produce at most
one packet in a given time slot. The probability that this assumption is not valid
may he calculated as seen in Chapter 3. and for a large popnlation size, this turns
out to be very small.

We consider a tagged packet arriving to a tagged terminal and first find the
distribution of the time it takes to get a slot once it reaches the head of the terminal’s
quene. Then we treat the quene as a M/G/1 queue with the serviee time for a packet
arriving to an empty quene different from the service time for a packet arriving to a
non-empty queue (21} and derive the average waiting time €.

Let W(z) and 1 (=) represent the waiting time pefs when the packet arrives at o
non-empty quene and an empty queue, respectively.

Denote the time distance between two successive successful requests from packets
arriving to the tagged terminal as a random variable H. Each request will bring one
demand assigned slot as a packet makes a request in the next immediate regnest slot,
It follows that the interarrival time between two successive demand-assigned slots is
also H (Figure 4.1). Thus, a packet arriving to a non-cmpty queue has to wait for 1l
slots unless it gets a free-assigned slot before a demand assigned slot.

The probability that a particular slot is free assigned to the tagged terminal is pf

[42).

CFDAMA-FA or PB, it may be due to a packet that comes after the tagged packet in the CFDAMA-

RA, since the request of the tagged packet may have experienced a collision,
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1 —d
= — 1.1
p N (4.1)

where d s the fraction of the demand assigned slots. This is due to the fact that the
distance between two frec-assigned slots is on the average 725 slots. In our case. d is

just the probability that only one terminal transmits in a given request slot. i.e..

d=NW=1R() _ =Yy (4.2)

Let & be the number of arrivals between successive successful requests. Therefore
the time between two successive successful requests is equal to &/X on the average,

e E{H/k} = k/X. During this time interval, the arriving packet makes Bernoulli

N
[V




attempts with probability p' to obtain a frec-assigned slot. We therefore have the
expression for W(z) as follows:

3
v A

W(z) = (ZZ:‘p’(l—p’)"‘
k=1:1=1

+ Y- P =) A (4.3)
k=1

1=1
The first term deals with the case in which the packet obtains a frec-assipned slof
whereas the second term is for the case when the packet gets a demand assigned slot,
The above equation is independent of whether the previous packet is transmitted by
a free-assigned slot or a demand assigned slot because the number of packets arriving,
hefore a snccessful request is geometrically distributed and therefore memoryless.,
Here Ay refers to the probability that A arrivals oceur between successive successful

requests and is given by :

Ap = p(l = p)¥! (1.1)

where p is the probability that given the tagged terminal made a request, and no

other terminal sends a reservation in the same request slot, i.c,,

;):("(N"‘)\ (4.5)

Substituting (4.4) in (4.3) and using the well known closed formy solution for a

eometric series? we get the following result for W(z):
g g

4We note that the arguments in the geometric series we are sutmning are each less than 1
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(1 =2(1=p)) (1 = [(1 = p)(=(1 = p" )/}
- _ )I 1/\
i p(=(1 = p )Y (1.6)

(L= (1 = p){=(1 = p"))A])

Differentiating with respect to = will vield the values of @ and w? as follows:

! p(l — )" (1~ p) i
=y L~ 1.
i T TR TP} 2 (1.7)

o= ﬂ’*ﬂ” _ p(l = p)? |
() (1 ={(1~p) (1 =p DY)

2p(1 = p !/
ACE=[(1 ~= pj((L = p'))HA])p!
2p((} = p)' 1) \
_ 4.8
AT =[(1 = p)((L = p /A2 (3:5)

Now let us consider the packet arriving to an empty quene. It immediately trans-

mits itx reservation in the next request slot. If this reque.t is successfully received by
the seheduler, the due-demand assigned slot will be available after R + S slots where
R and S represent the round-trip delay and the average scheduler queue delay. re-
spectively. In the meantime, the packet makes Bernoulli attempts for a free-assigned
stot. In this case the probability of getting a free-assigned slot is doubled since on
the average the packet arrives in the middle of the duration between its frec-assigned
slots [12] (Chapter 3). Thus the probability of getting a free-assigned slot for a packet

arriving to a empty queue is:

=2 -7 9
P N (4.9)




The waiting time pgl W (z) for a packet arriving to an empty quetce is devived as

R+S

@) = WY -
1=1
. R+S ‘
+ Y= S0 = sy
k=1 1=1
3’4 ‘%*‘H-}-‘o
+ [(l -p){z E :'I,"(l _ ])II)I—I
k=1 1=1
~ L+R+S A
+Z[l — Z I)H“_pu)n—l}::-HH-.\'}]
k=1 =1
A (1.10)

The first term is due to the fact that with probability “p™ the packet immediately
gets a request throngh. The sccond term with the factor *(1 — p)" is the case when
the request collides and the packet has to wait for either a frec-assigned slot or a
subsequent packet to succeed in requesting,

The expression (4.10) can be simplified as

pep(l — (z(1 = p"))H*®
(I ==(1=p"))

+ P =M

(1 = p)'p=

W) =

T a=H-M)
1 (2(1 - Pli))(l/,\)+lf+s‘
[1; T (=1~ p)((1 = p))A))
+ (1= p)p(=(1 = p)) M/ A+EES .11
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The only quantity that we need to determineis S. The arrival rate at the Scheduler
guene of the satellite is Ad since this is the fraction of the total arrivals that make
requests siecessfully. . The Scheduler quene of the satellite can be modelled as an
M/G/U quene with average arrival rate Ad per slot. Thus the average delay S is

given by [21]

. Ad
S = —_— 1.1
T (114)

We then substitute the terms . @, @2, w? in the expression for the average delay
for a M/G/I gneue in which the service time for an arrival to an empty queue is
different from the service time for an arrival to a non-empty queue ([21]. pp 102-104).

The average waiting delay for a packet is:

_ Auw?

¢ = 2(1 — )
A2 —w?] 1 .
A (P v (4.15)

The average packet transmission delay is




X=¢(+R (1.16)

4.2 Illustrative Results and Discussions

We consider a packet sateilite system using CFDAMA-RA with N7 > K. We define
the normalized population 7 as the ratio of N7 to R, i.e.. g = l,{- as in Chapter 3.
The round trip delay is assumed to be 270 ms. Figure 4.2 shows the comparison of
the simnlation and analytical results for y=1.85. In these results the request slot is

considered to he 10 9% of the time-slot. C'onsequently the throughput asymptotically

approaches 90 % as shown in Figure 4.2.
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Figure 4.2: Comparison between analytical and simulation results: y=1.8)

From Eq.(4.15) it can be easily seen that it is the second term of Fe.(4.15) that
is the dominant contributor to the delay. This is because the (1 — Aw) factor i ihis
term is the one that approaches zero fastest. However, it can be seen from Figure
5.2 that the value of Aw is below one for system loads almost close to 1. Thus the

C'FDAMA-RA is stable for very high throughputs.
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Figure 4.3: M@ vs System Load

The advantage of using CFDAMA-RA is when 7 is large. The random access
strategy helps access a reservation slot almost immediately at low thioughputs with
a very low probability of collision. Thus at low throughputs, increase in the popu-
lation size does not greatly aflect the performance of the CFDAMA-RA as seen in
Figure 4.4. However, at high throughputs the collision rate will be increased and the
distance between free assigned slots becomes larger. Therefore the performance of
the CFDAMA-RA deteriorates. As n increases the CFDAMA-RA provides a better
performance compared to CFDAMA-FA except at very high throughputs. Figure 4.5
depicts the performance of CFDAMA-RA and CFDAMA-FA for n = 37. It clearly
indicates that CFDAMA-RA outperforms CFDAMA-FA for throughputs up to 0.5
(cross over point in Figure 4.5). We can expect that this cross over point will increase
with 7.

Thus it is seen that CFDAMA-RA outperforms CFDAMA-FA when N7 >> Rex-
cept at high throughputs. In [42] it has been shown that, for N7 < R, CFDAMA-FA
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and CFDAMA-PB provide the same performance and both outperform CFDAMA-
RA.

The above results indicate that for a wide range of terminal populations, it is
desirable to have a hybrid request strategy that combines random-access with piggy-
backed requests. In this hybrid CFDAMA-RA/PB scheme, random access request
slots are provided. However, a terminal that has assigned traffic slot(s) should use
piggy-backing for requests. In this way the random-access request slots are shared by
terminals that do not have any assigned traffic slot. This greatly reduces the arrival
rate of requests and consequently the collision rate in request slots. The waiting time
to send a reservation is also reduced due to the availability of hoth RA and PR slots.

In CFDAMA-RA the packets that do not have successful requests will have to
depend on suecessful requests of forthcoming packets or free-assigned slots to be
transmitted. Tt is the free-assigned slots which make the system more stable when
compared to DAMA schemes where the requesting is by Slotted-Aloha [38, 34).

In the above analysis it has heen assimed that the data slots and request slots
alternate. Thus. there is a request slot for every data slot. This not only gives a
terminal an access to a request slot as soon as a message arrives, but also rednees
the probability of collisions. The number of request slots may be reduced in order
to reduce overhead and thus inerease channel utilization. The request slots may he
grouped at the bheginning of a frame and a terminal with an arriving message may
choose one of these reqiest slots at randoi to place its request. The number of request
slots may be chosen and the position of these slots organized as desired, depending

upon the requirement and overhead constraints.
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Figure 4.4: Comparison of CFDANMA-RA for various
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Chapter 5

Performance in an Integrated
Voice /Data System and Effects of
MF-TDMA Framing

The CFDANA protocols have so far been analvzed with jitter-tolerant type of traflic,
Jitter tolerant messages require fast efficient transfer and the average delay is taken
as the performance criterion.  However, the multi-access scheme will also have to
cater to real-time traffic whose characteristics and performance eriteria are different
from those of the jitter tolerant traftic. Real-Time traffic includes voice, video, ete,
Real-Time traffic cannot tolerate random queuncing delays and has to he allocated
channel capacity almost as soon as the packets arrive [19]. This is hecause long gaps
or restrictive delays may seriously impair the flow and hence the comprehensibility
of a real-time message. Further, a real-time message is usnally much longer than
a jitter-tolerant message. In our discussions we take the example of voice-calls for
depicting real-time messages for convenience. Voice is stream type, i.e., onee a partic-

ular message begins it continues over several frames and requires transimission with a
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constant bit rate. The flow in stream type traflic is regular and continuous. Packets
from a stream type message have to arrive in order for ensuring the comprehensibility
of the message. There could be real-time messages that are of variable bit rate but
these are not considered in this work.

Vuice calls enld be either off hook, i.e., ON or on hook, i.e., OFF. Once a call
is initiated, i.e.is in the ON state it may be assumed to produce packets after fixed
intervals of time [36. 17). Some of the integrated schemes for multimedia divide a
call into talkspurt and silence periods [11. 37]. Packets are generated only during
talkspurt periods. The silent periods in a call may be used for transmitting data or

other voice calls.

5.1 Multiple-Access in an Integrated Voice/Data
Environment

There are varions multiplecaccess schemes in the literature, which deal with an in-
tegrated voice/data environment in different ways. Most of them assume a poisson
arrival process for voice-calls. The voice traffic may be either circuit switched or be
packet switched [29]. Most of the protocols found in the literature use mixed cir-
cuit and packet switching in an integrated voice and data environment. One way
of catering to the requirements of voice traffic is 10 prioritize voice over data in the
multiple access protocol (37, 45]. Another way is to divide the channel into two sub-
channels, one for carrving voice using circuit switched techniques and another for
carrying packet switched jitter tolerant data. In {12] an integrated access scheme in
which the channel is divided into two subframes, one for voice and one for bursty
data, is analyzed. The bursty data is transmitted using Slotted Aloha whereas a de-

mand assignment strategy is used for transmission of stream traffic. In [6), Poon and

62




Suda assume a similar structure and strategy, with an integrated cirenit and packet
switching technique. A controlling ground radio network accessible to all terminals
is present, so as to detect collision and therefore enhance the *delay performanee
characteristics’ of data traffic. Victor Li and T.Yan, in [44]. have introduced an in-
tegrated access scheme suitable for both stationary and mobile systems (nuder some
constraints) by dividing the channel into three partitions one for voice, one for data
and one for reservations.

Instead of having separate subframes for data and voice we may have a single frame
structure and nse the mowvable boundary strategy. This involves dividing the network
bitrate capacity into two parts. Oue part is usally treated in an asynchronous, packet
switched manner with dedicated slots intended for carrving jitter-tolerant data, The
other part is intended for real-time traffic. In this portion of the frame, voice calls
have priority over data. If there are slots unused by voice they may he used by
jitter-tolerant data packets. The voice calls may not however, occupy the portion of
the frame dedicated for jitter-tolerant traffic. Figure 5.1 illustrates the coneept of
the movable houndary. Many integrated multiple-access schemes which incorporate
the movable houndary have heen analysed in the literature [45, 35, 14, 1], In [16).
Ahmadi and Stern have extended their work in [1] to integrate voice . The protocol is
once again based on fixed and demand assignments. The channel is divided into two
subchannels, one using a Fixed-TDMA type of access and the other, a pure demand
access. The voice traffic is transmitted via the Fixed-TDMA subchanunel in a circuit
switched mode while the data is transmitted via the demand assigned channel in a
packet switched mode. The slots in the Fixed-TDMA channel unused by voice are
used by data.

In the following analysis of the CFDAMA protocols in an integrated voice/data
environment it is assumed that a TDMA type frame structure is used. There are

no separate channels used for data and voice. Further, no part of the channel is
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Fignre 5.1: The Movable Boundary Concept

dedicated for data traffic. The number of slots that can be occupied in a frame of
‘M slots, by voice calls. is *Mitself!. Slots in a frame are first assigned to voice calls
that are in progress. The remaining slots are then allocated to either new voice calls

or jitter-tolerant data packets.

5.2 Performance of the CFDAMA protocols in
the integrated voice/data environment

We assume that voice calls arrive in a Poisson manner. Voice calls are assumed to be
of constant hit rate. Once a call is initiated. it generates packets after fixed intervals
of time say d seconds, We assume that the frame size is chosen so as to ensure that a
voice call in progress, gets one slot every frame. Thus a frame will occur once every

3 seconds.

"The movable boundary scheme, if incorporated will limit the voice calls to some value ¢, < M.

Then. the portion of the fraie Al — (. will be reserved for jitter tolerant data all the time.
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When voice is integrated with data in CFDAMA protocols, we use the principle
of explicit then implicit reservation (Chapter 2). A voice call sends the reservation
in the pre-assigned request slot similar to a +.ata packet. However, the allocated slot
will be implicitly kept in the following frames until a release request is received by
the scheduler.

When a voice call arrives it makes a request for a. chamel. If all the ‘M slots
in a frame are occupied by on going calls, then the call is blocked. We use the Loaf
Call Cleared technique [19) in which a call finding all the slots occupied is eleared,
i.e., assumed to be lost from the system. The blocking probability for voice is simply

given by the Erlang B formula [29].

P= A (5.1)

Here we assume that the total traffic p is dwuled into two parts, one for voice and
one for data. o is assumed to be the voice fraction of the total traflic. M is the total
number of slots per frame as mentioned earlier.

We therefore have the following:

Ay
Pu =pa = — (H.2)
Jt
pa=p(l —a)=NA (H.3)

Here p, is the fraction of the voice traffic, pg is the fraction of the data traflic, A,
is the total arrival rate of voice calls per second and y¢ is the average call duration in

seconds.

The expected number of slots that the voice calls occupy per frame is given by

E(®)= p,M(1 - P) (5.4)
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Thus the presence of voice results in occupation of a fraction of the time in the
frame given hy %—;—’2 Thus the fraction of slots used by data is given by _"_—1_";3&2 This
may be taken into account in the delay factor by taking the packet duration to be
’AT—MIUi slots instead of one slot.

Analytical results match very well with the simulation results as shown in Figures
5.2, 5.3 and 5.4. Figures 5.2 and 5.3 indicate that delay throug.put performance

of data traffic is affected due to the voice-throughput as if there is an increase in

overhead.
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Figure 5.2: Average Packet Delay (seronds) vs Throughput with Voice Iraction

=10%

The effect of integrating voice calls into the system on the jitter tolerant data is
thus, the same as adding to the overhead. By having speech activity detectors we
may expect the performance of jitter tolerant data to improve due to a decrease in
the channel capacity occupied by voice calls. The voice may be considered to have
talkspurt and silence periods and the silent periods may be used for transmitting

jitter tolerant data.
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5.3 Multiple-Frequency TDMA Framing

In traditional TDMA systems the terininals will be required to transmit. at high bit
rates. For a desired error performance as the transmission bit rate of a terminal
increases the size of the terminal will increase. As satellite applications in business
networks grow, there is a need for reducing the size of the terminal so that it hecomes
cost effective. To reduce the size of the terminals while maintaining the advantages
of single carrier TDMA the MF-TDMA framing was introduced.
Multiple-Frequency TDMA (MF-TDMA) is a technigne to share satellite re-
sources, in which several carrier frequencies are used in a transponder to form a
network of low-cost terminals that have excellent performance in applications vary-
ing from low throughput transmission to very high aggregate data rates (upto 130
Mbps) [20]. A brief discussion of the MF-TDMA transponder division vechnigue was
presented in Chapter 1. MF-TDMA is a hybrid FDMA-TDMA system wherehby cach
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Figure 5.4: Blocking Probability vs Throughput for voice

terminal can transmit bursts of data at a multiplicity of time and frequency slots in a
time-frequency map (Figure 5.5). In the MF-TDMA technique, the terminals are re-
quired to transmit at much lower bit rates than in the traditional TDMA systems and
thus may be made smaller as desired in user-applications [15]. The network however
will operate at ‘L" frequencies so that L terminals are transmitting simultaneously
using single carriers. The network’s aggregate data rate will be therefore ‘L’ times
the trausmission bit rate of a single terminal. The system cost is therefore consider-
ably less than that of a conventional high-rate single frequency TDMA system. [20]
discusses other advantages and disadvantages of a MF-TDMA system as compared
to a TDMA system.

Frem the networking point of view the disadvantage associated with a MF-TDMA
svstem is the restriction that a particular terminal can use only a single carrier in a

particular time lot?. Thus in a MF-TDMA time-frequency map of ‘M x L’ slots a

*This is to ensure that the terminal’s high power amplifier does not encounter intermodulation

effects and can function at a high power efficiency [41].
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Figure 5.5: Multiple-Frequeney TDMA Frame Format

particular terminal could transmit a maximmm of M packets. These packets would
include jitter-tolerant data packets as well as real-time voice packets. In the absence
of a proper re-assignment algorithm, this could lead to blockage of packets even when
unused slots are available. For messages constrained to fit into single packets this
problem will not arise usually, bhut for voice calls and messages, which may be of
several packets in length, it may lead to blockage of calls and subscquent increase
in message delay. Figure 5.6 (a) shows how a certain terminal cannot transmit any
more packets even when unused slots are available due to blockage of all frequendies
in the first time slot. In this example the terminal ‘User 37 cannot transmit. more
packets even though there are vacant slots, since it cannot transmit in more than one

frequency ver time slot. By moving one of the packets of some other terminal from
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the first time slot to another time slot ‘User 3’ can transmit another packet (say for
example moving the terminal User 8's packet in time slot 1 to time slot 2). Thus we
need a reassignment, algorithm, which is run as a preamble before the beginning of
cach frame in order to ensure a high channel utility. This algorithm should ensure
that blocking of the above nature does not occur. In the literature a scheme has been
suggested to remove blockage for two way calls [30].

Blockage may be minimized by assigning slots as shown in Figures 5.6 (b) and 5.6
{¢). We start allotting slots starting with one terminal and one carrier and proceed in
a manner shown in Figure 5.6 (b). Let us assuine that there are ‘L’ frequencies and
‘M* time slots. If a terminal starts getting slots from time-frequency slot (7, j). i.e.,
the th time slot in the jth frequency. then the next slot it gets would be (7 + 1,))
and so on. After (M, ) if it has more packets left it is allotted slot (1.7 + 1) and so
on until (7 = 1, + 1). Thus a terminal gets a maximum of *M’ slots in a frame. If
J = M and all the slots in the frame are occupied, the terminal continues to get slots
in the next frame. It is somewhat like a raster scan. In this fashion each terminal can
transmit the maximum possible ‘M’ packets in a frame, if there are unused slots. The
‘M* packets will include both jitter-tolerant data and voice calls. When the number
of terminals is small there could he a blockage, even when there are unused slots.
This occurs if a particular terminal has more than ‘M’ packets in its queue at the
beginning of a frame, since the maximum number of packets a terminal can transmit
in a frame is M.

If the distance between requesting instants is an arbitrary ‘K’ frames then the
probability of a blockage of this nature occuring is given by the probability that in
‘K” frames a terminal gets more than ‘M’ packets (assuming the presence of only jitter

tolerant data) which is
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A simulation was done for comparing CFDAMA using a MF-TDMA frame format
with cight carriers, with CFDAMA using the traditional TDMA framne format. A
packet size of 0.0001875 secs was used. The number of terminals in the system was
assumed to be eight. The frame size was 24 ms and the number of slots per frame
was 128. 50% of the traftic was voice and the other 50% data. Each terminal had one
request, slot every frame. The traffic per terminal in the CFDAMA with MF-TDMA
was 8 times the traffic in the CFDAMA with the traditional TDMA, since the number
of slots per frame in the former was eight times that of the latter. It is seen that since
the probability of having 128 packets or more. per frame is not negligible when the
MF-TDMA frame structure is used, there is a slight increase in the average delay of
less than 3 ms (Figure 5.7). After throughputs of around 0.7 this probability increases
and the system is seen to become unstable. However in practice. usually the number

of terminals is larger and they have lower loading and this situation does not arise.
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Figure 5.7: Simulation results comparing CFDAMA using a MF-TDMA frame strue-
ture with 8 carriers with CFDAMA using a single carrier TDMA type frame structure

for equal throughputs per carrier
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Chapter 6

Conclusions

The Combined Free/Demand Assignment Multiple-Access Protocols introduced in
[42] were examined in detail in this thesis. These protocols were studied beginning
with their evolution and the research that was already done on the CFDAMA proto-
cols was reviewed.

In this thesis -

o The performance of the CFDAMA-FA was analyzed for a general population
size with jitter-tolerant traffic. Effects of reducing population size were considered.
Simplifying ap]n'oximations' w.erv suggested for the case when N7 << R,

o A performance analysis was done for CFDAMA-RA, for a general population
size. The effects of changing the population size were investigated. The performance
of CFDAMA-RA was compared with CFDAMA-FA for different population sizes.

o The performance of the CFDAMA protocols in an integrated voice data envi-

ronment was analyzed. The effects of the integration of real-time voice, with constant

bit rates, on the performance of jitter-tolerant data were examined.

N is the terminal population size, 7 is the time slot size in seconds and R is the round trip delay

in seconds,

-~1
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o The eflects of introducing a MF-TDMA frame format on the CFDAMA protocols
were studicd and a channel re-assignment scheme for improving channel utilization
suggested.

The analytical results in each case have been compared with those obtained from
simulation in order to support the validity of the various simplifying approximations
that have heen used in the analyses.

It was found that the CFDAMA offers great efficiency at all ranges of the pop-
ulation size N. The performance of the CFDAMA protocols was seen to imp. e as
the population size decreased. A normalized terminal population 5 was int duced
as the ratio '\;TT The results obtained for a particular valuce of 9 are valid for ditferent
combinations of N and 7. It is seen that when *1 << 1" the free-assigned slots (which
were assumed to be allotted in a round robin fashion to the terminals) are used by
most of the packets. This allows system designers a flexibility in seleeting the request
strategy and location of the scheduler ? to fit other system reguirements withont
sacrificing the performance of CFDAMA protocols. Pre-assigned request slots or pig-
gvbacking the request on a traffic packet were shown to be advantageous when the
terminal population size 3 is small, i.e., 7 < 1 or close to ‘1’ A random aceess mode
of requesting was seen to be better when n >> 1.

In an integrated voice/data environment with constant bit rate voice, it was shown
that the CFDAMA protocols behave as a pure demand assignment schieme for voice
calls. T ie blocking probability for voice calls was shown to be given by the ‘Erlang
B’ formula. The occupancy of a portion of the frame by voice calls was seen to act
as an additional overhead as far as the jitter tolerant data was concerned.

Finally the Multiple-Frequency TDMA type of frame structure (applied to the

CFDAMA) has been studied, its advantages and disadvantages discussed. A strategy

Zsince these factors influence only the demand assigniment

~
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has heen suggested to avoid blocking when this type of framing is used.

Suggestions for Further Research

In this work it has been assumed that the voice is transmitted at a constant
bit rate. However in multimedia applications there is also variable bit rate voice and
video. The presence of speech activity detectors will trace talkspurt and silert periods
in a voice call. Transmission bit rates for video signals will vary as the image changes.
The arrival process of such voice calls or video signals may no longer be Poisson. It
may be expected to follow an Inferrupled Poisson Process or a Poisson Process with
a varying arrival rate. Performance investigation of the CFDAMA protocols in such
a multimedia environment would be of interest.

It has been seen that CFDAMA-RA outperforms CFDAMA-FA when N7 >> R
except at high throughputs. In [42] it has been shown that, for N7 < R, CFDAMA-
FA and CFDAMA-PB provide the same performance and both outperform CFDAMA-
RA. It may prove advantageous to have a hybrid request strategy. which combines
random-access with piggy-backed requests to cater to a wide range of terminal pop-
ulation sizes. While the random access requesting would eliminate large delays at
low throughputs when the population sice is large, the piggyvbacked requesting would
ensure good delay performances at high throughputs. A performance analysis of CF-

DAMA using such a hybrid requesting strategy would require further investigation.




Appendix A

Simulation Model Descriptions

A.1 Introduction to OPNET models

The simulations in this research were done using OPNET (Optimized Network -
gineering Tools), a software package for simulating computer and communication
networks. OPNET provides a user friendly graphical interface. The simulations are
based on building Finite State Machines, which are known as Process Models, These
Process Models actually host the algorithm or strategy that is to be carried ont in
order to emulate the process in a queue or a processor. The algorithms are writ-
ten in “C” using some built in functions provided. The process models are then
placed in what are known as the node models. The node models contain functional
elements which are generally used in communication networks, such as packet, gen-
erators, queues, and processors. Various parameters can be specified either at the
process model levels or can be promoted so that they can be specified later at higher
levels (such as the node level). The nodes are then placed in the communication net-
work. OPNET also has a tool, known as the parameter tool, which may be used 1o

format a packet as desired. The following sections describe two process maodels that
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were used in the rescarch. ‘C" codes that were used in the process models are included
and certain variables used in these programs are referred to in the descriptions. A
simulation model created for CFDAMA-PB is described in [28]. These process models
are respunsible for carrying out the entire strategy of the simulations. OPNET gives
the output in the form of convenient plots. It is assumed that the reader is familiar
with the OPNET simulation package to some extent since it is beyond the scope of

this thesis to give a complete description of this package.

A.2 Simulation Model for CFDAMA-RA

In this section the process models developed for simulating the CFDAMA-RA are
described. We assume alternating data and request slots as in the analytical model
described in Chapter 4. In each request slot. any terminal that has a packet arriving
in the previous data slot sends in its request using the Slotted Aloha technique. If
more than one terminal requests in a particular request slot then we assume that the
requests have collided and are lost. We assume that the scheduler is placed on board
the satellite in all the simulation models and refer to it as the On Board Processor
(OBP).

The terminals are grouped for convenience. In the network we have a few nodes,
cach representing a group of terminals. We also assume that the number of terminals

in all groups is the same.

A.2.1 Strategy followed for collision detection

In this scheme when a request slot occurs, the OBP interrupts all the terminal groups
one by one starting with group 0 and ending with group 9. In the simulation we have

10 terminal groups and the number of terminals in every group can be varied, i.e.,
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this value has to be input at the time of running the simulation.

The strategy followed in collision detection is to have a counter, which is labelled as
the no-in-channcl, which is incremented whenever any terminal transmits its request
during a particular request slot. If the value of this counter is one then it means
that there is only one terminal that has transmitted in the current request slot and
hence there is no collision during this slot. However, in case this no-in-channedl is
more than one then there is a collision. In case of a collision the requests are assumed
to be lost, i.e., the OBP does not honour the requests. All packets making requests
are transferred to a virtual node called the hub. After a particular request slot the
satellite interrupts the hub so that the hub checks the value of no-in-channel. 1f thi.
is one, i.e., there is no collision, then the requests are transferred from the hub to the
satellite. Otherwise, the requests are destroyed. In the case of successful transmission,
the successful terminal has its requests delivered to the satellite and these requests

line up in the satellite’s scheduler queue.

A.2.2 Description of the Process Models for CFDAMA-RA

e The OBP Satellite

The process model for modelling the OBP is called res-aloha-obp. The OBP
has various states (Figure A.1), which can be described as follows.

The state wait is a state in which the OBP will remain in the absence of any
task. In the wait state the OBP will receive various interrupts such as an arrival to
its scheduler queue or the time determined interrupt to indicate to it to allot a data
slot or a request slot, etc. On receiving a particular interrupt the OBP will go to a
different state and carry out the task 1t is meant to perform in that state, and then

return to the wait state.
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The init state of the OBP is just to initialize various parametors used in the
model. This state is reached when the bdegin simulation interrupt of the QPNET
simulation program occurs.

The req-q-ing state picks up the incoming requests from various termi.als and
places them in the scheduler queue of the satellite.

The dataslotas state is meant for assigning data slots to the termimals. Tt first
checks the scheduler queue and in case there are some requests queneing up then it
allots data slots to the requesting terminals and in case the scheduler quene is empty
it allots slots in a round robin fashion. A counter will indicate as to which was the
terminal the last free-assigned slot (a slot that is assigned due to this round robin
assignment is known as a free-assigned slot) went to and the satellite will allot the
current free-assigned slot to the next terminal.

In the reslotas state the satellite indicates to each and every terminal that a

request slot is allotted.
¢ The Terminals

The Terminal Process Model is shown in Figure (A.2). The process maodel is called
as res-aloha-mac

The sub-qg-ing state inserts the arriving packets in a sub-quene pased on the
value of an index, which gives the information as to which terminal generated that
particular packet.

The state send is reached when the satellite indicates to the terminal that a data
slot has been allocated to it, and it can transmit if it has packets waiting in its quene,
The terminal checks its queue and in the case where it has a packet it caleulates the
expected delay etc. by taking into account the round trip delay. All calenlated values
«re written to a scalar output fle,

The process model govs to the state reservn whenever a request slot is assigned.

80




Figure A.1: The Satellite Process Madel
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Figure A.2: The Terminal Process Model for CFDAMA-RA
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If the subquene of a particular terminal is not empty, the terminal transmits its
requests. The packets for which a terminal makes its requests are transferred from
the terminal’s first queue (the one we have been talking about so far and to which the
generated packets arrive) to a second queue, which will therefore contain only packets
for which requests have been made. Whenever a data slot is allotted the packets are
first removed from this second queue. The requests are transferred (copies of packets
making requests) to the hub.

The state evbranch is like the wait state of the OBP and the process stays in
this state when there are no tasks to perform. The init state is used to load values

for various parameters.
e Packet Source

src-al-mfl is the process model for the Packet Source in the CFDAMA-RA sim-
ulation model. This process model sets various attributes for a packet and obtains
(by giving prompts at the time of running the simulation) various unassigned values
such as the inter-arrival time and packet size, which are to be used in the simulation.

The states in the process model for the Packet Source are shown in Figure A.3 (a).
e The Hub

The Hub is a virtual process model, which has been created for convenience in
the simulation model only. This has been created in order to detect collisions. The
Hub process model Figure A.3 (b) has three states and is named hub.

The init state and wait state do not have any tasks to perform. As soon as the
process gets a begin simulation interrupt it goes and waits in the wait state. The g-
pkts state gets requests from the terminals (these requests are in the form of copies of
packets that want data slots) and queues them in a global queue. The state validity

checks the value of no-in-channel to see if more than one terminal transmitted a
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Figure A.3: a) The Source Process Model b) The Hub model for CFDAMA-RA
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request in a particnlar request slot and thus detects collisions. A satellite interrupt,
given after a request slot has been issued, takes the hub from the wait state to the
state validity. Here it checks the collision status. If there has been a collision it
destroys the requests. Otherwise, it delivers them to the satellite and they are then

queued in the scheduler.

A.3 Simulation model descriptions for CFDAMA-
FA with MF-TDMA framing

In this section a description of the process model used for CFDAMA using a MF-
TDMA frame format is given. The requesting strategy is based on Fixed Assignment.
Both Jitter- Tolerant and Real-Time traffic packets can be present.

In the model we have to have a source that produces both real-time messages
and jitter-tolerant messagec. Real-Time messages are assumed to be voice calls that
arrive in a Poisson manner, but after the arrival of the first packet are assumed to
generate one packet every frame for the duration of the call. The duration of the call
may be assumed to be exponentially distributed with a mean p (Refer to Chapter 5).
Jitter Tolerant packets also arrive according to a Poisson Process. On going calls get
the first priority for slot allotment. Any call that is allotted a slot will be allotted
a slot every frame until the call is over (Implicit Reservations: Refer to Chapter 2).
The strategy for handling Real Time Traflic is that, instead of generating a packet
every frame after a call has been initiated, the first packet is the only one produced
and it is held until the call is over. The satellite checks as to how many calls are
in progress, at the beginning of a frame, and issues the remaining slots in the frame
to jitter tolerant data. The average call duration would have to be limited to 0.03

minutes instead of the widely used 3 minutes to reduce the time of simulation. We
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group the terminals as in the previous model for conveuience.

A.3.1 The Process Model Descriptions

e The OBP Satellite

The satellite has the same finite state model as shown in Figure A.1. However, the
requesting strategy and slot allotment strategics are modified. The init state is used
for initializing various parameters and arrays as in the previous model. The req-q-
ing state is also similiar to the state with the same name in the CFDAMA-RA OBP
model and it just gets the incoming packets and queues them in the scheduler quene,
The end-sim state. just writes the values of various computed values to scalars,
which may then be plotted. The resslotas state issues the request slots every frame
(*Q’ in number - Refer to Chapter 2} according to the fixed assignment strategy. It
has a few state variables, which are incremented every time a slot is allotted, and
which ensure that request slots are assigned in a round robin fashion. The model
takes care to see that after the last terminal the next slot has to be issued to the
first terminal. This issuing of request slots is similar to the allocation of frec-assigned
slots in the dataslotas as described in the previous example of CFDAMA-RA. The
dataslotas state is similar to the same state in the previous example but is modificd
to accomodate voice traffic and also to take into account that a particular terminal
can have at most ‘M’ (no of time slots— Refer to Chapter 5) frequency time-slots in
a particular frame. The process model for the satellite is called MFTDMA-SAT

At the beginning of each frame, in the ‘dataslotas’ state, an interrupt is issned
to the hub so tha. the hub can take care of the status of various voice calls that are
going on in the system. Then a global variable v-calls, which indicates the number

of voice calls in progress, in the system, at the current time, is checked. Then the
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slots in the frame that are not occupied by voice calls are allotted to data or new
voice calls. The requests are taken from the scheduler queue. Voice-Tab is an array,
which keeps count of the number of voice calls, a given terminal has in progress.
Indice is an array, which keeps count of the number of slots (other than for voice
calls in progress) allotted to a terminal in the current frame. A terminal can have
a maximum of ‘M’ (number of time slots in a frame per carrier) slots in a frame.
If a request comes to the head of the scheduler queue and its terminal already has
M slots allotted to it, then the request cannot be accomodated in that frame. For
further assignment in that frame, the satellite then starts serving requests from, not
the head of the queue, but the next position. Then if this position is also occupied
hy a request similar to the one described, the satellite starts serving requests from
position 3 leaving the first two requests as they are. This is taken care of by the
index “of” in the simulation model. The scheduler starts issuing slots to the packet
at the head of the queue again beginning with the next frame. The allocation of slots
is once again similar to the previous case (CFDAMA-RA) except that free-assigned
slots cannot be issued to a terminal if it has already been allotted M slots in a frame.
The terminal is then assumed to lose that free-assigned slot. For assigning a demand
assigned slot the satellite checks whether the packet demanding is of type real-time
or jitter tolerant and issues interrupts with diflerent codes for both. These rodes are

properly interpreted at the terminal models and proper action is taken.
e The Terminal

The process model for the terminal in this simulation model is named MF-
TDMA-MAC. The terminal is once again similar to the one used in the CFDAMA-
RA, except for changes to accomodate voice traffic. The state init is again for initial-
izatiou of certain parameters. The state sub-q-ing gets the packets from the source,

checks whether the packet is of jitter tolerant type or of real-time type (from a field
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status that each packet has). It then puts the packet in the proper quene. Jitter
tolerant data and Real-time traffic have different gquenes. The state resns is similiar
to the state reservn in CFDAMA-RA. However, only the terminal to which a partie-
ular request slot is issued can send its request in that slot. Both real-time traflic and
jitter tolerant data send in their requests. The packets that make requests are shifted
to a new queue as in CFDAMA-RA to differentiate between them and packets with
no requests. The two queues together form a First in First out componnd queue. The
state ve-slot is reached when the satellite interrupt carries a code indicating that the
slot is meant for a new voice call. The packet is then transferred to the hub where
it is retained until the call-duration is over. If the number of voice calls exceeds the
maximum permissible, then the voice call is said to be blocked, and is lost. The state
send is exactly the same as the state “send” in the (FDAMA-RA terminal and
is used for transmitting a jitter tolerant data packet. Figure A.4 shows the process

model for the MF-TDMA terminal.

e The Source

The source process model is called MF-TDMA-SRC. The source for the CI-
DAMA for integrated voice and data has to generate two types of traflic, real-time
traffic and jitter tolerant traffic. Various parameters such as the total traflic foad and
the fraction of voice traffic (Refer to Chapter 5, p and a) can he input at the time
of running the simulation. The state init gets all the simulation attributes, L.e., the
various parameters. It then computes various values like the inter-arrival time for
voice, inter-arrival time for data, etc. It also initializes various other variables hefore
going to the state idle. The process model just stays in the state idle until some
packet arrives. Depending on whether the packet is of real-time type or jitter-tolerant
type the finite state machine goes to either the state ve-arrvl or data-arrvl. Then

the packet is formatted and various fields are set before the packet is sent ont to the
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Figure A.4: The Terminal Process Model for CFDAMA-FA with MF-TDMA framing
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terminal’s queue. Figure A.5 shows the process model for the source.
¢ The Voice Hub

This is a process model (Figure A.6), which is not present in the actual system but
created in the simulation model for convenience. We call this model as MF-TDMA-
HUB-REORD. The Voice calls are modelled by just holding the first packet for the
duration of the call rather than generating a packet every frame, The packet is held
in the hub. After a newly arriving voice call is allotted a slot (from then on it will get
one slot every frame as a result of implicit reservations), it is moved to the hub, The
number of subqueues in the hub represent the number of slots in a frame. Therelore
each non-empty subquene represents a voice call. The init state just initializes the
number of calls in the system to zero. The state ve-bulk is reached whenever a voice
call is allotted a slot. The packet is transferred from the terminal to the hub and it
occupies the first non-empty subqueue available. There is an algorithm to checkif the
number of voice calls in the system is still less than the maxmimum permissible and
whether the particular terminal has less than M calls of its own. If not the voice call
is destroyed. Otherwise, it is placed in a non-empty queue. The packet has two fields
“ref-time” and “call-dur”™. The value in call-dur represents the duration of a voice
call and is exponentially distributed with the average value . The value in ref-time
refers to the time when the call was initiated. These fields are set in the packet.

The state frm-bgn is reached due to an interrupt from the satellite at the begin-
ning of every frame. This state, then checks the status of each voice call by accessing
the fields “ref-time” and “call-dur” to see which of the voice calls have ended. Then
those packets are destroyed and the channel capacity that they were occupying freed
for new voice calls or data packets.

The ‘C’ program listi.gs of the process models described in this appendix are

included.
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Figure A.5: The Source Process Model for CFDAMA-FA with MF-TDMA framing
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Figure A.6: The Voice Hub Process Model for CFDAMA-FA with MF-TDMA framing
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15

Header Block

#define SLOT_BEGIN op_intrpt_type() == OPC_INTRPT_SELF && \
op_intrpt_code() =2

#define REQ_ARRVL op_intrpt_type() == OPC_INTRPT_STRM

#define END_SIM op_intrpt_type() == OPC_INTRPT_ENDSIM

extern int USER_GROUP_SIZE;

#define NO_OF_GROUPS 10

#define OBP_IN_STRM 0

/%global varables*!

int no_pk_success;

double acc_pk_delay;

int RES_SLOT:

extern double packet_size , tiat;

Objid obp_id,obp_node_id,subnet_id:

int no_in_chal;

%extern Objid subnet_id*/

extern double packet_size;

extemn double res_chnl_cap;

int NO_REQ_SLOTS;

int pkis_lost:

extemn int total_gen_pkts;

extem Objid hub_id;

15

[State Variable Block

int \gp_id.\count, \user_id, \free_slot_owner, \free_slot_owner_gp;
double \chnl_cup;
inty, \k, N Wy

nporary Varlable Biock

Packet *pkptr, *respk, *ptrpk;

Objid origin_obj_id , node_id, node_q_id, free_slot_owner_gp_id;
Objid free_slot_owner_gp_q_id;

int slot_owner, num_subg;

double alpha;

Objid hub_node_id;

forced state _Init

aftribute value lype default value
name init string st
enter execs (See below.) textlist (See below.)
exit execs (empty) textlist (empty)

| status forced toggle unforced
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[enterexecs Tnit

gpid=0;

RES_SLOT = USER_GROUP_SIZE+1;

count = USER_GROUP_SIZE-1;

obp_id = op_id_selfQ;

5 | obp_node_id =op_id_parent( op_id_selfQ);

subnet_id = op_{d_parent(otp_node_id);

[*op_ima_sim_attr_get (OPC_IMA_DOUBLE . ‘packet_size_sec” , &packet_size);*!

no_pk_success = 0;
acc_pk_delay =0;

10 j free_slot_owner = O;
free_slot_owner_gp = 0;
pkts_lost=0;

transition_ init -» dataslotas

attribute value lype dafault value
name ir 1 string tr
condition string
executive string
color RGB300 color RGB333

| drawing style spline toaqgle spline

| unforced state wWait

_attribute value type default value
name wait string st
enter execs (empty) textlist (empty)
exit execs (empty) textlist (empty)

| status unforced toggle unforced
fransition _wait ->req Q ing
afiribute value type default value
name tr 2 string tr
condition REQ_ARRVL string
executive string
color RGB300 color RGB333
drawing style spline toagle spline
Iransition wait -> dataslotas
aftribute vaiue lype default value
name r 3 string tr
condition SLOT_BEGIN string
executive string
color RGB333 color RGB333
drawing style spline toggle spline
transition _walt -> end sim
aftribute value type default value
name tr_4 string tr
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condition END_SIM string

executive string

color RGB331 color RGB333
drawing style spline toggle spline

orced state _teq Q In

atiribute value type default value
name req_Q_ing string st

enter execs (See below.) textlist {See below.)
exit execs {empty) textlist (empty)
status forced toagle unforced

']

respk = op_pk_get(OBP_IN_STRM);
op_subq_pk_insert (Orespk,OPC_QPOS_TAIL) ;

transition req Q ing -» walt

atiribute value type default value
name tr_6 string tr

condition string

executive string

color RGB300 color RGB333
drawing style spline toggle spline

forced state resslotas

attribute value type defauit value
name resslotas string st
enter execs (Ses below.) textlist (See below.)
exit execs (empty) textlist (empty)
|_slatus forced toqgle unforced
enter execs yessiotas

op_intrpt_schedule_self(op_sim_time(+packet_size,2);

bub_node_id= op_id_from_userid(subnet_id, OPC_OBJITYPE_NODE _FIXED, 10);
hub_id=op_topo_child(hub,_node_id, OPC_OBJTYPE. QUEUE, 0);
op_intrpt_schedule_remote(op_sim_time(+(packet_size/2),0,hub_id);

5 | for(j=0;j<NO_OF_GROUPS;j++)

{

node_id = op_id_from_userid (subnet_id, OPC_OBJTYPE_NODE_FIXED, j);

node_q_id = op_id_child (node_id OPC_OBJTYPE_QUEUE,Q);
op_intrpt_force_remote(RES_SLOT ,node_gq_id);

10 }
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transition__resslotas -> wait

attribute value type default value
name tr_7 string tr

condition string

executive string

color RGB300 color RGB333
drawing style _spline toggle spline

forced state  dataslotas

attribute value type default value
name dataslotas string st
enter execs (See below.) textlist (See below.)
exit execs (empty) textlist (empty)
status forced togale unforced
enfer execs _datasiotas
if (fop_subq_empty(0))
{
pkptr = op_subq_pk_remove(0,0PC_QPOS_HEAD);
ongin_obj_id = op_pk_stamp_mod_get(pkptr);
5 | op_pk_nfd_get(pkptr,"user_index* &slot_owner);
op_intrpt_schedule_remote(op_sim_time(+0.135,slot_owner,origin_obj_id );
I*has to be refined*!
op_pk_destroy (pkptr);
}
10 | else
{ .
free_slot_owner_gp_id = op_id_from_userid(subnet_id,0PC_OBJTYPE_NODE_FIXED,frec_slot_owner_gp);
free_slot_owner_gp_q_id = op_id_child (free_slot_owner_gp_id,OPC_OBJTYPE_QUEUE();
op_intrpt_schedule_remote(op_sim_time(Q+0.135,free_slot_owner,free_slot_owner_gp_q_id );
15
if (free_slot_owner == USER_GROQUP_SIZE -!)
{
free_slot_owner=0;
++ree_slot_owner_gp;
20 }
else
++free_slot_owner,
if(free_slot_owner_gp == NO_OF_GROUT'S)
free_slot_owner_gp = 0;
25 else
)

transition _dataslotas -> resslotas

attribute value type default valye
name tr 8 string tr
condition string

executive string
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color RGB300 color RGB333

| drawing style spline toggle spling
unforced state_ond sim
affribute value type default valus
name end_sim string st
enter execs (See below.) textlist (See below.)
exit execs {empty) textlist (empty)
status unforced togale unforced

chnl_cap = (1-res_chnl_cap);

alpha=(pkts_lost/total_gen_pkts);

op_stat_write_scalar(*Throughput * , chnl_cap*((1-aipha)*packet_sizefiat));
op_stat_write_scalar{*Expected Packet Delay(sec)®,(acc_pk_delay/no_pk_success));
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der Block

#define ARRIVAL
(op_intrpt_type() == OPC_INTRPT, STRM)

#define GP_RES_SLOT
(op_intrpt_type( == OPC_INTRP’I‘_REMOTE) && \

5 (op_intrpt_code() == RES_SLOT)

#define USER_DATA_SLOT \
(op_intrpt_type() = OPC_INTRPT_REMOTE) && \
(!(op_intrpt_code() = RES_SLOT))

extern int USER_GROUP_SIZE;

10 | extern Objid obp_id ,obp_node_id, subnet_id;

#define OBP_IN_STRM_INDEX O

I*#define ARBITRARY (USER_GROUP_SIZE+2)

#define RES_SLOT 11%

I*global star*/

15 | extern double acc_pk_delay;

extern int no_pk_success,no_in_chnl;

extern double packet_size;

extern int RES_SLOT;

extern int NO_RES_SLOTS;

20 | extern Objid bub_id;

te Variable Block

double \pk_delay;

double Ves_slot_time;

int \user_turn , \i, \y;

int\user_index_res, \ARBITRARY;

5 | double \num_in_subq;

I*user_index_res g has the pkis expecting slot*/

10

Temporary Varlable Block

Packet *pkptr, *respkptr, *pki
int user_index, slot_owner;
double packet_delay, create_time;

unforced state _evebranch

attribute value type detault value
name evebranch string st
enter execs (empty) textlist (empty)
exit execs (empty) textlist {empty)
status unforced toggle unforced
fransition _evebranch -» sub q ing
| aftribute value fype default value
name tr_1 string tr
condition ARRIVAL string
executive string
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color RGB033 color RGB333
|_drawing style spline toqale spline
transition _evebranch -» reservn
afiribute value type default value
name tr_2 string tr
condition GP_RES_SLOT string
executive slring
color RGB331 color RGB333
| drawing style spline {oqgle __spline
transition _evebranch -» send
| gtir.oute valus fype default value
name tr 3 string tr
condition USER_DATA_SLOT string
executive string
color RGB300 color RGB333
drawing style spline toggle spline

| forced state _reservn

atiribute value type default value

name reservn string st

enter execs {See below.) textlist (See below.)

oxit execs (empty) textlist (empty)

status forced togale unforced
 enfer execs reseryn

for(i=0;i<USER_GROUP_SIZE;i++)
{
if (fop_subq_empty(i))
{

s ++no,_in_chnl;

num_in_subq = op_subgq_stat (i, OPC_QSTAT_PKSIZE);
for(j=0;j<oum_in_subq;++j)

{

pkptr = op_subq_pk_remove(i,OPC_QPOS_HEAD);

10 respkpir = op_pk_copy (pkpir);

op_subq_pk_insert (USER_GRCUP_SIZE -+ i),respkptr, OPC_QPOS_TAIL);
op_pk_deliver(pkptr.bub_id.0);

)

)
15 else

tr_4 string tr
condition string

valug type default value
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executive string
color RGB300 color RGB333
| drawing style spline togqle spline
forced state_sub q Ing
| attribute valus lype default value
name sub_q ing string st
enter execs (See below.) textlist (See below.)
exit execs (empty) textlist (empty)
status forced toqgle unforced
enter execs sub_q_ing
pkptr = op_pk_get(op_intrpt_strm() );
op_pk_stamp (pkptr);
op_pk_nfd_get (pkptr,*user_index", &user_index);
op_subq_pk_insert (user_index, pkptr, OPC_QPOS_TAIL);
5
transition Sub q ing -> evebranch
| attribute value type defauit value
name tr_5 string tr
condition string
executive string
color RGB033 color RGB333
|_drawing style spline foggle spline
forced state send
atiribute value type default value
name send string st
enter execs (See below.) textiist (See below.)
exit execs (empty) textlist (empty)
|_status forced foggle unforced
enter execs send
slot_owner = op_intrpt_code();
if(top_subq_empty(slot_owner+USER_GROUP_SIZE))
{
pk = op_subq_pk_remove (slot_owner+USER_GROUP_SIZE , OPC_QPOS_HEAD);
S | op_pk_nfd_get(pk, create_t ime*, &create_time);
packet_delay = op_sim_time() + 0.27 + packet_size - create_time;
acc_pk_delay 4= packet_delay;
++no_pk_success;
op_pk_destroy (pk).
10f)
else
{
if('op_subq_empty(sloi_owner))
{
15 pk = op_subq_pk_remove (slot_owner, OPC_QPOS_HEAD),
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20

op_pk_nfd_get(pk, ‘create_time" , &create_time);
packet_delay = op_sim_time() + 0.27 + packet_size - create_time;
acc_pk_delay += packet_delay:

++n0_pk_success;

op_pk_destroy (pk);

}

else
’

)

transition__send -> svebranch

|_attribute value type default value
name tr 6 string tr
condition string
executive string
color RGB331 color RGB333
drawing style spline toggle spline
forced state _Init
attribute _vg#:e type default valug
name init string st
enter execs (See below.) textlist (See balow.)
exit execs (empty) textlist (empty)
status forced togale unforced
 enter execs Init
user_tum=0;
*op_ima_sim_attr get(OPC_IMA_DOUBLE, "packet_size_sec” , &packe!_size);*!
ARBITRARY = USER_GROUP_SZt + 2;
no_ir_chnl = 0;
transition _init -» evebranch
r_mebule value type default value
name tr 7 string tr
condition string
executive string
color RGB331 color RGB333
drawing style spline _ toggle _spline
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der Block

int USER_GROUP_SIZE,

int USER_SIZE_INDEX;

#define NO_OF_USER_GROUPS 10
#define OUT_STRM 0

double tiat;

double packet_size;

double res_chni_cap;

int total_gen_pkts;

State Variable Block

Distribution *\gpiat_dist_ptr;
Distribution *\index_dist_ptr;
Objid \gp_node_id;

int \gp_id;

Temporary Variabie Biock

Packet *pkptr;
int user_index;
double gpiat ;

unforced state_init

10

[*user_id and gp_id are same*/
*beg_sim_intpt should be enabled*!
total_gen_pkts=0;

op_ima_sim_attr_get (OPC_IMA_DOUBLE , *total_i_a_t", &tial),
op_ima_sim_attr_get (OPC_IMA_INTEGER , "user_group_size®, &USER_GROUP_SIZE);
op_ima_sim_attr_get (OPC_IMA_DOUBLE , *res_chnl_size*, &res_chnl_cap);
USER_SIZE_INDEX = USER_GROUP_SIZE - ;
gpiat = tiat*NO_OF_USER_GROUPS;
index_dist_ptr = op_dist_load(*uniform_int*,0, USER_SIZE_INDEX );
gpiat_dist_ptr = op_dist_load(" exponential*, gpiat, 0.0
op_intrpt_schedule_self (op_dist_outcome(gpiat_dist_ptr),0);

gp_node_id = op_id_parent(op_id_sell0);
op_ima_obj_attr_get(gp_node_id,"user id-.&gp_id);

attribute value type default value
name init string st
enter execs (See below.) textlist (See below.)
exit execs (empty) textlist (empty)
|_status unforced toggle unforced
ter execs Init
ﬂﬁ op_ima_sim_attr_get (OPC_IMA_DOUBLE, *packet_size_sec* , &packet_size);
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transition init -> arrival

aftribute value typa. default value
name tr_1 string tr
condition string
executive string
color RGB300 color RGB333
drawing style spline toggle __ spline_
unforced state _arrival
|_attribute value fype default value
name arrival string st
enter axecs (See below.) textlist (See below.)
exit execs {empty) textlist (empty)
status unforced toggle unforced
 enter execs arrval
plptr = op_pk_create_fmt (*packet*);
user_index = op_dist_outcome (index_dist_ptr);
op_pk_nfd_set (pkpur, *gp..ia",gp_id);
op_pk_nfd_set (pkptr, "user_index*,user_index);
5 {op_pk_nfd_set (pkplr, *create_time*,0p_sim_time());
op_pk_send(pkpir, OUT_STRM);
total_gen_pkis++;
op_intrpt_schedule_self (op_sim_time () + op_dist_outcome(gpiat_dist_ptr),0);
10
transition _ arrival -> arrival
|_gtiribute value type default value ‘
name tr_ 2 string tr
condition string
executive string
color RGB300 color RGB333
| drawing style spline toggle spline
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Jl_g%ggr Block

Objid hub_id:

#define ARVL_CHK\

{op_intrpt_type(= OPC_INTRPT_STRM)
#define COL_CHK\

5 | (op_intrpt_type)=0OPC_INTRPT_REMOTE)
extem Objid obp_id;

extern int no_in_chnl;

Packet *pkptr;
int numb_gj;

[Temporary Variable Block

| forced state_Init

|_atiribute value type defaull value
name init string st
enter execs (See below.) textlist {See below.)
exit execs (empty) textlist (empty)
|_status forced toaqgle unforced
enter execs init
| transition _Init -> wait
| afiribute value type default value
name tr 0 string tr
condition string
executive string
color RGB333 color RGB333
| drawing style _spline toggle spline
unforced state  wait
| attribute value ftype default valug
name wait string st
enter execs {empty) textlist (empty)
exit execs (empty) textlist (empty)
stalus unforced toggle unforced
transition walit -> q_pkts
attribute value type default value
name tr_1 string fr
condition ARVL_CHK string
executive string
color RGB333 color RGB333
| drawing style spline toagle spline
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transition__walt -> validity

e

| _atlribute value type default value
name tr 2 string tr
condition COL_CHK string
executive string
color RGB333 color RGB333
| drawing style ___spline togale spline
| forced state_q_pkts
| attribute value lypa default value |
name q_pkts string st
enter execs (See below.) textlist (See below.)
exit execs (empty) textlist (empty)
| status forced toggle. unforced
rexecs Q pkig
pkptr=op_pk_get(0);
op_subq_pk_insert(0,pkptr,OPC_QPOS_TAIL);
transition q pkts -> wait
attribute value type default value
name tr 4 string tr
condition string
exacutive string
color RGB333 color RGB333
drawing style spline toggle spline
|_forced state _validity
| afiribute value type default value
name validity string st
enter execs (See below.) textlist (See below.)
exit execs (empty) textlist (empty)
status forced toqgle unforced
lenter execs valldity
if(no_in_chnl=1)
z‘wmb_q=op_subq__sm(0.0PC_QSTAT_PKSIZE);
for(j=0;)<numb_q;++j)
S|t
pkptr=op_subq_pk_remove(0,0PC_QPOS_HEAD);
op_pk_deliver_delayed(pkptr.obp_id,0,0.135);
)
)
10 | else
{
numb_g=0p_subg_stat(0, OPC_QSTAT_PKSIZE),
op_subq_flush(0);
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15 | no_in_chnl=0;

transition _validiry -» walt

attribute value type default value
name : tr_3 string tr

condition string

executive string

color RGB333 color RGB333
drawing style spline togale spling
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#define SLOT_BEGIN op_intrpt_type() == OPC_INTRPT, SELF &&\
op_intrpt_code() == 2

#dzfine REQ_ARRVL op_intrpt_type( == OPC_INTRPT_STRM

#define END_SIM op_intrpt_type() == OPC_INTRPT_ENDSIM

5 | extem int USER_GROUP_SIZE;

#define NO_OF_GROUPS 8

#define OBP_IN_STRM 0

extern double rho, alpha;

I*global variables*/

10 | int no_pk_success;

extem int respk;

int total_slots;

int no_req_pkts;

double acc_pk_delay;

15 |int RES_SLOT;

extern double packet_size , tiat;

Objid obp_id,obp_node_id,subnet_id;

int no_in_chnl;

Iexiern Obyid subnet_id*/

20 | extem double packet_size;

extern double res_chnl_cap;

int NO_REQ_SLOTS;

int pkis_lost;

extern int tot_gen_pkts;,

25 | extern Objid voice_q_id;

extern double frame_time;

extern int no_succ_calls;

extern int no_calls;

int indice{1000);

30 { int voice_tab] 1000};

extern Objid hub_id;

extemintL, M, C;

int pkis_carried_ovr;

extemn int v_calls;

35 | extern double call_time;

extern double tiat_p, tial_v;

extern int Q;

extem int blocked;

[State Varlable Block .

int\gp_id,\count, \user_id, \free_slot_owner, \free_sloi_owner_gp;
double \chnl_cap;

int Y, \, \i, \w;

int \res_slot_owner, \res_slot_owner_gp

5 | double\blocking;

Packet *pkptr, *respk, *ptrpk, *pkptr1;

Objid origin_obj_id , node_id, node_q_id, free_slot_uwner_gp_id;
Objid free_slot_owner_gp_q id, hub_id;

int slot_owner, num_subq;

§ jintz1,z2;

int of;




Process Model Report: MFTDMA_SAT

_| Mon May 16 15:05:14 1994 | Page 2 of 6

aor

sor

10

int slot_id;
intind, Z;

int ng:

int mark;

int p_calls;
double blk_pkts;
int stat;

int vc_code;

orced state _init

afiribute value type default value
name init string st
enter execs (See below.) textlist (See below.)
exit execs (empty) textlist (empty)
status forced toggle unforced
enter execs NIt
gp_id=0
RES_SLOT = USER_GROUP_SIZE+1;
count = USER_GROUP_SIZE-1;
obp_id = op_id_selfQ;
5 | obp_node_id = op_id_parent( op_id_self();
subnet_id = op_id_parent(obp_node_id);
*op_ima_sim_anr_get (OPC_IMA_DOUBLE , "packet_size_sec” , &packet_size);*(
no_pk_success = 0
acce_pk_delay =0;
10 | free_slot_owner=0;
free_slot_owner_gp=0;
pkts_lost=0;
res_slot_owner=0;
res_slot_owner_gp=0;
15 | for(z1=0;21<1000;z14+)
{
indice{z1]=0;
voice_tabfz1}=0;
)
20 | of=0;
pkts_carried_ovr=0;
tfransition _init -> datasiotas
aftribute value lype default value
name tr_1 string tr
condition string
executive string
color RGB300 color RGB333
drawing style _spline foggle _spline
unforcs- state _walt
aftrib’ .e value type default value
name wait string st
enter execs {empty) toxtlist (empty)
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exit execs (empty) textlist (empty)
status unforced togale unforced
transition _wait->teq Q Ing
attribute value _type default value
name tr_ 2 string tr
condition REQ_ARRVL string
executive string
color RGB300 color RGB333

| drawing style spline toggle _spline
transition _walt -> dataslotas
aftribute value tfype default value
name tr_ 3 string tr
condition SLOT_BEGIN string
executive string
color RGB333 color RGB333
drawing style spline toaqle spline
transition__walit -> end_sim
attribute value type default value
name ir 4 string tr
condition END_SIM string
executive string
color RGB331 color RGB333

| drawing style spline toggle spline

forced state req Q ing

| aftribute value type defauit value
name req_Q_ing string st
enter execs (See below.) textlist (See below.)
exit execs (empty) textlist (empty)
status forced toggle unforced

respk = op_pk_get(OBP_IN_STRM);
op_subq_pk_insert (0,respk.OPC_QPOS_TAIL) :

transition req Q_ing -> wait

attribute value _type default value
name tr 6 string tr

condition string

executive string

color RGB300 color RGB333

drawing style spline togale spline
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()

s

forced state _tessliotas

attribute value type default value
name ressiotas string st

enter execs (See below.) textlist (See below.)
exit execs (empty) . textlist {empty)
status forced toggle unforced

enier execs Tesslotas

frame_time=M*packet_size;
op_intrpt_schedule_self(op_sim_timeQ+frame_time,2);
for(j=;j<Qij++)

{
5 node_id = op_ld_from_userid (subnet_id, OPC_OBJTYPE_NODE_FIXED, res_slot_owner_gp);
node_q_id = op_id_child (node_id,OPC_OBJTYPE_QUEUE,Q);
op_intrpt_schedule_remote(op_sim_time()+0.135,((4*USER_GROUP_SIZE)+res_slot_owner), node_q_id);
if(res_slot_owner == USER_GROUP_SIZE-1)
{
10 res_slot_owner = 0;
++ res_slot_owner_gp.
}
else
++ res_slot_owner;
15 if(res_slo1_owner_gp == NO_OF_GROUPS)
{
res_slot_owner_gp=0;
}
else
20 [;
)

transition _resslotas -> wait

| _attribute value tvpe default value
name tr_7 string tr
condition string
executive string
color RGB300 color RGB333
drawing style _spline toqagle spline

|_forced state _datasiotas

attribute _value type default valug
name dataslotas string st

enter execs (See below.) textlist (See below.)
exit execs (empty) textlist (smpty)
status forced toggle unforced

hub_id=op_id_from_userid(subnet_id, OPC_OBJT YPE_NODE_FIXED, 9):
voice_q_id=op_topo_child(hub_id,OPC_OBJTYPE_QUEUE,0);
op_intrpt_schedule_remote(op_sim_time(+0.135,0,voice_q_id);
p_calls=v_calls;
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ves

§ | towl_slots+=p_calls;

of=(;

for(Z=0;Z < (C-p_calls);Z++)
{

nq=op_subq_stat(0,0PC_QSTAT_PKSIZE);
10 | if (ng > of)

{

pkptr = op_subq_pk_gccess(0,0f);

op_pk_nfd_get(pkptr,*user._index~,&slol_owner);

op_pk_nfd_get(pkptr,"gp_ia~&slot_id),

15 | ind=(slot_id*USER_GROUP_SIZE) + slot_owner;

if((indice{ind]+voice_tabliod]) < M)

{

pkpir=op_subq_pk_remove(0,0{);

op_pk_nfd_get(pkptr, *stazus*, &sian);

20 | origin_obj_id = op_pk_stamp_mod_get(pkptr);

if(statmx0)

{

++n0_req_pkis;

++otal_slots;

25 | op_intrpt_schedule_remote(op_sim_time(+0.135,slot_owner,origin_obj_id);
)

else

{
ve_code=6*USER_GROUP_SIZE + slot_owner;
30 | op_intrpt_schedule_remote(op_sim_time(+0.135,vc_code,¢rigin_obj_id);

}
/*has to be refined®!
op_pk_destroy (pkptr);
indice{ind)++;
3501
else
{
of++;
+pkis_carried_ovr;
401}
}
else
{
marke(;
45 | inde(free_slot_owner_gp*USER_GROUP_SIZE)+free_slot_owner;
while(mark !=] )
{
if((indicelind]+voice_tablind]) <M )
{

S0 | free_slot_owner_gp_id = op_{d_from_userid(subuet_id,OPC_OBJTYPE_NODE_FIXED,free_slot_owner_gp):
free_slot_owner_gp_q id = op_ld_chlld (free_slot_owner_gp_id,OPC_OBJTYPE_QUEUE.O);
op_intrpt_schedule_remote(op_sim_time(+0.135 free_slot_owuer.free_slot_owner_gp_q id );
mark = 1;

++ total_slots;

511

else
if (free_slot_owner =« USER_GROUP_SIZE -1)

{

60 free_slo1_owner = 0;

++free_slot_owner_gp:

}

else
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++free_slot_owner;

65 if(free_siot_owner_gp == NO_OF_GROUPS)
free_slot_owner_gp=0;

else

}

701}
}

of=0;

for(z22=0;22<1000;224+)

{
75 | indice(z2}=0;
}

transition _dataslotas -> ressiotas

_atiribute value : type default value
name tr_8 string tr
condition string
| executive string
; color RGB300 color RGB333
drawing style spline toggle spling

unforced state _end_sim

attribute value type default valus

name end_sim string st

enter execs (See below.) textlist (See below.)

exit execs (empty) textlist (empty)

status unforced foqgle unforced
enter execs end_sim

chnl_cap = (1-res_chnl_cap);

blk_pkts=((double)pkts_carried_ovr/(double)tor_gen_pkis);
1op_stat_write_scalar("Throughput_Data” , {(chnl_cap*packet_size}(tias_p*L))}:*!
op_stat_write_scalar(*Expected Packet Delay(sec)®,(acc_pk_delay/no_pk_success));
5 | printf(*No_succ_calls=84°, no_succ_calls);

printf(*\n No_CALLS = %4°, no_calls);

printf(* The Number Blocked= 8d°, blocked);

printf(*\r: Packets carried Over= %d°,pkis_camried_ovr);

printf(*The number who reserved=%d*, respk);

10 } blocking = (double)blocked/(double)no_calls;

op_stat_scalar_write(*Blocking Probability*, blocking);
I*op_stat_scalar_write("Throughput_Voice" (rho*alpha));*/

op_stat_scalar_wrrite(* Throughput*, tho)

op_stat_scalar_write(*Fraction of DA slots®,((double)no_req pkts/(doublejtotal_slots));
15
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w

15

#define ARRIVAL \

(op_intrpt_type() s« OPC_INTRPT_! STRM)

#define RES_SLOT
(op_intrpt_type() == OPC_NI'RFI'_REMOTE) && \
(op_intrpt_code() >= 4*USER_GROUP_SIZE) && \
(op_intrpt_code() < 6°USER, GROUP_SIZE)

#define VC_RES_SLOT
(op_intrpt_type() == OPC_IN'I'RFT_REMOTE) && \
(op_intrpt_code() >= 6*USER_GROUP_ SIZE)

#define USER_DATA_SLOT
(op_intrpt_type( == OPC, IN'IRPLREMO‘I'E) && \
(op_intrpt_code() < 4*USER_GROUP_SIZE)

extem int USER_GROUP_SIZE ;

extern Objid obp_id ,obp_node_id, suboet_id;

#define OBP_IN_STRM_INDEX 0

extem double acc_pk_delay;

extern int no_pk,_success;

extern double packet_size;

extern int VOICE_ADV;

extern Objid voice_q_id;

int no_calls, no_succ_calis;

extern int v_calls,Cv;

int blocked;

extemint L, M, C;

int sq_acc_pk_delay;

int respk;

FM!!!!LLEIQ&L

Distribution "\cor;
Objid \m_id;

10

15

aporary Variable Bfock

Packet *pkptr,*pk,*respkptr, *pk1,*pkt, *pkz, *pky, *1pk, *pko;
int user_index, slot_owner;
double packet_delay, create_time;
int num_in_subq , i, vsq, oa;

int owner;

int oum_q.0_q,w,v,m;

int status;

int index;

int owner_v;

int res, req;

int pl;

Objid t_id;

int s_id, n_id,oi;

int fol, f1;

int ocome;

imx;

fnt v_code;

double time;

int vrq;
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unforced state _evebranch

| aftribute value type default valus
hame evebranch string st
enter execs (empty) textlist (empty)
exit execs (empty) textlist (empty)
status unforced toggle unforced
transition evebranch -> sub_q Ing
| attribute value typs default value
name tr_1 string tr
condition ARRIVAL string
executive string
color RGB033 color RGB333
drawing style spline toagle splineg
transition  evebranch -» resns
attribute ' value type default value
name tr_28 string tr
condition RES_SLOT string
executive string
color RGB333 color RGB333
drawing style spline toggle spline
transition _evebranch -> v¢ slot
attribute value type default valus
name tr_30 string tr
condition VC_RES_SLOT string
executive string
color RGB333 color RGB333
L_drawing style spline toagle spline
transition _evebranch -» send
attribute value type default valus
name tr_33 string tr
condition USER_DATA_SLOT string
executive string
color RGB333 color RGB333
| drawing style spline togale splirre
| forced state _sub q Ing
atiribute value type default value
name sub_q ing string st
enter execs (See below.) textlist {See below.)
exit execs (empty) textlist (empty)
status forced toggle unforced

pkptr = op_pk_get(op_intrpt_strm()):
op_pk_nfd_get(pkptr,* status*, &status);
op pk nfd get(pkpur, "ap_ia*, &m_id);
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10

15

{status==()
{
op_pk_stamp (pkpu);

op_pk_nfd_get (pkptr,*user_index*, &user_index);
op_subg_pk_insert (user_index, pkptr, OPC_QPOS_TAIL);
}

clse

{
if(statys==1)
{
no_calls++;

op_pk_stamp(pkptr);
op_pk_nfd_get(pkptr,*user__index*, &user_index);
pl=3*USER __GROUP_SIZE+user_index;
op_subq_pk_insert(pl.pkptr, OPC_QPOS_TAIL);

]

else
{
printf(*HEY STATUS NOT FOUND®);
printf(*status = Ad*, status);

}
)

transition _sub q_ing -> evebranch

10

atiribute vaiue tyge default value

name tr_3 string tr

condition string

executive string

color RGB033 color RGB333

drawing style spline _loggle _spline

forced state send

atiribute value type default value

name send string st

enler execs (See below.) textlist (See below.)

exit execs (empty) textlist (empty)

status forced togale unforced
enter execs gend

slot_owner = op_intrpt_code();
if(!(op_subq_empty(slot_owner+USER_GROUP_SIZE)))
{
pk = op_subq_pk_remove ((slot_owner+USER_GROUP_SIZE) , OPC_QPOS_HEAD):
op_pk_nfd_get(pk. "create_time* , &create_time);
packet_delay = op_sim_time() + 0.27 + packet_size - create_time;
sq_acc_pk_delay += packet_delay®packet_delay:
1* op_stat_write_global( 0, “packet_delay”, packei_delay). */
acc_pk_delay += packet_delay;
++no_pk_success:
op_pk_destroy (pk);
}

else
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{
15 | if(!(op_subq_empty(siot_owner)))
{

pk = op_subq_pk_remove(slot_owner, OPC_QPOS_HEAD);
op_pk_nfd_get(pk, *create_time* , &create_time);
packet_delay = op_sim_time() + 0.27 + packet_size - create_time;
20 | /* op_stat_write_global(0, "packet_delay”, packes_delay);*/
sq_acc_pk_delay += packet_delay*packet_delay;

acc_pk_delay 4= packet_delay:

++no_pk_success;
op_pk_destroy (pk);
}

else

}

transition__send -> evebranch

atiribute _value type default value
name tr_4 string tr
condition string
executive string
color RGB331 color RGB333
drawing style _spline toggle spline
| forced state Init
aftribute _value fype default value
name init string st
enter execs (See below.) textlist (See below.)
exit execs {empty) textlist (empty)
status forced toagle unforced
execs Init
no_calis=0;
no_succ_calls=0;
respk=0;
transition__init -> evebranch
atiribute value type defauit value
name tr_27 string tr
condition string
exacutive string
color RGB333 color RGB333
| drawing style spline toggle spline
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forced state resns

_atfribute value ype default value
name resns string st
enter execs (See below.) textlist (Ses below.)
exit execs {empty) toxtlist (empty)
status forced toggle unforced

Lnler execs TOSNG

fi=0;
while(op_subq_empty(fl) && (fl < 4*USER_GROUP_SIZE + 1))
{
fi++;

51}
if(fl<x4*USER_GROUP_SIZE)
{
pkz=op_subq_pk_sccess(fl, OPC_QPOS_HEAD);
op_pk_nfd_get(pkz, “gp_1id-~, &s_id);

10 | o_id=op_intrpt_code(-(4*USER_GROUP_SIZE);
ii(top_subq_empty(n_id))
{
nuvm_in_subg=op_subq_stat(n_id,OPC_QSTAT_PKSIZE);
for(m=0;m<oum_in_suhg;++m)

15 1¢
pk = op_subq_pk_remove(p_id,OPC_QPOS_HEAD);
respkptrsop_pk_copy(pk):
op_subg_pk_insert((USER_GROUP_SIZE+n_id),respkptr,OPC_QPOS_TAIL);
op_pk_deliver_delayed(pk,obp_id,0,0.135);

01)
}
else
0in3*USER_GROUP_SIZE+u_id;

25 | vigmoi+USER_GROUP_SIZE;
if(op_subq_empty(oi))
{
vsg=op_subq_stat(oi, OPC_QSTAT_PKSIZE);
for(oa=0;0a<vsq;++0a)

30 |
pky=op_subq_pk_remove{oi,OPC_QPOS_HEAD);
pko=op_pk_copy(pky);
op_subq_pk_insert(vrq, pko, OPC_QPOS_TAIL);
op_pk_deliver_delayed(pky,obp_id,0,0.135);

35 | +4respk:
)
)
else

wli
else

[eransition_resns -> evebranch
firibute value type default value
name tr_29 string tr
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condition string
executive string
colos RGB333 color RGB333
drawing style spline togale spline
forced state ve slot
attribute value tyoe default value
name ve_siot string st
enter execs (See below.) toxtlist (See below.)
exit execs (empty) textiist (empty)
status forced toqale unforced
epter execs VG SIOt
v_code=op_intrpt_code(;
slot_owner=v_code-(6*USER_GROUP_SIZE);
if(}(op_subq_empty(siot_owser+4*USER_GROUP_SIZE)))
{
5 | pki=op_subq_pk_remove((slot_owner+4*USER_GROUP_SIZE), OPC_QPOS_HEAD);
op_pk_nfd_get(pkl, *create_time", &create_time);
t_id=op_ld_from_userid(suboet_id, OPC_OBJTYPE NODE_FIXED,9);
voice_q_id=op_topo_child(:_id.OPC_OBITYPE_QUEUE.0);
time=op_sim_timeQ-create_time;
10 | if((v_calls < Cv))
{
op_pk_deliver(pkl, voice_q_id,0);
no_succ_calls++;
15 :lse
l(:lockedH:
op_pk_destroy(pk1);
)
else
transition ve slot => evebranch
attribute _value type default value |
name tr 32 string tr
condition string
executive string
color RGB333 color RGB333
drawing style spline toqgle spline




Process Mode! Report: MF_TDMA SRC

| Mon May 16 15:05:45 1994 | Page 1 of 4

)

oo

int USER_GROUP_SIZE;

int USER_GROUP_SIZE_INDEX;

#define NO_OF_GROUPS 8

#define OUT_STRM 0

§ | double rho;

imQ;

double walk_dur;

double tiat_p;

double call_time;

10 | doudle tiat_v;

double packet_size;

double vc_intarrvi_time;

#define DATA_ARRVL \
(op_intrpt_typeQ==OPC_INTRPT_SELF) && \

15 | (op_intrpt_codeQu= 0)

#define VOICE_ARVL \
(op_intrpt_typeQ==OPC_INTRPT_SELF) && \
(op_intrpt_code(==1)

int no_calls;

20 |int ML

int no_succ_calls;

int tot_gen_pkits;

imC, Cv;

double frame_time;

25 | double alpha;

double res_chnl_cap;

Sh%! Variable Block
Distribution *"\gpiat_dist_ptr;

Distribution *\index_dist_ptr;
Distribution "\voice_intrvl_ptr;
Objid \gp_node_id:

5 |int\gp_id;

double “cileng:

Temporary Variable Block_ :

Packet *pkptr;
int user_index;
double gpiatd;
double gpiatv;
5 | double gpiat;

forced state _Init

| atiribute value_ typs default value
name init string st
enter execs (See below.) textlist (See below.)
exit execs (empty) textlist (empty)

| status forced togale unforced
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10

135

30

enter execs it

[*op_ima_sim_attr_get(OPC_IMA_DOUBLE "packet_size™ &packet_size);*/
op_ima_sim_attr_get(OPC_IMA_DOUBLE, *Total Load®, &tho);

op_ima_sim_attr_get(OPC_IMA_INTEGER,"no_of_frequencies®, &L);
*op_ima_sim_anr_get(OPC_IMA_INTEGER, no_of _request_slots”, &Q).%/
*op_ima_sim_attr_get(OPC_IMA_INTEGER, "no_of _time_slots", &M);*/
*op_ima_sim_attr_gei{OPC_IMA_INTEGER, no_voice_slots_per_frame”.&Cv);%!
*op_ima_sim_atr_get(OPC_IMA_DOUBLE, voice_call_size_min" &talk_dur):*!
packet_size=0.0001875;

M=128;

Q=4;

tatk_dur=0.03;

CaL*M;

Cv=C;

call_time=talk_dur*60;

etlang=rho*alpha*M*L;

frame_timexM*packet_size;
USER_GROUP_SIZE_INDEX=USER_GROUP_SIZE-1;
tiat_v=call_time/erlang;
tiat_p=packet_size/(((1-alpha)*rho)*L);
gpiatd=NO_OF_GROUPS*iiat_p;
gpiatv=NO_OF_GROUPS*tiat_v;

printf(~tiatp=tg, tiat_v=4g°, tiat_p, tiat_v);
index_dist_ptr=op_dist_load(*uniform_int*, 0, USE"' _uROUP_SIZE_INDEX);
gpiat_dist_ptr=op_dist_load(" exponential*,gpiatd,0.0);
voice_intrvl_ptr=op_dist_load(*exponent ial*, gpiatv.0.0);
op_intrpt_schedule_self(op_dist_outcome(gpiat_dist_ptr),0);
op_intrpt_schedule_self(op_dist_outcome(voice_intrvi_ptr), 1);
gp_node_id=op_topo_parent(op_id_self();
op_ima_obj_attr_get(gp_node_id, *user id*, &gp_id);
no_calls=0;

tot_gen_pkts=0;

res_chnl_cap=0.06;

op_ima_sim_attr_get(OPC_IMA_DOUBLE,* fraction_of_voice_trat fic {alpha) * &alpha);
op_ima_sim_attr_get(OPC_IMA_INTEGER,*user_group_size*,&£USER_GROUP_SIZE);

transition _init -> idle

attribute value type default valug
name tr_1 string tr

condition string

executive string

color RGB333 color RGB333
drawing style spline toggle _spline

unforced state idle

aftribute value type default value
name idle string st

enter execs {empty) textlist (empty)

exit execs (empty) textlist (empty)
status unforced toggle unforced
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transition _idle ->» vc_arrvi

gltribute value type defauit value
name tr 5 string tr
condition VOICE_ARVL string
executive string
color RGB333 color RGB333
|_drawing style spline toggle spline
transition__idle -> data arrvi
| affribute value type default value
name tr_10 stiing tr
condition DATA_ARRVL string
executive string
color RGB333 color RGB333
drawing style_ splineg togqgle _spling
forced state ve arrvi
altribute value type default value
name vc_arrvi string st
enter execs (See below.) textlist (See below.)
exit execs (empty) textlist (empty)
status forced toggle _unforced
(enferexecs VC arrvi
pkptr=op_pk_create_fmt(*multi*);
user_index=op_dist_outcome(index_dist_p'r);
op_pk_nfd_set(pkptr, *resn*,0);
op_pk_nfd_set(pkptr, *gp_id*, gp_id):
5 |op_pk_nfd_set(pkptr, *user_index", user_index);
op_pk_nfd_set(pkptr, *status®, 1);
op_pk_nfd_set(pkptr, *create_time*,op_sim_timeQ);
op_pk_send(pkptr, OUT_STRM):
op_intrpt_schedule_self(op_sim_timeQ+op_dist_outcome(voice_intrvi_ptr),1);
10
transition vc arnvl -» idie
aftribute value type default valus
name tr_9 string tr
condition string
execuiive string
color RGB333 color RGB333
drawing style spline toggle spline
| forced state _data arrvl
|_attribute value ype default value
name data_arrvl string st
enter execs (See below.) textlist {See below.)
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exit execs (empty) textlist (empty)
status forced toqgle unforced
1

++tot_gen_pkts;

pkptr=op_pk_create_fmt(*multi*);

uses_indexsop_dist_outcome(index_dist_ptr);

op_pk_nfd_set(pkptr,*gp_1id°, gp.id);

5 | op_pk_nfd_set(pkptr," user_index*, user_index);

op_pk_nfd_set(pkptr,® starus*, 0);

op_pk_nfd_set(pkptr,*create_time®,0p_sim_time();

op_pk_send(pkptr, OUT_STRM);

op_intrpt_schedule_self(op_sim_time(+op_dist_outcome(gpiar_dist_pcr), 0);

10

transition_ data_arrvl -> Idle ]
aftribute value default valu..
name tr_11 string tr
condition string
executive string
color RGB333 color RGB333
drawing style spline _ togqle spline
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e

10

15

lock

int v_calls;

extern int Cv;

#define IMPLICIT \
(op_intrpt_type()==OPC_INTRPT, REMOTE)

#define VOICE_PLACE
(op_intrpt_type(=OPC_INTRPT., STRM)

extern double packet_sizes

extern Objid subnet_id:

extern double call_time;

extem int USER_GROUP_SIZE;

extern double frame_time;

Objid voice_q_id;

extern int no_suce_calls;

extern int indice[1000};

extern int voice_tabf1000);

extern int L., M;

ipt bik(8](128);

extern int blocked;

extern int C;

[State Varlable Block

10

15

nporary Variable Block

int h,call_owner,gp_call_owner;
Packet *pkd, *pkualk, *pkpm, *pkr, *rpk;
Objid own_id,own_q_id;

double temp;

iny;

int no_pkts;

imf_r

intc;

double ref_time,call_dur;

double now;

Distribution *call_size;

double timing;

int ind, indi;

intulu2;

intpl, p2;

int length;

intht;

| forced state Init

| altribute value type default value
name init string st
enter execs (See below.) textlist (See below.)
exit execs (empty) textlist (empty)
status forced toagle unforced
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L enle,

rexecs Init

v_calls=0;

transition_ init -> |dle

attribute value _lype default value
name tr 2 string tr
condition string
executive string
color RGB333 color RGB333
drawing style spline togqle spline
| forced state ve bulk
attribute value type _ default value
name ve_bulk string st
enter execs (See below.) textlist (See below.)
exit execs (See below.) textlist {Sse below.)
status forced foggle unforced
 enter v ]
pkpr=0p_pk_get(0);
op_pk_nfd_get(pkptr,* gp_id*,&gp_call_owner);
op_pk_nfd_get(pkptr,-user_indas*, &call_owner);
indi=gp_call_owner*USER_GROUP_SIZE+call_owner;
5 1if((v_calls <= C) && (voice_tablindi) <= M))
{
voice_tab(indi}++;
v_calls=v_calls++;
y=0
10 | while(!(op_subg_empty(y)))
{
Y+
}
call_size=op_dist_load(*exponent ial*call_time,0.0):
15 | temp=0p_dist_outcome(call_size);
op_pk_nfd_set(pkptr,“ref_t ime",0p_sim_time();
op_pk_nfd_set(pkptr,*call_dur® temp);
op_subq_pk_insert(y, pkptr, OPC_QPOS_TAIL);
}
20 | else
{
op_pk_destroy(pkptr);
no_succ_calls-;
blocked ++;
251}
rﬂi{ execs Ve m
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| transition _ve bulk-> Idie _

{
il(}(op_subq_empty(h)))
s |

now=op_sim_time();

pkd=op_subq_pk_access(h,0PC_QPOS_HEAD);
op_pk_nfd_get(pkd, "user_index*, &call_owner);
op_pk_nfd_get(pkd, *gp_id*, &gp_call_owner);
op_pk_nfd_get(pkd, *rof_time=, &ref_time);

10 [ op_pk_nfd_get(pkd, *call_dur -, &call_dur);

attribute value fype default value |
name ir4 string tr
condition string
executive string
color RGB333 color RGB333

| drawing style spline _loggle _spline

| unforced state _idle

| attribute value type default value
name idle string st
enter execs (empty) textlist (empty)
exit execs (empty) textlist (empty)

| status unforced toggle unforced
transiton ldle > ve bulk
attribute value _lype default value
name tr 3 string tr
condition VOICE_PLACE string
executive string
color RGB333 color RGB333
drawing style spline togqle spline

| transition ldle -> frm_bgn

| attribute value _type default value
name trr 5 string tr
condition IMPLICIT string
executive string
color RGB333 color RGB333
drawing style spline toggle spline
forced state_{rm bgn

|_attribute value type default value
name frm_bgn string st
enter exacs (See below.) textlist (See below.)
exit execs (empty) textlist (empty)
status forced foqgle unforced

enfer execs frm_bgn
b=(;
while(h<=Cy)
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timing=now-ref_time;
if(timing >= call_dur)

{
15 | pkr=op_subq_pk_remove(h,0PC_QPOS_HEAD);
op_pk_destroy(pkr);
ind=(gp_call_owner*USER_GROUP_SIZE)+call_owner;
voice_tablind]-—;
v_calls=v_calls—;
20|}
else

}
else
25 |
he-+;
}

transition _frm_bgn ~> idle

afiribute value type gefault valu
name tr_6 string tr

condition string

executive string

color RGB333 color RGB333

drawing style _spline teagle spline
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