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ABSTRACT
Computer Supposted Cooperative Work in Specilying Software Requirements,
K.S.N. Udupa
This major report presents a practical study, in which the principles of Computer
Supported Cooperative Work (CSCW) are applied to elicitation of software requirements.
IFor the sake of practical work, a commercially available software system called, GTCS
(Groupware Tele Communication Software) is used. The practical implementation is not
tully complete, but 1t demonstrates the feasibility of using GTCS for the purpose of this

project

Two major arcas of research are summarised in this report. One is software
requuement specification and the other is Computer Supported Cocperative Work.  In
chiciting the requirements of proposed software 5_\'stcm.. we identify three categories of
participants : client, software developer, and typical intended end users of the software
system. While developing the software requirement document, these three people will
interact with cach other. It is proposed that a group of co-workers will organise
themselves into several small teams.  In order to facilitate their inter working, the work
space on the sereen will be based on three windows, one for the private use, one for the
local use within a team, and third for the global view within the group. Support for the

groupwork based on three windows 1s discussed in this report for the above purposes.

As part of this report, the GTCS software system was implemented in a PC

n



environment. Ity apphication to the software requirement chetaton problem s
demonstrated through an example. This example s a simphtied problem for the design

of a real time controller for a Gas Turbine Engine.

Limitation of GTCS in its applicaton of software engimecrning are anahy zed and
presented for the purposes of future product enhancements. Apphcatons of Computer
Supported Cooperative work to software engincerimg is a problem with oo farge o seope
for a single project like this.  Thus, potential avenues tor turther mvestigations wie aiso

given in this report.
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CHAPTER 1
CSCW DESIGN AND IMPLEMENTATION ISSUES

1.1 Introduction

A large software project involves several people for ity specification, design,
development and maintenance. Quite often these people are not co located i the same
place. This situation offers a good potential for using the techmgues of Computer
Supported Cooperative Work (CSCW) in the various stages of a software hie cyele In
this major report, we present some preliminary mvestigations towards the use of CSCW
techniques for acquiring, analyzing and specifying sottware requirements
Based upon our literature research and study, first we present the vianous design and
implementation aspects of the CSCW. In the tollowing chapter we present the vanous

aspects of software requircments elicitation,

Groupware Tele Communications Software ((CTEUS) iy w commercial groupware
tool. Itisa multimedia multipoint teleconferencing software It provides basic tacihies
for CSCW environment. GTCS offers a simple and etherent techmque tor controlling
the flow of information among participants, and 1t can be configured on a wide arca or
local area computer networks. We believe that commercial tools hike the GTES st
be used to achieve goals such as ours. Because of its case of installation. mimmal user
training requirements and flexibility of configuration, GTCS 15 a pood ool tor CSCW
application.  With this in mind, we have acquired (1CS for o PC platform and

implemented it on a network of PCs. In the third chapter of this report we study the



sutability of GTCS and we mahe use of a case study involving the specification ot
software requirements for a real time control system. In the fourth chapter of this report
we address the shortcomings of the GTCS and suggest further enhancements for making

it sutable for a wide varicty of CSCW apphcations.

The work presented in this major report is only a ground work for the exploration
of applying CSCW techniques in software requirements elicitation. We have focused our
discussions on software requirements stage, although the CSCW techniques are applicable
o other stages of software development. because it is the least supported stages n
software life cycle.  Also. people with different backgrounds participate in this stage and
they use documents that are usually available to them in multiple media such as text.
mages, and drawings. The informal discussions held among the participants in this stage

mike the CSCW and multimedia applications to be natural and very useful.

1.2 CSCW - History and Definitions

Personal computers and computer work stations have penetrated large segments
of our population at work and at home, making us aware of their values as well as their
fimitations. The end goal of these developments is to provide support for people to work
with cach other, using computers to facilitate, mediate, and enhance our skills and
capabilitics. Personal computers, as the name implies, are designed with an objective
to support individual work 1 a fixed environment. Even with advances in the lap top

computer models, toting a lap top to a business meeting is still cumbersome if not

t9



impossible.  Most of us revert to the paper and pencil maodel o1 note taking and tor
storing and recalling facts. Furthermore, at the boundary between mdividual and group
work the limits of current technology are most visible,  Advances m computer
communication and networking have succeeded in connecting pensonal  computers
together to adapt them to a group work environment. Computer Supported Group Work
is based on the expectation that far more than better note taking can accrue from bringing

work stations into group settings.

Over the last half a dozen years, Computer Supported Cooperative Work (CSCW)
has emerged as an identifiable rescarch field focused on the rofe of the computer
group work [1.3]. The issues being discussed retate toall aspects ot how Large and sl
groups can collaborate in group work. How should people plan to work together, 1o take
advantage of this powerful medium? What kind of sottware should be developed? How
will group work be defined and redefined to tap the potential of people and technology”
The answer will come from research across a range of disciphines. CSCW s the

centre of this research.

CSCW research is examining ways of designing systems - people and computer
systems - that will have profound implications on the way we work. Ttis o young ficld,
drawing on a diverse sct of more established disciplines Tt has o history gomg hach al

lcast forty years.



‘The technology of CSCW has some distinctive characteristics resulting from 1ts
focus on people and their working relationships. CSCW is not an electronic mail system.
Computer conferencing can be closely related to CSCW application because of the use
of the shared databases of messages. with access to the messages based on the roles of
people ina group.  The most fundamental aspect of group work is the coordination
among participants. A CSCW environment must take into account the coordination
technologies utilized in transaction orrented databases for concurrency control and access
control with a view of having the participants build something together. not just

preventing them from madsertently corrupting the data in a shared space.

A CSCW system must tahe into consideration the ways in which coordination and
collaboration among participants are managed. In addition to common data formats for
information exchange among the participants, and common user-interface abstractions for
general purpose operations, the CSCW environment requires another dimension  tor the
integrated  work station: There will now have to be common ways for users to deal with

people-related aspeets of their work across all their application systems.

The software that supports the CSCW  application is called Groupware.
Groupware refers to software where the user is a "group”. More specifically the
groupware can be defined as a software system that supports two or more. possibly
stmultancous, users working on a common task and that provides an interface to a shared

cnvironment. It s software designed to take group work into account in an integral



way. Groupware products range from the clectrome mail like coordination tools to forms
tracking systems and document commenting process managers  What they have
common is that they put coordination technology mto the hands of the group members,
giving them access to the positive aspects of coordination - not just preventing collistons,
but enabling collaboration. Groupware will be made commonplace by cvolving

understanding of what the key coordination technologies are, how they should appear to

end users, and what the software libraries are that embody this understanding.

As a research field, CSCW is distinct from any of the fields on which it diaws
The fields from which we borrow methodologics - sociology, anthropology and
organizational design- specialize on computer related phenomena but do not locus on
interactions between computers and people.  CSCW is pumanly concentiated i the
interaction between computers and people; how computers can be used 1 nteraction

between people.

. Why CSCW?

As Vannevar Bush foresaw [16]. it is not possible for us to manage all the
information we collect.  People are now more willing to master a4 new technology o
change the way we work in order to gain the neceded aid to manage the information we
require. Perhaps most importantly, the computer is becoming fess and less a novelty that
distracts us from our "real business”. 1tis simply a device, a commumcation mediun,

a part of the process.
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As computers offer more and more computing power and capabilities. the
requirement for computer services is also growing in the same proportion, if not by a
bigger magnitude.  We are finding more ways of utilizing the computer. to suit our
application needs. However, all the computers, including super computers and personal
compulers, are a kind of centralized problem solving architecture. which requires people
to work together in a central place to solve a particular problem. Interactions between
various people working on a common problem will have to take place during a meeting
or discussions, which requires physical presence of the individuals concerned, at one

geographical location.

Developments in the communication field have essentially made the world a much
smaller place than it used to be. The concept of a centralized work place is not a
requirement any more in a non-manufacturing activity. Many of the design problems
could be worked on without one having to get all the individuals concerned at a central
place.  Distributed work place goes along well with the concept of distributed
architecture.  If people can somehow electronically be coupled to each other so that they
can collectively contribute to the problem solving, then the requirement for people to

mecet in a central place, such as an office. to work, will be reduced by a great deal.

Computer Supported Collaborative Work is a name attributed to a process wherein
people at different geographical locations work together collectively towards some task.

The various people resources required to solve a problem or for achieving a certamn



design can be scattered, and they do not have 1o commute w0 a common place o mee
and discuss about the problem.  As developments in this fichd progresses, people will be
sitting in their homes and working together on a common problem through the computer
medium. One can just think about all the good things that may turn out 1f we did not

have to commute to work every day.

Another advantage of collaborative work method is the features it otlers for
resource collection.  The  resources that are required to solve a problem, may be
scattered all over the world. A collaborative process would result in the inacased
productivity, reduced overhead. and most of all a goal of achieving a scenanio where the

whole world can be thought about as a centralized work place.

1.3 CSCW Design Issues

A central concern in computer supported cooperative work is coordinated aceess
to shared information [17]. Data Base Management System (DBMS) technology provides
data modelling and transaction management, well suited 1o busimess data processing ban
not adequate for applications such as computer aided design or software development
These technologies are primarily concerned in preventing the accidental data cortuption
by individual users. Group design applications mainly deal with structured sets of data
objects, such as design drawings and software modules, and complex relationships among
data, people. and schedules.  Advanced programming Languages do provide eacellent

abstraction facilities for those classes of data but provide httle support for data Storage



and sharing.  Typically, application programmers have to write their own data

management functions in terms of files and operating system calls,

A fundamental requirement for a co-operative work is that it provides a
coordinated interface for all the participants.  Such an interface is intended to let
coordinating  participants interact with each other easily and efficiently through the
communicating media. The coordinated access to shared information must include
support for object linking. inheritance, associative access, versions and triggers (o
manage communication through shared data that is required during the collaborative
process. Access control, concurrency control and consistency are the main issues to be

addressed in the data management area in a CSCW environment.

. Access Control

Access control in the absence of concurrency will be discussed first, i.e.,
assuming users perform actions on the shared information sequentially one at a time,
The rights of a user to perform operations on an object will primarily depend upon how
contextual attributes of the users' computation match the access rights associated with the
object and operation. A simple approach would be to have read, write, and execute
permissions set for the owner of the section of the database or file. Extensions to the
above access, such as appending information, which is less dangerous than modifying a
given section, may be provided to users who do not have write access to the file.

However, such an extension may not be sufficient for some applications, which have a



more abstract model of nformation than a simple file type object.  In a cooperative
work, access control such as viewing and modifying certamn portions of data s required
for each participant. The problem with attempting to control access i terms of abstract
operations on shared information is that the underlying operating system must be able to
support this requirement. If the operating system is only able to provide very piinutive
type of access control (read/write), then the required type of access control must be
implemented by the application program itselt. Under such circumstances the access
controls on the files used to store the information (i.¢., read/wnite, cte.,) must be weak
enough not to preclude any of the operations allowed by the apphization to difterent
participants. This means that files must be left completely unprotected at the operating
system level. because it is difficult to use stronger protection and heep it consistent with
the applications’ more complex requirements. A simple way 1o achieve this is to keep
all sections of the file publicly modifiable by all the users. This approach s not siafe
that the files are then vulnerable to accidental modifications and destruction by the users
This may be alleviated by having the application program temporarily change its users
ID from that of the actual user, to a special user 1D allocated for this purpose, and the

files in question can be made accessible and modifiable only by this special user 1D,

Even with the ability to control access to abstract  operations, the use of
conventional access criteria based on owner, group and public 1s rarely sutticient to
implement the gencrous policy desired in cooperative work.  The following propertics

may be utilized to determine access to the file or database by the cooperative users



4) Roles: Ina CSCW environment participants may assume different roles with
regards to the group work considered, i.e, owner of a section of the design, the
user, or the chent in a Computer System Configuration Item (CSCI) definition.
The role is an attributc of the user’s computation that enters into the
determination of whether or not to allow a given operation. This retlects the idea
that the same users may have different privileges depending on what roles they

arc currently playing. Privileges may be enabled or disabled depending upon the

current roles of the participants.

b) Extensible user-valued attnibutes:  Permissions may be granted to only specific

users to modify the given portions of a file. The access check for a
modity/cancel operation must examine the user access before granting the

permission,

Itis useful to have different variants of the above access control to be provided
in the system. In a multiple user environment. when a user attempts to modify the
contents within a section, the access may be permitted as a confirmed modification or
only treated as a request for modification pending confirmation, depending upon the role
definition in effect. A trigger or a flag may be invoked in such a case when the
requested change may be brought to the notice of the user who has access control for the

requested change.

10



. Concurrency Control

In a group environment ditferent participants will be working on their own section
of the file or database, which may result in concurrent maodification of the database o
the file. The conventional approach to ensuring database consistency i the face ol
concurrent access, is to ensure that cach transaction on its OWN Preserves consisteney,
and that the cffect of running multiple transactions must be the same as 1t they had been
executed onc at a time. This can be ensured by using concurrency contiol methods such
as locking. and time stamps on each access and change. This 1s aceeptable as Tong as
the transactions are short and the conflicts are resolved quicklv.  However, long usel
interactions cannot be managed in the same way. If one of the users holds the lock o
a long period on a given segment of the file, he may prevent other users from moditying
that section for a long time. This problem becomes very serious it the system crashes,
or there is a network breakdown, making itimpossible to determine whether a transaction

was committed or abortec.

Concurrency can in some cases, be improved by exploiting the semantics of the
data and abstract operations. However, these also face the same problems when
transactions are long. If serializability is to be enforeed for long mteractive tansactions,
concurrency cannot in general be increased without incurring a mgher probability of
transaction aborts. Optimistic concurrency control methods do not Jochout transiactions
but instead check at the end of a transaction, whether it saw a consistent state: 1if not, the

transaction is aborted. The checking can be done in many of several ways: by analy 7y

11



the conflicts among transactions that read and wrote the same data items. by recording
the version adentifiers of data read, and checking that they have not changed. or by
checking the assumptions made by a transaction about the data it read. Whatever the
test, it must be made automatically at transaction commit time, using locks or some
other appropriate mechanism for that brief duration.  Long transactions are also
vulnerable to aborting because of system failures.  This can be alleviated by supporting
save points within a transaction. such that the effect of the transaction up to the save
point is madc permancent cven if the transaction subsequently aborts. If save points are
not builtinto the underlying transaction mechanism, they can often be supported on top
by the operating system. As an example, the transaction commit can have a continue
option which, after committing the changes of the current transaction, creates a new
transaction with the same state. holding the same locks.  Another alternative approach
will be to periodically save a small set of changes made by the participant. until such

time as the participant termmates his editing session,

Most concurrency control algorithms have a fixed and inflexible way of deciding
which transaction should wait (or abort) when a conflict occurs. More flexible policies

are needed for interactive transactions controlled by users.

In the co-operative environment, it is also useful to inform a user which other
user has the lock, The users then can informally negotiate and perhaps agree 1o take

turns. - This  concept is used for real time conferencing applicaions. A floor passing



mechanism is a simple form of this technique which is utilized in some implementations
[RTCAL,5]. A self lock mechanism, where a user can sct a lockh on the data file i
another approach. The user who sets such a lock can later inspect an associated log, to
see if other users have accessed or modified the object, and may enter 1nto a negotiation
(outside the system) with the other users. Such support for user controlled coordination
is analogous to distributed systems that support file sharing among cooperating, rather
than competing processes. As an example, on receiving a lock request that can not
immediately be granted, the system can inform the process currently holding the lock;
the process can release the lock, or refuse to do so, or specily that it will release the lock

in a short period of time after completing the necessary internal cleanup operations

A long transaction or activity against a shared data nced not be imnted to a single
groupwork session. It may be interrupted by a crash, or the user may leave his work
unfinished at the end of the day with the intentions of continuing at some later time, Iy
saving the necessary state information, such activities can be made to last days o1 weehs
or longer. This scheme has been used in a CSCW work m the design of Targe database
system [18]. In these systems it is up to the users to pick up where they left oft and
continue the groupwork. In other scenarios, the actions that need 1o be performed may
be known in advance and can be recorded in a script, s0 as to provide a puarantee ol
execution. The system performs the actions in the background as and when the data

becomes available.

13



. Consistency
Consistency issues play an important and critical role in the collaborative design

process. The consistency issues can be identified into two main areas:

4) Global Consistency: Global consistency can be defined as a situation, where

cach participant works with the same information. Global consistency issues

ensurc that when the various works are merged, a clean end product is obtained.

b) Local_Consistency: Local consistency is defined as the situation where any

modifications made by the participant are recorded only on the participant’s local

workspace.

The global and local consistency issues may be resolved with little effort if the
collaborative process is treated as a single master and multiple observer process. In such
an cnvironment all the changes and modifications on the database or files will be

executed by a single participant at a time, which will be the master.

In order to increase concurrency among participants, without increasing the
frequency of aborts due to conflicts, the consistency constraints that the transactions .re
intended to preserve must be examined. The basic premise underlying most concurrency
control mechanisms is that if a transaction saw a different value for a data item that it

read, 1t would have performed a different update or external action. For interactive

14



transactions involving a user decision, there may not be a very strong Iink between what
data users see and what actions they perform as a result. It may theretore be acceeptable
to present users with data that are not guaranteed to be most up-to-date. In such a case
a weak read opetration may not see all of the effects of update. a transaction had already

executed.

In a CSCW environment the participants are geographically distributed.  Any
access to a data object by a participant and subsequent modifications to that object must
be now communicated to all participants and also to a centralized database it it s
implemented. This process may involve in the transmission of the transaction over &
physical medium to maintain the integrity of the data object, which results n
communication delays before an update can be performed. It1s extremely important that
the communication delays associated with different work stations be mimmal, in order
for the participants to be able to work or modify with latest versions of the data. Tt
also very useful to have a "notify" [19] mechanism, which nonfices the cooperaung
participants whenever a data item specification is changed. When the participants learn
that the data they are lcoking at have changed, they can then compensate tor their
actions, for example, by bringing back old versions or performing further changes.
Some simple operations can be compensated for automatically. In others, the

participants’ intervention is needed to determine the right course of action.

A data consistency requirement may represent invariants that must always be true



in order for opcrations on the data to work correctly. On the other hand many

requircments may simply be desirable hut need not be required to hold at all the times.

In certain CSCW applications participants may be allowed to make changes on
the file concurrently without taking any conflicts into consideration. The transaction may
continue with a conflict notification later on. This form of consistency is referred to as
a weak consistency and is utilized in MPCAL [17]. The weak consistency may arise in
applications such as design of software, where inconsistent states can be allowed to
persist until a time of the users’ choosing. Because individual transactions do not have
to enforce consistency, the checking of the constraints need not get in the way of
concurrent activity or cause conflicting transactions to block or abort. Rather the

inconsistency can be detected and compensated for, after that.

Since users acting concurrently may not be aware of conflicting actions, some
mechanism is needed for recognizing situations that require compensation. Appropriate
users can then be notified about the changes. The consistency checks can be made by

several methods [17].

- Pre-assigning an ordering, and seeing if any of the users read an object version

older than the one most recently updated.

- Constructing a conflict graph on the basis of read sets and write sets and

16



checking for cycles of certain kinds.

- Retaining information with each object as to what other objects were read when

this object was updated.

Inconsistencies may also be prevented by use of a warning mechanism.  The
collaborative participants will typically be warned not to concurrently update the data
checked out. The users may have the option of ignoring the warning and working
concurrently, but they will do so with the full knowledge that they will have to deal with
the current changes at some later time. The probability of inconsistency can also be
controlled using optional locks with automatic time outs. However, i a multi user
environment, because of communication delays and failures in the network, two or more
users could believe they hold the same or conflicting locks. It has to be ensured that

such a situation does not arise, by the application level protocols.

1.4 Database Models

To maintain the CSCW database, several types of data base models may be
utilized. The centralized model, the centralized-lock model, the cooperative model,
the dependency-detection model, and the roving-locks model are some of the models
that can be effectively used for managing the collaborative process [13]. The mam
property of the database model is its ability to support a distributed computing

environment.
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The following sections discuss the various database models that can be effectively

used in a CSCW application.

. Centralized Model

The centralized approach has been used successfully in many applications [13
Colab). It ensures that all participants use the same data. There is only one copy of the
database, and concurrency control is straightforward. To coordinate simultaneous
changes, databasc transaction mechanisms must be used. The centralized model could
take a long time to retricve data, as the data may have to be retrieved and stored from

a centralized location.

. Centralized-Lock Model

This model corrects the slow retrieval problem of the centralized model by
having the copy of the data on each of the work stations. Data for the visual display are
always fetched directly from the local memory of each of the participant, and are updated
whenever changes are received. In this model, each computer has a copy of the
databasc, but cannot make changes to an item until it obtains ownership of that item.
There can be one lock for the whole database, or separate locks for different parts of it.

With multiple locks, changes to different parts of the database can proceed in parallel.

. Cooperative Model

In the cooperative model, each participant will maintain a copy of the
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database, and changes are installed by broadcasting the change without any

synchronization. By itself, this approach entails the following inherent race conditions:

If two participants make changes to the same data simultancously, there is a race
to see which change will take effect first, and the results can be different on difterent
machines. The participants must be aware of the race conditions so that they may use
verbal cues ("voice locks") to coordinate their behaviour; under such a situation, it 1y

rare that participants will change the same data at the same time.

As the changes are implemented by a verbal communication, the social aspects
between the participants need to be considered. In this model it is necessary to
coordinate the activities of the participants and support the social mechanisms for both

partitioning work and reaching agreement that mectings by their nature rely on.

. Dependency-Detection Model

The dependency-detection model corrects some of the shortcomings of the
cooperative model by annotating data with a stamp describing the author and the time of
the change. Every request to change data broadcasts scveral things: The new data, its
stamp, and the stamp of the previous version of the data on the originating participant.
When a station receives a message requesting a change, it first checks whether the
previous stamp in the request is the same as the stamp in ity database. If they are

different, a "dependency conflict” is signalled. The conflict 1s to be  resolved by a
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process that involves human intervention.

The advantage of the dependency-detection approach is its responsiveness.
Changes to data do not first require serialization or the delay of obtaining the lock. The
system assumes that a change can always be made, but it may have to fix things later if

a conflict is detected.

Like the cooperative model, the dependency-detection model contains inherent
race condhitions, but it is able to detect them after the fact. If two participants change
data at the same time, at least one of the machines will detect a dependency conflict as
described above. However, it is possible to get "false alarms’ if messages about changes
to data from different sources arrive out of order; a dependency conflict would then be
incorrectly signalled. Similarly, if two participants made a series of nearly simultaneous

change to a datum, multiple false alarms might be signalled.

. Roving-Locks Model

The roving-locks model tries to reduce the delay in obtaining locks that is
incurred with the centralized-lock model, by distributing the lock-granting processes
along with iock ownership. In this method, control of the data item is distributed,
leading to a sort of working set for locks. In this scenario, a participant’s machine
would tend to acquire the set of locks for the subset of the database on which it is

actively working.  Most lock requests would require no communication with other
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machines. After the first access, delay in getting a lock would be significant only m
those cases where the lock is on a remote machine, that is, when two ot more

participants are actually competing for the same part of the database.

1.5 User Interface Requirements for CSCW

An user interface for Computer Supported Co-operative Work (CSCW) requires
different performance characteristics as compared to an interface for a single use
environment. The CSCW user interface must concentrate upon how users should mteract
with the machine in a group environment. The user interface for a Groupware
application presents challenging implementation problems, as the requirements for person
to person, and person to machine interface are to be considered i the design and
implementation. They are also particularly required to be well suited to the network

supported workstations and networked window servers [7].

An user interface (UI) display for a CSCW application must invariably consist ol
a shared window type display. The display must as a minumum must include two
windows. One of the windows must be a public window, the display on which will be
the same as the display on all of the other participants. The other window, which we
will call a "private space”, will contain the display that is visible only to the local user.
A CSCW user interface must also be able to support the following performance

requirements [11].
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. Spontaneous interactions - A CSCW user interface must be able to support
spontancous interactions. Its main objective is to minimize the conference start up
overhead, to minimize the time to bring private windows in to the conference and to

support participants who join the conference asynchronously.

Not all group interactions occur in the context of scheduled meetings in a CSCW
environment. In fact, many interactions between collaborators are spontaneous and
unplanned. This means that users cannot always predict who they will be interacting
with, nor can they anticipate which windows need to be shared. For example, consider
a collaborative debugging process. A uscr may want to say "Something went wrong.
It is here on my screen now. I would like you to take a look at it and help me debug it".
In order that shared window systems support these kind of interactions, initiating a
conference must be a light weight operation, so as not to be a deterient to spontaneity.

In addition, it should be possible for latecomers to join an ongoing conference.

A shared window system should also allow users to pick up private windows and
move them on to a different display (to allow coworkers to work on them

asynchronously) or to bring private windows into a shared work space.

. Work space management - A shared window system must provide proper

management of user windows associated with a conference. It has to ensure that



instances of a shared window are kept consistent or that the user can casily distinguish
private windows from shared windows, or all windows associated with the particulin
conference. A workspace manager is very much like a window manager. It controls the
layout and size of a user window. In shared window management it is required to

manage both the shared and private windows.

A shared workspace management must also allow conferees to distingush )
shared window from privatc windows, b) all windows associated with a given

conference, and ¢) which of several conferences a window is associated with.,

These facilities can consist of simple visual cues to identity shared windows,
or mechanisms for bringing all windows of a session to the top.  Alternatively shared
work space managers can provide mechanisms to organize shared windows into shared
workspaces, separate from each user’s private workspace. In a replicated environment,
the use of private window management can lead not only to appearance problems, but
to incorrect operation due to inconsistencies in application state. A way to distinguish
private windows from shared windows is to employ grouping facilitics. In this approach,
a separate workspace is created for each shared session. The important thing s, the
system must provide some facility for the users to lay out windows in the shared

workspace independently from other participants.

A strict "WYSIWIS"[2] ( What You See Is What | Sec) approach workspace can
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make the collaborative process more effective by providing a common frame of reference
to conference participants. This is important when trying to use telepointing facilities

that span the entire shared workspace.

The WYSIWIS approach solves consistency and presentation problems that arise
when private window managers control shared windows. However, the "WYSISWIS"
approach has one important limitation from a user’s point of view: as a result of sharing
a single conference window manager, concurrent operation within the shared workspace
is not possible; that is, it is impossible for different collaborators to work on different
conference applications at the same time. An ideal collaboration aware window manager
would allow cach window manager to co-ordinate with other window managers in its

conference to guarantee consistent sizing of shared windows.

This kind of window manager would provide visual cues to distinguish shared
windows from private windows, and to perform stacking operations on all windows in
the same session.  The collaboration aware window managers could better support

concurrent activities.

. Floor control - A CSCW user interface must assist in "moderating" a conference.
It must be able to resolve conflicts. For example, if any of the participants is permitted
to take control of a session, then a conflict will arise, whenever two participants want

to take control of the session at the same time. It must also be able to adapt to increases



in communication delay or number of participants. where running an open floor may not
be acceptable. General guidelines as to who can communicate with whom must be
addressed by the floor control mechanism. In a true multi-media conference, 1t is
possible to distinguish a separate floor for each medium. A floor control pohicy may
permit only one user at a time to control the entire shared workspace, or be like an
"open floor" mechanism where any participant can generate any input to any window

The floor control policies can be characterized in the following way.

a. The number of floors - one for the entire conference, one per shared

application, or one per window.

b. The number of people, who can hold the floor at the same time and,

c. How the control is passed between potential floor holders. This requires the

potential use of auxiliary communication channels, specifically audho,

The first two of the above help resolve the issue of the amount of concurrent
activity to be permitted. Separate floors correspond to sub-conferences and number of
holders per floor corresponds to how the meeting is being run. With respect to how the
floor is passed, this is where technology can clearly be used to improve upon tradimonal
social protocols. One example will be the system can maintain the lists of people who

have asked for the floor, and can optionally introduce hysteresis by selecting from this
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list at random, rather than from the head of the queue. In any event, design of a tloor
control mechanism that is inflexible is not desirable. For example, in a collaborative
work when one of the sessions involves brain storming and another one person at a time

activity, it is necessary to change the floor control mechanism as required.

Running of an open floor can be increasingly difficult when number of
participants increases. Also as communication delay increases running an open floor
mechanism becomes increasingly difficult. The availability of audio/visual links will

significantly influence the floor control mechanism.

. Telepointing and Annotation - The CSCW user interface must provide tools for
telepointing and annotations. Telepointing and annotations are the common features
adopted in a group environment for attracting attention of the participants in the group

discussions.

. Performance - A CSCW user interface system must be highly responsive. In

particular, the user must notice no difference from running under the base system.

The workstation based network computing environments supporting
teleconferencing provide a reasonably adequate interface for collaborative work [4].
These systems would enable geographically distributed individuals to collaborate in real

time, using multiple media (audio, video, text, graphics and facsimile) and all available



computer based tools, from their respective work places.  Ihe mam goal for a uset
interface design for a CSCW application is to assume that most of the participants m the
CSCW are novice computer users and are capable of working with the computers with

minimal training.

. Interface Design Requirements

How computers should be used to support meeting activities, and how users
should interact with them are complex and as yet poorly understood problems. The mam

interface requirements for CSCW environment can be summarised as follows [12]:

- Easy transition between individual and group work:

- Privacy of individual work spaces;

- WYSIWIS (" What You See Is What I Sce ") parachgm for displaying
shared information;

- The ability to keep pace with the meeting conversation:;

- Maintenance of existing special structures among meeting participants;

- Minimal training requirements.

. Individual and Groupwork Transition

CSCW usually consists of participants working together on a common problem
However, the participants may at times be required to work on their own, to analysc a

particular problem that may have arisen from the groupwork  Furthermore, users may
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also utilize the same  system  for their individual work as well as groupwork. If people
arc comfortable performing their individual work in the collaborative system, then their
individual work products will be part of the shared environment from the beginning.
which may not be suitable. Also when the collaborative process extends for a prolonged
session, the participants may be required to work alone, in their own work space from
time to time. This requires that the system must be able to support the user requirement

that they may be able to switch their system between groupwork and individual work.

Fasy transition betwecn individual work and groupwork is a mandatory
requirement for a groupware user interface. Participants must be able to shift easily
between working on a task privately on a personal computer, and working collectively,
without major adjustments. The switching between phases of private work within the
meeting and collaborative work must be supported with minimal effort and delay by the

groupware interface.

. Privacy of work space

By its very nature, the design of groupware systems and their associated interfaces
focuses primarily on the collective efforts of the participants to work as a unit. In a
groupwork however, the requirement for a private work must not be overlooked. One
phenomenon in a public work space is that it creates a public showcase for user's poor
typing, or their errors in using the system or software. Although a user might not be

concerned about making mistakes when using a personal computer in the privacy of his



or her office, making the same mistakes in a social setting might be mtimidating and
unacceptable. Furthermore, even in a CSCW environment, participants need to work
privately. The private work will be required for cach participant to make important notes
or memos. Even extended work on one picce of the groups’ task are common activities
that participants engage in, during the course of a meeting.  To support these activities,
a computer supported meeting environment needs to provide the users with a private

window on a shared computer so that they can work independently.

. WYSIWIS

WYSIWIS or What You See Is What I See refers to the presentation of consistent
images of shared information to all participants [2]. Ina WYSIWIS system, all mecting
participants see exactly the same thing and where others are pointing.  In a mecting
environment where each participant has a display monitor, the display of shared
information (the information that all participants can see) can be accomphshed in many
ways. One approach is to present the shared information on cach individuals® personal
screen and allow each user to control its features (such as location or size) or how it is
displayed. Such a method was used with early groupware tools such as cognoter in the
colab by Xerox PARC [13]. However, it is also to be noted that the abihty for
individual users to customize their views of shared information causes referenced
difficulties in conversation. People often use spatial descriptions to refer to items that
others can see, such as the "The third line on the second paragraph” ctc. If mecting

participants can tailor the arrangement of shared items on their personal displays, such
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referencing methods can not be used. Consequently, for referencing, the shared
information presented to all users by the computer system should be displayed in the

same way for each user.

. Keeping pace with conversation

The objective of an interface for a CSCW environment is to provide users with
a scenario for a face to face meeting environment. People meet face to face because of
the high communication bandwidth they can achieve with direct audio and visual
channels. In this context computer-mediated communication is too slow to serve as a
primary communication channel. This necessitates another important requirement for
the user interface: it is necessary to keep pace with the conversation so as not to impede
the primary flow of information. Specifically, the system should respond quickly to
user commands, because users may need to quickly shift between documents, portions
of a document, or even applications as the focus of the conversation shifts. This also
means that users should be able to accompiish their tasks on the system quickly - it a
user must focus attention on manipulating the computer system for more than a few
seconds, the conversation may shift direction, lag, or otherwise sustain a loss of

momentum.

The user interface for CSCW must permit the users to enhance their
communication, for example, by displaying information that can be referred to, by

providing a meeting record, or by providing capabilities the participants would not
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otherwise have. However, it should not be expected to replace the normal verbal and

visual communication of a synchronous meeting.

. Support for protocols

In a conventional meeting a protocol that dictates such issues as to who may speik
or who has control over the meeting is an important factor. Social protocols and social
structures are an integral component of all meetings. Good groupware must be able

to offer similar aspects.

Several of the groupware tools developed include facilities that contiol the
progress of collaborative work. The method utilized in cognoter [13], assumes that
brainstorming and organizing ideas are independent activities that occur in sequence, and
cannot be interleaved. A groupware system that assumes or imposes a particular meeting
structure on a group can disrupt that group's familiar meeting protocol and actually

impede their ability to hold a productive meeting.

. Minimal Training

The user interface for a groupware system must be designed such that the users
require minimum training to use it. This is desirable for any softwarc system. 1t 1s
particularly important for computer supported meeting environments where the users may
use the room occasionally or do not have any incentive or the time to learn a complex

system.
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1.6 Communication and Networking Requirements for CSCW

The main motivation for the collaborative work is the need to share resources.
The main resources that are often advantageous to share are the communication facilities,
computer facilities and the information itself. The amount of information to be shared
is directly influenced by the network that provides interconnections among systems. The
two or more computers connected on the network should be able to control displays in
certain arcas of each other's screens, and processes in certain sectors of each other's
computers. The systems must also provide each participant with a wide choice of media

for communication, such as text, graphics, and speech.

A Multipoint Communication Service (MCS)[33] may be used to provide the
communication among participating groups in a collaborative environment. MCS is a
generic service designed to support interactive multimedia conferencing applications. It
supports full duplex multipoint communication between participants connected on the
network. Both asynchronous and synchronous communication access must be supported
by the MCS. The MCS provides three forms of communications: one-to-many, many-to-
onc and many-to-many. One-to-many communication involves transmitting a file from
a sender to many receivers. Many-to-many communication takes place during
simultaneous annotations in the corferencing applications at different sites. Our
implementation for the project provides a full duplex, point-to-point communication as

the participants are limited to only two individuals.



. Communication Requirements -

In collaborative work each participant will be seated in his own office at a
workstation that may include a high resolution screen for computer output, a keyboard,
a pointing device such as a mouse, a microphone, a speaker, and possibly a camera and
a video monitor. Parts of each participant's screen are dedicated to displaying a shared
space in which everyone sees the same information. A voice communication equipment
when provided, may be used by the participants for discussion and negotiation during the
group work. Collaborative work supported by video commumication can add an iHusion
of physical presence by simulating a face-to-face meeting: and conversational references
("this paragraph" or "this line") can be clarified by pointing at the chsplayed intormation.
The communication network must support the editing and processing of the displayed
information, and saving and retricval of new information that 1s relevant to the
discussion. It is also desirable that participants have “privare spaces™ on therr screens
that allow them to view relevant private data or to composc and review information

before submitting it to the shared space.

Itis required that the minimum support provided by the communication network

must include the following communication capabilities[31].

33



. Bidirectional transmission :
Collaborative applications require two-way communication - if not the capability
of sending and receiving simultaneously. Full duplex form of communication is desirable

in a collaborative work.

. Freedom from Error :

One wrong bit may completely change the meaning, especially if numerical data
are represented non redundantly.  The end to end communication must be made error
free through the use of adequate error handling mechanisms and must be able to recover

from errors in the communication channel.

. High connectivity :
The source must be able to transmit to any one or more of many destinations.
A destination may need to examine many sources. One to many, many to many, and

many to one type of communications must be handled by the network.

. ligh information rate :
The collaborative process must emulate as much as possible the good aspects of
areal time face to face meeting environment. This need requires that the communication

channel must have a very high bandwidth.
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.Speech capability :

Present day speech circuits transmit alphanumeric information efficiently, and
most of the present day data networks are not designed to transmit speech. The network
with the capability to integrate data with speech will provide a very desired environment.
The Integrated Services Digital Network (ISDN)[35], which services a wide variety of
user needs, can be used to provide speech and data transmission on the same

communication link.

. Picture transmission :

The data transmission must be able to integrate graphs, charts, diagrams and
simple sketches, and also high resolution pictures. A document or a design file that 1y
usually utilized in a CSCW environment will consist of not only the wext, but also

complex graphics, and the network must be able to support the requirement.

. Short transit time delay :
The delay introduced by transmission from one station to another may slow down
the operation of a multi participant collaborative environment. As described carlier, to

create a real time environment the transit delay must be kept to a minimum.

1.7 Requirements and Issues for CSCW Session

The main issues in the cooperative work environment are:

- Addressability of common topics
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- Interactive dialogue

- Effect on session throughput with multiple participants
- Decision making

- Asynchronous and Real time interactions

- Shared Screen conferencing

. Addressability of common topics :

In a development environment where more than one person is required for the
task, cach of the developers must be able to address the topic simultaneously. In a
Software Requirement Specification document production, the client and the analyst are
required to discuss a particular aspect of the control or implementation regarding a
common object. The common object is required to be displayed at the different

geographical locations of the client and the analyst.

. Interactive dialogue

Some kind of computer-augmented two person telephone communication is a
requirement for a successful CSCW implementation. Studies on voice based interactive
human communication have revealed that it results in rich information transfer and

produces an environment of face to face meetings[32].

Another form of supporting communication between participants is the "mailbox"

approach. In this method the messages are exchanged in text form, where a "mailbox"
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is utilized to support the data transmission and receipt. "Mailbox” method 1s a form ot
unidirectional communication. In such a situation the person who receives the message
is a passive recipient of information. Speech based interactive communication 1s very
effective for transfer of information among participants as compared to the "mailbox™
approach. Furthermore, the message throughput in a mailbox type approach will be less,
as compared to the speech based interactive dialogue. Quality of audio however, plays
an important role in the speech based interactive communication. Inability to hea clearly

what is being said will generally end up ruining the group meeting.,

. Session throughput with multiple participants

Session throughput is defined as the number of decisions that will be made, during
a given session. With reference to the software requirement specification, the decisions
may correspond to issues regarding the person machine interface designs, o
rationalization of certain control algorithms, etc. Interactive dialogues will have a
profound effect on the session throughput. Issucs that invoke dialogues, even though
delaying the decision making process, will result in properly verified decisions. A
dialogue cycle, which is defined as a query and answer scquence, will result during
discussions. A cycle of dialogues may result, before a decision is made on an issue. In
the case of multiple participants, the dialogue cycles may result i initiating many
independent dialogue cycles, which can cause reduced system throughput. A typical

dialogue cycle is shown in figure 1.1.
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. Decision making

Certain issues that cannot be unanimously resolved in group meeting are required
to be solved by a voting process.  The decision making process normally involves
consensus among participants and may also require negotiations. Sometimes a decision
will be made from a set of choices. The larger the number of choices, the larger the
number of negotiations or dialogue cycles that will be needed. A voting process may be
chosen for some choices, if all of the participants have a basic agreement on some of the

multiple choices.

A - ¢

Figure 1.1 - Dialogue Cycles
TC (the cycle ime) = TR (response time)
+ tr {(transmission time).
To be effective, the transmission time, tr, must be much smaller than TR, the

response time.

. Asvnchronous and real-timne interactions
Interactions are asynchronous when participants are allowed to participate in the

work at their own speed. Real-time interaction is referred to as when all the participants
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are joining the collaborative work together and leave itat the same tume  Both kinds ot
interactions are useful for collaborative work. A small summary waindow indicating as
to what the conference is about and which participants are present, (and which were
invited to attend and which are unavailable or have not yet responded). and which
participant has the control of the current session, is desirable to support asynchionous
and real-time interactions. A one line events window, which displays important changes
in status, such as when a participant is leaving, or joining, or passing control, will also

be required on the participant’s display screen.

1.8 A Proposed CSCW environment

This section defines the various terms and processes that are developed as part
of my project, wherein the CSCW techniques are applied to the specification ol
software requirement. The three participants in this specification will be the client, the
analyst and the users. The client is the owner of the project, for which a soltware
specification is developed. The users are people from the client organizaton who will
be the end users of the software product. The analyst is the person responsible lor the
development of the software product.Each of the participating groups may consist ot
more than one person at any time. Each of the participating groups s designated by a
node. A node will consist of a PC based work station, which is connected 1o other nodes

via a communication link.
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. Terms and definitions

The following definitions apply to the proposed collaborative work. The
definitions are made with respect to the participants for this project, which are the client,

the user and the analysl.

Node : A node refers to a workstation that is part of the collaborative group. The node

will be connected to other node(s) via a communication link. A node may be owned by

a single person, or may be shared by a group of people.

Active node : A node which is involved in the present group work. Only an active node
can be an obscrver node or master node. An active node is owned by a single person

or shared by a group.

Inactive node : An inactive node is a node that is currently not participating in the group
work. An inactive node may become active at any time in the design process. An active
node may become inactive when the person(s) owning the active node leave the design

process temporarily.

Supernode : A supernode is an always active node that oversees the group work,

controls the design process, and provides certain management functions. This node does

not participate in the actual issues of the group work.
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Master node : Master is one of the active nodes, i.e., workstations thtough which the
group decisions are made permanent. The master node 1s the only place from where the
decisions are made. The decisions made at the master node are visible at ail other nodes,

i.e., the observer nodes.

Observer node: A non master node that is active. The deaisions made at an observe

node are visible only to the observer and his subgroup.  The users on the analysts muay
be observers at various times. The observer node will have the capabihity to mters ene

in the decision making process by raising flags in the torm of messages.

Subgroup : A group of observer nodes that make and pass decistons among themsel es,
The collection of nodes within a subgroup acts as one observer node lor the master and

behaves as a single groupamong themselves. A subgroup architecture 1s shown in higuie

1.2

Buddys : Buddys are the participating members in a node.  The buddys make
subgroup of a node. Each of the buddys may have their own workstanon or they may
share a single workstation among themselves. In large complex sottware design process,
it may be necessary that a group of people may be required to analysc a particula
software configuration item, as the knowledge of the requirement is usually distributed

among various individuals.
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Figure 1.2 - A Subgroup architecture




Master change: Is an event that causes the current master to become an obseryer and

one of the observers to become a master. Figure 1.3 shows a master change event

ovl {Recome ohserver )

/

/

ovl (Become master |

Figure 1.3 - Master change event

Session : A se_sion is defined as the time between two consecutive master changes

The length of the session may vary from time to time.

Permanent changes: Permanent changes are changes made on the "groupwork™ file
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duning the group work. They are implemented at the master node only.

Temporary changes: Temporary changes are changes made to the "groupwork" file by

the observer nodes. The temporary changes usually result from the permanent changes
cffected by the master. Temporary changes are visible only to the local observer nodes

or to the observer nodes in a subgroup.

Stable State : It is the process state when there is no master, i.c., all the active
nodes are observer nodes and no permanent design changes are made. In this state the
participants are discussing among their buddys in the subgroup, or analyzing the design

changes effected by the previous session.

Group decisions : These are events resulting from the collaborative process. which may

or may not result in the permanent changes. These decisions may be made permanent

subsequently.

. CSCW sessions

Work in a collaborative environment can commence whenever there are at least
two aciive nodes in the group. A session in the collaborative process is defined as the
time period during which none of the active nodes change their roles, i.e., a masternode
will remain as a masternode and all the observer nodes remain as the observer nodes.

During this time period one of the nodes assumes the role of the masternode and controls
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the collaborative work. The masternode owns the session tor the duration ot the session
i.e.. heis given access to make changes. add or delete the contents of the database or the
document. The other participants who assume the roles of obseiver nodes ke note of

the changes implemented to the document duting the sesston for further ey aluation

. Session commencement

A session commences whenever a minimum number of requured participants e
avarlable for the work.  This number 1s usually deternmuned by the otal number ot
participants involved with the specification generation process and how well the
requirements are partitioned. The minimum number of participants required tor any
session will be two.  In some applications a specitication object may be partitoned <o
well, that cach of the partitions can again be sphit in to sub-specthications and sub

$CSSIONS,

A session which commences only on the availabihity of participants may not
always result in the desired goal as regards to schedules on completion of the task T
kind of session may not be suitable for an industrial design or areal time contiol sy stem
specification environment. A time enforced session, which 1equires that atl ot the
participants be available for a session, at pre-assigned tmes, may ensure the progress of
work at the desired rate.  In an industrial environment avartability ol participants alwas
becomes a limiting factor, and that a mutually agrecable time table s difticult to set on

the fly. A design schedule, hence, should clearly dentity the sesston penods and cacls
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of the participants shall ensure their availability at the marked period.

. Information visibility during a session

The primary requirement of the CSCW system is to enable participants to interact
with cach other, pointing out changes nceded in the document through an editor cursor,
on a display which can be seen by all the participants on their own screen. To
accomplish spontancous interaction the users must have a similar view of the work being
edited at all the imes. I propose a "three window" display similar to the one proposed
in the two window, DE-based MicroEmacs [10] type of display editor. Each of the
nodes 1s equipped with three display windows, One of the windows. which we will call
the main window, displays the text that is displayed on the masternode's window.
complete with all the changes the master has made.  This window displays every change
and cursor movement made by the master, i.e., the observer’s cursor will be in lock step
with the master's at this point, The main window also carries a status window that will
mdicate which session is active currently (1.e., with respect to design partitions), which
participants are present, (and which were invited and are unavailable or have not yet
responded). and who the master is. In addition the window displays important changes.
such as when a participant is leaving or joining the collaborative process or passing of

control.

The second window, which we call the "group window", is visible only to the

partcipants within a "subgroup” or "buddys”. The "buddys™ in a subgroup share this

46



display, for discussing relevantissues and modify the contents, when they are in caucus
In other words. the group window concept will try to create a collaboratine process,
within the main collaborative work environment. T can see an apphication tor thas type
of display. when the CSCW group consists of many distinet subgroups — For example,
the client, the developers. and equipment manufacturers, cach may have their own

subgroups during the specification work.

The other window, which we call the local window, 15 visible only 1o the local
participant, and display on tns is not shared with any other members ot the group o
subgroup. The participant may mark any changes that he wishes to o his local window
As during the collaborative process the participant may have to switch between public
worh space and private work space, the availability of a Tocal window s quite impottan

A three window display screen 1s shown in figure 1.4,

At the beginning of the session, the local buffer, which drives the locid window
and the group window, contains the copy of the unchanged specification file or the
"groupwork" file. The local buffer does not get updated awtomatically.  Sme o
particular observer may assume the role of the master after a number of active sessions,
his local buffer would remain as a scratch pad for most ot the duratuon.  The one
disadvantage that may result. due to this group window visibility (s the fonger resolution
time: since cach change may now result in many changes withim a subgroup. a Change

shall only be acknowledged when all the participants in the subgroup understand and
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impi2ment the change.

For example. consider a control system software specttication which s clearly
partitioned with regards to the control aspects.  Furthermoie, let us assume that the
partitions are specified in files Fa, Fb, and Fc, each of which is a ditterent set of contiol
functions that are required from the system. Let us also assume that the thiee pattiions
are owned by three individual groups A, B, and C. With A, B and C as the thiee
partition owners, assume Al, A2, A3, BI, B2, B3, CI. C2, C3, cte. are the subgroups
of A, B & C respectively. Now with cach session the changes implemented by the
master, say A, may result in each of Bs and C's making changes within themselves. Now
since B consists of Bl, B2, B3 cach of the Bs may end up consulting among themselves
about the effect on their partition Fb due to the changes that A made on Fa. Lach of By
now try to look into the their Tocal windows before accepting the changes that A made
on Fa. This may result in more conflicts, and more interruptions to the dessgn process,
This problem may be alleviated considerably, if in cach of As; Bs and Cs. one of the
participant's is designated as a leader. In this case the leader may be allowed access 1o
look through his teammates local windows and apply the necessary changes to s local

window for necessary action during the time he assumes the role ot the master.

. Session termination

A session may be terminated at any time by the master. This is accomplished by the

master by invoking some type of control command. ‘This will result i o statas hine
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update, on the shared window, which indicates that the current master has relinquished
control, and the current session has terminated. At this tme the underlying software
executes the necessary access control mechanisms to ensure that the file1s protected from

the previous master and assigns him the observer status.

. Master transfer mechanisms

Commencement of cach new session mnvolves the appointment of a new master.
Since cach of the participants are considered equally responsible for the design. it 1s
important that cach of them is given certain amount of time to have the design
changes/modificatons implemented.  In the design of large computer software projects,
the knowledge of the system will normally be distributed among many participants. Each
of the participants will have adequate knowledge on a particular segment of the design
fle. It will be simpler to have the role of master allocated if a design hierarchy can be
maintained.  In this case the design leader may appoint the master for each session.
Even this may not be done arbitrarily. The following section discusses various methods

by which scssions can be terminated and new ones begun.

a) Time _controlled sessions

Time controlled sessions are defined as sessions that last for only a fixed amount

ol time.

Motivation : Time controlled sessions ensure that cach of the design participants get a
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certain amount of time to take control of the group work,  Fhus will also ensure that
changes on the work will be incorporated at regular intervals since cach of the observers
will get their turn to implement the changes that have cither resulted from new changes,
or are made as part of a new modification.  Furthermore, allocation of a fined amount
of time for cach session would also result in a more productive session as compaied 1o
an "open session”, where the session time is hept as long as required. People tend to be
more productive if they are given a fined deadline to discuss issues i a meeting One
main factor that is to be considered in a time controlled session s the allocation of tine
for each session. The session interval must be determined such that cach session would
result in achieving the desired amount of progress in the group work. Detimmg this e
is not a trivial task. Since cach change results in a passne interactive time due to
transmission delays. and awareness delays, a time will have o be chosen 1o satishy o
maximum transmission time and maximum awarcness time. The awareness time s
defined as the time required for the effected change to be understood by all of the

participants. So a minimum session time is defined as follows:

Ts (Minimum Session time) > N * (Maximum awareness e

4 Maxinnum transmission i)

Where N is the number of changes that will be attempted for umplementation
during the scssion.  As the sessions progress, Nodecreases trom a maximum to

minimum and the awareness tume will be following the vanation ot N Inthes case than,
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Ts will be a varying quantity and hence the underlying operating system will have 1o
correct Ts for each new session.  In the beginning, Ts will have to be fixed by some
predetermined number of changes per session with a rough calculation of awareness time
per change. A factor Tf is included for the calculation of subsequent Tss for the

subsequent sessions.

Side effects @ A time controlled session may mvariably become a pre-emptive process,
if strictly enforced. A pre-emptive type session may result in a total failure of the
sesston as far as groupwork is considered.  Additional tools may have to be provided in
the operating system, so that a master may have provisions to extend the session time it

required.

The time for cach session in the beginning may be fixed by a consensus among
the participating members.  Participants may be permitted to change the session time as
the sessions progress, when they will have a better understanding of the duration for each

SCSSI01Y.

b) Owner controlled sessions:

In this type, a session would last as long as the master has changes to be
implemented or as long as the current master holds it. A master is the only person who

can rehinquish control on the sessions.
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Motivation: Since the change awarceness time cannot be determimed tor cach chanee,
the changes that the master implements, may take as long as the process reeds Some
of the changes suggested during the group work may tahe long to be understood by the

participants. and hence an unlimited time for a session may result during the group work,

Side effects: In the case of long transactions during a sesston. which result e long
session times, each of the participants may not be assured of control ot the session over
long periods of time.  Also long sessions may be intetrupted by o system crash or the
master may leave his work unfinmished at the end of the day with the intention of
continuing at some later tme.  This requires thal necessary status mformation mayhe

required to be saved into the system for a later day resamption.

1.9 Summary

In this section I he ve highlighted the main design issues involved moa Computer
Supported Cooperative Work environment. A diverse set of requirements for managing
data that is shared across many users, and some of the speaific features tor aceess contiol
and concurrency control were also addressed.  The various database models that e

utilized in CSCW applications were also discussed.

The user interface requirements for the CSCW apphcations were discussed m
some detail. One of the user interface svstems that I propose i this work, "tri window"

1s based upon the pubhc and private window displays used on the DE based Mo

N
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Fmacs|{ 10]. Commumcation and network requirements for managing the group work was

discussed along with a proposal for a CSCW environment.
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CHAPTER 11
SOFTWARE REQUIREMENT SPECIFICATION

2.1 Introduction

A software requirement specification (SRS) document produced by o group
consisting of clients and analysts is used as an example work tor the purposes of
demonstration of this project. The client as the person who requires the sottware
product, and the analyst is the person who develops the soltware.  Requiements
"specification” is a precise statement of needs intended to convey the nnderstanding ol
a desired software system. It describes the external charactenstics. o user visible
behaviour, of the result as well as constraints such as performance, rehabihty, safety,
and cost. The activities involved in generating an SRS for a large system generally
involves participation of many people having various kinds of knowledge. ‘These people
normally work with each other and collaborate to detine the requirements ot the

computer system softwarc.

A software requirement specification is normally preceded by a process called
"software requirement analysis"[27]. The requirement analysis 1s done in order 1o
understand the problem which the software system is required to solve  In the design ol
large systems that provide a large number of features, and that are needed to perton
many different tasks, understanding the requirement 1s a major task  Fhe requinenment
analysis is a difficult and error prone activity. In the begimming of the analysis the

various needs of the system are m the nunds of ditterent people e the chents

n
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organtzation  The system analy st must adentify the requirements by talking 1o these
people and understanding thair needs. Hence specifying requirements necessarily
molves speaitying what some people have v their minds, SRS is a means of translating
the idedas in the minds of the chients into a rormal document.  As the information in the
minds of various people 15 by its very nature nct formally understood or organized. the
miput to the software reguirement analyss stage s inherently informal and imprecise. and

1s Irhely to be incomplete.

A mumimum group environment for detfining the system requirement will consist
of two mdividuals, e, the analy st or the developer and the chent. The client 1s the one
who knows what 15 needed of the system, and in most cases has a mmmal knowledge
of the system design issues, and the developer usually does ot has e indepth knowledge
of the chient's problems  This will always result ina commumcation gap. which has to

be adequately bndged durmg the requirement analyas.

I'he two major activities in the requirement analysis phase are understanding the
requirements and stating them clearly ina document[27]. The task in the analy sis phase
tvpreally involves i the developer asking questions to the chent, and’or end users ot the
swtem, and  reading various reterence documents, It also involves discussions,

dialogues review of documents and "walk-throughs” of the specification.

Durning the problem analy sis phase. a massive amount of information 1s collected
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in the form of answers to various questions. The answers may be presented i the torm
of tents, graphs. hand drawn shetches, oral statements, example torms, cte. The mamn
tash m the analysis phase 10 a cooperative dey clopment environment phase, will be how
to organize this information and how to structure it The environment must be able o
support various types of inputs which can be caaly transmitted and shared among the
participants.  Various picces of mformation may be requited o be tesolved and
commented upon by more than ene participant  The participants may torm several sub
groups and discuss within their own "caucus™ to arrive at certaim conclusions Dunine
the problem analysis phase contradictions may arise due to ditterent intormation sources
this may have to be resolved during the "mecting” process  This "mecting” process
requires that the support environment provide tools to alirm the participants to intorm
one another of severe contlicts that occur and draw everyone’s attention to such an event
The cooperative environment must be able o support a private work space tor the
participants during the discussions, for them to tahe some notes or detarls 1o be analy 7ed
subsequently. The softvare developer is required to understand the problem the client

addresses and 1ty conteat.

Once the problem s analyzed and the essentials e understood, the sotthwarg
requirements will be specttied i the requirement specitication document  The wpat.
used to generate the requirements specification can come trom many sources and cannol
be totally formal. For the purpose of this project we will assuime that the requurcmant

specification will be summarized i a natural kimguage (Inglishy Tables and tor

n
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expressions may also be used. The requirement specification will specity all functional
and performance requirements, the formats of all inputs and outputs and all design
constraints that exist due to various reasons. The requirement specitication thus generated
will normally be validated by the client to make sure that the requirement actually
reflects his true needs. The validation phase is normally done in a group environment

with representations from the client, and system designers.

The goals of a good SRS are as follows :

(1). Fstablish the basis for agreement between the client and analyst on what the

software product will do.

(i). Reduce the development cost.
The production of SRS usually involves a detailed and rigorous discussion
on the system design.  Since SRS is normally produced by people
imvolved with various aspects of the project, it will reveal omissions,
mconsistencies and misunderstandings fairly early in the project, which

can considerably reduce the cost.

(un). Provide means for the generation of the system acceptance procedures and

the software development test plan,



. Requirement Formulation

"Information transfer difficulties™ occur as users attempt to deseribe the system
requirements and problems to analysts. The most serious of these difficulties relates to
misinterpretation of user requirements.  The problems associated with the transter and

transformation of requirements information may be classified into four broad categories.,

Acquisition, representation, content, and analysis.[23]

These difficulties account for approximately 80% {36 ot the errors tound on the
delivered software. This can be overcome to some extent by a) developing an object
management system that facilitates integration of diverse types of information to be
utilized during the analysis process: and b) a means of developing reusable requiements
information, and a sct of knowledge based tools, for increasing the overall tobustness ol

requirements information.

. Acquisition difficulties

In situations where the problem is highly complex, the user genctally s not able
to accurately state the requirements of the software product. Addiionally, the user and
the analyst are frequently not able to communicate adequately concernimg the system
requirements. Primarily, there are two reasons that combine to keep the analyst from

obtaining satisfactory requirements information.

First, there are situations that occur concerning comples and/or analytical problen
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domams for which the user 1 not able to accurately state requirements for the system.

Secondly, situations occur where users are unable to articulate the requirements
i a language that the analyst can understand. As a consequence. information is lost.
imaccurately represented or otherwise made less useful. The analyst often has a similar
mability to relate to the language of the user and few analysts are trained n areas capable
of providing assistance such as: management science, systems engineering, and cognitive

psychology.

Representation difficulties

It has been noted that an implicit model formed by the analyst contributes to
understanding of requirements information. A mam problem faced is how to obtain
robust representations of requirements information, for direct examination during the
analysis process. This process, the transfer, transformation, and recording of
requirements, 1s currently accomplished as a manual taskh.  Information must be
transformed from its actual representation: dynamic, real world, and multimedia, into
computer onented text and graphics.  This transformation could possibly lead to
misunderstandings, filtering, onussion, and processing errors, all combinmng 1o reduce

the utthity of the information.

. Content difficulties

Requirements information provided by users is often characterized by statements
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that are ambiguous. inconsistent, contlicting or possess other simudar flaws, Sottwaie
containing these flaws is at risk from the onset. and seldom, it ever, tesults i the desired
outcomes for the software product. Pertforming manual exammation of thousands ol
individual requirements for these flaws is nearly an impossible task and s otten beyond
human ability to perform. Current requirement clicitation methodologies do not appea
to address these issues. The consequence of this 1s a lack Of support 101 processes 1o

examine requirements information when checking for tlaws in the content

. Analysis difficulties

System requirements are generally understood to become more rehable, accunate,
and trustworthy as development proceeds.  However, cur-ent methodologies discounage
analysts from further enhancing written requirements, because they we not able 1o
accommodate unplanned changes or assess the impact of requirements volatihity Also
inability to analyze requirements information in "forms" and "graphic tormats™ Tinnts the
available bandwidth for information analysis over a discussion over the telephone hne
A graphic "flow" or "process diagram”, or sensor calibration data in i standard form,
or a control diagram in a loop schematic diagram convey more iformation to the

designer than the descriptions of these items in standard text form,

2.2 Analyzing the problem

Analysis is the systematic process of reasomng about a problem and its constituent

parts to understand what is needed and what must be done  Analysis alho mvolves
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communicating with many people. and thus provides an ideal case study for a CSCW

apphcation

The requirements engineering environment must support analysis in several
ways[20].  First the reasoning process must be guided by an analysis methodology
appropriate to the problem.  The environment should enforce the procedures of the
methodology and facihitate its application through an appropriate supporting work place.
The work place must provide the requirement engineer with the software tools needed
to gather the information necessary to reason about and understand the problem domain,
Such tools must include rigorous, but natural wayvs to describe models of the real world

problem doman.

Secondly, the information must be organized 1o permit quick locating and easy
access to pertment facts.  An environment that facilitates locating and accessing is
necessary for stimulating the isights that produce requirements. A multimedia supported
computer system could support such an environment.  The communication between the
requirement engineer and those in the community of interest, must take place at
scheduled meetings as well as in spontancous meetings.  The environment must also
stupport the presentation and discussion activities by providing a communication network,

a work place to facilitate 1ts casy and rapid access, and the audio visual tools.

Structuring of information during the analysis phase 1s essential in order to



developa good SRS, A partitioning principle is commonly used tounde o large and
complex systems[27]. Parut »nmg captures the "whole part ot” relationship between
entities. It is used when a large system can be casily deseribed m terms of ity parts.,

Each of the parts partitioned can be described further m detail subseguently.

Abstraction techniques may be utilized to describe a problem or system
general terms, and the details will be provided separately [27]. This techmque provades
the analyst with a tool to consider a problem at a suitable Tevel of abstraction, where he

can comprehend the general system and then analyzc the detatls turther.

Another useful technigue in the problem analysis is the projection method| 27}
Projection defines the system from multiple points of view from ditferent perspectives
The problem is studied from ditferent perspectives, and then the difterent projections
obtained are combined to form the analysis for the complete system The mam
advantage of projection is that trymg to describe the system trom a global view pornt s
difficult and error prone, and it is more likely that the participants can forget mn

features of the system.

. Documenting the requirements

While analyzing the user needs, the system developer has o document the
different types of information because the requirements must capture and convey the

overall scope of the problem, the semantics of its important objects and activines then
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relationships and their connections with the problem domain.  The documents must be
presented from different perspectives and with different audiences in mind.  The
environment must provide for presentations of several types of convenient forms for
display. A simple, casy to usc pictorial scheme would be an ideal notation and
presentation medium for the requirements engineer. A formal notation that solidifies the
meanings of the actions in terms of what happens tou the data entities is also necessary.
During the presentation phase. it must be possible to write a natural language statement
of the problem that is based upon the formal representation. It is also required that all
the documentations must be readily accessible for review and modification by the

requirements engineer and by engimeers involved in the post requirements activities.

. Data flow diagrams

Data flow diagrams or flow charts are commonly used during the problem
analysis phase[27]. A sample data flow diagram is shown in figure 2.1. Flow charts are
very uscful in understanding a system and can be very effectively used for partitioning
during the analysis. A data flow diagram shows the movement ot data through different
transformations or processes in the system. There is no formal procedure that can be
used to draw a data flow diagram for a given problem. One way to construct a data flow
diagram is to start by identifying the major inputs and major outputs. A singlc data flow
diagram may be too small to describe the data flow in a large system. It is necessary
that some abstraction mechanisms must be used in analyzing large systems. Data flow

dragrams can be hierarchically organized, which helps in progressively partitioning and
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analyzing large systems. Such a hicrarchical dati flow dragram consisiy of' g starting data

flow diagram, which is a very abstract representation of the systemeand which wdennifies

the major processes in the system. Then cach process s sueeessivedy refimed and a data

flow diagram is drawn for cach stage of refinement

Employee Record

Overtime Rate

Weakly Timesheel

Worker

Figure 2.1 - A sample DFD for » pay-roll system|27]
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Once the data flow diagrams are constructed, analyzed and refined they will be
verified by "human processing” and rules of thumb. The data flow diagrams are walked
through with the client, to detect any crrors. The "walk through” process will verify the
common errors like inconsistencies, missing information and missing processes.  The
data flow diagrams must be carefully scrutinized to make sure that all the processes in

the physical environment are indicated in the diagram.

. Structured analysis

The structured analysis method, which is a top down analysis method that relies
heavily on data flow diagrams, is utilized in the analysis and production of the software
requirement specification[27]. In this method all the functions that are necessary to solve
a particular problem are considered.  This method helps the analyst organize the

mformation better and prevent overloading of information.

For an existing system which is required to be automated, the structurcd analvsis

process is accomplished by the following steps.

(). The data flow diagram of the current existing system is drawn, indicating all
the input and output data flows and all the processes operating on the data in the system.
The next step invoives in the drawing of the logical equivalents for the DFDs of the
physical system.  All specific physical data flows will be represented by their logical

cquivalents — The physical processes will be replaced by equivalent logical processes,
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In the development of cach of these transtormations, the transtorniations will be venned

with the chent.

(i1). Once the current system is completely transformed into s fogacal equav alent,
a complete DFD is drawn for the new system. This will illustrate how the data fow
occurs in the new system. In this step. the analyst only expresses to the chientas to what
needs to be done, not how it will be accomphished.  The nest step ivolves i the
analysis of the new DFD model and determining what needs to be moditied and what
needs to be retained as before. A man-machine boundary will be established 1or the new
model which will specify as to which of the processes will be automated and which will
remain as manual. Even if some of the processes reman as manual, they may opendte

differently from the original system.

(iii). Analysis of the different options tor achieving the desned objectives and

developing or presenting the specifications will be done neat.

Structured analy«s provides methods for providing and representing infornation
about the existing system. It provides useful technigques for understanding and analy/ing
the existing system. Structured analysis does not offer much help toranaly zing the tarpet
system and constructing the data dictionary for the new system to be bult. Tt must be
noted however that the study of the existing system will help develop the new system

a more S_\'stcmalic way.
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. Analysis by prototyping

Problem analysis by prototyping helps clients and users gain better understanding
ol therr needs, particularly when the system is new[27]. In this technique a partial
system is constructed, which is often used by the chent. users and developers 1o gain
better understandig of the problem.  The clients can assess their requirement much
better if they can see the working of the system beforehand. As is the case in many
instances, practical experience is the best aid for understanding needs. since it 15 often
ditficult to visualize a working svstem. A prototype is a partial system, and it cannot be
a model of the complete final system. In the prototyping analysis method two approaches

can be used.,

A throwaway  approach is an idea which will be used in developing a prototype
and which wall be discarded after the analysis is complete. and the final system will be
built from scratch. In this approach the sequence of events that are executed will be to
develop a preliminary SRS for the system which will be an SRS for the prototype. build
the prototype, evaluate the client user experience with the prototype, develop the final

SRS tor the system and develop the final system.

In the evolutionary approach for prototyping. a prototype will be designed and
built with the dea that 1t will eventually be converted as the final system. This technique
wesults in the development of the iterative enhancement model.  As clients and users

mteract with the prototype model, improvements and modifications are inctuded in the
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system as the development and analysis progiess.

Developing a prototype mvohves determimng what aspects of the system need to
be included in the prototype.  Developing an SRS for the prototy pe s apphcation
dependent. The prototype is developed 1 much the same way as am sottware s
developed, with a basic difference in the development approach.  The final SRS s
developed in the same way as any SRS 15 developed. The advantage here as that the
clients and users will be able to answer questons and explian then needs much better

through their experience with the prototype.

Prototyping is often not used in the development phase, because ot the tear tha
the development costs may become much higher. However, i some situations the cost
of software development without prototyping may be much higher than with prototyping
This 1s because the experience gained in prototypimg will resuli m reduced costs of the
development of the later stages of the software. Also. m maany soltware systeny projects
the requirements constantly keep changing . particularly when the developments tahe o
very long time. Also, since the clients and users actually  gam expenence with thic
prototvpe, the SRS developed after the prototype will be doser tothe actuad tegrrement

This will result in fewer changes in the requirements at a later hme

2.3 Requirement specification languages

Specific Tanguages are used for speatying SRS and dunmg problem analy e
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I hese languages provide means tor organizing and specitying informavon as well as
producmg reports.  The languages do not provide much help in determin & the
requirements  The langaages help in writing the requirements in a manner that 1s usetul

i later activites of the development of the software system.

Although natural language like Enghsh, provides an easily understandable medium
for the SRS, it usually results in ambiguities. On the contrary, the formal languages are
not well aceepted inindustry. A main reason for this 1s the extensive use of
mathematical symbols, their strict semantic interpretations and the terse textudl nature
that we emploved 1 the formal specitication languages.  These do not proade o good
medimm of communication among  software  practitoners. A formal specification
language however, provides conciseness, precision and a mathematical basis  for
automated program synthesis. There are semiformal specification methods available,
whicn can be utihzed to obtaun formal spectfication technigues either interactively or ofl
line[26]. The senuformal methods bridge the gap between formal methods and informal

methods of specitication,

. Structured Analysis and Design Technique

Structured Analysis and Design Technique(SADT) utihzes a graphical language
that s based upon the concept of blueprints used in the engimeering design{22]. A model
in the SAD s a hierarchy of diagrams supporting a top-down approach tor analysis and

speactticaton. A typrcal dhagram used m the SADT s shown in figure 2.2
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Figure 2.2 - A diagram for SAD'I
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The dhagram includes text wrnitten i natural language. The SADT stems from
a smgle premise @ The human mind can accommodate any amount of complexity as long

as 1t as presented an Measy-to-grasp chunkhs™. that together make the whoie.

SADT is a powerful methodology for working out a clear-cut understanding of
an mitially obscure, complex subject, documenting that understanding, and then
communicating 1t to others  SADT 15 a gencral methodology.  In principle, SADT can
be used for any kind of problem. In practice it 1s thought of primanly as a requirement
detiminon methodology  that interfaces well to other design and  implementation

methodologies

SADT consste of two principal parts (1) the box-and-arrow diagramming
language of structured analysis and (2) the design technique, which s the discipline of
thought and action that must be learned and practised if the language 15 to be used
effectively. The basic components of SADT diagram are context boxes and arrows
entering or leaving tie boxes. Boxes represent part of the whole, and arrows represent
the interface between the different boxes. The box used m the representation has s four
stdes representing input, output, control and mechanisim to achieve the transformation.

A sample structured analysis content box s shown in figure 2.3.

Input, control, and output are the interfaces between the parts as they compose

the whole and are completely diffesent from the mechanism. These intertaces are



indicated by branching arrons that connect outputs to mputs or controls, so that tesults

of one transf~-mation can be further transtormed by another bov or can control the

transformation of some other mput by another bov  Thus SADT can be apphied 1o

analyze or design any system composed of objects and associated actions upon those

objects.
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Figure 2.3 - The structured analysis box
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. Requirements Statements Language (RSL)

Requirements Statements Language 15 based on a set of clements, attnbutes.
relationships and stractures| 23], The elements are its nouns, the relationships its verbs,
and the attributes it objectives. The structures describe the graph of processing
requirements. RSL utilizes 21 different kinds of clements, such as the R-nets, ALPHAs,

state data and messages to represent the features of the requirements model.

RSE was specifically designed for specitying complex real time control systems.
The RST. uses a flow-oriented approach for specitying real time systems. For cach flow
the sumulus and the final response are specified.  There s also control information
spectfied in RSL, since m a real time control system, control information is an essential

component for completely desenbing the system.

RSI is not himited 1o the specification of processing: 1t can express othet
concepts, such as traceability as well. RSL serves two overall purposes: Tt provides a
cheehbist of characteristics for requirements specification, and it puts the requirements
mtoa machine-readable form that can be translated into a database for automated

conststeney and completeness analyses.

. The Problem Statement Language (PSL)
The  Problem Statement Language(PST) 1y designed  for speaifyving  the

requitements of information svstems[27]. Tis a teatwal language.  In PSLL a system
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consists of a sct of objects, where cach object has propetties and defined 1elattonships,
The major parts of the system description are the system mput output tlow, swstem
structure and data structure. The system anput output low desenibes the mteraction ot
the system with the environment and specities all the imputs received and all the omputs

produced.

The system structure detines the hicrachies among the ditterent objects and the

data structure defines the relationships among the data that are used within the swstem

The PSL method is fundamentally the same as the structured analy sis method
A PSI. description also specifies the existing procedures used i the process and the

dependencies between an output and  different inputs

The Problem Statement Analyzer is the processor that processes the requirements

stated in the PSL and produces some usetul reports and analysis

. Input/Output Requirements Language (IORL)

Input/output requirement language s the Emguage clement utihzed e the
Technology for the Automated Generation of System (TAGS) paradigm[2-4] - The miam
objectives in the development of 10RL arce.,

. to enforce a rigorous methodology for system development,

. to be applicable to not only computer systems but all systems,



. 1o be casy to use,

. to allow engineers to express system performance characteristics and algorithms using
common mathematical notation,

. touse graphical symbols derived from general systems theory.

IORI. is a graphical and tabular specification language. It consists of schematic
block diagram(SBDy at its highest Tevel. A representation of the IOR is shown in figure

2.4,

SBDs are rectangular boxes that idenufy all the principal system components and
the data interfaces that connect them. The top level SBD can be broken down into lower
fevel SBDs until the resulting SBDs can no longer be broken down.  The SBD
components are further described by an mput/output relationship and timing diagram
(IORTD), which show the control flow within the SBD. The predefined-process diagram
o1 PPD is used to depict the detailed logic flow of a single predefined process referenced
i an TORTD or another PPD. PPDs arc used to improve the readability of the
specification, to allow the identification of the dependent components and to permit the

spectiication to be presented in a hierarchical manner.,
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Figure 2.4 - IORIL. schematic block diagram representation
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2.4 S.R.S.Document

‘The production of the software requirement specification (SRS) document
follows the problem analysis phase. The software requirement specification document
transforms the user intended requirements in to an casily comprehensible document. The
software requirement specification document may also be done concurrently during the
analysis phase.  The SRS document specifi s th. ergineering and quahfication
requirements for a Computer Software Configuration iicns (C5Ci3. The main objective
of the SRS document is that it provides a common means of agreement between the
chient, the users and the developers[25]. In order to avoid ambiguities. the software
requirement specification may be written in some form of formal specification language.
Informal descriptions are known to have the potential to contain ambiguities, partial
deserniptions, inconsistencies, incompleteness and poor ordering of requirements. In some

cases, a formal language like VDM is considered for the production of an SRS.

The SRS must identity all the tasks that the CSCI must do. in order to achieve
the required objectives. The requirements relating to functionality, performance. design
constraints, attributes and external interfaces must be specified in the SRS, The SRS
document must also ensure that all the specified requirements are verifiable.
Requitements vahdation depends largely on the techmiques used for specification. A
Software Test Plan which will verify all the required objectives, must be producibie from

the software requirement specification document,
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Writing an SRS 1s an iterativ e process. Even when the requirements ol a sy stem
are well specified. they are later modified as the needs of the chent change with nime
Hence. the SRS must be casy to modify. An SRS s casily modifiable it s stractuie and
style 1s such that any necessary change can be made casily while presciving the

completeness and consistency.

. Components of an SRS
The main components of an SRS arc the functionality, performance, design

constraints and external interfaces [21.27]. These components ane illustrated i higure

2.5.

. Functionality

The functional requitements of an SRS spectty the relationship between the mpat
and output of the system. For cach functional requirement, a detaled description ot all
the data inputs and their source, the umts of measure and the range of valid inputs must

be specified.

The functional aspects must specify the validity checks on the input and ouwtput
¢ata, parameters affected by the operation, and equations and other logical operations tha
must be used to transform the inputs into corresponding outputs. The vahidity checks
also must specify the system behaviour i abnormal situations, such as mvalid input o

error during computational operations A good SRS will specity the system behiaviow

79



for all foreseen mputs and for all foreseen system states.

FUNCTIONAL
REQUIREMENTS

e —— SOF TWARE
PL PF ORMANCE N REQUIREMENT

. RLOUTREMENT N SPECIFICATION
T~ __,_,// DDCUMENT

DESICN
CONSTRAINTS

EXTERNAL
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Figure 2.5 - Major components of an SRS
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. Performance requirements

All the requirements relating to the performance charactenistics of the syatem
must be clearly specified in an SRS.  The performance charactenstics are statie o1
dynamic. Static requirements do not impose constraints on the execution charactenstios
of the system. The dynamic charactenistics will specity the exccution behaviowr ot the
system, such as the response time, throughput constraints and worst case operating
conditions. The dynamic behaviour of the system must be specified in measurable teims,

which can be casily verified under a software test plan.

. Design Constraints

The SRS must specify the design constramts that may restriet the designer in
choosing the best method to implement the requirements. These may include complhance
to a standard, hardware limitations, fault tolerances, rehability aspects, mean e to
repair and security aspects.  Hardware limitaions may include the necessity ot the
software te operate on a previously designed or selected hardware, or a hardwaie tha
cannot support all the software functions. The security constraints are most sieniticant
on defence contracts where use of certain commands may be restnicted, and access
control mechanisms that the Computer Software Configuration lem (CSCH must provide,

cte.

. External Interface requirements

External interface requirements specify all the possible interactions of the €SO
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with people. external hardware, and other CSCIs. The characieristics of cach user
mterface must be clearly specified. A prelimmary user manual with all user commands,
screen formats, error messages must accompany the SRS, The SRS should speaity the
logical characteristics of cach mterface between the software product and the hardware
components, The CPU usage and the memory capacity. both spare and used. and the
spare hardware available should also be specified in the SRS, The intertace of the CSCI
with other software components like the operating system, or other CSCI must dalso be

specttied i the SRS,

2.5 Structure of an SRS
For our work, we use an SRS structare which 1s as specified i the well known
DOD standard 2167A format| 30}, This specifies the SRS to be documented in sections

and subsections. The following paragraphs describe the various sections and subsections,

. Cover
Title page
Table of contents
- Scope
. Apphceable documents
. Fngmeernng requiremenis
. Quahficanon requirements

. Preparation for dehvery



. Notes

. Appendin

. Title page
The title page contains the CSCI name, the contract number, CDRE sequence

number, preparer’'s name and signature blocks tor authentication and approval with

corresponding dates.

. Scope

This section contains an identification block, an overview block tor CSCT and
a subsection for Document overview. The identtication paragraph contame the approved
identificabon number, abbreviation of the system and the CSCT 1o whneh this SRS
applics.  The CSCI overview paragraph continny a briet explanation of the purpose of
the system, and identifies ind describes the role, within the system, of the CSCHo which
the SRS applies. The document overview paragraph  summanizes the purpose ad the

conients of the SRS.

. Applicable documents

The applicable documents section Tists all the reference documents that are used
in conjunction with this SRS. The secuion is further divided mto government decument,
Specifications referred to, standards, drawings and other publications The non

government documents will include the chient speaifications standards  dravang s aned
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other publications.

. Engineering requirements

This section is divided into the following paragraphis and subparagraphs o specity
the engineering requirements necessary to ensure proper development of the CSCH - The
requirements to be included herein are allocated or derived fiom requirements established
by the applicable system specification and other references The following subscection

is included in this paragraph.

. CSCI external interface requirements - This subsection adentities the external
interfaces of the CSCI. A diagram of the type shown in figure 2.6 may be used toaid

in this description.

Each external interface is identified by name and project umigue dentilicr and
brief description of each identifier is provided. Any identifying documentition such as
an interface control document or interface requirements specification s referenced for

each interface.

. CSCI capability requirements - This section identfies all of  the capability
requirements that the CSCI must satisfy. The CSCI capability 15 identified by name and
project unique identifier and states the purpose of the capabihity and its performance m

measurable terms. It identifies and states the purpose of cach input and output associated
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with the capability. It also identifies the allocated or derived requirements that the
capability satisfies or partially satisfies. If the capability can be more clearly specified
by decomposing it into constituent capabilitics, the requircments for each constituent

capability arc provided as onc or more subparagraphs.

. CSCI internal interfaces

This section identifies the interfaces between the capabilities identified above.
Fach internal interface is igentified by name and project unique identifier and a brief
description of each interface is provided, including a summary of the information
transmitted over the interface. Internal interface diagrams depicting data flow, control

flow, and other relevant information may be used to aid in this description.

CSCI data element requirements
This section idertifies data elements internal to the CSCI and data elements of
the CSCT's external interfaces.  Each of the internal data element has a project unique
identifier, a brief description, the units of measurement. the limit values associated with
the measurement, the accuracy requirement, and the resolution requirement. For data
clements of the CSCI's internal interfaces, the source capavility of the data element and

the destination capability of the data element are defined.

The data clements of the CSCI's external interfaces are identified by a project

unique identifier, its source or destination capability as applicable and the reference to
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the Interface Requirement Speciticaton in which the intertace as specitied

. Adaptation requirements
This section is subdivided into the following subparagraphs to specity the
requirements for adapting the CSCI to site-unique conditions and to changes m the

system environment.

Control
Syslem
1/0 Bus Internal Memory
. Sensor Direct Memory Hich | , Bus " i
..... ghintegnty \ Control
* Aciuator’ Access Computer Interface Systom |
- - System - - P Procssor [P soitwvare
.. C(SAST (HICP) X
[ IR TN
RS2 PORT

LN

. . Remote’ | |
Monitoring -
\ & Conirol System

Figure 2.6 - Example external interface diagram
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. Indallation dependent data - This subparagraph describes the site unique data
required by cach installation.  This subparagraph also identifies the CSCI capabilities

in which these data arc used.

. Operational parameters - This subparagraph describes the parameters required by
the CSCI that may vary within a specified range according to operational needs. It also

identifics the CSCI capabilities in which these data are used.

. Sizing and timing requirements - This subparagraph specifies the amount and, if
applicable, location of internal and auxiliary memory and the amount ot processing time
allocated to the CSCI. It shall also specify the resources required of both memory and

the central processing unit (CPU) for the CSCI.

. Safety requirements
This paragraph specifies safety requirements that are applicable to the design of
the CSCI with respect to potential hazards to personnel property, and physical

cnvironment.,

. Security requirements

This section specifies the security requirements that are applicable to the design

of the CSCI, with respect to potential compromise of the sensitive data.
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. Design constraints

This section specifies other requirements that constram the CSCH design., such as

the use of a particular processing configuration. ele.

. Software quality factors
This section specifies each software quality factor identificed in the contract o
derived from a higher level specification. For cach quality factor required a method of

compliance is specified along with the requirements for that tactor,

. Human engineering requirements

This section specifies the applicable human factors engincering requirements fo
the CSCI. These requirements include human information processing capabiliies and
limitations, foreseeable human errors under both normal and extieme conditions, and

implications for the total system environment.

. Requirements traceability

This scction contains a mapping of the engineermg  requirements e this
specification to the requirements applicable to this CSCI to the other specthications

referenced.
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. Qualification methods

This paragraph specifies the qualification methods and any special qualification
requirements necessary to establish that the CSCI satisfies the requirements referenced
carlier.  The qualification methods can be established by similarity, analysis,

demonstration or by rspection.

2.6 Summary

Requirements engineering for large complex systems is seldom performed by one
or two individuals setting about their work with documents and interviews to generate
requircments.  Rather, it is always based on work performed by groups or teams who
have particular assignments and utilize information from any media format that may be
avanlable to assist them. This may include documents, interviews, video tapes. viewing
the system to be modified and various combinations of these. A multimedia work station
environment in support of this approach to requirements engineering will be required as

a means of providing support for computer supported cooperative work.

I have described many developments in software requirements specification
methods.  Some of the techniques that are utilized in the development of the SRS are
described in this chapter. 1 have described in brief some of the formal specification
languages utilized in the SRS development process. The main components of the SRS
that [ plan to utilize in my project work as a case study is also described in this section.

Although the issues covered in the development of the SRS are well known, the main
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reason in highlighting this is to indicate that the development of an SRS 1s essenually a

Cooperative task, which can be easily supported by a multimedia work station
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CHAPTER I
CSCW CASE STUDY

3.1 Introduction

Production of a Software Requirement Specification document in a cooperative
environment is described in this section. A real time control system intended for the
control of a gas turbine engine is utilized as a case study for this purpose. The control
requirements for the system are described in English text in conjunction with graphical
notations. The Software Requirement Specification document is produced in accordance
with the DOD standard 2167A format{30]. The groupware and user interface for the
cooperative work is provided by Groupware Tele Communication Software (GTCS)[34],
which facilitates cooperative editing and group data management. The implementation
is demonstrated for a cooperative session consisting of two participants, who will consist
of the client and the analyst. Each of the participants has the technical requirement
specification document produced by the client for referencing and discussions during the

collaboration.

3.2 A Case Study

Requirements engineering for large systems is performed by a group of people,
who utilize information from various media to assist them. A software development
process such as software requirements engineering, provides an ideal case study for a
CSCW implementation and it satisfies the main criteria required for group work as
described below :
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. Addressability of common topics -

The Software requirements engineering is a greup or team work, consisting ot
two distinct groups. i.e., the client group and the developers.  Both groups wall be
addressing a common topic but with a different perspective.  The client’s knowledge o
interest will mainly involve "what is to be done” and the developer will be concentiating
on "how it is to be done", both addressing the same topic. The group work will involve
a shared screen conferencing, with both the client and the analyst viewing the wdentical

displays with a different perspective.

. interactive dialogue -
Interactive dialogues will be an essential feature in the software requirement
definition process. Dialogues will always result in better integration ot the different

knowledge domains contained with the client and the developer,

. Multiple participants -

The group work may involve more than two members.  Large system designs
require many experts, to clearly state and specify requirements.  The throughpat ot a
session may however, vary depending upon the number of participants, as it may be

difficult to ariive at a consensus on some of the conflicting issues.

. Decision making -

Decisions in a software requirement definition could involve voting, as there will



be conflicting choices.  Some of the decisions will be constraint driven. and some will

be cost driven.  In a situation like this, decisions may be made based upon a voting

process or through consensus.

. Asynchronous and real-time interactions -
Participants in the requirement definition process may vary from time to time,
based upon the subject being discussed. The group may at times consist of a large

number of participants or a few (a minimum of two) as the case may be.

Case Study Description

The case study utilized for our project involves the design of some computer
control system software for a real time control application. The controller design
requirement 1s based on a true real time control application, the details of which cannot
be published here, due to the confidential nature of the project. The real project involves
a much larger requirement definition, and only some of the more generic control
requirements are expressed as a subject for the software requirement specification for our
case study. A pas turbine engine, which is utilized for power generation, is to be
controfled utilizing a computer system. The gas turbine engine requires a complex
propulsion control, torque limiting, and fuel control algorithms. The control system
software will reside inside a High Integrity Computer Processor and utilize a high level
computer language to meet the requirements.

CLIENT : Gas Turbine Engine Manufacturer.
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END USER : Power plants, Ship and Arrcraft Manufactuteis.

The control system is regnired to provide the following  features to control the

gas turbine generator :

. control of fuel supply to the engine,

. control of starter motor and igniters for auromatic start,

. control of turbine steady stare and rransient performance,

. protection of turbine under overspeed conditions,

. turbine emergency and normal stop control,

. a person machine interfuce to control the turbine,

. monitoring of turbine critical parameters by the operator,

. an interface to a remote computer, which will be used for engine health monitoring amd

supervisory control purposes.

. Fuel Control

Fuel control to the turbine is accomplished by two fuel control valves. The two
fuel control valves are connecicd in serics, and both valves must be energized to apply
fuel to the gas turbine combustion section. The valves must be shut by the controller
whenever the "turbine stop" command is invoked or whenever the turbine temperature,
or speed has reached excessive limits. Independent control of cach valve is provided 1o

allow for periodic alternate de-energization of cach valve, and to imtiate shutdown and
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venity proper operation of the valve.

. Start Control

The starter incorporates an output shaft shear section, which provides protection
against overtorquing of the gas turbine gear box. The controller provides two start
control modes, automatic and manual. The start mode in effect is selected by the -emote

computer or the local person machine interface.

Lautomaric start
The controller begins an automatic start sequence when:
- The turbine can be safely started,

- Automatic start mode is in effect,

A normal automatic start command i¢ received.
The Automatic start sequence is executed as follows:
- Starter regulator/shutoft valve is energized admitting air to the pneumatic starter.
- Applicable output signals are generated.
- Ignition units are energized after a time delay.
- Power is applied to the fuel valves and fuel is admitted to the gas turbine combustion
unit.
- Fail to ignite time delay function is initiated.
- The gas turbine speed monitoring system senses that gas turbine has attained required

speed.

o
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- Starter air shut otf valve is de-energized, shutting oft air 1o the pncumate starter

- ignition units are de-energized.

. manual start

The controller provides for manual start of . ve-bine when the manual stat
mode is in cffect. The manual start commands shall contiuy cacn anerete sep (e.g..
energize starter motor, turn on igniters. open fuel valves) in the engime start sequence,
and responding to power commands from the remote monnornmg and control system o

from the focal person machine interface.

. Steady state and transient performance

The steady state and transient performance of the turbine inchudes the tollowing

- Starting and acceleration to idle, with a closed loop acceleration schedule

- Provide a primary control mode which utilizes a closed loop control ot torque A back

up mode based upon engine speed ts provided in the event that the controller 1s unable

to control in primary mode.

- Provide protection to the turbine under high entry temperature, pressure, and tinbime

speed.
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. Overspeed protection

The Gas turbine provides monitering of the gas turbine speed by use of speed
sensors. During the normal operation of the Turbine. the controller monitors the Turbine
speed signal and closes the fuel supply valves on detection of overspeed signal.  Also in
the event of a broken shaft the controller prevents the turbine from reaching overspeed

condition.

. Emergency and Normal stop control

The controller provides emergency and normal stop control for the turbine,

. Person Machine Interface
The person machine interface to the cc atroller is provided by a menu driven CRT
graphic display.  The interface facilitates operation of the turbine from an operator via

pernipherals such as pushbuttons and joystick.

. Turbine Parameter Monitoring
The controller scans and displays the various sensors connected to the turbine.

I'he iteration time is 250 msee,

. Interface to a Remote Computer
The Controller provides a serial interface to a remote computer. The serial interface 1s

asynchronous at 38Kbps.
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3.3 Case Study Implementation

A minimum configuration for this CSCW 1mplementaton consists of two
computer workstations, which are interconnected by a null modem communmication hink.
The computers are equipped with mulumedia software, and provide utihities to manage
the joint development process. The following sections describe the CSCW envionment

utilized for this project.

. Hardware

Twao personal computers are utilized for demonstrating the feasihihty of this
project implementation.  Each computer is 80486 based, with a colour monitor, o hind
disk, keyboard and mouse. Each of the compulters has an additional scerial port, which
will provide the null modem link with the other.  Since the participation for this
implementation is limited to only two persons, a null modem link would be adequate 1or
this project. The computers are also interfaced 1o a document scanner, and a laser et

printer.

. Software

A multimedia, multipoint visual conferencing system soltware 1s utthzed m the
personal computers to provide the CSCW environment. The software provides a muluple
window display screen, with tools to manipulate group work activity — For this project,
a multimedia software system, the Groupware TeleCommunications Software (GTCS)[ 3]

15 installed on both the computers.
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GTCS 15 a multimedia. multipoint visual conferencing software system. It uses
the "shared screen” or "shared space” display concept. A data network between the two
computers facthtates text and image sharing between them. A document or slide
displayed at any site will be simultaneously displayed on all screens. GTCS supports
document loading through a black and white document editor. Participants can
simultancously annotate and amend the visual display in the shared space using the mouse
and icons provided on the display. GTCS provides the Services and the Slides modes

of display for group activities.

. Services mode
The services mode of display provided by the GTCS is illustrated in figure 3.1,
In this mode the GTCS allows the participants to initiate or listen to calls from different

sites, and provides the various maintenance modes.

The services mode screen is divided into several windows. The border area is
the control arca, which contains the clock and two buttons to switch between the Services
and the Slides modes.  The area at the top of the screen is reserved for the meeting
monitor display. It displays the communication status of the terminal. Just below this
display, site windows are displayed. One window will be displayed for cach site
participating in the meeting, the first one being that of the local site. Each of the
windows displays the participant’s names and photos. if available, and also small icons

describing the available hardware.
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Messages for the user are displayed at the bottom ot the screen. The five menu

buttons provided at the bottom of the screen allow the user to selet any of the five sub

menus of the services mode.

[ Not connscted 1o any other ste, session Mulimeda
Monirea!

PTCS Vers # 11

s ATmiy

Shies

Figure 3.1 - GTCS Services mode display

. Call set up - This menu is used to set up a call to the participating station. Sinee in

our prototype. only two Gites are involved, the call set up will result m connecting the

local site to the other participating site.  The call set up menu will also provide
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subsequent submenus which will facilitate the local station, to edit the participating site
Iist, dynamically change the site name, listen for incoming calls and also to disconnect

the local site from the conference.

. Participants - This menu is used to add new participant’s names and pictures to the
local site description bar, to take and send pictures of participants to other sites and to
cedit the tocal user list, from which participants may be selected. Participants already in
the list may leave and re-join the conference asynchronously. When new participants
j0in the conference their presence will be communicated to the other participating site.
and the new participant’s name will appear on the site’s display. Similarly. participants
can be deleted from the list during the conference using this menu.  This menu also
provides features to take the picture of the participant, whenever the system 1s equipped

with a camera.

. Folders - GTCS provides file management features by providing folders on the
display. Folders are essentially a form of information unit provided by GTCS 1o store
documents. Three types of folders are provided by the GTCS. The green. red. and the
blue folders provide for document storage and retrieval during the session. The contents
of the folders may be saved on the hard disk. or the files on the hard disk can be stored
on the tolder for display and editing purposes during the session.  As the folders are the
main information unit during the GTCS session, features are provided for sending the

contents of the folder to other participating sites during the session. Participants are thus
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able to transmit and receive the mulumedia documents contaned i therr tolders duning
a session. The document on any of the folders may be printed. when a printer i

connected to the system,

. DOS interface - The GTCS provides execution of MS-DOS funcuions such as
examining files, sending them to other sites during a session. More advanced functions
from MS-DOS may be executed by interactively pausing GTCN during a session,
Participants can also send any selected file to the other connected sites by chehing on the
send button. GTCS will attempt to put these files in the same directory as they came
from at the originating site. The sending site can cancel the transmission at any time
during the transmission.  All connected sites will receive the transoitted file. “The
participant may put any selected file in the blue folder by activating i sub menu tunction.
For the purposes of consistency, GTCS allows participants to transfer the contents ot all
relevant directories to the other participants. A participant may also retuin to the very

beginning state of the current GTCS session by activating the reset folder function.

. Slides

The slides mode is the mode used by the participants to exchange information durmyg
the conference. The participants can alternate between the services and the slides mode

during the conference. A typical slides mode display will be as mdicated i hgure 32

Any site can save a displayed document origmating from another sie i a
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desired folder. This saving operation does not remove the document from the shared

space.

The shared display area on the slides mode is provided by a big square in the
middle of the screen.  Anything appearing on this shared space will appear on all the
other screens in the conference. To the right of the shared space is the clock, the pens
icon, the lectern and the cleans icon. The "clean™ button is used to erase the contents
of the shared space. The slides mode provides three coloured pens, and white or liquid
paper.  Also provided on the slides menu are the highliter. eraser, close button and the
keyboard. ‘The pens will be used for annotations during the conference. A notepad. the
three folders, and wastebasket are also provided on the display. The camera. the printer
and the scanner icons are also provided on the display, whenever the system is

configured with those devices.

The pens and the highliters are utilized to annotate the shared display area.
There are three pen widths provided for annotating purposes.  There are tour modes of

writing with the pens.

The eraser removes any annotations done by other annotators, thereby restoring
the bachground document underncath - The keyboard is used to annotate a document with
text. This is the only annotator that can be selected while holding any other annotator.

GTCS also provides varying size of characters to be used in conjunction with the
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keyvboard.

Figure 3.2- Slides mode display

Any document can be scanned whenever the system 1s provided with @ document
scanner. A user can introduce the scanned document onto the shared space dunmg o

conference.  Three scanning modus, i.c., portrait mode., landscape maode, and

automatic mode are provided by the GTCS,
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Communication
GTCS offers several different ways of communicating among various sites.
For this project a back to back null modem link is utilized. The link is established

through the COM?2 port of the personal computer.

. GTCS Features for the support of CSCW

. Bidirectional transmission :
GTCS provides various forms of communication modes, in full duplex format.
For our project, we will use back to back connected null modem link, on an RS 232

mterface.

. Freedom from Ervor :
GTCS provides various types of protocol for error free and recoverable

communications,

. High connectivity :
GTCS can be connected in a wide variely of network configurations and is able

to transmit to any onc or more of many destinations.

. High information rate :
The GTCS communication can be operated at very high speeds when supported

by an external communication network,
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.Speech capability :
GTCS does not provide support for speech tansimission. Speech capability s

provided by external means.

. Picture transmission :
GTCS provides support for external scanner inputs and also for a video cameta
connection. It is able to provide picture transmission n the video mode and as well as

graphic mode.

. Shosn transit time delay :
Transit delay is a function of the communication facilities uthzed.  GTCOS s
designed to support a wide variety of communication networks, operating at very high

speeds.

. Addressability of common topics
GTCS by its provisions of one-to-many transmissions provides a broadcast type
facility for group discussions. The shared screen display supports the common topic

addressability.

. Interactive dialogue

Interactive dialogues based on speech are not supported by (GTCS  External audio
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components are used for speech support GTCS however, uses the "mail box" approach

for supporting interactive dialogues.

. Asynchronous and Real time interactions
GTCS provides for participation of the sites in a session asynchronously. Participants
can leave their sites and join the conferences at their own convenience. The presence

of the participants for a session is indicated on each display screen.

. Shared Screen conferencing
The GTCS offers shared screen conferencing, as it allows the same topics to be displayed

on all the participants.

3.4 SRS For The Controller

The Software Requirement Specification (SRS) for the controller is described in
the following sections. The SRS is structured in the DOD Standard 2167A format. The
CSCW session is utilized between the client and the analyst to refine the document to
ensure that the requirements set forth by the client has been interpreted properly by the

analyst.

Al the section and subsection headings which are underlined in the following
pages, indicate the applicable sections and subsections for the SRS as per the DOD

Standard 2167A requirements. Text enclosed inside a box indicates the contlicting issues
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arising in the preparation of the SRS, which may invoke dilogues and discussion,
Special forms or schematics that will be presented during the discussions are meluded ton

reference.

Scope
Identification

This example SRS establishes the requirements for one of the softwire
components of the controller called the "Computer Software Configuration ltem (CSCH™,

which is a part of the larger Turbine Control System Software (TCSS).

Control System Software Overview

The purpose of the TCSS is to:
- Accept inputs from the Sensor System (8S) and commands from a Person Machime
Interface.
- Process the sensor data in a systematic manner and generate output and signals to the
Sensor System and provide information to a remote computer for monitoring purpose and

to the operator controlling the system.

The TCSS shall realize the following high level functions:
. control of fuel supply to the engine,
. conrrol of starter motor and igniters for auromatic stari,

. control the steady state and transient performance of the rbme,
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profection of turbine under overspeed conditions,
. turhine emergency and normal stop control,
. monitoring of wrbine critical parameters by the operator,

L Anterface to a remote compuier.,

Applicable Documents

TCS1234 ... Turbine Controller Requirement Specification.

Engincering Requirements

1CSS External Interface Regquiremnents

In addition to the TCSS. the Control System architecture contains two hardware
configoration items (HWCI). They are:
- Sensor System
- Control system hardware components, which will consist of electronic modules, Display

monitor and a control panel. The external intertace of the TCSS is as shown in figure

3.3

This part will invoke discussions and dialogues from
the ©participants, which will result in the
modification of the proposed block diagram. The

interface to the External computer is missing from
the interface diagram.
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TCSS CSCI —h——{_‘I/F —#3 ]

I/F #1 I/F #2
Display Control
Monitor Panel

SAS : Sensor Actuator System,
I/F : Interface.
CSCI : Computer Software Configuration Item.

TCSS : Turbine Control System Sotftware.

Figure 3.3 - TCSS External Interface Diagram
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TCSS Capability_Requirements
The Turbine Control System  Software consists of the following functional

Capabihties:

Eaccutive Capability (EXEC)

- Person Machine Interface Capability (MMI)

- Sensor Monntoring and Control Capability (SMON)
- Turbine Sequencer Capability

F:emote Computer Communication Capability.

Pigure 3.4 shows the conceptual arrangement of these capabilities.

. Exccutive Capability

The purpose of this capability is to provide an environment to execute control
svatem tashs. It provides a mechanism for concurrent process synchronization and
communication as well as allocation of resources. In addition to those, EXEC shall also
be responsible for imtialization of the svstem., event logging and database management.

The ENEC consists of the following sub-capabilities:

ab. Runnme system manager

The runtime system manager shall be responsible to call all initialization sections
of cach main task and then start all the main tashs when the system is reset.  This
capability 1s executed once after power up or hardware reset. The system manager will

be mvolved in the following areas:
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Field

Input
Engine Turbine I
Monitoring/ Control
Control Logic
Executive
(EXEC)
RMCS PersonMachine\
COMMUNICATION Interface
(COM) (PMI)
RMCS COLOUR
DISPLAY
COMMON
DATABASE

COM : Communication module
RMCS : Remote Monitoring Computer System

Figure 3.4 - TCSS Functional Capabilities



- For any signal value/status changes, the system manager will update the

database and inform PMI functions that there was a change in the database.

- For any signal parameter changes (alarm limits, deadband) the system manager

will update the database and inform the PMI that there was change in the parameter.

This section is not clear. The CS8CI did not
describe as to how the parameter changes can be
effected. Also there is no descriptions of the MMI
display as of yet. A sample sensor parameter data
sheet as shown in figure 3.5 will be presented

during this discussion to convey the concept. The
analyst is also required to use the shared display
to explain the parameter changes and its
significance to the client.

h). Data Base Handler

The database handler is a set of procedures to deal with the different databases.
These procedures are the only ones to directly access the database information. Any
component that needs to manipulate tl e database information will do it through a call to

the database handler procedures.



SIGNAL TYPE

and DEVICE DESCRIPTION:

QTY PER ENGINE:

“

-

Pressure, Thin Film Strain Gage QTY PER CONTROLLER:
SIGNAL ID: ENGINE PARAMETER : g
FIPOC1. PO210 Pressure, Prime, Intermediate Pressure Compressor EXit
PIP101C PO210 Pressure, Rdndt, Intermediate Pressure Compressor Exit
CHARACTERISTIC: VALUE and ENGINEERING UNITS:

RANGE - 0 te 100 Psia

OUTPUT: 4 to 20 mA

EXCITATION: 24 (+ 12, - 14) vdc

FREQUENCY RESPONSE: 20 Hz minimum

NOISE: 10 mV max from 10 to 10K H=z

ACCURACY: 1.5 %

NOTES:

CAE Device Code: AIlO0

Pressure Connection:

Electrical Color Code:

Capacitive Output Loading:

Compensated Temperature
Range:

Reference:

Mfr

Mfr P/N:

Tne d.:telen~e, 1{ any, boelweérn
the r.=z=r 1nstalled ac spares,

Male 1/4 BSP

Positive - Red, Orange

Negative - White, Blue

Ground - Green, Yeilow

0.1 uf max

- 13 to + 18% 'F (- 25 to + 8% ()

Trans instruments

(Bell and Howell Limated)

§206-55 and 4206-56
the Quantity of signale per engilee aned et contraliet
to be wired 1N whenever a prime or redutdant layie

1

Figure 3.5 - Sensor parameter data sheet
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. Person Machine Interface

The Person Machine Interface (PMI) shall provide all monitoring and control
functions required by the operator to interact with the Gas Turbine engme. It will
include the following functions:
- Automatic control sequence requests,
- Manual control sequence requests,

- Input/output command support by quick action buttons.

When interfaced with a colour CRT interface, the display on the CRT shall be as
shown in figure 3.6. The CRT screen is split into 3 areas (page window arca, message

window arca, menu window arca) in the normal mode of display.

The page window area is used to display the pages and can be subdivided into

four window regions, such that minimized pages can be displayed in these windows.

Message window area occupies 3 lines of text which are:
line 1@ Event Messages
line 2 : Most recent alarm/device error message
hime 3 : Operator information and keypad inputs.
Menu window area occupies three lines of text at the bottom of the screen. This
arca is subdivided into seven menu option rectangles and one graphic area located at the

right of the menu window arca. The top graphic is called the "MENU PUSHBUTTON"



graphic and the bottom graphic is called the "SELECTED WINDOW" graphic. Menu
options can scroll horizontally so that a menu that has more than 7 options, can have all

its options made available to the operator.

The MMI descriptions indicated may not be the one
desired by the client. NI dialogue in this area is
anticipated which may result in the change of
display concepts of the MMI. The CSCW features of
presenting graphics and forms may be utilized to
display the required forms/graphics on the screen
during the discussions, The MMI design usually
attracts clients attention, as this is one area
where he may differ with the developer. Sample
graphical symbols will be presented during the MMI
design discussions. Figure 3.7 will be presented
during the MMI design discussions to show the
general format of a typical MMI layout. Figure 3.8
will be displayed using the scanner(if available),
to exhibit a sample MMI page that the developer has
designed, for client’s approval.
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1) Message Window Normal Mode

! Page window area

,_.__-—r/ .
Message window area

‘ (3 Lines , 78 characters each)

~
| -
rd
A s
T | Menu window area
e - "\\
Menu options Menu graphic area
Menu selection frame Menu graphic area
/ (WHITE FRAME) \
Menu ] Menu Menu | Menu | Menu : Menu Menu -
Option Option Option | Option Opuon Optuon ] Option | i

A R -
/

Menu options can scroll honizontally usingthe pointing device

/

SELECTED WINDOW graphic

MENU POSITION graphic..l

Figure 3.6 - PMI Display layout
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1. CONTROLLABLE & 3. NOT CONTROLLABLE BUT 6. BEARING (CRT only)

2.

MONITORED BY SMCS MONITORED BY SMCS

a) PUMPS AND MOTORS a) PUMPS AND MOTORS N“ﬁ }:‘
__'__ _O_ __’__ __O__ NORMAL  WARNING  ALARM
C ruwenc Il sTOPPED | RUNNING STOPPED

b) VALVES b) VALVES 7. FAN

—p— —X— —— —X— E:‘

|_orewen B CLOSED | OPENED CLOSED
¢) CIRCUIT BREAKER c) CIRCUIT BREAKER 8. COOLING coIL
(CRT only) (CRT only)

I = - = L L

QPENED CLOSED ] l
ON OFF
INVERTERS 4. FILTERS (CRT only) . FAN COIL ASSEMBLY
DC [0]ed l l
60 60
ON OFF f , ! FC FC
60 60 NORMAL WARNING ALARM | |
400 400 ON OFF
= 5o 5. THREE WAY VALVE (CRTonly) 10, SCANPOINTS (CRT only)

- Y- b4

TANK A TANK B NORMAL WARNING ALARM

Figure 3.7 - Graphic symbols for the PMI
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Figure 3.8 - A sample PMI page
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. Sensor Monitoring and Control Capability (SMON)
Sensor monitoring shall acquire sensor data from the sensors connected o the
engine. Sensor monitoring shall sample cach sensor point every 250 msees for normal

engine monitoring. For critical parameters the sensors are monitored every 100 msees

The following functions shall be pertormed on cach sensor input:
- Update the database if a change is detected in the sensor value,
- Test the sampled signal for alarm and warning limits. Aliirm and warming hmts shall
be used to limit reporting of state changes around the alarm and warning thiesholds,
- Inhibit the alarms and warnings automatically when the sensor associated with the
signal is out  of operation.

- Incorporate rate of change algorithms to validate an alarm.

This section needs inputs from the client as to the
details of scan frequency, sensor ranges and dead
bands required for each sensor input. Furthermore,
the sensor 1list will have to be checked
individually for determining the criticality of the

sensor parameters. The sensor 1list will be
displayed during the session, to verify parameter
values and ranges for each sensor. Figure 3.9
shows a sample sensor data sheet.




. GNNAME
WGINE EMERGENLY STCP

MENAIEE]

ROERED SHAFT SPEED - PORT
4CTUAL SHAFT SPEED - PORT
~MGEPED SHAFT SPEED - S18D
ACTUAL SHAFT SPEED - STBD
JRDERED SHAFT SPEED - PORT
ACTUAL SHAFT SFEFD FORT
CGRDERED SHAFT SPEED ST80
ACTUAL SHAFT SPEED ST18D
MAIN BEARING TEMP. NO.1

MAIN BEARING TEMP. NO.
MAIN BEARING TEMP. NO.
MAIN BEARING TEMP. NOC.
MATH BEARING TEMP, NO.
MAIN BEARING TEMP. NO.
MAIN BEARING TEMP. NO.
MAIN BEARING TEMP, NO.
MAIN BEARING TEMP. NO.
MAIN BEARING TEMP., NG.10Q
MAIN BEARING TEMP, NO. 11

= 0 M N O W

TURBOCHARGER B [NLET TEMPERATURE
TURBOCHARGER B CUTLET TEMPERATURE
TURBOCHARGER A INLET TEMPERATURE
TURBOCHARGER A OUTLET TEMPERATURE

EXHAUST GAS TEMP. CvL. Al
EXHAUST GAS TEMP, CYL. B}
EXHAUST GAS TEMP. CYL. A2
EXHAUST GAS TEMP, CYL. B2
EXHAUST GAS TEMP, CyL. A3
EXHAUST GAS TEMP, CYL, B3
EXHAUST GAS TEMP. CvuL. A4
EXHAUST GAS TEMP, CYL, Bw
EXHAUST GAS TEMP. CYL, AS
EXHAUST GAS TEMP, CyL. BS
EXHAUST GAS TEMP., CYL, A6
EXHAUST GAS TEMP, CYL, B6
EXHAUST GAS TEMP, CYL. A7
EXHAUST GAS TEMP, CYL. B7
EXHAUST GAS TEMP, CYL. A8
EXKAUST GAS TEMP. CYL. BS
EXHAUST GAS TEMP, CYL. A9
EXHAUST GAS TEMP, CYL. 89
EXHAUST GAS TEMP, CyiL. AiD
EXHAUST GAS TEMP CYL. B1Q

PRIMARY PINION FWD PS (FWD) BEARING TEMPERATURE(3)
GAS TURBINE INPUT SHAFT PS, FWD BEARING TEMPERATURE(T1)
GAS TURBINE INPUT SHAFT PS, AFT BEARING TEMPERATURE(2)
PRIMARY PINION FWD PS (AFT) BEARING TEMPERATURE(4)
PRIMARY PINICN PS, AFT BEARING TEMPERATURE(S)

Figure 3.9 - Sample sensor list
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. Turbine sequencer capability
The Turbine sequencer shall provide the following functions
- Turbine start and stop sequences,
- Turbine protection functions,
- Turbine Emergency control functions,
The Turbine sequencer shall incorporate a PID type controller tor fuel and speed

control.

Details of start/stop and emergency interlocks are
to be discussed and provided during the
collaborative process. The definitions of the PID

controller loop and its operations are explained via
figure 3.10, exhibited through the scanner.

. Remote Computer Communication Capability

The controller shall provide a link for remote computer commumcittions,

Details of the remote computer link and associated
protocol are to be discussed during the CSCW

process. Details of data transfer rate, command and
response formats are finalized during the session,




Relference ———————ip
Vaiue p
Control
l > Output
Me:dured ’ D
slue
Op= P.e*l[e.dt+ D.de
dt
where
P18 the proportional gain Op is the controller normalised output
l1s the integral gain e is the normalized error
D s the derivatve gain
P
Normalized
Measured
Value (M)
Normalized ¢ 81 +
Reference(R)
Ds

/

The pure differentiator 1s approximated by

[3 wher€ = 0.05sec
T+

Figure 3.10 - PID control loop

Normalized
Control
Output



. CSCI Internal Interfaces

The interfaces between the capabilities i the presious section 18 shown i higure

3.11. The following internal interfaces are provided:

Interface between MMI and Exccutive capability,

Interface between Sensor monitoring and Exccutive capabihity,

Interface between turbine sequencer and the Exccutive capability,

Interface between the remote computer and the executive capability

. TCSS CSCI data element requirements

L Internal data elements
Will be included in the sottware design document.
. External data elements

Will be as indicated below,

This section will be edited during the collaborative

process.

. Adaptation Requirements

. Installation-dependent requirements :
- None
. Operational parameters :

- None




. Sizing and Timing requirements
Memon
The control system will provide a memory spare capacity for a growth of 20

from 1ts current design.

This issue will be required to be defined more
precisely during the collaborative process. The

client must address all of his future requirements,
with respect to possible growth and any other added

requirements.

. Secunty Requirements

None.

If any , will be defined during the collaborative

process.




Engine Person

Monitoring/ Machine |
Control Interface
T ]
I/F A } I/F B }

EXEC(cutive) ‘

I/F C ’ I/F D ’
-
TURBINE RMCS
CONTROL COMMUNICATIONS Q

I/F : Interface

RMCS : Remote Monitoring Computer System.

Figure 3.11 - TCSS Internal Interface




. Design_Constraints
The TCSS shall be designed, developed and tested 1n accordance with DOD-
Standard-2167A, sectons 4.1,4.2,4.4,5.1,5.3and 5.4. The software shall be written in

C'4 + object oriented language.

The client must be informed about the applicable
sections, if he has some reservations about any
particular requirement. The DOD Standard 2167A

sections are produced on the shared display during
this discussion. The sample DOD standard document
with the relevant sections is shown in figure 3.12

Software Quality Factors

Quality cvaluation methods shall be :
- By analysis,
- By demonstration,

- By inspection.

The appropriate methods used must be described by
the joint process. Requirement verification for

each category must be detailed here.




DFMCCR-80025A

10 PREPARATION INSTRUCTIONS (continued)

101.5.7 Safety requirements This parsgraph shall be numbered 37 snd shall specdy salety
requirements that are applhicadle to the design of the CSCI, with respect o potentisl haxards to
pearsonnel, property, and the physical environment

10.1.5.8 Security requirements This paragraph shal! be numbered 3 8 and shall specity security
fequirements that are applicabie to the design of the CSCI, with respect to potential comprormuse of
sensitrve data

10.1.5.9 Design constraints This paragraph shall be numbered 3 9 and shall specity other requirements
that constrain the CSCI design, such as the use of a particular processing configurstion, etc

10.1.5.10 Software quality factors  This paragraph sha!l be numbered 3.10 and shall be dwvided Into
subparagraphs, as appropnate, to specty each software qQuality tactor identfied in the contract or
denvecd from a higher leve! specdfication For esch qualty factor required, the method of compliance
shall be specrfied along with the requirements for that factor

10.1.5 11 Human performance’human engineering requirements  This psragraph shall be numbered
3.11 and sha!l specdy the applicable human factors engineerning requirements for the CSCI These
requirements shali include, as spplicable, considerations for.

8. Human information processing capabilities and imdations

b. Foresesabie human srrors under both norma! and extreme conditions

c. imphcatons for the tolal system environment (include training, support, and operational
snvironment)

101.512 Requirsments traceabllity  This paragraph shall be numbersd 3 12 and sha!ll contain &
mapping of the enginesnng requiremants in this specificat:on to the requirements applicable to this CSCI
in the SSS, PIDS, or CIDS This paragraph shall also provide a mapping of the allocaton of the CSCI
requirements from the SSS, PIDS, or CIDS to the engineenng requirements in this specification

10.1.6 QuaiHicstion requirements This section shall be numbered 4 and shall be dinded into the
foliowing paragraphs to spacity the qualhication methods and any specil qualification requirements
necessary to estabiish that the CSCi satisfies the requirements of sections 3 and $

10.1.61 Quailficstion methods This psragraph shall be numbsred 4 1 and shall specity the quaitication
methods to be used to ensure that the CSCl requirements of section 3 and 5 have been satisfied A
table similar to Table | may be used to present this information  Qualification methods include

a Damonsirgtion. The operation of the CSCI (or some part of the CSCi) tha relies on
obserable functiona! operation not requiring the use of elaborate instrumaentation or special
test equipment.

b. Anatysis. The proosssing of accumulated data obtained from other qualification methods
Exampies are interpretation or extrapolation of test data

¢ jnspection. The visual examination of CSCi cods, documentation, etc.

PAGE 8 OF 10 PAGES

Figure 3.12 - DOD standard specification sheet,
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. Requirement Traceability
A cross reference traceability matrix will be developed for each requirement
stated in this document with the control system requirement specification provided by the

chent.

This section will be completed during the
collaborative process, with the client addressing

each of his requirements, and the analyst providing
the appropriate section in the SRS.

Quualification_Requirements

Qualification requirements shall be demonstrated by the following methods :
- Analysis
- Demonstration

- Inspection

Each of the methods will be explained with
applicable references to the requirement

specification.

Preparations for delivery

The client to indicate the proper media for the

delivery of software and other related instructions.
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3.5 Summary

I have addressed the production of a Software Requirement Specification
document in this section, using a multi media communication supported computer system
Sections in the SRS where the client and analyst are necded 10 discuss and edit the
document are highlighted. This model will be used during the demonstiation to explore
the capabilities of the GTCS environment for a CSCW.  Deseriptions of the GTCS s
also provided in this section as a quick summary, and its teatures which provide the
needed requirement is also addressed. The software project used tor the implementation

is only a sample design and does not apply to any particular cquipment,

130




CHAPTER IV
SYSTEM CONSTRAINTS AND FURTHER ENHANCEMENTS

4.1 Introduction

The computing environment used for this project implementation, consisted of two
work stations connected via a null modem communication link. The groupware
supporting the collaboration, ie., the GTCS (groupware Telecommunication Software),
was a PC based multimedia, multipoint visual conferencing system. The "shared space”
display concept of the GTCS provides support for most of the issues required for
collaboration. GTCS however does not offer some of the desirable features necded for

collaboration.  The following sections identify those constraints.

4.2 G'TCS Constraints
a) Public and private work space

GTCS does not provide a separate public and private work spaces. The shared
sereen conferencing provided by the GTCS is strictly a WYSIWIS (what you sec is what
I see) type of display. This prevents participants from editing or note taking of the
subject in a private environment during the collaboration. The only way the participants
can go into a private caucus or discussion is for them to disconnect from the conference.

and reconnect back, after the completion of their private work.

Strict WYSIWIS by itselt, is not sufficient enough to provide an ideal CSCW



environment. The "Tri window" display concept described in this report, based upon
both public and private work spaces for the participants, 15 desuable during the

collaborative process.

b) Stage Control mechanisms

GTCS does not provide any internal mechanisms for stage contiol during
collaboration. Stage control will have to be accomplished by some form of externad
means. One of the possible techniques will be to implement the stage contiol through
discussions among the participants, For our project stage control is accomplished by

conferring, using an external telephone hink.

¢) Database Model

GTCS uses a "cooperative data base model™.  Each machine will have a copy ot
the database, and changes are installed by broadcasting the change without any
synchronization. Maintaining the consisting of the data base during the collaboriation s
entirely left to the participants. Updating of the data base during the collaboration s
accomplished by each of the participants, by way of transferring the contents ot the

screen 1o their own local data base.

d) Consistency control

GTCS provides consistency control only to the shared display space during the

collaboration.  Consistency of the shared space is accomplished by the (71CS by
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transferring the shared display contents to all of the participant’s display during the

collaboration.

¢) Concurrency Control

GTCS provides concurrent display updates through its communication facilitics.
The communication utilized for the implementation consists of a null modem link.
running at 2400 bits per second. However, higher speed LANs may be supported by

GTCS to ensure concurrency control.

) Asynchronous participation

GTCS allows participants to join or leave the collaborative session
asynchronously.  When participants leave an active session a message will be displayed
on cach of the remaining participant’s shared space that the particular participant has
disconnected from the session.  However, when a participant wishes to join an active
session, he will have to interrupt the active session by sending a connection request
message, and the "master station” must allow the new participant to join the active
session by accepting the connection request.  This may be slightly disadvantageous when

a participant wishes to join the active sesston in the middie of an important discussion.

g) Voting
GTCS does not provide mechanisims for voting during the collaboration.

Consensus or voting on multiple choices will have to be obtained by some means external
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to GTCS. possibly by the external voice link.

h) Flexible user coupling

One important issue in collaborative systems is the kind of couphing 4 user can
have among the various windows displaying a shared workspace. A tlexible couphing
allows users to control several aspects of the coupling among shared windows including
which values in these windows are coupled. when changes to these values are broadeast
and received, how "correct” a value must be before it is broadcast or received, which
users see the same view of a value, and whether a user can specify coupling parameters
for other users. GTCS does not support flexible user coupling, and none of the
parameters with reference to the shared display. 1e., the display size, onentation, cte, can

be modified by the participant.

i) Roles

GTCS provides an open environment for group work. The master-observer role
concept proposed for a collaborative session in this report is not supported by the GTOS,
Also on the shared display there is no indication as to who is controlhng the session m
progress. Master or observers roles will have to be identified by a mutual discussion

among the participants, and a consensus must be arrived at durig the session.

4.3 Project Enhancements

The GTCS used on the project can be enhanced with additional features, morder
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to provide a better collaborpuve environment. The following sections describe the tools

and unlities that can be used with the GTCS to achieve a better user mterface.

a) Communication
GTCS provides tools for synchronous high speed communications.  An EICON
card in conjunction with the access/X.25 network interface operated with the GTCS can

handle line speeds of up to 56000bps.

A DATAPAC type hine can be utilized to connect one GTCS station to many sites
in a single conference. One DATAPAC 3000 link can contain several virtual circuits
which the GTCS can use to bridge remote locations. GTCS in the listen mode will
bridge several remote DATAPAC locations together.  Figure 4.1 shows the GTCS

configuration using DATAPAC.
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Figure 4.2 - GTCS data Bridge
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GTCS can also provide hook ups to Local Area Networks. ISDN and bridge
communication. The bridge is a separate PC that 1s used as a communication bridge that
will allow different communications configurations to talk with cach other. GTCS

configurations with a bridge nctwork are shown in figure 4.2.

b) Document Scanner

GTCS can communicate with a scanner attached to it, which can be used during
the collaboration for scanning documents and transmitting the documents to the
participating sites. A scanner will be useful to send displays in formats that are easily
comprehensible during the collaboration. A user can introduce scanned documents onto

the shared space during a conference.

¢) Video Camera connection

A video camera can be connected to the GTCS, which can be used to take
pictures of a participant and send it onto the shared display screen during the conference.
When the participant’s picture is taken it will appear on the various site’s shared display

as shown in figure 4.3
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Figure 4.3 - Taking a photo of the participant

4.4 Summary

Some of the constraints that are associated with GTCS are explamed m this
section.

Features such as, lack of flexible aser anterface, consistency control, and

concurrency control mechanisms with the GTCS can result in major shortfalls tor some
collaborative applications. However, with tools such as the camera. document scanit

and GTCS s ability to support a very high speed communication, GTES wall be sufheicn

to support a variety of collaborative applications.
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CHAPTER 5
CONCIUSIONS

5.1 Conclusions and Further Work

The goal of this project work was to explore the application of Computer
Supported Cooperative work | to software engineening. in particular. for specifying the
software requirements for a real time control application. Various techniques and issues
associated with the Computer Supported Cooperative Work were studied and presented
in this report. Apphications and benefits of CSCW were demonstrated with a case study.
tor speciying the softvare requirement spectfication. A teleconferencing based software
on a two node network, was used to show its application.  The network could be
madihied o include multiple nodes and used for larger applications. A two node networh
was implemented because of the unavailability of a larger network at the time of writing
this report. - A set of improvements to the teleconferencing software were suggested,

which would result in cereating a more beneficial CSCW environment.

Based on the requirements for suppor. 1g the CSCW, a proposal was made with
a "tri window display” protocol. for effectively managing a variety of CSCW

appheation ..

This report is only a preliminary investigation of the potential for use of CSCW
techmgues i the software requirement specification stage.  Based on the GTCS

miplemented and the "tre window ™ protocol proposed in this report, a more detailed
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investigation can be carried out.
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