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ABSTRACT ‘ : .
COMPUTER-AIDED SIMULATION OF RELAY LOGIC_CIRCUITS
» - M
. USING INTERACTIVE GRAPHICS . .o

Y

Constantine Athanasoulias

~ . !

Presently, there is no. available, dacumented,
analytical ]ustification for the output state determination-
techniques ~lsed by Progtammable Logic Controllqts(PLC).

Furthermore, no commerpially available PLC brovddes for the

'simulation of the timing characteristics of CIRCUITs. This

‘Thesis describes two methods for analysing Relay Logic

Circuits (CIRCUITs), specxfied as Ladder Diagrams, in order

‘to’ determine the output state for the purposes of simulati“on

~and programmable logic control. The first method models

r .
each device in a CIRCUIT as a resistor. By solving the

YStem of equations describing the model thus obtained, and
by establishing the exiétence, or absence, of a potential

difference, across a resistor, which exceeds some threshold

.value,.the output state of a CIRCUIT is determined. The

PR e

,second method determines the output state of a CIRCUIT by

modelling it as a “graph" and by systematically “"exploring"”
. ’ id . ¢
this graph using a Graph Theoretic method, the CAA. Both

methods identify the current—carr‘\ying devices in a CIRCUIT',
be the paths which include them: forward- or
backward-directead. ‘_’ - A

A minicomputer-based CIRCUIT simulator’ which provides

L} i -
for the interactive, color graphic configuration and

¥

. - iii -
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simulation of cxncumfﬁ ahd which u-ed the first of the two
, . methods to detetni‘nq the output state and to identify the
N ' - current-ca:rying devices, aaé well as to, siﬁulate the timing
. ‘is described. A conceptual\' design of a micmogomputer based
é;.c, ‘the CPLC, wh.ich_’ia fq;.gsq ‘px‘r'imarilly in ﬁeadhing the

éharacter;stica and; operation of PLCs, is also proposed. . .°
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CHAPTER 1
INTRODUCTION ©»
. \F . . ) .
‘ Prccess'or nachine control systems, or subsystem;,
operating exclusively on the basis of binary inputs and
outputs and incorporating gggctromeéhanical or pneumatic
relay devices are often referred to as Rela§'Logic‘Circuits
(CIRCUITS) .« CIRCUITS range in cpmplexity,frcm simple safety
interlocks of two or three switches, to entire nuclear power
nlant‘safety systems comérising hundreds of switches,
relays, timecs, etc..
In general, CIRCUITS may be‘asynchroncus and
sequential. Asynchronous, because the sequence of inputs to

\
a CIRCUIT is governed by a process rather than by a clock.

-——

Sequential, because the current states of. the outputs are

switching functions of the past, as 'Well~as the ¢urrent

input states,

3

Up ,until the late l§60's, CIRCUITs were inplemented
almost exglusively by relay or pneumatic logic devices. The
in¢roduction of the Programmable Logic Controller (PLC) in
1969, and the phenomenal growth of this technoldgy with the
introduction of the microprocessor in 1973, have greatly

simplified the ‘processes of specifying, imclementinq and

* testing CIRCUITs. There remain however, many applications

" where only electromechanical ;elays can be used [l].

Whether a CIRCUIT is to be implemented using relays,

a PLC, Or a combination of both, the CIRCUIT design process



T

«-will'involve:

a) the specification of the switching functions

\“ . goverping the 1nput, ‘output, and internal
states. , -

b)'thq~configu;ation of CIRCUIT devices in a

L ‘ manner which realizes the required switching
o K functions.
g

c) the implementation and testing of the CI%CUIT

,to ensure its prpperzsequential operation,

‘f © » ! q

[

In order to design a CIRCUIT, the logical
relationships between input, output,-and‘internal gtates
must be specified. Such a spécif;gation will result from
the application of one of several techniques available for
' | the synthesis of sequential circuiFs [2]; Whep'the num§;r
of inputs in the CIRCUIT inéreaségtbeyond 6 or so howevér,
it beqomes difficult t appL!“these techniques, and the
designer's skill and experience are relied upon for thé
géneration of a CIRCUIT specification [3]. '

"Assuming that a CIRCUIT speciflcatzon can be

l

obtained, the process of designing a CIRCUIT typlcally ,

involves the description of the interconnections of the

\

b ," ) CiRCqIT devices using 'a schematic representation known as ~

' .
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the "Ladder Diagram™. In such.a schematic representation,
the interconnections between devices are defined, and each
device is identified. : 3 )
. Interactive CIRCUIT configuration facilities provided
by most PLCs greatly reduce the tedium of the t\r'aditional

"pad and pencil"™ approach. They allow the desigﬁer

considerable, though constrained, flexibility in positioning:
| and specifyi;g the devices in a new -CIRCUIT, or in ;diting
an existing CIRCUIT, by means of a set of :iedic'atdd function
keys. Furthe‘:mpre, the PLC programmef need not undergo

lengthy training as most PLCs are programmed using some

{ variation of the familiar Ladder Diagram symbology. .

One major drawback of PLC CIRCUIT configuration

4

facilities is)thét they typically do not allow foy the type
of documentatlon one would normally include in a hand drawn
Ladder Diagram. The device labelled "PRESS 107" on a

. manually drawn diagram, for 'example, would be labelled

"I107" on a typical PLC display. Also with regard to

'~ documentation, annunciation messages, which indicate the
o A

"6

function of a device on the Ladder Diagram, 'can be

—
e -accomodated on the display of only a small number of

]

commercially available PLCs.

Another shortcoming of the programming facilities pro-

' (3 L] ‘
vided by PLCs is that the Ladder Diagram format they use 1is

constrained. Because the CIRCUIT analysis used to determine
the output state operates on the information contained in

v the Ladder Diagram, the format must.be kept sj.;nple in order
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“to keep the processing time to a minimum. Most notable of

these constraints is the necessity that all current paths be

forward-directed. ' | . o |
Consider the CIRCUIT, shown in‘Fig;lzl, which is used
to illustrate the use of the "reference ladder ﬁiagram';
format- for programming the NUMA LOGIC P@f960 and PC-?OQ_
series PLCs (4]1." Although this configuratign can be entered
on eithi%gpi these PLCs, neither is capable of correctly
determining the gutput state when backward-directeé currenﬁ

’paths are”involved [5]. This exemplifies situations Gheré Vo

the inadvertent creation of a backward-directed current pa '

P would lea@ to the erroneous determination of the oﬁtput
state. In applications where the safety.of personnel or !
equipmeqp is cohcernéd, such errors cannot be tolerated. ' :

Even if the logi¢c operation of a CIRCUIT is correct,
{«  race states in a CIRCUIT may cause it to malfypgddon, ~ /
ending on the timing characteristics of the deVices”ink4~/
the\CIRCUIT. ‘Hence, both the logic and the ‘timing of a
CIRCUIT ﬂgst be thoroughly tested. Only after such testing
has been performed can a;CIRCdﬂT design be considered
successfully implemented. ,
. One method for testifng a IRCUIT is to assuﬁe input
;nd internal states, and to analyse its characteristics by
qg tracind the paths of-logical transmission on the Ladder
Diagram. This, however, is extremely tedious and unreliable\\

when larde CIRCUITs are involved. The alternatives ardﬁto

either physically implement the CIRCUIT and to test it under. ?
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all realistic modes of operation, or to otherwise simulate

its operation. ‘ ST
4 CIRCUITsﬁimplemented using eiectromechanical relays

are the -most difficult to test since no automatic method for

A

completely simulating their operation exists. Hence, such

CIRCUITs must be' physically construc¢ted. In the event °that .

a fault is detect®d, corrections to the wiring’aé well as to ﬁ L
the CIRCUIT drawings and documentation would be iequired. )
Many PLCs provide ggcilities for the simulation of /
the CIRCUITs\they are used to émplement. These facilities
are based on the,éubstitution\bf switches and inéicatpr pﬂ

lamps for p:océss inputs and outputs respectively. With the

capability of advancing the operation of a CIRCUIE one

y

. 'steﬁ‘* at a time, and of displaying the'inéut,output,'and
internal states on the graphiés screehy it ié possible to
observe the transient, as well as the steady state respp?se
of a CIRCUIT.

There are several difficultiesbassociated with the
use of PLC CIRCUIT simulation facilities which are presently

. : . . . L} .
dvailable for industrial use. First, the simulator and the | ‘

-

/2JPLC are one in the” same device and can only Operate

exclusively of one another. Second, the "single stepping"”

t . S
capabilities, althoygh of some use in simulating.the timing .
¢ . ! . .

* : . | . .
Where a "step"” is defined as the completion of a series of

~e

computations to determine the output state of a CIRCUIT for a

L.

given input, and present internal state.
e A .

.
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cha}acteristica of CIBCU&TS, do not easilly allow for tye
" simulation oﬁAdévices with inertial delay characteristics,

f§such as electromechanical reiayQ, Hence, they are not

convenient for simulating the timing of CIRCUITs comprising-

*such devices. Third, the simulation facilities of PLCs do

not provide on-line documentation of the CIRCUIT being
' simulated. This makes it difficult for the operator to keep
‘“track of the operation of each device in a large CIRCUiT.

B . o
Furthermore, a much simpler and more effective user

interaction can be achieved by using interactive graphics,

N ~ ,
_ rather than mec%?nical switches, to set device states during

simulation. ‘ : .
Finally, the most important shortcoming of PLC
)simulation facilities is that, to the best of this author's
knéwledgé,‘the;e is no publicly available, documented
adalytiéal‘justification for any of the methods used by PLCS
to determine the state of a CIRCUIT. Without such a Bas;;,

the validity of simulations performed using PLC simulation

-

facilities becomes questionable. ' In applications where the

W

~ safety of personnel or equipment is involved, ,such

. Simulations are unacceptable. .

1YY v
»

It is the purpose of this Thesis to report on two

distinct methods for analysing any CIRCUIT which is

N 4 L X
specified in the form of a Ladder Diagram and which conforms

to certain constraints to be described. The first method

models the CIRCUIT as a resistive network and analyses this

.model to determine the output state. The s'econd method
_‘\ \ . v

J\
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ﬁodels,the_CIRCUIT as a graph and explores the graph in a

systematic manner in order to determine the output state.

'

Furthermore, both methods are capable of identifying the
current-carrying devices in a CIRCUIT so that they may be
digplayed on a graphics screen in order ti show the current
pﬁthé, be tpese-forward- or backward-directed.

The first of the two meéthods 'of analysis described

v

" above forms the basis for a CIRCUIT Simulation Program (CSP)
. .l . - k4

which,‘in-addition to ensurin§ the correct determination of

LY

the output state, pfodides a wide Vange of CIRCUIT.

simulation capabilites which equal or surpass those provided .

by any commercial PLC. These include:

; - | ‘ /

o - interactive grabhic CIRCUIT configuration

“ * . ‘ X
- ability to analyse CI%CUITS containing/

backward-directed current paths

color graphic displa; of current-darrying

devices

N
color graphic display -of output st?tes

1

interactive graphic setting of excitations on

Al
<

input devices

on-line documentation including:

- user—defined CIRCUIT dq%fce identi-

© + fication

/ ’

- anunciagion message for every device

' A state ‘ . o T“i?

»
~ hard copy output

SPUNELIG WA~ I~ R L. S o e e s e




- capability of tailoring simulation program to
Y - ke '
meet specific requiremehts in the areas of .
~ file management

- documentation

" = other functions (process .control,

i

i . motion control).

/ _With these capabilities, the operator can completely

specify and test a CIRCUIT interactively on a graphics

terminal. 4Thefe isxno need to Eonnect Sn.I/O simulator, nor

to consider the constraints imposed by the PLC. The ability

to,.simulate the timing of a'CIRCpIT makes it possible to

- ,completely simulate the operation of a CIRCUIT,‘;ﬁether it

\//' ﬁ is to be realized on a PLc; or using electroﬁechaﬁiéal or
pneumatic relays.

L

‘ This.TheSis comprises eight chapters. The first
chapter introduces Relay Logic Circuits‘an outlines the
process by ‘which these are designed. The advantaées and
J ‘ ) shortcomings onELC simulation and CIRCUIT cpnfigﬂratiqn

facilities are also discussed. .
IH the second chapter, a su?véy of PLC technology is
;presented, along with a review of previous work. Although
the use of PLCs provides aﬁ alternatﬁve method for the
1mpleﬁ;nta§}on of ,CIRCUITs that invariably makes the desi%n :
process more productive, it is ev?pent that theﬁﬁesign

support provided is weak, and that a general purpose

11 rasos 1 o hche SR ey v . Y e i e g - e s ar————




- 10 -
computer with graphics capabilities céuld provide more

powerful configuration, documentation, and simulation

.

facilities. Ve

-l

In the third chapter, a novel method for the analysis

of CIRébITs is described. The me}hod is based on the

géneration of a resistive network to model the CIRCUIT. The' )

subsequent analyéis‘of the system of equations which
describe the model, provides sufficient information to
determine the output state, as well as to identify the
current-carrying devices. The basis for a simulation of the
timapg of a CIRCUIT is also developed.

In the foilirth chapter, a method for analysing ¥
CIRCUIT by modelling it as a grapﬁ, and by exploring this
graph in a systematic manner is described. A known method
for exploring a graph, the depth—-first searpﬂ, is modified
and presented as an glgorighm for future implementation.
Once implemented, this method would prév;de for the
determination of the ocutput state, as well as for the
identificaéiqp’of the furrent-carrying devices‘in a CIRCUIT.

The fifth chapter describes the computer program' for
the interactive, colgr graphic/¢onfiguration and simulatioq

of CIRCUITs. The software architegture, data base, .and

interactive graphic system are described. It is shown how

.. the network analysis and timing analysis methods described

in Chapter 3 are used as the bases of the logic and timing
simulation programs respectively.

In the sixth chapter, the CSP is applied to several
) .

-
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simple CIRCUITs which have been contrived for the purpose of
demonstration. The results of these’ "experiments"
illustrate the capabilities‘ of the program for free format
CIRCUIT configurdtion, logic simulation with display of
current carrying devices, and for timing simulation.

A conceptual design for a general purpose,
microcomputer-based PLC comprising an B-bit microcomputer, a

real time clock, and an I/0 .interface 1is described in

Chapter 7. Used in conjunction with the CSP,; thi's'syﬁstem

provides almost all of the features of the most powerfgid .

- industrial PLC, at a fraction of the cost. 1In addition, it

-
provides access to the system sof tware so that the user may

*yerson‘alize" the system by adding to,-or by modifying the
code. The determination of the output states can be

performed on the basis of either the analysis method

. descrdibed in Chapter 3, or the novel graph theoretical

method described in Chapter 4.

. & ) N
The final chapter summarizes the present work and

" advances suggestions for future work in this area.

1
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CHAPTER 2 :
SURVEY OF PROGRAMMABLE LOGIC CONTROLLERS

AND REVIEW OF PREVIOUS WORK

2.1 Survey of Programmable Logic Controllers

2

2.1.1 Introduction * ' ¥ .

The PLC was born of General Motors' efforts to
replace electromechanical relays in its productionlequipmeht
with/more reliable, solid state aevices, ;.n the late
1960's [6]. At that t-sime, 3 manufacturers were involved.
'i'oday, ii’xternationally, there are more than 70 manufac'turers
of PLC's, each offering a numper of produci-.s.

‘ The first part of this two-part survey is an overview
of the state-of-the-art in PLC technology in general. The
second part focuses on the features provided by the PLCs
which érovide for CIRCUIT configuration and simulation.

2.1.2 part I: General Survey of the statyof-thepl\it in PLC

Technology ) .

v
¢

W

technology have been conducted by various authors.
Morris '1983, (7] surveys 37 manufacturers and tabulates some
. . )

of the features of 101 different PLCs. 1In a staff report,

"Canadian Controls and Ihstrument’s" 1960, [8] presents a

a

-12 -
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Several comprehensiyé surveys of current PLC .
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surve\y of 17 manufacturers of 32 different PLCS. Gele and

Mansion 1979, [9] surveys 78 manufacturers of 152 PLCs in
all, to provide the most complete such survey available.

Although this last survey is several years old, the author

"has found that most of the, PLC8  available at that time-are

o

still in production,:'and r”nost’of the data presented, still

' bei’.ng introduced each year,

relevant. 'faking into account the instances of PLCs

>

included in more than one of these surveys, there are in

~excess of 160 different PLCs available today w;'.th new models

i

In related work, Mennie 1979, [10] reviews the memory
technology currently being used by 12 1{1} manufacturers, and
comments on industry trends towards the use of \non-volatil;eql
semi-conductor memories. Laduzinsky 1983, [1l1] 45urveys a
number of manufacturers of peripheral equipment which can be
used in,conjunct’ion with some PLCs to provide spe;ial

features. Some examples of this type of equipment are:

gspecialized I/0 modules; encoders; displ?/ys; operator.

interfaces; clocks; program loaders; and documentation
systems. Miller 1983, [12], surveys several new e.n‘t,ries in
the PLC market which are designed to meet the growing trend
towards using small PLCs in distributed networks.
Coughlin 1981, [(13] surveys the microprocessor and memory
architecture used by some major ‘PLC manufacturgrs.

To supplement the information in the above studies,
the aubt:.hor has reviewed literature supplied by the

manufacturers of several PLCs in an effort o obtain a
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better appreciation of:. the facilities available. From the
compilation and analysis of this 1a“r:ge‘ body of information,

the folloy,ing»géneral’izations can he made .to give an

overview of the state-of-the-art in PLC technology..

2.1.2.1 Central Processing Unit (cpu)
) ' .

&_‘f. ’

_As PLCs become more gophisticated, so d the demands

-

dn the CPU peing used., Most PLCs presently use 8 bit
microprocessors; The PLCs at the "high end" however, i.e. {
the more powerful PLCB,'use lé bit microprocessors. Gould’
Inc., uses bit. slice technology to achieve high computing
.efficiency in its MODICON 584 PC. Texas I‘pstrumémts‘lnc.,
uses dual, 16 bit m'icroprpcessors, in its PM550 PC in order
that both logic and PID control can be performed
simultane§usly. Other manufacturers are exploring the use
of parallel précessing in efforts to reduce scan time [14].

i

2.1.2.2 Scan Rate

The spegd with which a PLC can respond to a change in
the input state is an important factor in deciding whether
that PLC is suitable for.a particularzapplicat'ion. This

speed will depend upon the time required to read the input -

state and on the time required to determine the output
state.

Typically, only the "scan rate” of a PLC is given;:

\

o

oy naiimid g e e e Rl . -
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this, in terms of the time reqtiired to read 1k words of
memory, and im;'ludes input and output devi'ces as 'well as
internal memory. The scan rate can vary anywhere fromw‘
5 milliseconds to 80 milliseconds, depending on the PLC (9] .
These wvalues can, 'ﬁowever, be misleading since the time
required to determine the output séa\:ei is not included nor
is it available in the techniclal literature. gence, the
»,..scan rate data is, at most, an estimate pf’ typical -

performance.” [15]

2.i".2.3 System Input/Output e
N

PLCg are available with as few as 12-I/0s, to as many
as 8192. Most can accomodate several types of 1/0, i.e.
DC, AC, and analog.

Although many mandfacturers provide PLCs which can
accompany large numbers of I/0s, several authors [6,7,12,14]
have commented that distributﬁed systems are the prevailing
trend. "~ That is, rather than usir_\g a single PLC\with a large
numb?r of %Os,‘ one smaller-l"LC can be used as a "master™
o,vex_: several other "slave™ PLCs, by means of a communiéation
Llink 'betweén them. The advantage of such a configuration is
that both' the documentation and the control strategy' are
greatly simplified [16] . Consequently, mgst PLCs provide

for communication links often referred to in the literature

as "data highways".

- , " . 14
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2..1’.2.4.,pm, Capability
Many- PLCs at the 'high.—end' of the spectrum, are
capable of handling up to 3 proportional=«integral~-
4differential, (lfID), control loops. By combining this
.capability wi}h the simplicity and flexibility of
programmable .cont;:ol, these PLCs2 have the potex}tial 'of cost
effectively ‘t'eplacing’ industrial control systems comprising

pneumatic PID contrbllers ay relay logic.

2.1.3 Part II: CIRCUIT Configuration and Simulation

Facilities
2.1'. 3.1 Introduction N /

Consider two programmable eonf'rollers. One is- funlly
programmable interactively, using Ladder Diagra‘m symbology,
and provides for comphrehensive CIRCUIT documentation as
well as for simgulation. The other is programmable using a
low level mnemonic language and is’neither capable of
documentation nor of simulation. Both are PLCs in all
respects. The difference between them however, is that the
first PLC is capable of assisting the user in specifying and
testing a CIRCUIT while the second only implements the
neceésary control functior?. The capabilities of the former -
type of PLC 'can be‘classi‘fied uhder 3 headings:

/

'configuration, documentation, and simulation.

S el dadt b Bt “r e FOR AN
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2.1.3.2 CIRCUIT Configuration Capabilities of PLCs '
R ' ) 1 o

Interactiye graphic CIRCUIT configuration facil’ities
available with some PLCs, allow for the visualization of tﬁe
CIRCUIT entry procedure. In general, these facilities
consist of the interactive placement and, specification of
CIRCUIT -devices, s .

User inputs are made through a‘dedicated’ keypad on
which -function keys for the various commands are identified.
Command profnpting ~ Which guides the user through the CIRCUIT
entry procedure, is p'resen'f.‘ly offered by only two PLC
manufaéturers, Texa# Instruments and Allen-Bradley, but does
not seem to be gaining-popularity. This is mainly due to
the demands for memory and computing that the addition of
this feature would place on the microprocessor.

PLCs arpg programmable in .a number of different

° languages, ranging from simple mnemonic codes, to" hiéh l\evel
graphic. languages. The most popular of the latter typ'e are
the lanquages based on the Ladder Diagram sy}t\bolqu. The
extensive use of the relay Ladder Diagram format puts the
; - power of these CIRCUIT configuration facilit‘ieg in 't:hyié~ hands
of. both the technician, as well as the experienced designer.
One major limitation of PLC CIRCUIT configuration
facilities is due to the requirement for a simple state
' determinationstechnique. For a PL.C, the time ‘required to
__perform a state determination will depend upon the

. : -

* R
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complexity of the CIRCUIT. By restriéting the input format,

as all commeﬁcial PLCs do, to allow the configuration of

b

‘forward-directed current paths only, this time can be

reduced considerably. Hence\;;Eb require that the operator
replate any backward—difigted patps in a CIRCUIT with
equivalent, forward-directed current ‘paths.

r h )
2.1.3.3 Documentation Capablilities of LCs‘

The usefulness of a PLC is greatly enhanced if it
provides the facilities for producing "Gocumentation” of
CIRCUITs implemented on it. Ideally, documetitation includes
device function désp&iptions, device names an&
iQentificationé, anunciation’megsages, and cross-referencing
of coils and of-their respective contact pairs. Preferably,

this data would be made available in hard copy as well as on

- the graphics screen accompanying the graphics symbols in a

Ladder Diagram,

_ Although many PLCs claim to provide documentation

facilities, most provide nothing more than a hardcopy of a

Ladder Diagram. Hence, it can be concluded that PLC
designers have sacrificed complete documentation
capabilities in order to obtain fast response while using as

little memory as possible.

[T .’.._..\\ B
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2.1.3.4 Simulation Capabilities of PLCs

Facilities for the simulation of CIRCUITS implemented
on P.L\CS consist basically of. arrays of switches and
indicator 1an£ps which@n be substituted for process inputs
and outputs respectively. Some PLC§ hav;a‘the capa;bilit;y' to
graphically o sglay input, output, and internal states on
the same CRT%@ for CIRCUIT configuration; s .

All PLCs can, be' usﬁd to simulate a CIRCUIT
independently of a machifte or process. ') Some PLCs
(Allen-Bradley PLC-2; Westmghouse Numa Logic; SQUARE D
CLASS 8881) which use CRT programming units provide for the
display of CIRCUIT device states by highlighting thre
appropriate graphic symbo"],s. Only one PLC, (ﬁesiingh?uhe
Numa. Logic), has the capability of'dis‘playi'ng forv;ard-
-

directed cuﬂrrent paths on a CRT sci:een.a_

The above capabilities are useful in testing the

logic of a CIRCUIT. They do not hoWevei, give any

indication as to whether the CIRCUIT will function.properly
under actual operating conditions. often, race conditions

will cause a CIRCUET to malfunction«s In order to detect

X these, provisions mus& be made for simulating timing.

Several PLCs provide for single stepping through the
control program. This facility ‘allows the user to observe

the state of ‘the CIRCUIT after each "scan" .of the logicl:.

Although this facility can be used to -simulate the timing

-
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N .
characteristics of a CIRCUIY, there are no facilities

available for the measurement of the amount of simulated
> ~

)

. £ime elagsed'between events, .

Facilites for“mohitorihg the time duration between
specified events in real time aS&prqvidéd by one PLC,

(SQUARE D CLASS 8881), is éertainly a powerful toal for

detecting races .in a CIRCUIT once {t has been implemented on

the process or macgine. They are not however, suitable for

£

.-use in simulation s8ince they Eequlre real time inputs.

/ 4 L
~ -Althohgh PLCs provide for process- or machine-

independent, logic simulation of CIRCUITS, they offer little

iﬁ)the iorm of diagnostics. To the best of the author's

X
*

- knowledge, no ‘PLC : N

/

4 - ‘ f S " .’

iy “ . /,
- provides documented analytical justification for

,\; . the methods used to determine the output sFate.
- is capable of displaying both backward- and-
forward-directed current paths.
. ! ‘ ‘
ih - is chpable of simulating inertial deléys of
. electromechanical relays, and the timing of

CIRCUITs'in general.'
/r }
-'provides for the setting of input states by

means of the programming console using
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interactive graphics.

. - can provide on-line documentdtion during the .
course of a simulation.’

f
. < -
¢ .
v . * °

LY

_ - ] - lilsesu color graphics toﬁ highlight simulation

-t

data.

2.2 Previous Work ‘

o

i Several authors h'ave indicated that simulation and
"dodumentation are important aspects of any CIRCUIT design.
Penz 1982( (17] suggests a procedure for the efficient

de\velopment of PLC realizable CIRCUITs. Documentation and
) N4 - s

N a off-line "check-out", are an integral part .fwt;.hi's 4

.précedure. In a case study of a CIRéUIT design, Baker anci . Dy

Raho\f ]:981‘, [18] explain how CIRCUIT simul‘ation can be used

¢ \to test and improvey designs. ‘According to éele and

Mgnsion 1975, ['9] the use of a PLC as :;1 design tool{, can cut

CEIRCI.]IT de\Ve‘lopment time to half of that required for a
CIRCﬁIT designed by conventional techniquc;.s.

. ,’ Gardner 1975, (18] finds that the benefits obtained

from a s‘imula'tion(are well worth the expense of setting §t

up. Schalach 1981, [20], however, points out that the

advanced features for documentation, simulation and

interactive CIRCUIT configuration are not standard on most

ctn
. AN .
s . »
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PLCs. _ Henceyp the cost of these features may be prohibitive

to usérs with modest applications. Considering the

importance of simulfation and documentation, it is surpr‘ising‘

that so few manufacturers have addressed themselves to the

improvement of these facilities, as provided by their

respéctive products. * '

The trend towards the use of PLCs to implement
CIRCUITS raises questions =as to which PLC p:ogramming‘
la.nguage is most effective. Fox 1978, ([21] ‘pruopbses the use
of two ianguages, one using a Ladder Diagram‘ f‘ormat,aaﬁd the
other using a flowchart format. By_ﬁpplying the language
best suited for the fxecution‘of a particular portion of the
control function{g‘reater programming efficiency would be
galned. struéer and Christensen 1982, ([22] survey 6‘
fiiffere.nt piogramming languages, two of which are
experimental. Attempts to standardi'z'e PLC pr’ogramming ’
languages are also qi:scussed. The concl'usion of this work
is that ladder c’féagra.ms will continue to be tﬁe principal -
PLC programming ia gua;ge. The conclusions of the PLC survey
of the previous section substantiate these findings. . '

Pluhar 1981, [l] describes the advantages og
electromechanical relays over solid state relays in various
abplications. He predicts that the increased popularity of
PLCs wilg not stop the growth in the use of
’e\J;ectromechanical relays. To provide a general/c_:IRCUIT
simulation facility, the present Thesi;.addresses any

[ ™

CIRCUIT specified in the form of a L'adder Diagram,

8
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regardless of the implementation.
. Wit:.h regard to the analysis of CIRCUITs for the
purposes of simulation and progranmmable control, most work

on the ;ub_ject in recent years has been done by PLC

manufacturers. After extensive library searches, the author

has been unable to locate any published material describing

~ the techniques used by PLCs, to determine output states.

The analysis techniques described by Unéer [23] are general,

and not particularly well suited for computer

’r«inéplementation, as they become cumbersome when the number of

-

g

state variables increases beyond 5 or 6.

‘ The simulation of CIRCUITs has been the subject of

" several publications. Cheng 1978, (3] describes.a computer

program for the simulation of fluid logic CIRéUITs.
Although the methods used _could be adapted for application
to the simulation of CIRCUITs, they would not allow forﬁ‘ the
dete'rmination of paths, nor for the simulation of timingJ
Kelley,et.al. 1981, [24] describes a simulation program
using a simple topological analysis. This simulation
however is neither capable of analysing backward-directed
current paths', nor the timing of a CIRCUIT. Furthermore,
the CIRCUIT input format used is cumbersome and user-
interaction is slow. L . )
Kappé'1983. (251 develops‘ a simulator E—gr electronic

logic CIRCUITS. The programming language requires that the

logic relationships between input and output states be

. stated explicitly. No provision is made for the simulation
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of timing, nor for the identificatfon of the gaéhs of logic
transmission. - McDermott 1983, [26]\proposes an electrohic

logic simulator for synchronous CIRCUITS. 'He uses a fixed

_ format CIRCUIT description based on the éonfiguratioq of the

logic gates in the circuit to be simulated., It is a batch
moéde simulator .requiring the complete specification of the
timing and logic' levels of the inputs,_and provides a timing
diagram of: the outputs, It -does not however provide fo} the
display of the paths ofvlogic transmission through the
CIRCUIT, nor can it accomodate the simulation of inertial
delays, i.e. relays, timers etc.

In a recent publication, Cheng,et.al. 1983, [27]
describes a computer program fo:/tﬂgiﬁimulationﬂof CIRCUITs
basgsed on’one of the inalysis‘;ethod§ described- in this

Thesis.

i
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CHAPTER 3
MODELLING AND ANALYSIS FOR CIRCUIT SIMULATION

*

3.1 Introduction

A computer program for simuiating the logic and
timing characte;istiés of CIRCUITs has been.developed. It
employs interactive computer graphics to dilow the operator
to specify a CIRCUIT, as well as to allow himito change the
excitation on the input devices and observe the response to
these change;’on a graphics screen.

In order to simulate a CIRCUIT, successive analyses.

must provide the following: . '

- capability to analyse logic.

- capability to analyse timing.

- 'results amenable to graphic display. -

- correct determination of output state for any
orientation of current paths, be they fprwdfd-
or backward-directed.

- identification of éurrent-carryingQdevices’for

use in diagnosing faults 'in a CIRCUIT.

- 25 =
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The methods for analysing the logic and the timing
characteristics of CIRCUITs, which are described in this
chapter, provide all 'the:above features and form the basis

of the CIRCUIT Simulation Pregram (CSP).
3.2 Ladder .Diagram Specification of Relay Logic Circuits

3.2.1 CIRCUIT Devices and Their Ladder Diagram
Representat;ons

Three classes of CIRCUIT devices are represented in a
Ladder Diagram; inéut, output, and memory. Input devices

can be classified as external inpht devices, or as

connectors. External input devices are contact pairs to

which an excitation is applied from the process or machine
being controlled. .Examples of such devices are pushbuttons,
and various otler types of switches, (i.é., limit, level,
pressure, temperature, and hand switchés, etc.). There are
two types of external input devices: normally open, (NO);
and normally closed, (NC). In their quiéscent states, NO
type inputs exhibit an Spen circuit, and NC type inputs, a
closed circuit, across their respective terminals. When an
excitation is applied, NO inputs, become closed, and NC
inputs become open. Table 3.1 summarises these state
assignments. ‘Finally, connectors, both verticélland

horizontal, ‘are input devices having a éonstant, closed

- v - - R O




state across their terminals.

N\

Output devices .apply excitations from the CIRCUIT,

onto the machine or process being controlled. Devices of

this type are lamps, \mgtors, solenoids, valves, buzzers,
etc..

Memory devices include relays, ti;ners, delay relays,
and counters. Typically, they - -comprise two components: a
coil, and a set of contact pairs which may be 'of the NO or
of the NC type. The coil of a. memory device provides an
excitation on the contact pairs associated with it.

The schematic representations of' the various CIRCUIT
devices. are shown in Fig.3.‘1. In addition to these, some
method for identifying each‘ device in the C'IRCUIT must be
established. One such method is to let each device in the
CIRCUIT be ide‘m‘ified by . the excitatiowz associa;ted with it.
Hence, multiple contact pairs of a sihgle, physical input”
device, as are often encountered in CIRCUITs, can be easily
dealt with as every contact pair belonging 'to a physical
device will be identified by a single excitati>on.

3.2.2 Specification of Relay Logic Circuits Using Ladder

Diagram Symbology

The. method of specifying a switching function using
Ladder Diagram symboiogy can be explained using the concept
of "transmission®”. The capability of the Ladder Diagram to

represent switching functions, as well as memory, makes it

1)

L




possible to.use this symbology to specify CIRCUITS.

Consider the schematic rebresentation of a contact

. pair, A, as shown in Fig.3.2. Assule -that a potential

2

difference, V4 is applied between terminal "a" and ground,

and let v, denote the potential difference between node "b"

and ground. Also assume that when there is a closed CIRCUIT

* across the terminals of'A, the resistance across them is

negligible. Then, the states of A can be expressed in terms

of Va and v, as follows:

if v, = a, A is open (3.1)
Cif v = va} K s closed '
. \ ‘ ‘ o
where "open" and "closed" refer to the stdate assigﬁment

summarized in Table 3.1. From -this relation, the switching

variable Zab denoting transmission is defined as:

™~
S Zap = Vp /Yy o ‘ (3.2)
such that,
- u‘ I ‘ . . ~/
z, =0 if A is open , , (3.3)

‘ a

where, Z.p describes the state of electrical transmission
across terminals a and b and applies to any contact pair.

The concepE of transmission can be éxtended to apply

rd

. i _ , e e e st st e A

Zp = 1l if A is closed- ‘ . o .
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_INPUT DEVICE TYPE EXCITATION DEVICE STATE
NO QUIESCENT OPEN
NO EXCITED CLOSED
NC QUIESCENT CLOSED
.. NC EXCITED OPEN
Table 3.1 Input device state assignments.
INPUT 'DEVICE MEMORY AND OUTPUT
REPRESENTATIONS DEVICES CONNECTORS
~ W NO MEMORY

-H=

~—y

o QUTPUT

Fig.3.1 Schematic repiesentations of CIRCUIT devices.

'
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to contact networks. Cbnsider first the series connection
of two contact networks Al and AZ' as shown in Pig.3.3. The
tabulation of the possible transmission va;ﬁes for e&ch
device and the corresponding transmission value for their‘
serie connectjon is given in Table 3.2. " From this table,
the switching function of the transmission value across

¢

termianls a and ¢ can be written:

: =z (3. 4)

ac ab’ %be

t

where "+" denotes 'logical multiplication. --It-can-be -shown — .

‘that for n contact paifs connected in series accross

terminals a and b,. as shown in Fig.3.4, that:

’,

n
Zap ™ 210 %9 ee- I ™ Rzi (3.5)

.

where zZg represents the transmission value across the

terminals of the itH input device, and " II " denotes the

(
logical product. .

.
- X
e

pairs A, and:Ai\as shown in Fig.3.5, with individual
transmission values Z and z, across their respective
terminals( The transmission value for the parallelr
connection of these devices is tabulated in Table 3.3, along
with z; and z,. From Table 3.3, the transmission value

-

across the terminals a, and b can be written:

*
#

_v‘.:.w.T....,M-m-— . [ . s . ~ N
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Zab Zab ac

0 0 o 0

0 1 0

1 v oL, o
1 1 = 1

Table 3.2 Transmission across two series-connected contact

‘pairs.

A oo le

. o ket i b, 4

Py



z,_ =z

'

\ : L
where "+" denotes logical s tion., It qan be shown that

for n contact pairs connected in arallel across the

ferminals a andsb, as illustirated in Fig.3.6, the
t

‘transmission value across these terminals is given by

N n . ,
zab-zl+zz+... +zn- .Ezi _ ’ (3.7)
i=]
|
. : | .

where. each z, is the transmission value\across the terminals

. |
of the i*® contact pair and " )} " denotes logical

summation. ! :
Now, consider the series, parallel connection of
contact pairs shown in Fig.3.7. The transmission value

across terminals a and cican be determined by applying (3.4)

to obtain the expression.

o

Zac " Zab°® %3 (3.8)
+ From (3.6) however,
Zp = %) + z‘2 | : (3.9)
Combining (3.8) and (3.9),
Zo = (z1 + zz)- zg. ‘ ‘ ' oo o {3.10)
——— -

+ z, (3.6)

° 0

=%
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\
Fig.3.5 Parallel connection of two contact pairs.
\-f
A : |
2 22 Zab
0 ' 0 0 , ’
0 1 1
N 1 0 , 1 -
1 1 * ‘ 1
Table 3.3 Transmission across two contact pairs connected D
in parallel. | v ’
- a
*ae e .
] * ' -
AT Az vooa An .
- w F b’
se e ﬂ‘
FigT36 Parallel connection of n contact paits. .. o
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The.combination of input débfces in a'series,
‘\Ehiony‘yiélds a functionally complete set of

operators w;éh which any logical function can be

" realized [2aﬂ3 It remains to be showthowevefhxhow a

CIRCUIT, which is typically -sequential; can be specified, by

~ Ladder Diagram symbology. ’ .

S,

Por ﬁhy CIRCUIT, the output state will depend upon

the input, as welfhﬁs the internal states. _Hence, it can be

represented as a combinational circuit with a memory [29],

. as shown in fig.3,8, where: ( .\

N :
; illustrated schematically in Pig.3.9, possesses the
ﬁgé characteristic that for a given input value, Qi’ the output,

q9j, will take on the value of,Q,, after some time -At. .

{

\

"

'd

xl,xz,...,xp represént the p external input

excitations which define the input state,

-«

Yl'y2""'yﬁ represent the m external output

excitations which define the output state,

AprGgresed) repfesent the k, internal excitations

defining the present internal state, and

e
¢ -
|

»ow
Ql'QZ""'Qk represent the k, internal excitations

14

.,

defining the next inte:nana’tate. ~

. N

A transition hemofy device, such las the one”

-,

R L I ’ Rt s

-

7

o\
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Xy Y,
X, y;
. i~ .
) COMBINA- .
' %p TIONAL Ym
CIRCUIT
q r Q,
v 4 S\ ——| TRANSTTTON al
: T—MEMORY :
Voo - .
, p
Y qk Qk
v

fig.3.8 Generalized representation of asynchronous
sequéntial circuits.

=

" TRANSITION
_ MEMORY
DEVICE

Fig.3.9 Schematic representation of a transition memory

DA device.
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Hence, any device capable of logical traésmission can be
used as a memory since all physical dévices ;xhibit a finite.
\E}me delay. Typically, rélays, timers, and delay felays‘are
used as memory devices in CIRCUITs. Counters are also used
ainmmory devices. \Founters however, are independent of
time an;\reqpire.that Qi'undeféo a preset number of-
off-to-on transitions before qi'- Qi;‘ |

Figure 3.10/;gows a typical Ladder Diagram. There
are NT rows of (M+£) columns of CIRCUIT devices. Only °
vertical connectors can be used to connect one row to

 another. Input §evices can only be placed in'thélfirst M

» /' columns, while(ougput dgvicés‘can only occupy positions .in

the (M+1)th column. Each CIRCUIT device, otﬁerathan a
connector, is identified by a name ahd a number.

The vertical lines at the extreme éagt and west of
the Ladder Diagraﬁ represent the negative and posi ivé
terminals of the voléage source of the C;RéUIT. A typical
CIRCUIT will have 5 to 30 rows, and 5 to 6 columns.

\ " CIRCUITs, of more than 100 rows and 10 columns are also
possible. The CSP can accomodate CIRCUITs of uputok}oo Lows
aﬁd 7 columns. The capability of the CSP to analyse
backward-directed currehtﬁpaths however, makes it possible

-

A
. to extend the number of columns by connecting one row to the

next, as shown in Fig.3.11.

.
a2 Bae s e o d L i I
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3.3 Modelling and Analysis

3.3.1 Overview of Simulation Technique

The method for simulating CIRCUITs models the
combinational CIRCUIT for a given.set of internal and
external input states as a resistive networﬁ;‘ A description %
of the simulation procedure is given iA ;;a\form of a
flowchart in Fig.3.12, |

In this section, the method for modelling and
analysing the CIRCUIT to determine the output state and to’
.identify the current-carrying devices in order to display-
the current ééths will be destribed. The implementation of
this metﬁod is described in Chapter 5.

It is important to note that only the 1ogic and
timing characteristic; of CIRCUITs are to bé simulated. No
inferences are made about the electrical characteristics off
the CIRCUITs to be simulated. '

s

3.3.2 Modelling of a Combimational Circuit as a Resistive

Network g

»

"Any combinational CIRCUIT specified in the form of a

[ B ' ’
Ladder Diagram can be modelled as an electrical network,
compr ¥sing only resistors and a voltage source., Such a

network' will be referred to as a "model”, and- its

.
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1
IHANDS 1 HANDS 2 HANDS 3 HANDS 4 HANDS § HANDS 6 !
1, 004 004 004 004 004 004 §
1 leeee] | J I 11 171 1 + !
1 00l 001 ool 001 001 0011 1
1 ! !
t 1 !
! LIMIT L LIMIT -12 TEMPS 2 PUSHB A7 PUSHB 1 t !
1 003 003 002 001 001t ]
21 + 1 ( 1/t | sume] [emwesmaca] [weced !
! t 001 001 00l 001 !
! 1 ]
! 1 M !
1 1 PRESS 3 LAMP L-12 !
1 ! 007 !
31 + htd I . {orr) -—-1
{ 001 1

t

!

Fig.3.1l1l Series connectionof more than 7 devices.

)

determine transmission from
excitation and device type

!

model CIRCUIT

solve model equdtions

)

set output state and I.D.
current-carrying devices

advance simulation clocks

W
%

Fig.3.12 Flowchart of simulation procedure.
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2

constituents, other than the voltage source, as resistors.

. A model can be constructed directly from a Ladder
Diagram on the basis of a one-to-one'correspondence between
device positions in the Ladder 6iagram, and resistor
positions in the model. For the purposes of simulation,
input devices with current trinsmission values of 0 and 1,
are modelled as infinite-valued, and unit-valuea resistors,
respectively. Voids (blank‘positions), in the Ladder

Diagram, are modelled as infinite-valued resistors, and

4

output devices are modelled as unit-valued resistors.

In the general model shown in Fig.3.13, there are N
rows of resistors arranged in M+l columns. In addition,
there are Mx(N-1) resistors for modelling vertical

connectors, giving a total of

i
s

Ry, = N + 2MN - M (3.11)
\C@\ ” |
P

resiﬁﬁors in a model. For practical purposes, there should
b .
be atileast 2 columns and 2 rows in a model, ie., M > 2, and

N > 2
“[

I
Y/ In order to reduce the amount of memory required to
i

store, the model equations, the CIRCUIT is analysed in a

f. :
‘piecemeal fashion. The CIRCUIT can be looked upon as

¥
comprising numerous sub-CIRCUITs, where each sub-CIRCUIT is

a set ,of consecutive rows, connected to one another. A
8ub~CIRCUIT may consist of up to N rows. For practical

4
purpoges, N is asssigned a value of 7. As a result,

ﬁ
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O@UITS with more than 7 consecutive, interconnected rows

canfiot be simulated without some modification.

, Consider the CIRCUIT shown in Fig.3.l14a. By
introducing an additional contatt pair, ltne CIRCUIT=can be
divided intc;\ manageable sub-CIRCUITS ;s shown in Fig.3.1l4b.
The'simuglat\).on of CIRCUITs which cannot be broken into
sub-CIRCUITS with N & 7 is beyond the limitations of an
executable CSP program. By allocating additional memory and
by increasing N, such CIRCUITsS can be accomodated. This
however, would require Fhat the CSP be recompiled. .

A node is defined at each junction of two or more

resistors. In all, ¢here are

P=MxN _ (3.12)

nodes, which are numbered sequentially from left to right,

and top to bottom of the model, and the node index, n, is

given by

-

n o= M(i-1) + j o (3.13)

where i and j are the row and colunn indices of the model,
respectively.

Resistors in the model are identified by the symbol
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-
e

Rnk’ where n is the node index, and where k takes on a value

of 1 and 2, denoéing the resistor connected to the east and.

south of node n, respectively, as illustrated in Fig.3.16.
In general, up to 4 resistors may be connected to a node.
There are 2M boundary cases however, where only 3 resistors
can be connected to a node, (see Fig.3{l3 for i=l, and i=N).

\

The above:.numbering scheme does not identifxﬂthe
1 % P
resistors in the first column . Let these resistifs be

bdel.

Hence, for these N resistors; .

v B, Ry . . (3.14)
where, n is given by (3.13), i = 1,2,...,N , and j = 1.

To complete the model, the positive terminal of a
voltage source of V¥ units is connected tQ each resistor
in the first columq, and the negativé terminal, to each
resistof in the (M+l)th column, as shown in Fig.3.13.

Given a model of the type described in this section,
it is possible to write a system of linear algebraic

-;;-;;a;;-to be able to use the same notation for resistors
in the first column, as for the other resistors ih the
general‘model, %t would have been necessary éo define N
additi;nal nodes. These would have served no other useful

purpose'and would -have made the numbering scheme dissimilar

to that of the Ladder Diagram.

1
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SR

ehuations which can be.solved for the véltage of eaéh and .

every one of the P nodes, based on the current-values of the

resistors.

3.3.3 Derivation of Model Equations

— B ¢

p ‘The admittance across a resistor is defined as:

. ’ . . (A " * Qo . ) . . ‘ :
=1/R (j/ (3.15), ‘
for n=1,2,...,P, and k = 1,2. Then, for the typical node,
n, shown.in Fig.3.15, the application of Kiighoff's current

law yields the relationshi§

Cn,1Vn = Vpey) * Gn,z(vnn— Ve *
+ G

A

n-1,1Vn " Vp-1 1 * , ' \
. : q
- vn_M) = 0 " (3' 16) .

-

+ Gn-M'Z (vn

4 0
. vt

3

e e B e g

where, v, denotes ‘the voltage at node'n,,étc.. o SR

There are four boundary cases which must also be
'considered. First, when i=1l, the general model does not
allow for the connection of a resistor to the row above,

hence: ‘ . ‘ ‘ o

Gn,l(vn = V1) * Gh,2Vn. = Vnaw! T

* G 1V vy ) =0 | (3.17)

[
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r

Similarly, when i=N, Rn o Cannot be -connected, hence:
14

o
Gn,].(“’n ~ Va4 ) + Gn—I,l(vn - vn—l) + .
+6 _ \in - vn;M ) = 0 (3.18)

~

-

The two remai\n*ing boundary cases can be stated as follows;

“ v

v

-1 =V ' | ‘ : (3.19)

’ \ '

L [4
., . /4 '
for n as g“ivenl‘by (3.13), { = 1,2,...,N , and j = 1, and
L . ‘ . )
: &
tvn+l = 0 - . , . R (3'20)
N « S

4

for n as given by (3.13), & = 1,2,...,N , and j = M. The _

special case of an unconnected nede must also be considered.

o

}ih‘en the node n i8 not connected’, - ‘ d

-

Vn - 0' o’ . @t . - ' . (30?1)

ooyt

By- rearranging equations (3.16), (3.17), and (3.18),

¢

the folldwingf equations are 6bt‘ained reépectively: !

w . © v *
[
-
*
n

"nCn,1 * %n,2 * %11 * Cnomy2!
= Va41®n,1 T Va®n,2 T Yn-1%n-1,1 7

\ | ' -
‘ - vn-MGﬁ—il,2 =0 » o ‘ - (3.22)
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1
¢ S

+ Gn—l 1) n+lGn,1 + .

; Vn€n,1 * Gq,2
! >4
n+MG}1(2 n-lGn-l,l =0 ,(3’23)
. ~ ‘ J
v_ (@ +G ’ Pl
- vn( n,l n-1l,1 + ﬁn-M,Z) - vn+1Gn,l +

Vn-1%n-1,1 -:jngGn-M,Z,- 0 (3-24)
. ;

Based on the above equations, and considering the

: '’boundary conditions where appropriate, at each of the P
fnodes in the gene:?% modéi, the matrix equation of thenforw,

Gy =4 - ' o (3.25)

where,

© Gg is the PxP- admittance matrix

"’y

v i8 the Px1l vector of voltages at each node .
hl L4
1 is the Pxl vector of the source currents into

each node if each node is taken to be at ground

potential, .

'
] ! ]

can be written., Fig.3.16 showé the entries in Gs and y

L. , \ ‘ .
! ’ required to specify the value of the current, in, where in
N 4 . " ( .
. \ ve \ \
—1 .« 7, is the nth element of i. Due to the node numbering scheme
J % ~pséd, and to the particular construction of the model, the
- s ’ ‘ ‘
j « atrices in (3.25) possess some unique ‘characteristics,
} Ay
1 v Thehe are:

B - P s s

g ‘ 1y Prom (3.22), {3.23), (3.24), and (3.zsyh it is

s
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evident that the diagonal entry, 9nn’

is the coefficient of the nodal voltage A in
the equation for the value of in. In general,

I1n
adhittances connected to node n.

for n = 1,2,...,P ,is the sum of the

2) THe off-diagonal entries in Gs' are denoted
9,3r ® = 1,2,...,P , and 1l=1,2,...,P , and
n#l. Again from the same set of equations as

used in (1), it 1is evident that the

:

off-diagonal elements in row n, i.e. 9n.n-M'
r

and g are the

gn,n-—l’ gn,n+l'
coefficlents of v

n,n+M’

n-M’ Yn-1' Vn+1’ Vn+Mm’

respectively, in the equation for i
’ Furthermore, the values of these entries can

only be 0, or -l.

3) The matrix Ggr will always be symmetr}c. This
is based on reciprocity; if node n is
connectea to node n+l, then node n+l i?
connected to node n.

4) “Each row in Gg will contain at most 5 non-zero

ernitries corresponding to the coefficients of

v v

n=M’ Vn~1' Vn+1’ 209 Voo

, - M

n'

-5) The matrix G, will always be banded and the

. ?\ o }

in Gsf

1

TOT AT e S ————

A

FrT rerme et
y
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7
bandwidth will depend upon the node numbering

scheme. The value of the bandwidth is -
determined by the number of nodes between node

n and the most distant node to which it can be .
connected. For the numbéfing schem jused in‘g

the general model, B = 2M+1, (Had the Eodes
beeq‘numbered fré& top to bottom, and left to

right, tpe value of B woula be given by

B = 2N+1. Since, a smaller bandwidth is’

desirable, and since typically, M < N, the
numbering scheme selected prqvides a minimum

)

bandwidth). -

6) There will be at most N, non~zero entries in
i, (one for each unit-valued resistor in the
first column). These }esistors connect the
voltage sources to the rest ofvfhe CIRCUIT.
Each in has the value of‘the curfent flowing
) _ into the node n, from the source node, if the

node n is taken to be at ground potentia},

-~ i’!e., 1 .Gn v .

n [N
S '

-

Given the above chiaracteristics, the system of equations

describing any model can be written in the form given in

(3.25) by inspection from the Ladder Diagram. This is illus-

7" |

v

- — e e o i B
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trated by'?ig.B.l? which' shows the matrices Gy, ¥, and i as

obtained by inspection ©of the first 3 lines of the

if it

sub-CIRCUIT shown in the ladder diagram of Fig.3.1l4b,

is assumed that all the contact pairs have a transmission .

value of 1.

LY

\

-
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3.3.4 Solution of Model Equations
'

1 4

In order to simulate a CIRCUIT, the model equations
must be generated and solved each time there is archange in
Sﬁe input or ipternal staﬁe. Since numerous solutions are
to be executed in succession, and since-an interactive
simulation is desired, the speed with which the solution is
obtained is a primary concern.

There are several well established methods available
for the solution of systems of linear equations., These can
be classified as either direct or iterative. A direct
method was selected for use in solving the model equations
for two reasons. First, the method is compact in terms of
storage requirements, as well as in terms of the qmount of
computation it involves. Second, a solution will always be
obtained quickly. Although convergence would be guaranteed
by an iterative method, the rate of convergence would vary
with the structure of the model ([30]. A more predictable

solution rate is preferable in this particular application.

The banded symmetric structure of th§’admittance”

matrix is. exploited in order to increase the processing
speed, as well as to reduce memory requirements. To do
this, a modified version of a Gaussian elimination egquation
solver is used. Hence the amount of labor required to solve
a system of the form given in (3.25) is gimosg halved [31].

Figure 3.18 shows how a banded symmetric matrix with

TR Y
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semi-bandwidth,
B' . B-1 +1 - (3.26)
2 LY

can be stored in a banded form. In this storage format, all
. the information contained in the original m,atrix is
retained. The storage tequifement for GB' the band form:
matrix, is reduced however 'as only the semi-~band of elgments
is stored. Only P x B' storage locations &re required to
store Gy as compared to the N(N+1)/2 locations required to
store the upper or lower triangle of the PxP symmetric
matrtix, G’ . Also considering the storage requirements for

8
i, the total memory required is given by

/

e

\ 2 .
Mmmatrix = Np (M~ + M + 1) x Ny ’ (3.27)

where NB is the numbét of bytes required to store<é~alh
variable, If single precisi‘ rithmetic is used, NB = 4;
if double  precision is used, NB = 8,

’

A FORTRAN coded Gaussian elimination equation solver

based on the band form sto‘rage scheme is provided by
Cook [32ﬁ A modified version for the solution of the model
equations is given in Appendix A, and will hereafter be
referred to as GAUSS. A detailed description o'f GAUSS is

also given in Appendix A. ~_
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3.3.4.1 Operation Count and Error Analysis for the Equation

’ v

Solver

" In the worst case, each floating point computation,
or "operation", performed by GAUSS will contribute.to the
total error in calculating the first entry in the solution
vector, v. Let v, be the true solution for the ith entry in
Y., and let vi' be the numerically calculated solution for

—d
the same entry. The error, 61 is given by the expression

61 = Vi - Vi'. DS (3'28)

GAUSS has two.Fistinct segmants. The first performs
a forward reduction of both G ahd,i The second implements
back substitution. The error in calculating every vi‘will
accumulate to give, in the worst case, a maximum error in

the calculation of Vi (vz,v3,..;,v will be used to

P

determine vy during back subsitution). Therefore, in order

to determine the maximum error as a fraction of the source

voltage, e, the number of operations is required. If it is
n, ‘ ¥

assumed that all operations, contribute the same amount of

error, then, the value of e is given by;

-
e _ Cplcx10™) ' (3.29)

4

- where W is the numbg: of significant digits stored by the




&

- 58 -

A

computer, CT is the total number of operations, and

<, . ‘ 1.0 if error is due to truncation (3.30)

IO.S if error is due to summetric rounding

7
For a model with N = 7 and M = 6§, the value of CT as

determined from (A.2) is CT = 2225 operations,

3.3.5 Determination of Internal and Output States and
Identification of Current-Carrying Devices

An output device is said to be “"energised"™ if the
contact network connected between that device and the
voltage source in the Ladder Diagram has a transmission
value of unity. It is said to be "off" otherwise.

The primary objective of the simulation is to
determine the output state of a CIRCUIT given its internal
and input states. The voltages at the nodes of the model
are used to determine the output state of a CIRCUIT.

The secondary objective of the simulation is to
determine which devices carry current, and to highlight them
on the graphic display of the Ladder Diagram. Thig provides
the operator with a picture of the current paths in a
CIRCUIT, with the exception of a class of redundant current
paths to be described later in this chapter.

‘ In general, every output device is modelled as a

unit-valued resistor with one terminal connected to a

o ¢

e e e L p———
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reafstivg network, and the other~términal connected to
ground, }Fig.3.13). If it can be egtablished that there
exists a potential difference, (PD), across a résistor
modelling an ocutput device, it can then be inferred that:
1) -The sesistive network to which the resistor is
connected must comprise at least one set of
serially connected’resistors connecting the

voltage source to this tesisto} (which models

an output device).

2) Since each unit-valued resistor contained in
this path models a CIRCUIT devic; with a
tranémission value of 1, from (3.5), the
transmission value between the output device

and the voltage source is unity. .

Therefore, the output device modelled by the resistor (in
the (M+l)th column, across which a PD is found to exist) is

energised. Similarly, the current-carrying devices can also

be identified. 1If a PD exists across a resistor, and if the ‘

. value of the resistor is unity, it can be inferred that:

1l there is a flow of current thraugh the
‘ ,
resistor,

2) there is at least one path of series

b
’

e - . - - e o o



copnected,:unit-valued resistors coanecting
one termipal of the current-carrying resistor
to the voltage source, and hence, the
transmission between this terminal and the

voltage source is unity,

3) there is'at>1east one path of series
connectedﬁ unit-valued resistors connecting
the other terminal of the current-carrying
reéistor 62 ground and therefore . the

.
: transmission between this, other, terminal and

ground is 1, and

4) an output device must be included in each and
every path to ground since only output devices
can be placed in the (M+1)%® column of the

Ladder Diagram, (Section 3.2.2).

Hence, every resistor found to be carrying currént, models a
device which is a member of a path of unity transmission
between the voltage source of the Ladder Dia:}am and the
ground. ‘ R
Both the determination of the output stage‘and the
Edentification of the current-carrying devices in a CIRCUIT,

require that the existence of a PD, or absence thereof, be

established. To do this let

.

S S
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_.Therefore, it can be concluded that there exists a PD across

’

.
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V., =sv =-v ~ (3.31)°

ab a | b

where-vab is the "true4 yalue of éhe éD across the nodes a
and p, and wheraﬁya ana Yy are the "true" yalues of the
potentials, with respect to ground, of nodes a and b
respectively. Then, the numerically calculated PD betweén 4,
nodes a and b is given by:

V' = (Vg8 - (v 8,) © (3.32)

where 53 and 5, are the values of the numerital errors in
calculaﬁing the nodal voftages at nbdes a and %,
respectively. Let e denote the maximum vglue of 8m for ‘ :
m=1,2,...,P, for given values of M and N. Then, in the

worst case, -

4

+ 2e | l (3.33)

If |Vab't;> 2e, the range of V_, does not’include‘o.'

the nodes a and b. If, on the other hand, 'Vab'l & 2e, the

1]

range of V_, (i.e. |Vab| ¢ 4e) includes 0 and consequently ©»
the existence, or absence, of a PD cannot be impediateiy
established.

Based on thié author's e:ﬁctensive experience wi.th bthé .
prtesent method, and on the basis of a great many:

simulations, the minimum, non-zero, vgl&e of the PD across a

<

’
& -

—




unit-valued gesutor‘ is 10.‘. Hence, by employing 'double
precision arithmetic (i.e. O(e) = 10_12 ) to calculate the v
e . - .nodal vélt‘agel as fraction of the soutce voltage, it can be

concluded that, when |[vab'| < 2e, V_ = 0 and hence there is

X . ab
k/““' no PD across nodes a and b. ‘ e

-~
¢

. Thus, the'exiitcncc} or absence, of a-PD across every

e

- unit-yalued resistor in a model can be established and used
. < f

" to determine the output state of a CIRCUIT and to identify |

’ the current—sarrxgng devices therein. AN

. o e o , | . [
, \;' ,3.4rSp;c1a1 Ca;e; the Balanced Bridge

L4

The -cthod for lodelling an analysin7//;RCUITs
e presented thus far guarantees two things:
A ; + g T Qv
1) all the output states of the CIRCUIT will be

R ° - simulated: correctly. !

<
v f

2) the unordered set oficuttent-clérying devices,

™ ° whon preaented on tﬁe graphics screen, will
N ’ 'Q& indicate the cu::qnt/paths in the phyaical
' N .7 - cisdurr. | L ,
, \ ’ /7ﬁ . _%@ BRI
. /

It was shown 1n Section 3.3 4, that all the cuﬁrcn\A
L \\ paths in a CIhCUIT are paths of logical trqﬂsnilnion from
’ $\~ the source pt the "high" logic signal, tlvc;tlgg source ),.
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| to an output device.
w , N
Consider the schematic of a model shown in Pig.3.19,

1 5)

This configuration is a balanced bridge if

=R, = 4. In such a model, no current will flow
throug‘h Rfaﬂ : is :esistér' howeve:,.modela a device which is
in fact, a meuber of a valid, redundant, path of logjcal
\#anmission from the source to the outpu\: device.

-

As a result, in the case where the model of a.CIRCUIT
contains a balanced bridge, not all the paths of logﬁ:al
. transmission will be :eﬁres?nte'd by the current paths.
ﬁ'tactically howe.ve"r, Kthi’s is of little co‘nse&uence since it
‘can be easily shown that the patho‘not shb\m is redundant.
| . P

Furthe:mo;,é} it is difficylt to configure a éIRCUIT, t{he‘
! model of which, will contain a balanced bridge. i

! s .

#

A [ ,
3.5 Timing Simulation of CIRCUITS >

! A,
.
i

3.5.1 Introduction
S ‘ ’ /
The timing “charactetistics of a Q‘IRCUIT ultigtately
depend upon two factots which must be con/;_lidered in order to
establish a basis for a CIRCUIT simulation. First, is the
'timing of the ifipyts to a CIRCUIT. Second, the timing

characteris,t‘:iés of the devices it compr ises, L

> _For a bhysicil CIRCUIT, the inputs are determined

! -

.

J | _entirely by the process 'or machine being cont:oiled. "In a

4y rae

LY 3 X
, v P
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simulation however, these inputs must be entered explicitly.
In order to simulate the tin\i.nq of inputs to, and outputs
from, a CIRCUIT, as well as the :lelay characteristics of the
devices it comprises, these must first be modelled, and a

simulation time base must be defined.

3.5.2 Modelling of the Timing Chat;cteristics of CIRCUIT
Devices |

Two types of delay must !;c considered when analysing
the tining characteristics of a CIRCUIT; pure and inertial.
‘An‘ ideal inertial delay, is illustrated in Fig.3.20. The
voutput will only respond to a ct{ange in input if the ?.nput
change pe:sistslfor att least tDI
delay duration [34]. A pure delay acts only to transform a

signal, f¢ t ), into £(. t - ¢t where t is the time

DP) 4 R
variable, and "{s the delay duration, ( Fig.3.21 ).
‘op

‘Relays, whether sodid state or electromechanical, can

! .

be modelled as ideal inertial delays [35]. Twp inertial
delays can be adsociated v;zith each r,elxay device. The first,
often referred to as. the pull-in speed, is the périod
between the time the coil of a relay‘ is energised and the
time its contadts take on rfhe appropriate state' for that

e second, referreé to as the

pasticular cloi' state., T
drop-out speed is similarly defined for the opposite coil

rt‘a ‘“ .
state, and is usually about 60% of the pull-in speed of the

same device [36]. The values of the delays range anywhere

" '

time units, the, inertial’
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from 1 millisecond for solid state relays, to
30 milliseconds or more, for special, delhy relays.

Timers are alsg modelled as ideal inertial delays.
The durations of their delays however can vary anywhere fron

1 segond to many hours. Three types of timer are avnilable:

"slow activate®; "slow rdlean;'; and "slow activate, and .

Blow release”. The timing diagram shown in Fig.3.22
illusttate; their respective characteristics. .
The. final class of CIRCUIT device to be considered
are the external input and output deviges. For thege
devices, the propagation speeds of the signals thgough them
can be modelled as pure delays, and are in the Qtéer of
magnitude of the speed ;f light in duration. Since inertial

deIﬁys are in the order of several milliseconds or more, the

y .
values of pure delays can be assumed to be negligible.

\ 3.5.3 Simulation Clock

Al

q ¢ .
7 In a CI%CUIT, t5e°input states ate'determinég by

occurrences of changes in the states of control variables,

/ .
or of changes in the internal state. Such occurences are

termed "events®. The analysis presented thus far, provides

a means of determining the output state of a CIRGUIT for a

-

given input state. i ' ’ R ///*

/ The operation of a CIRCUIT can be simulated by

successive analyses. On the conpletion of each analysis,‘

thc CIRCUIT will be tound to be in ongapt four gossible

ﬁ
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<
s‘tates which can be descz-ibed in terms of the states of the
relays and timers therein. A relay or timer device in 'a'
CIRCUIT is said to be in a "transient" staﬁe\if the contact
pairs associated with it are in tsansition from one state to
another.ﬂ This definition also includes timers and delay
relays, the coils of which have been energised and the
contact pairs of which have not assumed the appropriate
state. It is said to be at a "steady" state otherwise. A
CIRCUIT is‘ s_aid t;o be in a steady state if there are no
timers or relays in transient states at a particular
instant. It is said to be in a transient state if it
émprisea at least one device which is in a transient state.

In order for a CIRCUIT model to .advance from one
transient state to another, the passing of time must be
sixgulated. Acount{e: will be used to count time steps of
duration D; and will serve as a simulation clock. To

t
" simulate relay and timer delays, the coils for each of these

will have a delay countuer associated with themn. Each

incrementation of the simulation clock will cause the delay

counter for each coil/_yhich is in a transient state to be

incremented by the sm;e amount., When the delay counter for

e a particu}lar device has counted a preset number of steps,

the delay duration will have been simulated, and the states
of the contact pairs for that coil will be s‘et.

This scheme can be applied to obtain either an

absolute or a relative time simulation. Only tﬁje lﬁtte;

will be considered however, in order to avoid the'n;cessity

K LI F
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for the simulation of steady states of long duration.

Hence, the timing of a CIRCUIT will be simulated from the !
instant it enters a transient state, until it reaches a ' N
steady state, at which time, the simulation clock will be
reset. When only "direct® type CIRCUIT devices are involved
in the operation of a CIRCUIT, there is no negd to simulate

the timing as the operation of these devices has been

assumed to be instantaneous.

The value of Dt will define tﬁe time resolution of
the simulation. Consider the n possible events for a
particular CIRCUIT, El,Ez,....En, occurring at time
tl-'tZ""’tn respectively such that ti+1>ti' for

i=1,2,...n-1, and where Ati'tiﬂ-ti expresses the duration

between events, If Ati-o, l:1 and Bi+l are said to be

simultaneous. Otherwise, they are said to be successive,.

where the minimum duration between successive events is S
given by:
At = nin{ At | At; =0} (3.34) )

for i = 1,2,e0om-l o« &
In order that all possible evé&nts can be ‘simulated, [

the condition, . - , \

D, ¢ At ©

£ § min. (3_*'.35)

. oo / ’ |
) . e ' ) ,’ t N ’ E
must be satisfied. - In general howvever, the value ‘of 'Atm:l.n :

l

e

., @

0 l . . LY -
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g is not known. Therefore, the value of Dt can be se;lected on

-

the basis of a compromise between the desired resolution and

]

éhe number of CIRCUIT analyses necessary to per form a

simulation. Then, if Ati <D Ei and Ei+1 will be

tl
sSimulated as simultaneous events. If Ati > Dt' then Ei and
Ein will be simulated as successive events. For the
purpose of this Thesis, D, will be taken to be 1
millisecond, which is sufficient to simulate almost any
- CIRCUIT. Further discuz;sion on the details of how the

simulation clock is advanced is deferred to Chapter 5.

3.6 Summary \
|

L

In this chapter, a novel technique for the analysis
of CIRCUITs is presented. Given a Ladder Diagram of a

CIRCUIT, a resistive network model is generated., The system

of linear, algebraic equations which describe this model are

subsequently solved to generate information with which, the

(%‘

outp:t'xt state can be determined. Furthermore, the
current—-carrying resigstors in the model can be identified.(
These repr;sent the current-carrying devices in the physical
-CIRCUIT which constitute the paths of logical transmission
from the voltage source to the output device. The analysis
technique guarantees tl,'le correct determin‘ation of the output
state of any CIRCUIT containing sub-CIRCUITs of no rﬁore than

N rows, where. N is the allowable number of rows in a sub-CIR-

. . CUIT, be the current paths forward- or backward-directed.
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This chapter also describes

the " basis” for the

simulation of the timing characteristics of CIRCUITs. Two

independent simulation clocks are used in orde:‘ to simulate

the inertial delays of relays and delay relays, (which have

delay durations in the order of a few milliseconds), as well

as of timers (which have delays in the order of seconds,

minutes, or hours).




CHAPTER 4

MODELLING AND ANALYSIS FOR CIRCUIT SIMULATION
USING GRAPH THEORY '

4,1 Introduction

<3

In the previous chapter, a method which models and
analyses a CIRCUIT as a resistive network j.x'xn order to
dete;mir}e its output state, as well as to identify the
current-carrying devices in it‘, was described. One
shortcoming of this method is that it requires double
precision, floating-point arithmetic to solve the relatively
large system of equations that describe the model of a
CIRCUIT. In order to reduce the amount of memory required,

L4

$he CIRCUIT is divided into sub-CIRCUITs and is analysed in

4

i .
‘a piecemeal fashion. EvelMwith this modification however,

t;xe method is both memory~j;and time~consuming. Another
shor tcoming is that there are instances where devices that
carry current in redundant paths of logical transmission in
the actual CIRCUIT, will not be identified by the analysis.
This waalﬁ'xown in Section 3.4. ,

This chapter describes an alternative method which
models the CIRCUIT as a "graph", and uses a variation of an
established Graph Theory technique known as the “"depth-first
sgarch' (DFS) to analyse the model and to obtain the

required output states and current paths. \lUnlike the

‘previous method, which divides the CIRCUIT into

N
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sub-CIRCUITs, the present metﬁod operates on the entire
CIRCUIT and performs the analysis using only logical
operations. Although the method is described only in
concept (in the form of an algorithm), if implemented, it
would require less meméry and/Qould analyse a given CIRCUIT
more quickly than does the previous method. |
The Graph Theory terminology to be used in the
following discussion is defined in most text books on the
subject [36,37]. A short glossary is given in Appendix B

for the reader's convenience.

4.2 Modelling of a CIRCUIT as a Graph ,
' o

‘A CIRCUIT can be modelled as a graph directly from
its Ladder Diagram representation and from its inpu:. and
internal state. A graph is obtained by modelling each
device with a transmission value of 1 (Section 3.2.2) as an
*edge”. The edges of the g“raph are arranged in a grid,
iderratical to that for the Ladder Diagram, on the basis of a
one-to-one corréspondence between their respective grid
positions, and the positions of the CIRCUIT devicéa they
model in the Ladder Diagram. ‘

Consider the Ladder Diagram shé:wn in Pig.4.1. Given
the inpu,tlind internal state of the (;'TIRCUIT, a
representati/on of the type shown in Fig.4.2 can be drawn to,
show the transmission value of each device iﬂ the Laéde.:’

Diagram. The graph 'of this CIRCUIT can be obtained by

EY
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dr;wing an édge at each pesttigﬂ whgre'tbere is a device

-~

with,e;transnisrion varu4'of 1, and by leaving a blank a§ '

\th%;positions in the'grid where_the device hafoa

r
-

transwission value of 0, as shown in Fig.4 3. In generaI(
the graph of a CIRCUIT will be unConnected

For é/CIRCUIT represented by a Ladder Diagram of
NT LOWS ?nd M+1 columns, the model is construqted on a grid

of N, rows and M+2 columns. Itwcomérisea a maximun-of

Eé edges, and up to g vertices, where: s
. o -
\

E 2M+1)N, - M (4 -

g = ¢ )Ny, _ ] ( 14\\
and \ # o |

- s ” . )

W = m+2)N, . e T (4a2)

« ! ! ¥
. . N .
;
Vertices, which are numbered from left to right, and ‘top to

bottomr/as shoerin Fig.4.4. The serial identification of

the vertex in the i®P row and j*8 column for

"i=1,2,...,N; and § = 0,1,2,...,M+1 , is given by:
- g .

, . . -

\ !

v o= (i-1) (M+2) + (3+1)- - (4.3)

The vergfces at j = 0 will herlafter ée referred to as

source veftices, and those at 3 = M+l will be referred to as

ground vertices.—

-
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4.3 Analysis.-of a Graph to Determine the Output State of a-
o ! -7 :

CIRCUIT ‘ ' - \

' ) h . ( S

Vs

4

‘-

In general, the state of evér§ output'deviée is
- b ¥

i

- defined by tﬁe_transmission'value of the contact network

.conneqted,betwéen it, and the voltage sdurcg of the Ladder i n~.

4

Diagram (Section 3.3.4). Given the araph, G, of a CIRCUIT,
the Graph Theory can be applied to determine this °
transmission value for every output device in thaE-CIRCUfT,

and to subsequently determine the output'state:

The techniques useéd, are based on the premise/that

for every output (or memory) device in the CIRCUIT which is

energised, there must exist at least one set of

connected devices, each with a%transmission value of 1,
-4 4

\] ]

which congects' that output (er méﬁory) device' to the voltage
source. Every such set in G will be modelled by an
elemenﬁary path with an initial, sounrce vertex, and a

terminal, ground ?grtex‘and constitutes a connected :subgraph

)

of G. Hence, by enumerating all the cohnected subgraphs

which tontain at least one source vertexjand at least one

9,

< .
ground vertex, the output state of (the CIRCUIT is

' v

In order to determine if such a path, or such a set

" of paths, exist(s), all the spanni%q trees which in¢lude /

¢
el

source vertices of G arg\fnumerated. Considering each such-
spanning tree that contains one or more ground verticesv

separqtely. it can be concluded that there exists.an

. 3 .
’ .



*

-

e

- ' v
. . N

eleﬂgntary path from a source vertex, to every ground vertex
<+

contained by that spanning tree. This conclusion can be

drawn since, ;S; a(connected, undirected gtraph, such as the.

spanning tree, every vertéx is connected to every oéner
vertex‘by an elementary path [%B] T Hence; every ground
vertex in a spanning tree containing at least one source
vertex~has, incident on it,,an edge which models an
energised outpuo»deviqe (or memorY).~' "

'\v?h
.
5

4?4 Identification of Current-Carrying Devices N

. Every edge belonging to a path from a source vertex

to a ground vertex models a CIRCUIT device which is carrying

current. A method is required which will be ‘capable of-

identifying these devices so that they nay be'highlighted on’

the graphic display of the CIRCUIT in order to indicate the

!

current paths in it..

'

Althdough the method of'enuderating the spanning trees
. ~ .

of a giaphrcan determine whetner cr not there are any'

L

eiementary paths from a source vertex to a ground vertex, it

is not capable of enumerating these paths. .This is because,

«
LY

! *
.by definition, a tree does not..include closed paths .

Hence, although(thgre may be several elementary paths froi a

, , ' .
. . f ' ' 4

I

These paths are referred to, in the literature, as,

"circuits” but Fhe term 1s not used in this Thesi% to avoid

confusion. ' .

I

~
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source verteg to a ground vertex, thet®spanning tree will

L}

‘include oﬁly one of the elementary paths.

- [ N

To solve. this problﬁm, a backtracking method for

- ‘ekploting a graph, known as the depth-first search (DFS),
has been used as the basis for a‘CIRCbIT analysis algorithm.
Thig'algorlthm is capable of both'detegmin{pg the state of

. _— ,
- the output devices, and of iden;ifyfng the 5ur:ent-carrying

devices in § CIRCUIT. : ) v s

k]
5]

hd -
N

4.5 Déscription of the DFS

. . R - - B »

P : .The DFS is a systematic method for exploring-any
, b g
" graph which does not contain "self loops.” If the graphlio

be e;plored is connected, the DFS need only be applied once.

¢

If it‘is‘unconnected, the DFS must be appiied'to ‘each

/)

"part®. The following description of the DFS is based on
[39] and [40]. ‘
The application of the-DFS begins at a specified

" starting Vertex, or "root vertex", r. In general however,

“

t

'y the DFS can be described with reference to a general

. vertex, s. * : \ ‘

‘ Prom s, an edge (s,v), which is iqcident on s, fs ’
selected and traversed in ordef to "visit®™ v. Once v'is
reached, the edge SS,Y) is said t?fgave been 'éxplored'. If

' . v has not beeﬁ}visited previously, then, when (s,v) is

'exploreé, a direction from s towards v is imposeé by ghe

DFS, with s being called the "father” of v, and v, the "son®

R &
« -
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of s. Furthermore, as v is visited for the first time it is

)

aspignec& an integer value, the ‘depth-firat number"® (DFN) '
which indicates the order- in which it was v'i,sited. If, in

exploring (s,v), v has already been visited,; (i.e.,

is directed from v towards s, an‘d\

[}

DFN (v) < DEN(s) ) (8,v)

(s, v) is called a "back edge”.

Having visited v, the DFS proceeds to explore another
¢

edge incident on v (1f onelexists), and will continue to do

»

so uritil it reaches a ve:tgx which has.been

"completely

‘ scanned”;

incident on it.

The DFS will then 'backtrack'

that is, a vertex which has no unexplored edges

to the most

recently visited vertex having unexplored -edges incident on

it and continue the "search from that vertex. When all the.

- 'vertices have been visited and all edges-—have been ‘explored**':"""”'

\ N
(i.e. when search returns ‘to r), the DFS is terminateg. The,
.result is a directed -Spanning tree of the graéh, or

subgraph. Examples illustrating the DFS, and algorithms
describing its genex.al implementation are given in both"
[39], and [40]. . ,

' 4.6 Output Device State Determination and Idgntification of

Current-Carrying pevices Using\thve DFS

1

4

)

Consider the graph, G, which models a CIRCUIT.

By

~v

applying the DFS using every unvisited source vertex in G as
a root, a directed spanning tree can be enumerated for each

connected subgraph, which contains at least one source

P N U S U -
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vertex. Furthel*more, for each ground‘ ver tex cont;ained in

.

" such a spanning tree there must be dt lealt one elementary'

path from the source vertéx to. that ground vertex
)(Secti’on 4.3). Hence, every edge incident on a'gt,ou'nd

vertex which is contained in a‘'directed spanning i:ree, rooted
L3 )

,'at a source vertex, models an output device (or memory)

\

ES 3

which i's energised.

" The graph, G, for a CIRCUIT is given in Pig.4.5. By

apb;ying the DFS using vertex r "as the root, the directed

-

spanning tree, 'G' shown in Fig. 4.6 can be obtained. (G' 1is

not unique.” It is possible ‘to obte_in a directead spanr;’ing

** tree with a different ordering by exploring the edges in G

in a different order.) The graph G' contains 2 source

- vertices._ (lL_a'nd' (23), ahd qne ground ve}:tex," (15). Hence,

the output (or memory) device modelled by the edge (14, 15) g

will be energ ised

L N

With reference again to Pig.4.6 and by 1gnor1n9

direction, it can be seen that G' ‘contains all paths from

each of the source vertices, to the ground vertices. Also

recall that an elementary path is Ddefin‘ed as a sequence of

edges in which” all the vertices are distinct. ~Now, consider
the undiicted version of the suograph of G' shown in
Fig. 4. 7a,

notation to be used. It is obvious that any path from 1 to

.3 other than a, b, will involve a path which is not

. \ ,

elementary. " Similar reasoning can be used for the

’ PO . \

undirected versions of the subgraphs of G' shown in Fig.4.7b
’ ,'5 ] :

@

here the edges have been labelled to simplify' the -

L LY
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and -Fig.4. 7c. In these figures, the only elementary path

N,

from 10 to 12 and 3 to 10,. respectively, is a,b,
[3 ' 1
For the purposes of this analysis it is necessary ‘to

mod:.fy the 'DFS 80 that elementary paths can be distinguished

4

from those which are not elementary. More precisely,

. a

. subtrees of the DFS tree whiich either contai.n no vertices,
"or only 1 vertex of an el-en;ent:'ary path, cannot comprise

" edges which belong to elem'entqry paths and must hence be

H

rejected. . The subtrees of the DFS tree which must’ be

rejected can be cla_ssified into two groups: those which

compr ige backr~edges, and those ;ﬂhich do not. | |
The author has yet to develop a systematlc method for

rejecting subtrees belonging te the first group For

~subtrees belonging to the second group however, this author

has ieveloped a method has been developed which can [easny
be ;ncorporated into the DFS. ‘

Any edge of the DFS tree which is inc1dent on a
vertex having only cne explor,ed edge incident on 1it, source
and - ground vertices excluded canhot be part of an
elementary path for the reasons previously stated ?ﬁence,-_
if an edge: satisfies thls descrlptlon 1t is stricken.

Consequently, ‘the number of explored edges incident on the .

" other vertex on which the stricken- édge was incident will be

reduced by 1. In this manner, all the non-elementaryv paths

belonging to the second group can be elimlnated Spurious
paths generated by the method' can be rejected by
inspection. -
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l'ﬁbting't e 1imitatioﬁs of the method,'the CIRCUIT
Analysis Algorithm (CAA) has béen developed on the basis of
the DFS Algorithm as given in [40]). Applied to the graph of
a CIRCUIT, the CAA will directly determine the output state
as well as'ideptify’the current—catrying‘devices, regardless

of the orientation of the current paths to which they

belong.

4

4.7 Description of the CIRCUIT Analysis Algorithm
- - o
v

Given the Ladde; Diagram of a CIRC&IT and the input
and internal states, a graph, G, can be generated }n the
manner described in Section 4.1. In the actual
implementation of the method, G could be generated as part
of .the search algqrithm. This would involve a systematic
précess of identifying the transmission valﬁe of the device
in each.grid location of tﬁe Ladder Diagram. 1In order not
to unnecessarily complicate the algorithm however, it will
be assumed that G is available in a suitable form.

The CAA requires several working arrays for its

operation. As was indicated previously, one array, DFN(v),

is required to store the DFN of every vertex. Another

array, FATHER(V), is8 required to store the iocation of the
father of eaqh‘vertex whén it is visited for the first time.

As the edges of G are explored, the CAA graph 15
generated. The CAA graph possesses many of the

characteristics of the DFS tree. The mﬁﬁg difference is’

s

Ll
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that it contains only those edges which model/

will be shown to carry,.current in the display of the Ladder
Diagram of the particulat CIRCUIT being analysed.. This

includes the spurious paths described previously but does

'not include the edges which are rejected.

Starting at _each unvisited source vertex.of G, the

devices ‘thét,“

CAA groceeds to generate a number of generally unconnected, A

directed sub-graphs. Each sub-~graph is assigned a graph

number (GRAPH_NUM) and as each edge in that sub-graph 13‘ ;

explored, it is tagged with that number and is a.ss"igned ‘a
direction. An edge can be stricken from a graph by setting

its “tag equal to 0. In the event that™a sub-graph contains

1

no ground vertices, it is necessary to strike all the edges

of that sub-graph. Rather than exploring the graph again in
order to atrigce these edges, a storage area (GRAPB_STACK) is

created to store the graph numbers of the g‘raphsvwhich

contain ground verticeé. When the CAA graph has been

' completely explored, 'or;ly thoge edges wfxich are tagged by

graph numbers which are contained in GRAPH_STACK will b;

Y
considered to be edges of the CAA graph.

The memory required to store the working arrays is -

/

e

given by: . ) -~

A

mgraph = NT(BM +10) - 2M + 100 | (4.4)

T
Diagram,

where N_ is the number of rows in the Ladder

,

—
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M is the number of columns,

and uzugraph is the number of bytes required to
‘store DFN, FATHER, GRAPH_NUM,‘AND
?RAPH_STACK. o

graph ié obtained is described in

Appendix C. With regard to the ﬁemory requirements of the
method described in Chapter 3, it can be seen that the
storage requiéements increasg linearly with the number of
roﬁs'for-both methods. for a fixed value of columns, M,

however, the requirements for the previous method

\\\\J(Chapte: 3) ‘'will always be gréﬁter when an equal number of

J ‘

rows are considered.

- A formal description of the CAA is given in Fig. 4.8.
P%gure 4.9 ;hows the graph of a CIRCUIT which was chosen to
illustrate the CAA. All output devices modelled by egges
inciant on ground vertices having DFNs not equal go 0 will
be en;rgised. In Fig. 4.9, the numbers in square brackets
indicate the value of GRAPH_NUM fog.each edge and the
numbers in parentheées indicate‘the DFN number for each
vertex. The arrows on each edge indicate the directioﬁ
assigned during the search and edges drawn as dashed lines
indicate back edges.

Notice that the edges (6,7), (2,10), (16,11);
(10,18)-, (18,26), (44,55), and.(45,46) have, 0 as the value

v

for GRAPH_NUM to indicate that they do not b long'to

elementary paths and will therefore not represenéﬁfurrent- )

L 4
»
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S3.

T Y

S4.

S6.

/
r

| not yet been explored a%ia' go ‘to S6.

For every vertex, v = 1,2,...,V in G, set-

g

FPATHER(v) = 0 and DPN(v) = 0.. Also initialize- -

TREE_STACK. by setting all entries in it to 0. -

-~

For every edge, w = ‘1,2,.‘.,Eg, in G, set‘: TREE_NUM =..0.

-y
3 ‘

*
*

Locate next root vertex, r, such that DFri(r) = 0 which- ,

. 4 . .
has one edge incident on it. Let i be equal to the row

index in G 'where r is found.
L

If no such vertex can be found, go to s8.

~ el

DPN(r) =3 . PR )

v =-r | N .
J . v,

-

If alkedges incident/op vr have already beeh ex{lored .

"go to §7. Otherwise, select an edge (v,v') which has

L]

. “\ (‘

IF DFN(v') = 0,-then: ‘ , : L
I R
. /
) k set j = j+l ‘ .
“ . DEN(V') = ] L

o~

TREE_NUM((v,v')) = i - -

. ¢
Fig.4.8 CIRCUIT Analysis Algorithme-...cont'd
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e . . " DIRECTION((v,v')) = from v towards v'
2 r. FATHER (V') = v
2 "
] - w’yr
R ' - - . IF v' is a ground vertex, (éxen:
set TREE_STACK = TREE_STACK U i
¢ .
. ; - ELSE, continue o~ .
ELSE, set TREE NUM((v,v')) = i “
oy . \ DIRECTION((v,v')) = from v' . towards v
« go to S5 . hp
an

‘1. S7. IF FATHER(v) # 0, then:

-

N . / !
IF there is only one edge, w, having
. o ) *‘rREE_ﬁUH (w) # 0 incident on v, then:
. CoL T L ~
' ‘set TREE_NUM((FATHER(v)),v)) = O
R Lo T e .
& . 7. -] v = FATHER(V)

go ‘I:oSS_ -

A

R IR % ,
b ELSE, 'go -to. §Z -
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(carrying Qevices: Also hogtpe the spur;oué paths
{4,5,6,14,13}, (4,5,13}7 {20,28;527,19}: and {20,18}.
Finally, gincé the'di;eéted_spanning‘tfee rooted at vertex
41 aoeé not contain a ground vertex, edges for which
éRAPH_NUM = 2 will not &g‘considbréd to model
‘current-;irrying devi'ces in the CIRCUIT. All ofher edges
will be taken to represent édérent—carrying'devices.
y .

4.8 Summary

In.this chapter, the CAA, a'method for modellihg and
analysing a CIRCUIT as a Graph has been described, and an
algq;ithm.for its implem;ntation isngiven. The CAA is bﬁsed
on a systematic fechhique for exploring a graph known as the
depth-first search. By exploring the graph of a CIRCUIT and
by igﬁhti}ying ‘the elementary paths it compfi7es, the CAA
identifies the devices which will be ca;rying current in the
physical CIRCUIT. Purthermore, it can correctly déferming
the outéut state for a.CIRCUIT, regardiess of ?he
orientation of the current paths in it, bé they forward: or

backward-directed.

”

The storage requirement for the implementation of. .

-

this method is less than that of the method described in

Chapter 3. Furthermore, since only logical operations are

required, this method would also be considerably faster.

[}

o One’impo:tpnt éhortcoming of the CAA is that it

cannot distinguish between elementary pafhs and a special



s

L - 1
. class of non-elementary pathe. Hence; the displey of ‘the ,
current-carrying ?‘Cicee, ﬁhich depends on tﬁe correct "
identification of the elementary,paths, will at timea show
spurious paths. Although this is not desizable, it is not«a
serious proqlem since the output'state‘.}termination, which
is of‘primary.interest, wilf always be correct.
Furthermore, at no time will an actual current path not be

a

shown. ) M

.

v
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\ . .  CHAPTER 5 ,
: . ‘DESCRIPTION OF THE IMPLEMENTATION OF THE
| . ' CIRCUIT SIMULATION PROGRAM .
" 5.1 Introduction : ..
. ! ) g e
‘ ; o i
- : The CSP allows the user to enter @GIRCUITs using
) AR ' Ladder Diagram symbology and to simulate these CIRCUITSs
intetactiw}ely,vgr‘n‘ a color graphics screen, Based on the -
. logic and timing analysis methods described in Chapter 3,
" the CSPgprovides the following features: e
.4‘ ‘ & ) N z
; ,, - an analytical basis for determination of ' the
; % outbut state.
| N .
{ - the identification of curreft-carrying -dewices. ’
' , - . . R
! v - ’,
4 - simulation of “timing during transient states of
. . the CIRCUIT. o '
>, ~ .
| - capability for analysi.ng ‘backward-directed
S ’ current paths. : - - C

- e s e s e s e e motkae L ATERR T TS LT ;.,ﬂ""’""ﬂﬁ"‘ﬁ"“"' ST |
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Using dedicated function keys and input prompting,

y tQF CSP makes it possible for anyone familiar with Ladder - .
RV Diagram symbology to specify,and'simuyéte complex CIRCUITS.
L ‘This chapter details ;he‘iarioué agpects of the v
1mpiemenﬁation of the CSP. S o ' P
' : Y TN
5.2 Development System . : ) .. , e ' ‘
) - ;

. 4
The compuzef system on which the CSP was developed

”

combxises:

\ o ' '
-2 nmmu.g;x 11/780 minicomputer with a 3
¢ . mega-byte mémory that'uses the VAX VMS 3.3
operaéing system.

5 .

o ~ ' - A DIGITAL VT52 data.terminal.
- A NORPAK 'VDP-3 Visual Data Processor, equipped

with 3 memory banks of 4 bit planes., This is a

raster graphics system with a 512x512 pixel

~
resolution. ‘
Y . , /
‘ - A-DIGITAL LAl20 terpinal used as a line printer.
A séhematic of the system configuration is shown in Pig.5.1,
and a typical work station is shown@n Fig.5.2. - - o, T
. in ‘ _
: » ot
l—- e - T ————
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. .
The CSP is writtgn almost entirely in VAX VMS

FORTRAN, with the exception of & group of routines for.

"console input. _ which were written in VAX Assembly
e ~ l

Language [4;[. In oraer that th; source code of the CSP be
compatible with other versions of FORTRAN, many of the
advanced features of the available compiler weré not used.
Hence, much of the source code can be éggnsferred to any
microcomputer capabﬁe of supporting FORTRAN 80 ‘with only
minor changes. Segments of the CSP which handle inputs,
outputs, and graphics, however, ar; no£ easily transferrable
from one machine to another as these often require machine-

and operating system-dependent coding. .
5.3 Description of thé& CSP
5.3.1 Executive Mode . ' o ' .

The Executive Mode allows the operator to prepare a
CIRCUI? for simulation. This includes: editing a Ladder
Diagram; storing a Ladder Diagram on mass storage;lloading a
iadder Diaqram from mass storage;  and specifying the éefaqlt
values of the pull-in, and drop~out, speeds of the‘relay

&
devices. The Executive Mode .also enables the opertor to

_ Create a Ladder Diagram and to submit for simulation, the.

. Ladder Diagram Eurrghtlj in the memory. . The command menu

used in the Executive Mode iéJgivgnuiﬁ Fig.5.3. Y

3
v
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™ , MAIN COMMAND MENU FOR RELAY LOGIC CIRCUIT DESI
: N . AND SIMULATION .
1, EREATE LADDER DIAGRAM . "
2, LOAD LADDER DIAGRAM FROM FILE
1 : 3, LOAD LADDER DIAGRAM INTD FILE -
4, DISPLAY COMMAND ' MENU <
S SIMULATE CIRCUIT .
. 6, DISPLAY -CIRCUIT IN MEMORY . .
= : 7._ MODIFY OR EDIT CIRCUIT IN MEMORY
8. TERMINATE ;
SELECT COMMAND BY ENTERING COMMAND NUMBER AND TYPING <RETURN>.
» ~
X
. Fig.5.3 Command menu. .’ ¢
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5.3.2 Configuration Mode

The Conéigu;ation Mode of the gSP maﬁes use of
interactive computer graphics to'allow the user to enter a
CIRCUIT in the forﬁ~of a Ladder Diagram. The size an%
resolution of the graphics screen require that thg width of
Ladder Diagrams implemented by the CSP be limited to 7
calumnsn The amount of memory available limits the length
of these Ladder Diagrams to 100 rows. |

Output devices (lampa} byzzers,'valves, motoré,
solenoids, etc.), and memory device coils .(relays, delay
relays, timers and counters) can only be,placed in colump
number 7 of the Ladder Di;gram. Input devices (hand,
pressure, temperaﬁure, limit, and l§tel switch contact
paifs), memory device contact pairs, and vertical and
horizontal connectors can only be placed 'in the first 6
columns. Only vertical connectors can be used to connect
one row to the next, and'no more than 7 consecutive rows can
be connected to one another. This last constraint is a

-

direct consequence of the limitation of the size of the

%

A total of 12 dedicated function keys let the
operator select the desired function. Prompting, displafed
on the data terminal {non-graphic Eerminal) from the CSP
guides the operator thréugh the appropriate input seguence,
éigute 5.4 ‘'shows the designatian of the function keys. The

functions these keys prévide can be divided into two
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. . -
h categories: cursor movement; and device specification.

Four cursor movement keys allow the operator to move
the cursor, one‘st;p at a time, in any direct;on{ up, down,
{eft, and Bight. It is a%so possib{e\fqr the’open&t&p to
move the cursor up or down, one "page" at a time by
depressing the "SHIFT" key before the "UP" or "DOWN" keys.

. As it is ;ot possible to display the entire length of
the Ladder Diagram on the graphics screen, an arrangement

whereby the screen is used as a "window” which the operator

‘cursor moves up or down, so‘does the window. Furthermoré,
the cursor is kept in the middle‘third of the Qindow so- that
the operator may have a hetter ideé of where the cursor is
situated Sq the Ladder Diagram. r

There is a total of 6 device specification.function

. , keys which hheﬁgﬁbrator can-use to enter or delete a deyice

from the current cursor position. ghen the function key to
‘enter a device other tﬁén a connector .is depresaea, a
. N numbered list vainput devices and memory contactépairé, o~
output devices and memory coils, is displayed on the data
»~ terminal, as shown in Fig.s.s. The operator can select ﬁhe
d;sired device by typing theé number identifying it on the
list. -
Once a device has been s%lected, a'series of prompts
; «guides’ the user to complete the input séquence. The first

X .
prompt is for the entry of the "Device Identifiaction Code",_

.This can be any 5 chaiacter, alphanumeric string and is used
e \ ‘ .

: s :

can ppsition over any 9 consecutive rows is used. As the-

2
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to.ﬁistinguisﬁ between devices having the same name. By the

“

with them. will be identif}ed by the same name and
.«
ciderntification number, as will the various contact pairs of

a given. switch. .
) . .

. If an output device or memory device coil is entered,
the entries désctiged above qomplgte the input sequence.
‘ For. an anut.de&ice or.memory contact pair however, the
géntaét pair number mué£ also be entered. The prompt, for
the eontact pair numbe: will specify the maximum number of
contact pairs that devices having the same name can
ac¢ommodate. Once a valld entry has been made, the input
sequence is - termlnated and the cursor is automatically e
positloned at the next device position.
o ngizontal and vertical co?nectors are drawn“%n the
’ gréphic screen as the appropriate function key is depressed.
When a(Qertical connector is drawn however, éﬁe cursor is
not moved in order to allow for the possible subsequent
entry of‘é device at the same cursof position, .(Vertical
connectors are drawn upward®from the west-most side'éf the
cursor to join the row above.)
, Devices can be deleted from the ladder Diagram simply

by ppsitigding the‘cgysor oveﬁﬁthe dgvice to be deleted ?nd
depressing the "DEVI DELETE" funtion key. To delete a
vertical connector, a, separate key, "DEL VERT", is provided
}n order to pfovide for deleting a vertical connector

without disturbing the device at that cursor position.

by

same token, memory coils and the contact pairs associated ”

N

1
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Figure 5.6 shows the sequence of CSP prompts and
operator inputs required to create the simple Ladder Diagram
. ~ ) -~

shown in Fig.5.7. A block diagram of the algorithm used to

implement the configuration facilities is given in %1g.s.a.

5.3.3 Simulation Mode % ’ i

]
N

In the Simulatioﬁ Mode, 'the operator is permitﬁed’to
interactively positién the cursor over an; input device,
toggle its state, and immediately observe the response of
the CIRCUIT on the graphics screen. Furthermore, it {'s
possible to simulate the timing characteristics of a CIRCUIT
containing memory devices. pe

As with the Configuration Mode, the dedicated keyéad

>~ |
permits operator to enter commands'to the CSP. For the

Yo

Simulag}on Mode, the keys are designated as showﬁ in

Fig.5.9. There are 13 keys proxiding a total of 19

functions, The keys for positioning the cursor, and exiting

the Simulation Mode are the same as for the Cofiguratién
Mode.- The remainder of the keys select specific simulation

functions. . The main functions of the Simu}ation Mode are:

N v
1]

- interactive specification of input states .

-

- advancing the CIRCUIT in time

, ' v . X

- gpecification of fault conditions

“ \ . . v mnrns a7 . S 4 an ¢ AT Y WOt 4 ik 46
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Fig.5.6 Sequence of CSP prompts.
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+ Fig.5.8 Block diagréiﬁ of algorithm used to implement
. - configuration facilitiesg ... (cont'd). ;

- L}
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DELETE YES

DEVICE ?
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DEVICE TO
BE ENTERED

INPUT OR
OUTPUT.

EXECUTE PROMPT SEQUENCE SET ATTRIBUTES ‘TO

FOR APPROPRIATE DATA
TO DESCRIBE THE DESIRED
INPUT: (I.E. NAME, 1.D. CURRENT CURSOR

CONTACT PAIR NUMBER.) POSITION

INDICATE THE PRESENCE
OF A CONNECTOR AT THE

RESET ATTRIBUTES
DESCRIBING THE DEVICE
AT THE CURRENT
CURSOR POSITION

¥

1 ‘ 1

DRAW, OR REDRAW DEVICE DRAW CONNECTOR
AS EACH ATTRIBUTE IS AT THE CURRENT
ENTERED SO THAT THE CURSOR POSITION

OPERATOR MAY OBSERVE ' ON THE
THE RESULTS GRAPIIICS SCREEN

OF HIS ENTEIBS

ERASE GRAPHIC
FOR DEVICE AT
[CURRENT CURSOR POSITION.
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... (cont'd) Block diagram of aigorithm used to

Fig.5.8
' implement configuration facilities.
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- specification of annunciation messages.

When the CSP is placed} in the Simulation Mode, all
input deviceé and memory device contact pairs are reset to
their quiescent(sgates. Once this process has been
completed, the opl‘e'rato‘ic can set the state of any input
device. To—do this, he must position the curs/or over the
device and depress the "TOGGLE DEVICE" key. Hence, this and
every other device having the same name and, identificaton
nﬁmber, will go from a 'quiescent"’_to an "energis'e_d" ‘state,
or vice-versa. The change in sﬁate is accompanied by a

change in the graphic representations/c;%' these devices.

5.3.3.1 Simulation of Timing

For each 'change in the input or internal state, ythe
CIRCUIT is analysed using the method described in Chapter 3.
In.tihis manner, the output state is determin?'d, the current-
carrying devices are identified, and a color graphic display
is generaté;l. Also in Chapter 3, a method for .slimulating
the timing of a\CIRCUIT using 2 simulation clocks was

described. In order to implement this method, it was

netessary to define and classify the transient states of a

" CIRCUIT.

For a given set of input and internal states, each of

3

the memory devices in a CIRCUIT will be found to be in

either a."transient™, or in a "steady" state. A memory

-
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device is sald to be in a .transient state if the excitation
on the coil is difée:ent from that on the contact pairs
associated with it. There are two types of memory.devices:
those which require the passage of time in order to reach a
steady state (i.e. relays, delay relays, and timers); and
those which count events (i.e. counters). For relays, the
iiuration of the "pull-in®™ and the "drop-out" speeds are‘.
given defa;ult ;Jalues of 5 fxnd 3 mil&iseconds respecti\;ely,
«by the CSP. These can be changed by the qperatof before a
simulation is initiated. The types‘. ("SLOW ACTIVATE", "SLOW
REQEASE' and "SLOW ACTIVATE AND SLOW RELEASE") and durations
of the delay relays and tirﬁers, as well as the counter
moduli, are entered in response to prom‘pté from the CSP when
the simu‘lation mode is entered.

The counter i‘s--a ‘device whicH is capable of counting
the number of off-to-on transitions experienced by the
.counter coil. When this count becomes equal to the preset
modulus, the contact pairs associated with that‘coil, (i.e.
contact pairs having the same name and identification
number), will become excited. This characteristic is
exhibited by .the CIRCUIT in Fig.5.10.

Countt-.:rs, as defined for the purp‘oses of the
simulation, possess the peculiar characteristic that -their
operation is independent-of simulated time. While the
simulation clocks remain fixed in time, the counter

experiences a number of off-to-on’transitions which are

taken to be simultaneous. After the preset number of
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off-to-on transitions on the counter coil have been counted,
the preset count is satisfied and the counter reaches a

steady state; this occurring simultaneously, in simulated

time, with the transitions on the counter coil.. Obviously,

this is not possible on a real process. It is provided

N
however, to allow the operator to quickly increment the

counter without disturbing the other trangient states. The
counter does not involve any time dependent characteristics
and therefore v[{l not be considered in the following
discussion.

When a CIRCUIT comprises memory devices, other than

counters, which are in transient states, the state of the

CIRCUIT will also be a transient state. The transient

states of CIRCUITS can be categorized as: "timer transient",
"relay transient"™, and "timer and relay transient", and
"steady". A CIRCUIT>is{said to be in a timer transient

state if it contains at least one timer which is in a
o

transient state, and when all relays and delay relays in it

are in a steady state.' It is said to be in a relay
transient state if it comprises .at least one relay, or one
delgy relay which is in a transiént state with all timers in
it being in a steady state. Finallj‘[, & CIRCUIT is said to
be in a timer .and relay transient state if it comprises at
least one timer and one relay or delay relay which are in
transient statﬁ . A CIRCUIT is said to be in a steady state
otherwise. - Y

‘ N I
In order to simulateé the timing of a CIRCUIT, two

mn Wre . A ew ot e . .. o ———— - ——
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independgnt simula.tion clocks are def_ined. One is
‘incremented in steps of 1 millisecond and is hereafter
referred to‘ias the Relay Clock. The second clpck, or Timer
Clock, can be incremented by specifying the amount‘ of time
aﬁvance in terms of hours, minutes, and séconds. ,

By depressing the "RELAY CLOCK ADVANCE" function key,
the operator can advance the Relay Clock, and the time step
counter of every relay a‘l}d delay relay\ in a transient state.
In similar fast}ibn,_ the Timer Clock car: be advanced and |
every timer in a transient state can be incremented %sing
the "TIMER CLOCK ADVANCE", function key. ‘

When the CIRCUIT is in a steady state, both the Timer-
Clock' as well as tne_ Relay Clock are reset. Upon entry into
.one of the transient states from a stea&y state, one, or
both simulation clocks (depending on tht’a type of transient
state) will be initialized. Thereafter, the operator must
explicitly advancé the CIRCUIT in time in the manner
described above.- To prevent the c;perator from advancing the
Timer Clock when relays are in transient states', the "TIMER
ADVANCE"™ feature is disabled whenever the C]ERCUIT is in a
timer and relay transient state. Furthermore, the Timer
Clock can only be advanced by an amount Yess than or equal
€0 the time required for a timer.device to change from a
t:.ransient to a steady state.

Using the "STEADY/TRANSIENT" function key, the
operator may select between two types of timing simulaéion.

The "STEADY" option automatically advances the Relay Clock
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until all relay and delay -reléys in the CIRCUIT have reached
a steady state. The "TRANSIENT"™ option requires that the
operator manually advance the Rel:y Clock, \véhile the CIRCUIT
and simulation dia.g\nbstics are displayed for each transient

t

state. At any t}me durfing the simulation, the operator may

) . % \

toggle from one option o the other by depressing the

"STEADY/TRANSIENT" function key. Figure 5.1l shows a
r :

flowchart for the operatior, of the CSP 1n Simulation Mode,
5.3.3.2 Documentation

An important documentation feature of the CSP is that
it provides for the ‘display of user defined annunciation
. messages during the course of the simulation. These

messages convey noteworthy information about a particular

device directly on the Ladder Diagram.', For example, the

contact pairs” of a pressure switch may have the messages
"PRESS HIGH" "PRESS. LOW", and "FAULT. PRESS" associated
with them. Only the approfriaﬁe message for.a particular
state of the device ~will gbe displayed at any given,i:ime.

| ‘An annunciation message can be entered at any time
during the simulétion by placing £he cursor over the device

for which a message is to be entered, and by depressing the

"ENTER ANNUN. MESSAGE" function key. If the device is an.

input device, the CSP will prompt the operator for messages
to accompany the device for each possible operating

condition; energis_ed,'quiescent, or fault. "For outpu.t

- e -

Pt isintne,
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devices, there are four messages; one each for energised,
off, fault, and transient‘o?érating conditions. ' Once "a set
of annunciation messages ha§ been entered for a devicé, the
same set of pessages will automatically be associated with
every other device‘with the same name and identification

code.

“5'.3.,3.3 Fault Conditions

Often, the result of the failure of a ;le,vi_cq, or
number of devices, on(the operation of the CIRCUIT must be
considered during testing. To allow the operator to
simulate the failure of a device, or to "force”™ a device to

a desired state, the CSP provides for the interactive

) ;ssignmqpt of fault conditi_ons to any device, at any time
during- the simulation. Each class of devices h;g its c;wn

+ distinct failure modes.

' input’: devices, be they direct inputs or contact pairs
of memory devjces, c\a)n fail in one of two modes; "“fail
“excited®", or "fail quiescent®™. Table 5.1 shows that a
failed input device, or memory'contact bair, ‘will have its
transmission value set by the specified fault condition

" rather th§n by the excitation acting upon it.

Qutput devices also have two failure modes; "fail
off™ and 'féil energise&d'. Table 5.2 shows that the state
of ‘a failed output device will depend on the fault mode,

rather than on the transmission value of the contact network

N

}

™~
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/
¢ ) , .
- M ~
connected betwe\en the voltage source and that device.
Memory devices have three failure modes; "fail off",

"fail energised™, and "fail transient". The first two
|

failure modes are much the same as those for output devices,

except that they define the excitations of contact pairs.
The third failure mode willlprevent i:he contact pairs
associate‘d with a faulty device from changing when the
conditions for such a change are sa'tisfied.(

'To specify a fault, the operator siml'aly éositions the
cursor over a device and. depresses ‘the "SET FAULT" key on
the keypad. In respc;nse, the CSP wili prompt the operator
for the é\ltry of the desired fault mode. Once the entry is
completéd, the display is revised to indicate that there i:s
a fault, and thg CIRCUIT is analysed and displayed to

indicate the inp]&t, output, and internal state, as well as
Y

the. current-carrying devices of the CIRICUI’T.

e

5.4 D',aIa Structure

The data base of the CSP ‘.can be dividef into .four

data groups: General Data; Element Data; Look-up Data; and

Graphics D a./J

The/ General Data group comprises two data files. One

Y




store this data in a sequential access disk file. The

second file contains the error messages for the CSP. By

'storing these in a direct access ‘disk file, a considerable

(about 1K bytes) saving in memory is achieved.

Data”describuing each device in the Ladder Diagram is

, contained in the Element Data group. Each device position

is allotted either 9, or 7 bytes of core memory, depending
on whether it is in the 7th column or not.

The data stored defines a number of "attributes™ for
each device. Each attribute can be classified as being

either two-valued or coded. Two-valued attributes require

only a single bit in memory for each device. ‘Coded

_attributes require several bits of memory each-and must be

coded for storage and decoded for use by the CSP. The
various devicewattributes are tabulated in Qppendix p. Of
these, the annunciation messages form an excessively iatge
block of data (33 bytes 'for each input device, a:xd ~4§4 lgytés
for each output device), which is stored in-a direct access
disk file in order to conserve memory. |

The 5-bit code«\i attribute designated the "Device Name

Code™, in the Element Data group, identifies a device as

being one of the devices named in Table 5.3. Each name has,

associated with it, certain attributes which are common to "

every device having that name, that is, maximum number of

L

contact pairs, and the address of the graphics data base,

irrespective of its position in the, Ladder Diagram. The

Look~up Data group stores this data in an ordered fashion so
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TYPE | FAILURE MODE | TRANSMISSION |
NO QUIESCENT 0.° .
NO “EXCITED 1 .
- NC “QUIESCENT 1 .
NC EXCITED 0

Table 5.1 Failed states of input devices.

va t

. [

) | FAILURE MODE | DEVICE STATE
ENERGISED ENERGISED
~OFF OFF . .
TRANSIENT TRANSIENT

Table 5.2 Failed states of output, devices a.ndi
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that the "Device Name Code” will éddreés the memory location
where this,fnf;rmation is stored for each device name.

) Fiqflly, the Grgphics Data groub comprises the
graphics data bages used to draw the symbols for the devices
in. the Ladder Diagram.” The graph}cs data base address
s&ored in the Look-up Data group points to the data required
to draw that‘device. Fig.5.12 illustrates the data
structure for the CSP. |

o

5.5 Graphics and Display '

5.5.1 Introduction

- One of the most important features of the CSP is its

use of interactive} color, computer graphicé to display

information. Where PLCs typically use alphanumeric

characters, or miniature graphic symbols, the CSP presents
) E)

the graphic symbol for eAch device within a rectangular
portion of the screen 2.54 cm high and 4:5 cm wide. ipese

oversized graphics allow the operator to work at -a

comfortable distance from the graphics screen. Furthermore, '

they allow for the presentation -of simulation diagnostics
and documentation on the graphics screen, accoppanying each
deviceAgraphic.

' In addition to the information displayed on the
graphics sc;een, the‘data terminal is used to echo some

operator inputs, to display prompts from the CSP, and to

l
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indicate the elapsed time on the two éimuiation clocks.
With this arrangement, the operator has visu;l feedback
whether his input causes a change'in‘the graphic display, or
is simply a response to a CSP prompt. Hence, eye strain is
reduced, and entries can be easily ver;fied.
| o ’ ‘ In the Configuration Mode, only the Ladder Diagram
and the information identifying each dévicg is
monochromatically displayed on the graphics screen. This
same informafioa‘is also displayed in the Simulation Mode.
In the latter mode however, color is used’ex;ensiVely to
highlight simulation data pertaining to current-carrying
, ' deviceg, as well as fault,‘and output states.

Y

5.5.2 Display Element

Irrespective of the operating‘mode‘éﬁ‘the CsP, the
graphic display of the Ladder Diagram is created one device
at a time. The display for each device is contained within
a rectangular display area, or.display element. fThere are
63 such display elements per page, one for each Ladder

Diagram grid location. (There are 9 rows of 7 columns per

®

page.) Any display element can be constructed on the basis

of one of four basic structures: blank; contact pair;
output; and memory coil. .

As the name iméiies, the first of these Qtructures
serves to indicatgathe absence of a device. It contains no

documentation, and is represented by a rectangle drawn in

’

t .- e e o v Sy
. 0
.
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the colour of the background (black).

«The second structure is‘used to reéresent contact
. pairs of switches or of memory deyices. The general contact
pair sturcture is shown in Fig.5.13a. The top of the
display element is'rééerved for“the 1ll character
anpunciation message which corre;po;ds to the device state.

The area directly below is désignated to hold the device

name and identificatiéh number. The balance of the display

element contains the graphic for the device, and is-

interspersed with documentation pertaining to the contact
pair number and the fault conditions (when they apply).

A contact pair graghic drawn in red indicates that
thg\device is carrying current. Blue indicdtes that it is
not carrying current, and purple indicates that'a fault hés
been imposed. At ghe upber left of the graphic, a
3-character code describes the nature of the fault, (FNO for
fail quiescent, and FNN for fail excited). The maximum
nuﬁber of contact pairs which can belong to the same device
is indicated at the upper right of the graphic, and the
contact pair number of the device is given at the lower
right. ’ / . \

~
Output devices are drawn on the basis of the display

element structure shown in-Fig.5.13b. As with the contact.

'pair sturcture, the annunciation message, device name, and
identification code are displayed in the upper portion of
the display element. The graphic representing the device is

drawn in the lower portion, along .with the 3-character code

’

e

[ 4
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describing the fault conditions (FOF for fail off; FEN for
fail energised).

’
memory -device coils which are fixeé by the CSP, the default
graphics for output devices shown in Fig.5.14 can be
modified, or completely changed by the user. Thié can be
done by modifying the data file containing the graphics data
base.

. ’aIn the display of an output device, color is used to
indicate its state; red when energised, blue when off, and
purple when a fault is imposed.

A

The last structure to be considered, is that whic%

v

- forms the basis for the display of memory coils. These are

éet apart from other output devices because they are capable
of entering transient states which must also be représented
6n the graphic screen. An indication of how near the device
is to a stéady state, in terms of simulated time for relays
and timers and in térms of registered count for counters, ig
also required. )

As with the two previous'structures, the annunciation
messége, device name, and identification code is placed in
the upper portion. The graphic symbol for a memory coil is
displayed in the lower:poréion.*-Three fault conditions are
also displayed: the elapsed time or registered count, in

terms of the percentage of the delay duration or counter

modulus, and a bar graph display of this quantity. To the

‘two fault conditions for output devices, FPﬁ for fail

Unlike the graphic symbols for’ contact pairs and,
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Fig.5:13 (a)General contact pair graphic structure (upper)..
(b) General output device graphic structure (lower).
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transient is added.
Red, blue, and purple indicate energised, off, and
fault states of the memory device, respeétively. A memory

device drawn in a dark red colour is used to indicate a

transient state. Within the body of the graphic, a
A .

rectangular window is filled by a bright red bar as the

device approaches a steady state. fhe ratio of the window

area filled, to the total window area, represents the

percentage of time elapsed or count registered,

The algorithm for producing each display element
involves zecoding the appropriate data and displaying it on
the graphics screen. This process is flowcharted in
Fig.Q.ls. In tge Configuration Mode, specific segments of
this pchedgre are executed to display data as it is
entered. Both the Configuration Mode, and the Simulation
»Mode, call upon this procedure repeatedly to either refresh,
or to produce anew, the screen display. A sample,

Simulation Mode display is shown in Fig.5.16.

5.6 Implementation of Simulation‘Pﬂygram on an 8-bit

' N\
Although the simulation program has been developed

Microcomputer

with the microcomputer implementation in mind, several
modifications were required in order to obtain a similar
‘simulation program which would run on an 8-bit microcomputer

with a 64k byte memory. These modifications can be

\
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classif&ed under three headings: memory usage, coding, and

g o aen s el |

graphics.

5 w : 5.6.1 Memory Usage

o < 4

7

-

Theléreitesg difficulty in implementing the
simulation pf;gram on a ﬁfcrocbmpq;er w;s that the
execﬁtaﬁle code'dequires approximately Sdk by?ga éf mémory;

# ﬁabout twice as much as isi;vaylablé. To overcome this/
¥ { * dif'ficulty, the program qas.dividéa into smaller,
independent segments yhich are "chained™ to one another as
Afhe operation of the simulat}on program requires it. Each
E . chaining opega;ion tgkes about 20 seconds. In the course of
" o ; ‘a typfcal simulation, a éhaining Ooperation has to be
A execu;ed each time a CIRCUIT’is analyzed. Hence, an
undesirably slow operation is the best that can be obtainedz
Tﬂe‘use of a machine havingja larger memory, 128k bytes for

,

i
'+ example, would alleviate this problem. ;

— . . ' r

5.6.2 Coding

Y 4 ‘4

-

, . . As was mentioned previously, considerable care was
%aken in coding the CSP using only the features of FORTRAN

which ate common to both the F80 as well as the VMS versions

»

, of this language.” The same is not possible in the case of

tﬁe graphics routines which are specific to the particular

“

hardware on which they are to be implemented. -

¢
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”

In transferring the CSP softwé&e from the VAX to the
microcomputer, all the I/0 routines h;d to be modified.
Furthermore, since the graphics display screen on the
microcomputer is monochromaticv the~graphic display of the

simulation diagnostics had to be modifiec. ' -

"5.6.3 Graphics

L o

A NORTHSTAR ADVANTAGE microcomputer, was used as the

L}

development system for the microcomputer version of the CSP.

The GRAPHICS CP/M operating eystem supplied with the machine

provides a number of graphic subroutines written in 2Z80

assembly, language. A library of FORTRAN callable graphics

subroutines was written to provide the basic grdphics

primitives reguired to generate the display for the

[3

simulation program. e

In order to display the same information on a

monochromatic screen as is displayed on the ‘color graphics
i

screen, the area fill pattern generator provided by the

GRAPHIC CP/M was used extensively. vl
' . . q? ——
. ~— . :
5.7 Summary ' .
& N

P

The TSP allows the user %ol|enter a CIRCUIT in the
form of a L;Hder Diagram and to simblate its loéic and
timing characteristics interactively, on a color graphics

screen. By analysing the CIRCWIT using the method described
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n Chapter 3, the CSP ensures the correc determinatlon of

he output state.

" Interactive color graphics are used extensi\}ely to -

display the various simulation outputs including the outpﬁt
sta;:e, current paths, and documentation. During the course
of eithe'r interactive CIRCUIT input or simulation, m_enﬁs and,
descriptive prompts guide the éxper/ienced or the novice
user, offerimj a user-friendly operating environment.

Work is in progress on th>e implementation of the
fe&tures éﬁ\ghe minic;omputer version of the‘CSEP onto an
8~bit mi&gocouiputer. The necessity 'foxt: machine-éjependent
coding required by the graphics, and the memory constraints
imposed by the 8-bit microcoflputer however, have made this a-

Y

difficult task. : ' .

”~

)

€



CHAPTER 6
APPLICATION OF CSP TO THE SIMULATION

OF TEST CIRCUITS

6.1 Introduction .
S
A completel§ operational version of the CSP, as
described in Chapégi 5, i8 presently available on the VAX

11/780i§; the Computer. Research and Interactive Graphics

L2

Laboratory (CRIGL). at Concordia University. It provides all

. the features necessary for completely simulating the logic

I .
and timing characteristics of CIRCUITs interactively on a

h .

color graphics screen. ‘ »

| To demonstrate tﬁe use of Egé/ESP, this chapter
documents the simulation of éeveral test CIRCUITs. The
first test demonstrates the capabilities of éﬁe CSP for
simulating purely combinational ‘switching circuits and'fof
displaying current paths. "The second test uses a simple
CIgCUI? to illustrate the metheod for advancing the
simulation clocks and for increméhting ai counter. Finally,
the third test illustrates the use of the CSPtin simulating
the timing chraracteristics of a CIRCUIT, including the

simulation of race states. b

"6.2 Case Study 1: Simuiation of a Combinational Circuit

L : - - <

I'd
The' circuit shown in Fig.6.1 is designed specifically

”~
.

R st L
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Fig.6.1 Combinational circuit.




for the purpose of illustrating the capabilities of the CSP
fqr displaying the current paths and output state for a
given input staﬁe. In all, it comprises 7 input devices
(HANDS) , 1 oﬁtput device (LAMP), and a number of horizontal
and vertical connectors. | n
The device, HANDS x7‘in position 7A, is cennecteé to

HANDS X5 in position 3B, through a winding configuration of

(¥4

" connectora.' It is obvious that these connecébrs could
easily have been removed by connecting HANDS X7 in either
position iA, 2A, or 3A. They are iﬁciuded however, to
demonstrate the ability of the CSP to identify complex,

- ‘backwatd—directed, current paths.
The CSP could be applied in several ways. One method

' ié'to set all the possible input states (of which there are

. 27 for the circuit shown in Fig.6.1), one at a time, and to
record the output state corresponding to each of these, in
order to obtain a truth table. This method is not preferred
however, as it is tedious to apply. o / -

Another method for applying the CSP, is‘to use it to
determine the output state and to identify the current paths
for a particular input state of interest. \It is often the
y ' case, when analysing complex circuits, that the operator is
interested in observing the response of the circuit to some

change in the input state. The CSP is partichlarly well

" . sukted for this type of ;pplication as it allows the

'operator to interactfvely set the desired input state and to

' immediatit? observe .the output state and current paths.

=)
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Figure 6.2 shows the current paths and output states,
as determined by the CSP and verified by calculat}on, for
several input states of the circuit shown in Fig.6.l. Since
this circuit comprises no memory devices, the CSP clocks are
not used at all during the simulation. The outputs and the

o

current paths change simultaneously with the input state.

6.3 Case Study 2: Demonstration of the use of Two Simulation
'Clocksnto Simulate Timing
4 The characteristics of timers, relays, and counters
are discussed briefly in Chapters 3 and 5, where it is-shewn
how these devices are used to provide a CIRCUIT with memory.
RN ﬁIH this section, a CIRCUIT comprising one of each type of
memory device is simulated in order to illustrate how the
two simulation éiocks of the CSP can be used to simulate . the
\ timing of a CIRCUIT. |
For the purpose of documenting a gimulation, the
state of a CIRCUIT can be completely specified in the farm
of a timing chart. Consider.the basic structure of the
. timing chart shown in Fig. 6.4 which documents a simulation
\ ' of the CIRCUIT shown in Fig.6.3. -In this representation,
N each column completely describes the staﬁe of the CIRCUIT at
' some »simulated tiMe as indicated by the Relay Clock (row 1)
and the Timer Clock (row 2). &
Every output and memory coil in the CIRCUIT is

assigned a row in the timing chart. 1Input and memory

R UVONUSHPDII . SO
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¢ X1X2X3X4X5X6X7= 1100100

X1X2X3X4X5§6X7= 1100110

X1X2X3X4X5X6X7= 00000;0

i
AN A

Fig.6.2 Some current path displays for various input states.
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\
contact pairs of the CIRCUIT are also represented in the

timing chart. These however, are assigned only one :ow/for
each. phygical device (all contact pairs having the same name
and identificationr number belong to the same physical
device) "since all the contact pairs belonging to that device
will be acted upon by the same excitation.

The rows of the timing chart are grouped with respect
to the fype of the device. There are four such groups:
Input Device; Memory Device Contact Pair; Output Device; and
Memory Device Coil.

For the rows of the Input Device group, the entry in
each column represents the excita‘t'ion acting \on the contact
pairs of the physical input device named in that row. An
*X" indicates that the contact pairs of a device are
"excited™, and a "-" indicates they are "quiescent", To
indicate that an excitation has changved a numbér of times,
an integer value indicating the number of times an
excitation has been toggled, preceeded by the value of the
initial state of the ‘excitation, can be entered (i.e. "-—-4"
indicates that an excitation Las undergone 4 transitions,
beginning\with a quiesdent value).'

Entries in the rows representing devices in the
second group consist of either an "X" to indicate that the
contact pairs associated with the memory device named are
excited, or a "-" to indicate that they are quies\cent. The

same notation is used to indicate the states of deviqes in

the third group, where an "X" indicates that an output

AR
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device is "energised", and a "-" indicates that it is "off".

Finall;', fob Memory Device Coils, the same notation
that is used for devices of’the third group also applies.
In addition however, an integer value in a column is useﬁ to
indicate the amount of time that has elapsed, in units of
the preset delay duration (in the case of a counter coil,
the registered count is given). The delay duration or
counter modulus accompanies the device name in the timing
chart.

At the bottom of the timing chart, a row labelled
"MARK", numbers the CIRCUIT states shown in timing chart
seq‘uentially so that they may be easily referred to in the
following discus‘sion. MARK has no other significance. It
is important to note 't:ahat in a timing.chart, it is not
necessary to show all the transient states observed during
the simulation.

Also at the bottom of the timing chart, a row labeled
"TCAE" (Timer Clock Advance Enable) is included to indicate
the times when the operator is able to advance the Timer
Clock.. These instances are indicated by an "X". Although
this information is never explicitly displayed during a
simulation, any attempt by the operator to advance the Timer
Clock when TCAE="-" w'ill Tesult in the output of an error
message.

A timing chart cén be obtained directly from the

displays produced by the CS8P. The entries in each column

represent the states of the devices as Ehey are displayed on
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the coio; graphics screen immediately prior to the input ‘of
a valid command to advance either simulation c}ock. The
states of the devices are obtained from the graphics screen,
while the values on the simulation clocks can be obtained
from the data terminal.
Consider the CIRCUIT. shown in Fig.6.3. RELAY Y1, is

automatically assigned the default delay duration‘ of 5

”

”

millisecond pull-in speed and 3 millisecon? drop=-out speed:

N

A "SLOW ACTIVATE AND SLOW RELEASE"™ type delay relay with a 4

milliéecond delay duration ’and a "SLOW RELEASE"™ type timer
with a 5 second delay duratJion, are selected for DRELY Y1,
and TIMER Y1, respectively. Finally, the counter, cOUNT Y1,
is assigned a modulus of 10. '

The purpose of the simulation illustrated by Fig. 6.4,

S
and described below, is to demonstrate the use of the CSP to

simulate timing. There are sevr{x‘:al i.tems which should be

noted:
1) Several inputs may be changed simultaneously,
as illustrated when HANDS X1, HANDS X2, and
HANDS X3 are excited at MARK=l.
2) Advancing the Relay Clock does not affect the
5 ‘ reading on the Timer Clock, as illustrated by
advancing the Relay Clock f£rom MARK=7 to
MARK=8,
——




3) Incrementing the counter, COUNT Y1, degs not
affect either simulation clock, as illustrated
at MARK=2, MARK=5, MARK=7 and MARK=10.

4) The Relay Clock is reset when all relays and
delay relays are in "steady" states, as

illustrated at MARK=0, MARK=4, MARK=1l, etc..

™

The simulation begins z;th all outputs and memory'

dev;ces "off", and with all input devices and memory contac%
pairs in their quiescent states; At MARK=1, theé operator
excites the inputs: HANDS X1, HANDS X2, and HANDS X3, thus
causinﬁ the CIR&UIT to enter a "relay transiént' state, and
thevéimer coil, TIﬁER Y}, fo become energised. Because the;s
timer is of the "SLOW RELEASE" type, the contact pair,
associated with it will become excited simultaneously,
causing LAMP 3 to aiso become energised.

Obser;ing the state of the CIRCUIT, as well as the
current paths, the operator ad;ances the 'Relay Clock. by
2 milliseconds, noting only a change in the elapsed
durations for RELAY Y1, and DRELY Yl. 1 :

) With the Relay Clock showing 2'milliseconds (MARK=2) ,
the operator toggles the state of HANDSAX3 four timés,

causing 2 off-to-on transitions of the counter coil

(COUNT Y1l). The }egistered counﬁ of the device is

incremented accordingly. Note that the Relay Clock is not

advanced.

-

°
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Further” incrementing the Relay Clock by 2
milliseconds, the operator brings the CIRCUIT to MAREK=3,
with tﬁe Relay Clock shov\;ing 4 milliseconds. At this point
in theé imulation, DRELY Y1, having become energised, is in
a’steaciy state. The resulting.excitation applied to the
contact pair DRELY Y1 causes LAMP 2 to become energisedl._
1}150 at MARK=3, tﬁe excitation is rerﬁoved from HANDS X3,
causfng the éIRCtiIT to go into a "timer and rélay transien't"
State, since both TIMER Y1,  and RELAY Y1 are in tfransient
stat':e’s. ‘Thé Timer Clock cannot be- advanced however, until

thk CIRCUIT enters a "timef transient™ state. L , £ N

Advancmg the Relay Clock by 1 more mllllsecon;i to
MARK=4, causes RELAY Y1 and COnsequEntly LAMP 1 to become
energised. Wi‘th RELAY Yl in a steady state, Qhe CIRCUIT
enters a "timer~transient” state.. This is indicated to the
operator when the Reka&r Clock is reset to 0.

At MARK=5, the operafor .explicitly' advances the Time::

" Clock by 2 'seconds.. In addition, he toggles the state of
HANDS X4 eiéﬁt times, to bring the registered count of
COUNT Y1 to 6. ‘l _.

The excitation on HANDS X1 is removed at MARK=6
causing the CIRCUIT to once again entér a “relay and ttimer
transient" state.’ The CSP display for the Ladder Diagram
from which the column at MARK=6 in Fig.6.4 was obtained is
given in Fig.6.5. Advancing the relay clock twigevto fead 2

milliseconds brings the CIRCUIT to MARK=7, where HANDS X4 is

4 toggled 4 times to bring the total registered count for

) 3
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COUNT Y1l to 8 (B80% of MODULUS). ( . :

Adv'ancing the Relay Clock to 3 millisecq’nds (MARK=8) ,
causes RELAY Y1 to reach a steady si:ate, an‘d i;:s associated
contact\ pair to become quiegoent, and thus causing LAMP 1 to
go "off". Further advancing the Relay Clock two times,
brings DRELY Yl to a "steady" state at MARK=9, and causes
LAMP 2 tp go "off", The CIRCUIT is now in a "timer
transient” state, with the Timer Clock still reading
2 secSnds. -

At MARK=10, the Timer Clock is advanced by 2 seconds
to show that 4 seconds have elapsed. Also, HANDS x,; is
toggled 4 times to bring tzle counter to a steady state and

to cause LAMP 4 to become energised.

‘ Fimallj, at MARK=1l, the Timer Clock is advanced by g

second to bring the CIRCUIT into a "Steady Stat;e", and to
;:ause LAMP 3 to,go "off". 1In the "steady” a:ate, both the
relay and Timer Clocks arereset to 0. R

The foregoing simulatiﬁofn illustrates several

important features of, the CSP simulation. FPirst, it shows

' how the counter ‘can be advanced several times*without

Finally, it shows how

advancing the CIRCUIT in time. Second, it shows how

advancing the Relay Clock does not advance the Timer Clock.

transients can be slnulased
[ q . ' } 4
accurately.

A

-
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ot

6.4 Case Study 3: Simulation of Race States

, e

e,
t
The CIRCUIT shown in Fig.6.6 is used by Krieger [32)]

to illustrate a tabular method for analysing CIRCUITS. This
. ﬁethod uses two matrices to store the information describing
. Eﬁe CIRCUIT. The Y-matrix, describes the internal state of ’ )
the CIRCUIT, while the Z-matrix désék&bes the output states.
The Y-and Z-matrices for the CIRCUIT shown in Fig.6.6 are

-

given in Fig.6.7 and Fig.6.8 respectively.

g Consider the present state of the hemory device
contact pairs DRELY Y1, DRELY Y2, and DRELY Y3, which is
denoted Y1¥,¥,, Under the influence of the input state
X,X,, which represents the:states of HANDS X1 and HANDS x2  /
respectively, the state of the relay coils is given by each
of the entries of this row. That is, if Yi-l, then Y; will
become (or re;ain) excited after some time interval At ich

+ represents the inertial delay of the device. Similarly, if
Yi = (, then Yy will become (or reﬁain) qguiescent. Whenever
there arises a situapion where Y1Ypo¥3 = ¥,Y¥, Y3, that entry
is said to represent a “stable” state. Stable states are e
shown as cross-~hatched fectangles in Fig.6.7. Otherwise, an
~entry is said to represent an "unstable" state.

1]
Krieger makes extensive use of the Y-matrix to show

the intermediate, unstable states of a CIRCUIT, as it goes ..
from one stable state to-another. He also uses it to

demonstrate three types of timing hazard: critical

¢ ¥
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race, non-critical or safe race, and buzzer circle.
First, to illustrate the transition from one stable
staté to another, consider the stable state for xlx2-0 and

Yly2y3-0, which will be written as 00/000 for convenience.

17273
value 001. Afﬁer a time delay, t, the state of the CIRCUIT

If the input is changed to xlxz-lo, Y.Y,Y, takes on the
%

will be given by 10/001, for which the resulting excitation,
Y1Y2Y3, is 0l1l. After another delay, the CIRCU;T will be
found to be in the state 10/011, which in turn leads to the
steady state 10/111 after yet another time delay. This
“transition path”™ is illustrated in Fig.6.9.

To demonstrate a critical race, consider the same
initial stable state as in the previous case, i.e., 00/000.
If the input state is‘changed to 01, the excitation becomes
0ll. Because two memory devicesthave to change states
however, the relative values of their ;espective inertial
delays will determine the path of the subsgquent state
transitions. From the Y-Matrix, it would be expected that
the CIRCUIT would reach the stable state 01/111l. If
Y, changes b;fore Y, howévér, the stable state, 01/001, will
be attained. If Yz changes first,“the CIRCUIT will reach
the stable state 01/110, through the unstable state, 01/010.
Finally if both Yz and Y3 change simultaneously, the
unstable state 01/011 will lead to the stable state (01/111.
Hence, the race state 01/011 leads to a critical race as

illustrated by Fig.6.10.

Figure 6.1l illustrates a state transition which also

- e T o L

Rt e s et b st e o
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exhibits a race condition. 1In this case however, the same
stable state will be attained regardless which inéernal

state changes first. Such a race condition is referred to

as a non-critical or safe race. Itqis also possible for a

CIRCUIT in transition from.a stable state, to enter a path

'of unstable states which it cannot leave. Such a transition

sequence is céiled a "buzzer circlé' and is'illustrated by

Fig.6.12.

The above studies are discussed in somewhat greater
detail in Krieger [32]. The reason they are dis;ussed here
'is to show that, given the Y- and Z-matrices for a CIRCUIT,
it is a relatively simple matter to analyse the operation of
a small, but fairlg complexJCIRCUIT. The greatest
difficulty with the tabular method for analysing a CIRCUIT
is that the Y- and Z-matrices are difficult to obtain when a
large number of input devices and memory devices are
inv6;ved. )

The‘CSP is capable of simulating a CIRCUIT given an
initial stable skégg and a-change in the inputﬁstate that
initiates the state transition. In order to bring the
CIRCUIT to a desired, %nitial stable state, the operator has
the option of either following the necessary sequence of
state transitions to achieve that state, or to use the
"PAULT CONDITION" facility of the CSP to force the states of

the memory devices. When the desired stable sta%e has been

reached, the forcing may be removed. Then the operator ‘can
, - «

~—

observe the transition path as he advances the simulation

N - - e
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Fig.6.11 A safe race condition [32).
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clocks.

6.4.1 Use of CSP to Simulate a Simple Transition Path

For the purpose of the simulation, all delay relays
are selected to be of the “"SLOW ACTIVATE AND SLOW RELEASE"
type with a 2 millisecond delay duration. Figure 6.13 shows
the timing chart for the simulation.

At MARK=1, an excitation is applied to HANDS X1 which
causes the CIRCUIT to enter a "relay transient" state. As

the CIRCUIT is advanced in time, the transition sequence

illustrated by Fig.6.9 is observed. This timing chart is

e - PTR——— N PR ——
h .

generated in the manner described in Section 6.3. The Timer
Cloak and the TCAE are not shown since they are not
required. The CSP dispiay for the Ladder Diagram from which
the column at MARK=3 in Fig.6.13 was obtained, is given in
Fig.6.14.

-~

6.4.2 Use of CSP to Simulate Race States

With the CIRCUIT initially in the stable state
00/000, an excitation ;g applied to HANDS X2. Depending on
the value of the delay durations of 1he relay devices, a
different final state will be achieved. 1In the folloﬁing
discussion, the simulations are documented ﬁsing timing

charts which are obtained in the manner descriped in

Section 6.3.
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“[ourarIon
OF DELAY
[ FELAY crock ‘ 1 I T B Y A
HANDS 1 S x| x| X| X| X]| X] X
INPUTS :
BANDS 2 3 Y T B R
- DRELY 1 X
MEMORY |—RRELY 1 T s s T B
coNTACT |—RBELL 2 =l -1 - -l X| X| X
. DRELY 3 =l 1 P A0 4 0. S 9. 4 0. 4
DRELY 1 T o L X
’ég;‘g‘sw DRELY 2 2 S Y Y I T ™
DRELY 3 2 ol T X X[ X X X
.-|-======== l = - ?W - - )4
MARK 1l 2| 3| 4] s| s] 7

Pig.6.13 Timing chart for transition from 00/000 for

2

00 to 10 input transition.
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6.4.2.1 Case I: DREL§ Y2 and DRELY Y3 Change Simultaneously

If the inertial delay durAtions of all 3 delay relays
are igentical, say 2 milliseconds, then, the CIRCUIT will
undergo a transition as illustrated by the timing chart of
gigls.ls. ’

At MARK=]1, the excitation applied to HANDS X2 causes
both DRELY Y2 and DRELY Y3 to go into transient states. ‘The
graphic display from which the state at MARK=2 was obéained
is given in'Fig.G.lﬁ. One millisecbnd later, at MARK-B,;the

internal state becomes 01/01l causing DRELY Y1 to enter a
¢ a

transient state. Advancing the Relay Clock two more.

milliseconds brings the CIRCUIT to the fipal steady state

10/111, for which LAMP 1 becomes energised, “(MARK=4).

LY

b

6.4.2.2 Case II: DRELY Y3 Changes State Before DRELY Y2

Beginning with the same initial state as in the
previous case, witﬁ the delay duration of DRELY ¥3 being i
millisecond and that for DRELY Y2 and DRELY Yl being 2
milliseconds, th; CIRCUIT will go into the steady state

T

01/001, 1 millisecond after the excitation isxépplied to
HANDS X2, asa shown “n Fig.6?17.

USRI » R nad - e e
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DURATION
OF DELAY .
-
= |
INPUTS ~
‘ =4
e e
ey M 7 S AR
CONTACT | A : " T T =% B3
MEMORY DRELY Y1 2 =1 I T N I S
DRELY Y2 2 -t o] 1 x| x[x
COILS DRELY Y3 ) =[0I X[ X[x].
" $~ ’ — r—
QUIPOT L LAD L - o IR TS S ECR D S
. ‘ ‘
" . MARK “ 0| 1] 2| 3] 4} 5

Fig 6.15 Timing ‘chart for transition from 00/000 for 00 to
0l¢ input transition (DRﬁLY Y2 and DRELY Y3 change

o

simultaneously).
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" MARK=2, and MARKw3.

6.4.2.3 Case 1III: DRELY Y2 Changes Before DRELY Y3 . )

-

.

!

The timing chart for this state transition-is given

.in Pig. 6.18. )

Pl

6.4.2 Use of CSP to’3{mulate Safe Race
[ ]

i
g

The timing chart givén in Pig.6.19 illystrates how
the CIRCU{T is brought to the initial steady state 00/010.
Yhe timing charts in Fig.6.20, Fig.6.21, and Fig.6.22
jllustrate how} from this initial steady state, tpe
transition path due to the input state E:anlition from 00 to
10 will alwvays lead to the 10/111 final steady state.

J

6.4.3 Use of CSP to Simulate a Buzzer Circle

A state transition diagram illustratiné the buzzer,

éincle was given in Fig.6.12. 1In order to simulate this
L ll G,

state transition, it is necessary to first bring the CIRCUIT

to the steady state. The simplest method to do this is to

first force t‘e coil of DRELY Y3 to become energised thus

exciting the asmociated contact pairs, and then to set the
input excitation to 0l. Subsequent removal of the forcing
on the coil will leave the CIRCUIT in the desiried steady

LY

state. This dequénce is illustrated- in Fig.6.23 for MARK=l,

‘___& . p
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- DURATION
OF DELAY
[ RELAY CLOCK 0L 0l 21 41 7
HANDS X1 =
X - - - - -
v pahpg X2 =
m a— -
MEMORY DRELY X1 BRI
CONTACT | _DRELY Y2 . e . B et M
RERLL X3
" DRELY Y1 3 =L -] -1 0l X
posiagin DRELY Y2 2 ol x| x[ x
DRELY Y3 TR W) X P4 e B
UTPT [ Iaw 1 2 I
MARK o 1] 2f 3] 4

Fig.6.17 Timing chart for state transition from 00/000 for
00 to 01 input transition (DRELY Y3 changes before

DRELY Y2).
|
DURATION
OF DELAY
| RELAY CLOCK 0f 0{ O
| HANDS X1 T B
X - -1 =1 -
s [THANDS 2 = 4
5 DRELY Y1 -
DEMORY Y 4 - -
CORTACT I DRELY Y3 = =
Y - -
¢ ° MEMORY [ DRELY 1 . — -
ILS DRELY Y2 2 0
CoO Y ¥ ]]i - 0] X
. LREL .
P LaMp L ] M
‘1 'MARK | o of 1| 2
— )

- = . ‘
Timing chart for state transition from 00/000 for

e

Ejg.6.18
00 to 01 input transition (DRELY Y2 changes before
DRELY Y3). . '
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DURATION
‘ ~ |OF DELAY
. RELAY CLOCK 0] 0] 0] 1] 0
1: — ————

. INPUTS Hmanbsﬁ XKZ 1t
MEMORY DRELY Y1 g i T
coNTAacT |—REELY Yo

RRELY Y3 I D ]
MEMORY | —RBELY ngl 2 ol It Wl St S
COILS DRELY Y2 2 -irxl ol 1l x
DRELY V3 N B
[OUTPOT T inp 1 S
MARK ‘ ’ ol1f2{3 1|4

Fig.6.19 "Forcing" used to set initial,steady state.

) DURATION
OF DELAY :
RELAY CLOCK 0] 0] 1] O
HANDS X1 | x| x| X
INPUTS HANDS X2 ——=
:————m ————
DRELY Y1 - - 9 X
MEMORY |j—— ot oo
CONTACT |[—RRELY {2 oK xx
DRELY Y1 2 -0 I %
’C‘g’;ggy DRELY Y2 2 X x| ¥ x
DRELY Y3 2 T o I x
LoyTpyr 1 4 |1 I x
| MARK 0] 11293
e sasl .

Fig.6.20 Timing chart for transition from 00/010 .for 00 to
10 input transition (DRELY Y1 and DRELY Y3 change
simultaneously).
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DURATION
OF DELAY
| _RELAY CLOCK oL oI T
P T oee S SRR |
T ixpors ~1_ HANDS X1 -T x| x| X
J ~HANDS X2 o Il ]
MEMORY DRELY Yl —t—t- X
DRELY Y2 x| xI x
CONTACT ¥ ¥ T
KLl
DRELY Y1 2 -l 0] 1] X
’gg’l‘ggy DRELY Y2 2 x| x| x| x
Y 1 -] o] X[ X -
LQUIPOT L _LAMP 1 i il e R
MARK 0|1 J213

Fig.6.21 Timing chart for transition from 00/010 for

10 input transition (DRELY Y3 change before
DRELY Y1).

00 to

) DURATION
OF DELAY ~
| RELAY CLOCK 0] 0] 1] O
INPUTS HANDS X1 -] X| X| X
HANDS X2 « B
-/ Y
MEMORY | —DRRELY Y1 =l -1 X X
conTAcT |—RRELY Y2 A Xy XX
) DRELY Y3 ] Eed Tl D
DRELY Y1 T I D
'ég?ggy DRELY Y2 2 x| x| x| x
DRELY Y3 2 Lol 1 X
_QUTPUT LAME 1 o B B D
" MARK of1]2]3

R

1
k

Fig.6.22 Timing chart for transition from 03/010 for 00 to
10 input transition (DRELY Y1 change before
DRELY ¥3). -
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By changing the input excitation from 0l to 11: the
CIRCUIT is made to cntgr a sequence of tranlipnt states
which it cannot leave. This is illustrated th Pig.6.23,
where the delay dg:ation of the delay felays is
1 millisecond. )

a

6.5 Summary -

In this chapter, it was .shown by,illult;ativo
examples, how the CSP can be used to quickly d\nd accurately
analyse a complex CIRCUIT, without the need for a truth
table, or similar specification. This includes the
determination of the output states, the identifiation of
current ?at{xa, and the simulation of race states. Although
the CSP is appiiad only to fairly small CIRCUITs, it is
qleat éhat‘ the principles of its operation are’ solidly
founded and that the CSP can be applied with confidence to
any CIRCUIT which conforms to the constraints deb'cribed in
Section 3.2.2.
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CHAPTER 7
CONCEPTUAL DESIGN OF A GENERAL PURPOSE MICROCOMPUTER
TER
BASED PROGRAMMABLE LOGIC CONTROLLER

.
\\
- ~
N

, 1. 1 Introduction

Programmable Logit Cbntrollers have been widely.
aécepted in industry as a ﬁ,l:eli.able, cost effective ‘
alternavtive to hardvi:regl Relay Logic Circuits. They provide
facilities fpr 1'nteraétively specifying, né:difying and
implementing CIRCUITs, and are constructed to withstand the
of ten harsh, industrial environment.

Figure 7.1 shows ' a block diagram of a typical PLC.

The PLC comprises 3 bas‘ic components: the central processing

.unit and memory - (CPU); the programming unit; and the 1/0

Y

modules. The programming unit provides an interface between
the operator and the CPU while the I/0 modules provide the

interface between the CPU and l‘:.he process or machine being ‘
controlled. It is the CPU, wlhich is typically an 8- or a
16—bit microprocessor, that is charged with the task of

managing and performing all communications and analyses.

JFor a PLC, the software used to perform these functions is

stored in a "Read Only Memory" (ROM) , and strictly defines
the ca'pabili(tiea of the device.

A conceptﬁal design of a novel PLC, thé Concordia

'Q'P\:ogr'mab_le Logic Controller (CELC) , ’:ls presented herein.

A general purpose iuicroc"omputénr ' rather than a dedicated

b
-
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Fig.7.1 Block diagram of typical PLC.
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mircorprocessor, is used to perform the functions of the
CPU. The neces‘sary software is loaded into memory from a
v

floppy diskette, and an I/0 interface is connected to the

parallel input and output ports of the microcomputer, to

allow the CPU to read the input state, and to drive the’

outputs.

In some applications, the CPLC can provide several
advantages over commércial PLCs. Foremost of these
advantages is its relatively low cost. Commercial PLCs are
constructed to withstand a harsh industrial environment and
must meet stringent industrial standards. Although the
satisfaction of these is clearly necessary when the PLC is
to be used in industry, it is completely unnecessary when
the PLC is destined for use in teaching technic;]. personnel
how.to program and use such equipment. Thus, for
teaching applications, the CPLC could emulate the features
offered by the more powerful PLCs at a small fraction of the
cost (i.e. the cost of the software and the I/0 interface,
assuming that a microcomputer is available).

Another advantage of the CPLC is that the software is
written almqst entirely in a high level language (FORTRAN).
This being -the case, it is possible for the user to‘ moéify
the CPLC to meet his requirements. Exampleé of sﬁch

modifications include the development of new CIRCUIT

analysis techniques to improve scan speed and the addition’

of PID control capabilities.

additional advantage of the CPLC is that it can
Ar

&
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provide facilities flor progtanm.ing commercial PLCs by
downloading CIRCUIT configurations to them. Th;.s, of
course, would require the cooperation of the PLC
manufacturers in supplying the coding formats for their
respective PiCs. '

The only foreseeable disadvantage of the CPLC is that
its software is Qritten in a high level laguage and, as a
result, its operation will be slower than if it were written

in a more efficient, iasembly or Machine Language.
7.2 Brief Description of the CPLC

The CPLC software consists of two programs: the
microcomputer version of the CSP, and the CIRCUIT
Realization Program (CRP). The microcomputer version of the
CSPR was deécriped in detail in Chapter 5, and is used to
specify ahd simulate CIRCUITs, interactively on a graphics
screen. The CRP operates in real time and reads the input
state, analyses the CIRCUIT, and sets the output state
through the I/0 module designed concei:tually in this

lt-’»chapter.

The CIRCUIT to be realized ‘by the CPLC 18 first
entered and stofed on £file using the CSP. When the CRP is
executed, the data base:for this CIRCUIT is loaded into the
memory and al; ~:l.nput: or output port is assigned to each
device. Every devicey in the proh.ess or machine to be

controlled, is physically connected to its designated port

3

“ . e ——

\

Jwe

P



@

- 171 -

on the multiplexer, through which, the atate of any input
device can be selectively entered into the data base, and’
consequently, the state of any output d§vice can be
selectively set. In the course of the operation of the CRP,
the input cievice i:atu are polled and read into the data
base at regular! intervals. ' |

When all the inputs have been polled, the éIgCUIT
model is analysed, and the states of the output devices are
determined. When timers or delay relays in transient states
are present.in a CIRCUIT, a real time clock is used to
measure the elapsed time for each such device, and to set
the states of their respective contact pairs auéonatically.
Relay and counter devices are ,gnp‘!.encnted entirely by"
software. , 5

Once the outpixé device states have been determined,
the appropriate control signal is sent to each output ‘devica
through the multiplexer, and the states of -the relay and
counter contact pairs are updated. This entire process is

repeated each time the polling of the inputs is initiated.

/

7.3 Conceptual Degién of the Hardware Configuration of It:he

CPLC

t

) The hardware configuration of the CPLC is shown in
Fig.7.2. '/It can be seen :that, in addition to an 8-bit
microcomputer, it comprises an I1/0 multiplexer; a' real time -

clock, ‘counters, input latches, and output buffers and’

~
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7.3.1 Multiplexer ‘ N ’ f,
Ce T ¢

. o P
The numbers of input and output devices which the

CPLC can accomodate is limited by the ability of the.
microcomputer to address these devices through~the available

' r

inpiz and output'ports. An 8- bit microcomputer will

.normdlly provide parallel input and output porté, each with

'8 data lines, ‘and a number, of cong501 lines. Depending upon

‘\‘ f
the complexity of the hardware design of the multiplexer, a

—

wide range of I/O devices can be accomodated (anywhere from

seyeral, to more than two thousand).

. )
. Without detailing a multiplexer design, it is

sufficngﬁk to note that as the number of I/0s8 increases, so
' *

‘'will the complexity of the hardware and software, required
&

to adﬁress them. "Since, only 8 data'lines are availab%e, it

can be expected that in order to use these to both address’

/ . .
devices, and to send data to these devices through the same

8 lines, the hardware design will be rather complex when

'more than 16 outplits are involved. >

S

Ll

7.3.2 Real Time Clock
& ) ' o ”
An external,ﬁ;éal time clock provides the three
different Llock frequencies required by the CPLC. A 1000 Hz

clock, is required to measure delay relay delays, a 1 Hz

w
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clock to measure timer delays; and one ;dditional cloék to
initiate successive pollings of the input and the internal

states. The detetnina%}on of the ftééuency‘of this clﬁak,

g

I4
‘I.

her’after referred t? as.\the 'pélling clock, is digcussed in

Fs
Section 7.5.2.

9
07(3:3 Timer and Delay Relay Duration Counters
? .‘. 0‘
. ' ¥ . ..
Timers and delay relays'require that the t%mer deliy

A

?

durations they represent be meaquréd in real time. The CPLC

dedicates a certain ﬁumber of hardwired inputs and 6utputs

 ‘to the realization.9£ these membry devices. Hence, \the.

number of timers or delay relays which can*be acpqmmodated

by the CPLC is limited to the number of I/0 lines dedicated’

to this function.

Each timer and delay relgy céil‘Ls realized by a
hard;ii;d, presetable, programmable, @odu%o—Mé cohnteg.
When the coil of such a Qevice is fohnd to have changed

states by the CIRCUIT analysis software, a4 signal is sent

s , J , . .o
. through the multiplexer which presets the programmable

counter of fhat device to-a value P, Such that

R ( Pc = MF: - Dc h ‘.. o " '(7-1,

where, Dc is the duratign of the delay to be realfzéd.' At

»

the same time, the counter is ehabléd to count .clock pulses

IR .
fraﬁ the approp;iate real time clockf When a number of

LN » - 4

.
- L]
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clock pulses haa.been oounteq which is equal to Dc' the

counter output will be M . When'this condition is satisfied

'a logic signal is set, or reset, 1n orde{‘to indié/te the

4

state (excited or quiescent) of the contact pairs of thar -
. 3

device. This.qignal is in turn connected to the multiplexer

as an input to the CPLC. Figure 7 3 shogs how timers and

delay relay delays are implemented During each pol}ing of

the input states therefore, the states of timer and delay“

relay contact pairs .are availableA;n real tihé, and gje

accurate to within 1 polling clock cycle. ' \> '
. y

i1

P ' , ) Lo

vt

7.3.4 Input Latch and Buffer

From the time‘the-polling pﬁocess is initiated, until

the time when the’ last input,has been read into the data

\

base, it is possxble that some inputs will have changed

states, During the analysis however, all inputs entered

simultaneously. In order to ensure’that all the inputs are

sampled at the same instant, their states adje latched with a

- - Y -‘
single pulse when polling ‘begins.

7.3. 5‘.j1tput Latch
Tt

When a signal to set an output device state is sent
Mem

: through the multiplexer, it persxsts only momentarily. In

order to latch thlB signal, and to maintain the output
‘ N ;

N
- v

"during a polling sequence are treated as if they occurred °

L)

% '//

x
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- completkd, an output buffer pust be provided. )

7.4.1 Polling Subprogram° | .

each such device is individually addressed, and 1ts state is

. subprogram.

. or the Graph _T}leory method described in Chapter 4, could be

. . - 177 -

LT

-

. , { . .
‘'states until the next state detegmination has been

A
-
-

> 7.4 Conceptual Design ‘of the CRP | i 4 ' "

* -~ \ -~

L]

Each time the polling ‘subroutine ks lni,tiated by the !

)
polling cloc( a pulse is ‘sent to the strobe input of the

~ latch for eqch input device in the CIRCUIT. .Subsequently,

~

read. and loaded into the data base. When the polling has
,] . ’ "

, been éompleied, the CIRCUIT is.submitted for modelling and

analysis. Figure 7.4 shows a flowchart for the polling

‘ ¢ \
.

a ) ’ . .
7.4.2 Modelling and Analysis

. €ither the method described in detail in Chapter 3,

used as the basis for the analysi% of CIRCUITs used by'the :
CRP. 'Although only a éonceptual od‘esign has been.given, it. |
~is this author's opinion that the method based on the Graph
Theory method would be prefera}:ﬁle over the method which
models a CIRCUIT as a resistive network since its

implementation promises to use less memory and to be faster.

o
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7.4.3 Set Relay and Counter Qontact Pair States |

. Bet by a soﬁtua.x:e routine.

‘inertial delay value in order to sinulate the charactatiatcs

Y

Dl . . . ' ! o
-! { \ o : l~ &
Unli-ke timers and delay relays, r.el'ay and counter
1. ‘
elenents are realized entirely by software. As a result,

[y

’g“‘i,vcn the states of the relay and counter co,il( in a’

) B Y N 3
. CIRCUIT, the contact. pairs associated with each coil must be

» »
. B
..

‘s

In the GSP, the relay devices were aasigned a default:
T

of glectr,omechanical devices. A relay realized by software
will alsc display an inertfal delia_y. ﬁ The duration of this

. . ® |
delay will be, at most, 1 polling clock period. This is

_ because a",c‘hange in the state of a cme'm‘o_rf device during 1

clock ¢ycle can only be detected during the next polling

¢lock cycle. R

;‘“ .
7.4.4 Setting of Qutput Device States

1
.

Once the output state has been determined, the states
» : S . A L

of the 'indivigual output devices. and ;uem'ory device coils can

be sent through the multiplexer to their respective outﬂput

7

buffers, and output drivers.

4
- ! ' ~ LI
! . \ \
¥
\
. .

7.4.5 Executive Subprogram .

) - - \ " " , .
Phe Executive subprogram supervises the operation of .

/ 5 .
the CRP and, from it, a CIRCUIT can, be interactivgly -loaded,

4 .. ' . ) ' ) : L

-7
\
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1nitializcd and submitted for inplelentation. A facility

-

r £or the interactive. nanual nanipulation of the output

' devicés is: also provided. -

~

7. 4.5.1 Loading of a Ladder Diagram from a Disk Pile

) -

-

. CIRCUITS can be confi}qured by the interactive CIRCUIT

ccnfiguration ptogram described in Chapt,cr 5 and stored on a

disk file. The E;ecutive proqrqm can be used to 1oad a -

' stored CIRCUIT into the CPLC data base, which is identical

to that used for the CSP. N

.
R [

Once a CIRCUI'I' configuration has been loaded, each

-

device is automaticall& assigned an input or an output’ port.
Themaftex, the multiplexer is used to ‘address devices. using
only these I/O port numbers rathet than the device .names and
identificatious as shown on the Ladder Diagram of a CIRCUI'I‘.‘

‘ When the device assignment has been completed the

e

delay durations of the timers and ‘delay relays, which are

N

used to preset the h'ardware counters, are gntered

interactively by the vperator.

. //’-:'., ' i ) . ‘ "t ,

7.4.5.2 Manuadl Modé ! ~ Ve
* .‘ R N . : v ‘

The Executive Program allows the operator to

‘ ihte:actiivelyvset the state of any output device,i wi thout

consideration of the lnput or internal states. Thi's

facility provides for the testing of the operation of the

L e BT WAt vaeep -ne —
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oper"giona executed :I.n Automatic Mode.

. T — r”
- 181 - M=

+

outputs, and for the setting of the initial conditions tor

the process or machine being controlled. . ' ;

13

“7.4.5.3 Automatic 'Ope;:atLOn B .

s

When tixe Bxecu'tiv_e‘ Prog:eﬂ calls the Automatic uode,

the CPLC isngiven complete contro of the procees or

machine. The 's'rop" function is .the ly allowable operator Y

input through the keyboard. This causes all the outputk to
A

_ be reset and gives controi back to the Executive Program.

<« The pollihg clock 'synchronizes the operation of the

CPLC. BRvery clock pulse initiates a polling"o'f the input' -

o

device states. When polling has been completed, {:he CIRCUIT

is modelled and analysed before the newly determined output

device states are set. rigure 7.5 shows the seq’xence of

~

. ” T
7.5 Setting.of the Polling Clock Frequency

The polling clock ‘initiates the segquence of
operations described in Section 7.4. 5 3. The p‘i:oper

operation of the CPLC requixes that this sequence be'

executed completely before the next one is initiated.

Hence, the frequency of the polling clock will be determined.

by the amount of the time required to execute that sequ'ence'.
A This sequence of operations involves several program

subroutines as well as outputs and inputs to’ and from the

‘o
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Given a value of li,!, ‘the value of T

process through the multiplexer.

-

The period of the polling clock, denoted ‘I.'P,'. must

Y

keatilf.y ‘the condition:

Tp> By, . (1.2)
where 8.1, is the maximum amount otitine required to ecan the
inputl, enelyee the CIRUCIT, and set the output, etate of a

CIRCPIT. Othetwiee, the next deterninetion of the output

~device states will be baeed on dete which nay not be valid.

p can be selected, and
the hardware required to implement the polling clock, "
-designed. .

Once the frequency of the polling clock has been
established, the performance chatacterietics of the CPLC can
be expressed. Pirat, |the ninimum persistance of a change 1n‘
state. of an input is T ' Any input state chenge of a lesser
-duration may not be recognized as it may not be present when
the signal to latch the input states is sent. Second, the
minimum time duration between successive events must be T..

P
T .
Otherwise, two events will be input during the same polling

bclock cycle and will be looked upon as if they occurred

simultaneously. RV,

7.6 Summary

Te

| ‘ / ) ' .
A conce al design for a microcomputer based PLC has

- oW IR e s
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been proposed. This design calls for the use éf either of

-the analysis methods, described in Chapters 3 and 4, as well

as for the design of a -yltiblexg: and of an array of
hardware cloc~k cycle counters.

The performance of the CPLC will depend, to a great

. extent, upon the hardware configuration of the multiplexer.

As the number of ports inc:eauﬁs, the complexity of the .
’ ‘ .

software also increases, resulting in a subsequent decrease

in the time resolution of inputs to the CPLC.\

Judging from the performance of the cép; it can be
inferred that a microcomputer based programmable controller
of the type described abovg, can be used to realize any
élfRCQI'I.’ conf.igu'ration which conforms to ’bhe constraints

given in Chapter 3. The implbtmentation, and use, of the

.Graph Theory method described in Chapter 4.15 likely to

result in an even faster operation of the CRP. Due to the

largely software implementation however, the fteﬁuency of
the inputs of the processes which the CPLC can be used to

control will be limited to about 3 Hz.

\ -
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CHAPTER 8
- CONCLUSIONS AND FUTURE WORK

8.1 Conclusions
J

38

Whether ‘a Relay Logic Circuit (CIRCUIT) is

implemented using electromechanical reiays or a programmable

logic controller (PLC), .its commissioning will inevitably

involve thotough testing. Only after the correct operation

of -a CIRCUIT has been verified for all realistic operating

conditions can the implementation of a design be considered

-’conplete.

-

A CIRCUIT implemented using electtomechanical relays
must be built and tested either on-site, or by otherwise

simulating inputs to, and outputs from it. This is both

' coBtly and time consuming. The testing of a CIRCUIT

implemented by a PLC, on the other hand, is somewhat simpler

because many PLCs provide facilities for simulating the

. ¥ e {

—logic operation of a CIRCUIT. Typicqiry, this involves

having the‘operator/set the input state using mechanical

. - )
switches. For every input state specified, an array of

»

indicato: lamps displays the’ output state.>

In spite of the advantages they provide, PLC
simulators have several shortcomings. First, they do'no%
proviﬂe for the simulation of the timing (a facility which.
iszessential for ideqtifying race states).{ Second,ixod more

4 -

important, there is no documented, enaIYticalujpst fication

.
* . ? ) AN, .
o . . - .

+ !
e , ekt e wee e e B e e .
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superting the validity of the methods used to determine the
«Gutput state of a CIRCUIT. Wwithout such a. basis, the
results of -a simulation conducted using a PLC are doubtful,
particularly in applications where the safety df personnel

‘or equipment is involved.

In this Thesis, two distinct methods /for EnalysingA

. . s :
CIRCUITs have been described. Both of these methods

correctly determine the,output state. ”Furthermefey they '

y

identify the devices in the CIRCUIT which carry current.’

This informaticn can be used to produce a display snowing ‘

the current paths in a CIRCUIT (both forward- and
backward-directed) so as to provide useful CIRCUIT

diagnostlcs.

The first method models/z’diRCUIT as a resvstive

network and a voltage source. The network ccmpr1aes
unit-valued and infiniteﬁvalﬁed resistors which model
devices having transmission values of 1 and 0 respectively.

The outputcstate of the CIRCUIT can be determined by

establishiné\?hether or not there is a pg/eailal dlfference

@PD) across each resistor that models an output devfse (or -
¥ - . E

memory}. If there is, the output-device (br memory) i
(\- \

“energised". Otherwise, i;.ié "off£".

In order tb,éstablish the existence of a PD across a

[

resistor, the voltage %t‘each "node"™ in the model is

-

., P
evaluated as a fraction of the value of the voltage source

of the modeﬂ By calculating the difference between the

values found across the termxnals of each unit-valued

. ¥

[amentnmusma,

Y

-
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resistor and by comparing this difference to some threshold
L
xalue, the existence, or absence, of a PD is established.
- /
Having obtained the values of the voltages at each

' node in the model, it is possible to.also identify the other

current~carrying devices in a CIRCUIT. Any unit-valued’

. )
resistor across which.there is found to exist a RD will be
carrying clirrent-in the CIRCUIT. For CIRCUIT models

containing balanced "bridges™ ‘however, this method will fail

“to identiffNEOmendevices cogtained in redundant paths of

logical transmission. This shortcoming is of little

consegquence however, beoause it does not, under any

circumstances, lead to the erroneous determination of ‘the

'output state. PFurthermore, such a situation will' rarely

N

arisge..

The second method described in ‘this Thesis models

each device having a transmission value of 1 as an "edge" of

a "graph"-q By systematically "exploring" such a graph it
can befdetermined whether there is a path between th

voltageé source of the ClRCUIT“and ground. Since such a path
must 1nclude an output device, that device.will be
"energised”. Furthermore,‘if th; 'elementary'_paths from
the‘voltage source to ground (of the CIRCUIT) can be

enumerated, then it can be concluded that the devices

modeled by the edges in these paths will be oatrying,

current,

In order to explore the graph, tHe CIRCUIT Analysis
Algorithm (CAA) is used. This is a fmodified version of 4he

t
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"depth-first search” methoé for exploring .graphs.

applying the CAA using each of the "source vertices® of the

graph as "roots®, all the_elemenrary paths containing-a
As' a teeuik, the output.

source vertex can be enumerated.

state can be determined \
Although fhe-second method identifies all the

\
elementary paths, it also includes some 5pur£ous paths -which
) . This

cannot be distinguished from the elementary paths:
will never ‘'cause the incorrect

shortconing however,
. v \
determination of the ‘output &tate and is therefore

inconsequential.s ‘

| A computer program for the (nteractive color graphic
configuration and simulation of CIRCUITs (CSP) has been

developed on the ‘basis of the first of the two methods

described aboye (the development system is described tn
It allows the opérator to specify-an input

Section 5.2). . .
state by means of dedicapeﬂ kegs on a data terminal-and to
immediately observe the outp t state on the graphics screen. .
such as the identification of
is

Important information,
current-carrying devices and energised outputs,

highlighted on the displqz of the Ladder Diagram.
_ Furthermore, the CSP is_capable of simulating the timing
dharacteristics of CIRCUITS. Using these faciiities the
operatof can iﬁentify race states as well as locate hazards.
The application of the CSP to the simulation of

several test CIRCUITs shows how the CSP allows the operator

Fra,
-~

J
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. to initiate and observe,any state-transition and to

accurately simulate its timing characteristics. This

facility provides a treméhdous advantage over traditionaly
tabﬁlar methods,'beeadse it can berused to aA;IYse éIRCUITs
with.a large number of inputs and outputs.

Once a CIRCUIT hag been specified using the

configuration facilities of the CSP, all‘that is required to

perform a simulation is thgt the operatpr has in mind the

transitions he wishes,td observe. By bringiog the ClRCUIT
to the desired. "steady” state and by specifying an input
change ?Hich sill initiate the desired state-traﬁsition, the
operator can advance the'CIRCUIT in simulated time and
observe the various transient»states.

Either one of the methods described in this Thesis

can be used to design a general purpose, microcomputer-based

PLC. A’concepthal design of such a PLC, the CPLC, has been

. presented. fhe CPLé is intended primarilly for use as a

tool for teaching the use and the operating characteristics
of PLCs. Since there is no need for industrial packaging

in such an appllcation, and'assuming the availability of a
microcomputer, the CPLC can_be 1mplemented simply by loading
the CPLC computer programs from mass storage and by

connecting the I/0O interface. 1In spite of its relatively

low projected cost, the CPLC would provide all the advanced

.features of thé more powerful PLCs and would, in addition,

provide access. to the CPLC programs for user modification.

The two analysis methods presented in this Thesis

e -—
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\Aprovide, for the first time, a documerted, analytical

foundatiqn for the determination of the output state of a

CIRCUIT. Moreover, either method can, be used to identify

the current-carryiLg devices in a CIRCUIT in order to

generate a display of the current paths. 4 v

J ' B

8.2 Future Work
Tbe‘analysis.methodsaptesented°in this Thesis are

~
both capable of identifying the current—cqrrying.dev}ces’in

‘the genéral CIRCUIQ . They both have thefr shortcomings

however. The first method uses double precision arithmetic

and will omit some current-carrying dev1ces.. The second
%

method’crgates spurious paths compriging devices which do
not carry current.
With regard to the method for analysing a CIRCUIT as

» ' R -
a resistive network,, if the minimum possible PD across a

resistor can be evaluated, or if its order 6f magnitude can'

he analytically established, it would be.poss}ble to
determine whether the use of double precision arithmetié is
necessary. If not, the memory requirements for the
implementation of this method would be halved; ,Furthe:more;

the analysis could be performed more quickly. g

. The CAA method, on the other hand, requires more work

'to be done to modify‘it in order to enable it to reject the

spurious paths it generates. If such an improvement could

be made, it would be posaible to completely speciff all the

L -
'
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current f.»aths. ‘and therefore all -the paths _of logical

transmission in a CIRCUIT. : !

A ¢

In an internal repo:t, Waddington and Wwila [42]
ipdicate that “there is a need for- new methods to generate
\fault trees, By emplcying “the CSP, for determining the paths
4of logical transmission iIn a CIRCUIlj, and ioy combining this
with a rel‘ia\bility analysis, it may be posgible‘_to de\:elop
an .vin_tez‘ac,tigg\fauit tree hanaly"sia ‘system ;lhich would

. ~ ‘
operate much along the same lines as the CSP.

v ) 4

¥
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APPENDIX A

DESCRIPTION OF A BAND- FORMAT GAUSSIAN

n:.mmanou EQUATION SOLVER - o

»

¢

‘'Figure A.l shows the program segment for performing
GAUSSIAN elimination on a system of eéuitions stored in band
form, as given by'Cook [32]. /\ .
;£#9* ‘Referring to.Fig.A.l, arrhf s conf;in; the band‘fgrm
of the ‘admittance matrix and the array R stores the irput
vector. As the éntries of the solution vectér are

calculated by back-substitution,: they t(ﬁi@ce the

corresponding rovw entries of R. The DO 790 and DO 830 loops

treat each equation (i.e. row of s). The DO 780 and DO 820

‘loops substitute the equation of the current row -into the
subsequent rows iﬁ the active‘portion of the admittanc7
matrix, as shown in Pig.A.2. Finally,ﬂ?ﬁﬁ'go 750 loop
treats each term in the subsequent row. ‘ e
7 This‘program segment is ingendéd\ﬁor use in
‘applications where the admittance matrix remaiﬁs-fixed while
the splution is ogtaineg for vaiiows inputs (stored in R).

-

In solving the model equations (Chapter 3), the admittance
- " j .
matrix will change ever& time there is a change in the input

state or interna&bstate. Hence, the DO 830 and DO 820 loops

-of Fig.A.l can be incorporated into the DO 780 loop. By

implementing this modification, the program length.ib

~ : -

reduced slightly. . -
hl . (

The modified version of the Gaussjian elimination

]

"“‘mh‘; . . ' a.
: .
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< !ORVARO REDUCTION OF MATRIX (GAUSS EL!"INAY!ON)

DO 790 Nel.NSIZE

DO 780 Lu2,MBAND ¢
If (SINsL} +EQs 0.) GO TO 780 '
1 eN+L ~1

Cw S'loLllS(Noll

J ("3 o o R

+ 00 730 KsL sMBAND

‘e ey

SU1eJd) ® S(14J) = CRSINIKY . ‘
SINsLY) » ¢ K
CONY INUE N
CONTINUE ’
FORWARD REQUCTION OF cousTAntﬁ (GAUSS EL!H!NATIONi

00 830 Nsl.NSTZE
DO 820 Ls2.MBAND
lF (S‘NOL, 0!00
P e N+L -1

RUE) = R(T) = stn.L)on«nv
CONTINUE

RIN) = RINI/S(NGY)

%9.) GO T0 820

- 820
830
<

DO 860 Mw2,MS1ZE -
N WNSIZE ¢+ 1 - M
DO 850 Le2.MBAND
IF (S5INel) +EQ. O,)
AN Ke N+ -1 ! .
’ RINY = RIN) = S{N.L)OR(K) e s
830 CONT [3 [ N !
860 CONTINUE — " _

GO TO .8%0

- \ .. 44:-““-”.

A ey v

SOLVE FOR UNKNOWNS BY SBACK-SUBSTITUTION a -

Fig.A.l Prpgram segment for performing Gaussian
Elimination on a matrix stored in band form (32].
—,
¢
- ) N = w
Fig. A.2 Active portion of the admittance matrix. - —
« ‘:Q . .
, \ ¢ ‘ . .
Q‘.‘n - \ ' .
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equation solvet (GAUSS) is given in Fig.A.3. Anothért
modiﬁcation from t.he original program is the decisim} to go .

tp the next row 1f the "diagonal®” entry in the admittance

mabrix is 0. (line 2 of GAUSS) . This is necessary ainceﬁ if.
the diagonal entry of Gg {s 8 0, the# entries in the row ‘and

column containing that diagonal entry will also be 0..

The nuniber of "operations™ is given by COOK"[32] to é‘
be: ‘ y
. -
. \
\cop = NB‘-ﬁ / 2 _ (A.1) .
' i .- | ‘ p
*® 3 21, . . .
Because "ppetationf represents one multiplication ot
"division plus one addition or subtraction, the total number
. ) - ’ | " ) *
. . of operations is given dby‘. '
.2
C,. = NB' A.2
T -~ . ) " . ;'( ) . ;
where, N is.the number. of. rows im the admittance matrix and
where B' is the semi—banéﬁdth. ) . ’

| < ) v
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NV S

IMPLICIT INTEGER*2 (A—Z)
) REAL*8 8(50,7), R(50), C
- . DO 3 N = 1, NSIZE
IF( S(N,1) .EQ. 0.0 ) GO TO 3
"DO 2 L = 2, MBAND
IP( S(N,L) .BEQ. 0.0 ) GO!I.‘OZ
o : I=N+L-1 ~
C = S(N,L) / S(N,1) = e,
- 7 3 =0
' . DO l K= L' MBAND
, - IJ=J + 1
‘ §(1,J) = S(I, J)-c*.smx)
' S(N,L) = C
. R(I) = R(I) - S(N,L) * R(N)
- Co o2 ~a:omnm,n
. - R(N) = R(N) / S(N,1) .
3 CONTINUE
. DO 7 M = 2, NSIZE:
: N =NSIZE +1 - M ‘
. . DO 6 L = 2, MBAND '
\ , IF(S(NL).EQ.OO)GOTOG
KeN+L-=- 1
_ R(N)-= R(N) = S(N,L) * R(K)
6 - CONTINUE .
7 CONTINUE

) .
.. < . A
Fig. A.3 Modified version of Gaussian Elimination s -
equat:.on solver (GAUSS ). . r i
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.V and E are empty.
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APPENDIX B
’ SHORT GLOSSARY OF THE. GRAPH THEORETIC

~ ._I e Y

BRANCH - An.edge of a tree is called®a "pranch®.

..CIRCUIT - A "path®, the initial vertex of which, Vg, i8 the

same as its te:miné; vertex v_ (ie., Vo ™ Vn)y is called a

n
*circuit®.

., N
%
. A

CLOSED PATH - Circuit.

CONNECTED - An undirected graph is said to bé ®connected®’ if -

every edge issconnected to fvery other edge by a path.
’ 4
ELEMENTARY PATH - A path is said to be "elementary" if all
: W .
its vertices are distinct (all its edges must also be

disﬁinct);

GRAPH - A gran G = (V,E). is a set V of 'vertices‘ together
w@th'a set E of -"edges™, which are pairs of V. G isfpull.if

*

INCIDENT - An edge e = (a,b) 'is said'tq be *incident®™ with

each of its vertices and vice-versa.

v ‘ -3
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v
PATH - A"path' is a finite sequence of (not necessarily
<, - . - " Le Y
distinct) eages.el,ez,...,én where e = ‘VE-L'VlY’

i = i,z....,n and where eaqp Yi is a vertex., The vertex ?d'

{s called the -

is called the "initi{al® vertex and Vo

*"termianl™ vertex, ) ' |

-

'SELF LOOP - A "self léop' is an’ edge, e = (a,bi where a = b,

1 .~

SfANNING TREE ~ A "spanning tree®™ is a tree which’contains
all .the vertices of ‘a graph. . |

-
\

TREE - A tree is a connected graph which.has at least two

vertices and contains no circuits. - -
0 * '
f
,
\ +
— . ¢
- ’ ¢ }r
¢ 7 . .
‘ »
t
i ]
: . '
] -
B
e

e



.
S e B L T

'APPENDIX C -
) s"rogacr. REQUIREMENTS OF THE CAA

Since the CAA has not been coded, it is difficu\li: to
predigt the amount of memory it would r;quire. It is
’poasibie however, to determine precisely the amount of !
memory required to store the working arrays. b

0 The first working variable, DFN, stores one intéger
number for each vertex in the graph. An INTEGER*2 variable
tyée .is sufficient to store 'any DFN numbéx; which may b;‘e
generated. FATHER tequ:li'es two bytes for each vertex; on;'
tcsa‘store ‘the row index, and another to store the column
index of the vertex. ’

The variable, GRAPH_NUM, is stored for each edge in ™
the graph and requires 1 byte/edge. Finally, the direction '
assigned during the DFS to each‘.edge a.lso reéuires 1.
byte/edge., JIn addition to these requirements, an attgi of
100‘bytes is‘required for Graph_stack.

Hefice the total memory requirement (number of bytes)

for storing the working variables of the CAA is given by:

1\ V! . \ :
) I

—

MEMgr'aph = 2 (numbjer of edges) Four

. « . )
ee++ 4(number of vertices) + 100 (C.1)
From (4.1) and (4.2), ., .
4 3 ‘ .
mgraph" = Np(8M+10) - 2M + 100 . - © (C.2)
| , . .. |
N . . " l
- 204 - |




APPENDIX D
DATA BASE ATTRIBUTES OF THE CSP

-

' DATA STRUCTURE FOR *AW"

B

|l OO

VER’I‘ICAL—‘CURIQENT FLAG
l- .

0 N CARRYING CURRENT
1 ca YING‘ 'CURREENT

CHANGE SINCE LAST SIMULATION SYCLE A X
2:

0 NO CHANGE (VERT)

1 ' YES, CHANGE (VERT)

FAULT COND ITIONS

4: 3
0 NO FAULT S ,
1 FAIL "OFF NORMAL" OR FAIL .
"ENERGISED® .
0 FAIL "NORMAL" OR "OFF" _
1 FAIL "TRANSIENT"

DEVICE STATE (PRESENT) .

6: 5

0 0 NORMALLY OPEN + OPEN

0 1 “ENERGISED® OR "NORMALLY

' OPEN + CLOSED" r -

1 0 “OFF" OR "NORMALLY .y
CLOSED + OPEN" |

1 1 “TRANSIENT" OR "NORMALLY
CLOSED + CLOSED"

DEVICE STATE (PREVIOUS)

8: . T2 , _
0 0 *INITIALIZED" . - —

‘0 1 “ENERGIZED" ~. :

1 0 “OFF" ‘ .
1 1 "TRANSIENT" : o

" - 205 - _
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DATA STRUCTURE FOR " BW® a

ﬁY

-

DEVICE NAME CODE
S: 4: 3: 2¢ 1: .
X ¥ X X X CODE REFERS TO ARRAY
CONTAINING DEVICE

NAMES OF VARIOUS DEVICES ALONG WITH

' 'GRAPHICS DATA BASE ADDRESS AND

MAXIMUM NUMBER OF CONTACTS (FOR
INPUT DEVICES)

CHANGE OF STATE SINCE LAST SIMULATION

CYCLE ‘ z .

6.

0 NO CHANGE OF STA'I‘E SINCE SIMULATION
CYCLE

1 DEVICE HAS CHANGED STATE SINCE LAST

- SIMULATION CYCLE :

.

VERTICAL CONNECTOR

7.

0 NO VERTICAL CONNECTOR
1  VERTICAL CONNECTOR

ANNUNCIATION MESSAGE . Vol
8: ‘
0 NO ANNUNCIATION

1 ANNUNCIATION

WA oA b i LA - Rt 2 Sl




DATA sm‘vcrmm FOR "CW"

l

\

.

A}

CONTACT PAIR ﬁUMBﬁR (INPU'I; DEVICES)
., 4 3+ 2z 1 : .
e X X X X CONTACT NUMBER 0 to 15

o

WORKING STORAGE

5: i ' v

CURRENT PLAG FOR HORIZONTAL DEVtV '
6: ‘ . :
0 NO CURRENT IN HORIZONTAL

1 'CURRENT IN HORIZONTAL

— TYPE OF TIME D

8: 7: ) '
. 0 0 NO TIME DEPENDENCE 9 ¢
‘ 0 1 SLOW RELEASE

1l 0 SLOW ACTIVATE

1 1

SLOW ACTIVATE & SLOW RELEASE

DATA STRUCTURE FOR "EW"

- L]

¢

i

. .,;mr’mz:nu ' ] | [ :

32 BIT WORD DEVICE IDENTIFICATION

3

NOTE: THE PROGRAM WILL ACCEPT ANY S~CEARACTER

STRING WHICH DOES NOT INCLUDE LOWER CASE

" ALPHA CHARACTERS. ON INPUT, THIS STRING 1S

ENCODED Aé AN INTEGER AND 15 STORED IN ARRAY

EWORD. EWORD-CAN BE DECODED EOR OUTPUT
WHENEVER NECESSARY.

r
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’IN ORDER TO ACCESS THE SET OF MESSAGES FOR THE ELEMENT IN’

v A o & REPPRORI®s:m 17ve SV - e a o A ————e 3 s e a
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DATA STRUCTURE FOR "PW" .

L 1 ~ ']
o ’ -

INTEGER*2 INTEGER*2 .

L REGISTER FOR MODULUS OF DEVICE

REGISTER FOR ELAPSED MODULUS OF DEVICE

L4

- - 4 - Y

b

DATA FILE FOR ANNUNCIATION MESSAGES

"ANUN.DAT™
[ . ' ‘ —~ .
THIS DATA FILE IS TO CONTAIN 4, 30 CHARACTER
ANNUNCIATION fmssmzs’_ FOR EACH CIRCUIT ELEMENT. SPACE IS

RESERVED FOR THESE MESSAGES WHETHER OR NOT A MESSAGE IS

" GIVEN FOR A PARTICULAR ELEMENT. THE MESSAGES ARE STORED AS

POLLOWS: | ‘
1) SWITCH OPEN MESSAGE o _ /
2) SWITCH CLOSED MESSAGE |
3) FAULT MESSAGE

4) PROCEEDED MESSAGE -

(ROW, COLUMN)

" COUNT = (ROW-1) * 7 + COL ' ' | ,

N

» . ’
‘ .
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RECORD "COUNT™ IN ANUN.DAT WILL ACCESS THE FIRST MESSAGE,
COUNT +1, 42, +3 WILL ACCESS THE FIRST ‘ME.SQAGE. _ CODNT +1,
+2; -+3-w1£n ACCESS THE 2§D, 3RD & 4TH MESSAGES: RESPECTIVELY.
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