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CHEPTER ONE,

1. GENERAL VIEW AND BASIS OF THE PROPOSED SYSTEM,

l.1. INTRODUCTIODN,

.

@

The volume of sclentific and technical information has
followed an exponential growth since the middle of the 18t
century, and has now r;ached a level of about 100,000 publiished
Journals. The need for efficient procedures for searcglng and

accessing the body of recorded knowledge has increased

accordingly [71.

‘The traditional place for storage of publlcaflons is the
llbraryp' and the tradlitional access tools are the 1Ilbrary
catalogss The functlion of llbrary systems Is to store and locate

speciflic documents and make them avaliable to usets.

The fleld of Document Retrieval deals with storage,
malntenances “Indexlnq; and retrieval of documents., To retrlieve
documents relevant to any user query or search request by * means
of Na computer lzed search it Is usuall% necessary to‘replace the
full text by some other representation in order to reduce storage
space. The substitute tJ be used In place of the text has been

~

the sub ject of much reseirch.

As described by J. Minker (1]» In a document retrleval_
system the Input ‘deta Is wususlly represented In the form of
natural tanguage text, When text systems are mechanized It |Is

necessary ' to-provide some abbrevliated description of the text in

‘
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order to facfllgatd its refrlevchl To retrleve text without any -

such description, of fndex, Usually takes a prohibitive length of

time. A malor proplem is the determination of how to describe

>

texts, and one of the many possible descriptions Is through
s ’ ' M N e ¢ M o Q . o
replacement of the text by an abstracty by keywords or phrasess

or by'terms select%d according to some particular classlflcatlon

4 -~ .
schéme, Once It Is decided what means are to be used,ss It s

necessary to  malntain appropriate dictionaries, thesauris and

other auxitiary fields In order to ald Ln the retrieval p}ocgss.

+In response to a question a document retrieval system usually .

By

4

compapes terms or phrases In the query with terms or Phrases in
T - . 4 )

-

the document substitute, andﬂtheé orders thé/retrleVed dofumgnts
‘éccordlna to some measure of thelr closest match fo the auestion,
Tge:outpuf of a document retrieval system may ‘be a llsf of
aaddresseg .or "fawes of documents, some substlitutes such 55

abstracts, or the entire text, .

Thus docunen{ retrieval systems may consist of:, | )
Q -~ an input source Ianouaaé, W - , -
- some n;ans to triansform gqueries’ and dquneni; to a
§egresentatlon'for storage in'the machines

= 8 sesrch strategy that ﬁatchés.fhe querles ngaln{t the

document substitutes,

= an output “language,

- fliles and data uanaoeientg

12

- *
v

O

-
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Data structures play a central role {n. affecting retrieval’
efficlency [131], Howevers the best cholce of data structure Is

very dependent on the amount of data inputs data modificationss’

py

the frequency of these operations, and the tyﬁe of query. For a
glven type of retr{eval system there may be mqqy data structures
that are appllcable. However, the physlcaLAngice on which the
data |is to be stored and accessedx greatily Influ;ﬁces the

selection of the most sultable ones

1.2. OBJECTIVES. ° S .

*

v

,The oresent theslsbattempts to identify somelof,thé lmﬁ;rtan;
parameters ihat affect r%trospect;ve search times, which Is one of
the critical cost factors In an information retrieval system (23,
The term Eef}ospectlve Is wused to denote retrieval  from

i
accumulated document collections, in contrast to ‘current

awareness mechanlsms that are concerned with onty the more’

recentiy publlished documents. Kelo Montgomery [11] reported
that among the principal parameter; that affect search‘tlme aret
' - fite structure,
= the retr leval computer:program,

- the aval table computer system.

The .cataloguing scheme also directly affects the retrievsl

process, but it will not be taken into account in this study. .

‘

Formatted data bases are usuatlly snal)er; in terms of nunQ:rs ‘

of bitsy than the collection of documents, and also they allow

faster retrieval of Information. A representation of a data Base

et e
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structure may be kept availlable .in elther core storage or in

unlts of auxiliary memory, such as disks that are brought Into

core unit by unit (unit of the data base) as needed.

The analysls of data structures has become an Important topilc
of study In computer sclence» since tt has a direct affect on any
retrieval process. As mentloned by L«.Bs Doyle [2) the method of
retrieval depends on the method of storsges a;d in tur; the
method of storage depends on what are conceived to be the maljor

processing tasksy and these tasks wlil be sublject to the

constralnts of the particular available computer System,

A comparative analysis of three possible schemes to process

‘the storage» maintenances» and retrieval of documents by means of

an Inverted data base structure Is undertaken {in the present

thesise Alsos an evaluatiaon In terms of efficiency Is presented.

The mailn criterla used i{in the evaluatlén are the time
required to process a query and the space required to’ store the
data base. Lefkovitz [11] notes that the questlon processing Is
a ‘functlon oé' the flle orqanls{tlon technlque, . the
characteristlc; of the direct access storage devlg}{/and the
n&&ber of records accessed from the fite. The CPU;gxé;utlon time
and the elapsed tige of the user's program ar; not conslidered

since they are dependent on programming detalls or are subject to

Interruptions by the computer operating system,
'

1.3« ASSUMED CONTENT OF THE/D CUMENT COLLECTION.

¢ -
///
.
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le3s1s Type of information selected to describe texts,

To allow meaningful comparisons of different techniques it is
assumed that the data base. may contain the following Informatlion
related to ‘documents!t title terms, kethrds, “author names»

Journal éodens; date of publication, landuage of publication,

pagess and volume numbers.

In the subseauent discussion the estinates of the sizes of
the different amounts of information are chosen according to what
is belleved to be typlcal'of a large class of practical document
retrieval systems. It Is belleved that the conclus!ons are not
critically dependent on the assumptions, and hence are not vatid

only In speclals and artiflcla|l§ restricted) Instances.

1e342 Ordanlsatlon of the data basee.

v

(éecorded Information exlsts In great quantity and dliversity,
and If It |Is to be utilized In a document retrileval system it

must be given structure, . Perhaps the most important factor that

affects: the overall performance of operations on secondary fife

yStructures Is the manner In, which the {Indexes and assoclated
Iists are vphysically organized and managed In storage. A model
of the inverted flle4ﬁust be proposed and then analyzed In order
to  obtain estimations of average access time (for retrieval) and
total storage performances The schemes de(lved take Into account
the storage ¥tructure, fethod of searcho of ihe indexes,

statistics of the contents of the dats bases and the logical

complexjty of queries. The Incorporation of all such factorss

-
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whose Influence cannot be disregarded Iip a real data base systems

Is a main feature of the present investigation. '

o

The organisation of the data base Is chosen to contaln the
following components:
. 1- Four dictlonaries and thelr corresponding. inverted
flsts for title wordss keywordss author %amés; and
sub ject headings.
2= 0One document directory fl;e In which are storedt
- ﬁblnters to tink tﬂe location of every document
item in the coded sequential data base, )
- -~ Journal codens, =~
- publication date, & ,
Fhese ~two last flelds can be included In the
auerfes In order to spgclfv more precision in
user questions (f desired. \
- language of publlication,
= number of pages, and type of retrieval
references
- volume number.
3~ Coded sequential data base In which are stored all
the document records. Withip each record thg

a sequence of terms Is stored In coded fForm. This file

{s accessed In order to print out the text of those

document records found to be relevant to quetﬁes.

1.3.3., Considerations concerning addition "of documents to

the dats base, | : _— .

o e e
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The number of documents In a collectlon at a time t depends
on such factors as the budget alliotted by ‘the institution to
their JInformation systems the speclific goals of the information
system» and afso on the policles with regard to acaquisition of
new documents [ 9], These factors may have considerabile Influence
on the qrowth of the data base and therefore on the vocabulary of’
attributes. Nevertheless, repetition of many ,term;" always
occursy and hetfps to prevent ;hé drasélc Increase In the slze of
the dictionaries that would certalnly occur If the rate of growth
of the dlictionaries was the same ‘as that af the total text Ieﬁgth
(31, However any document dats base may he expected to grow In
slize and complexity over a perlod of time, and consequently a
performance deqradation s highty oprobable as a result of
updates. Therefore a costly reorganisation of the data base may
be needed quite frequentiy. It (s important that the model of
the data base allows a growth consistent with that observed In

existing data bases used In document retrieval systems. \jq
&

More details of vocabulary growth will be discussed In a
tater sectlon, since a knowledge of certaln typical behaviour
proves ta be very useful in the prediction of the expansion of

document data bases In general.
le4s SEARCH STRATEGY AQUPTED.
le4.1e Description of search.

A search may be described as the process of gaining access to

records that are matched with querles. The sqc:ch strategy |Is

.

P
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based on comparison of the query wlth the skoied docuﬁ;nt
tecordsy and the documents retrleved may be more or less relevant
to the request [10]s The méthod used to search a datas base
system Is a function of the file set organisation and of the
logic permitted in the query [111. THe method proposed Is to

remain fixed during analysis of the overall retrieval system.

‘fhe‘ princlpal etements of flle‘organlsatlén that determine
the method to be used In the search are!
- flle sequences
~ storaqge medium,
- flle content (the set of record types and fields
contained in the file), '
Asos a malor factor, Independent of file organisations Is the

togic allowed In the querles.

A source Input language {s a means of‘ communicatlion between
the wuser and }he system [i]. There are several different source
input language typest command, data description, file
maintenances proceduratls and query. The command language |Is used
to communicate with the system in order to specify various
comman;s and to (nitiate Jobs. The system must be able to
distinguish Dbetween the different commands such ast QUERY,
INSERT, CHANGE,» and DELETE. .

» The data description language Is used to describe the loglical
structure of data Iin the systems, A flile maintenance Tanaquage s

used to deletey changes or add data to éhe system; [t provides

the user with the means of control of the system,
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A query language Is the maln mearrs by which any user may
express his reguest to the data bases and It may range froh

prescribed Input format, In which the user iInserts parémeters; to

1

natural language Input. |A procedural language may be utitized to

v

e
irplement programs that Lerform any of the above functions.

In the context of(a document retrieval system a query may

consist of a list of terms or phrases withy or without, welights

te deslgnate the importance of the term or phrase as an iIndlcator

of the relevance of a document to the Interest of the user ti1.
l.4.2. Bootlean search,

Throughout the present Investigation the specific search
method to be applied In response to the query language Is the’
Boolean Sea;ch, .whose strategy conslsts of retrieving those
documents that are "true" for the que;y [(101. The formul#tlon of
querles {Is expressed In terms of lIndex termsl(or keywords) and
the means of combining them b; the usual loglical connectlvesr
"AND", "ORW, and "NOT", For examples If the query is
Q = (K1' AND K2) OR (K3 AND (NOT K&)) \
thén the Boolean search wili retrieve all the documents indexed

by K1 and K2s as well as all documents Indexed by K3 but not

indexed by K4,

A way to implement the Boolean search s through the use of
Iinverted files, For _each keyword the Inverted file contalns a

list of the numbers of the documents that contain that particular

‘keywords To determine the document numbers of documents that

)
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strategy of the: \search may be rather general of very specific,

satl;fy the request a set of operations correspondlhg'to fogical
. .

connectives on the Ki-lists, Is performed. The intent and

e Bt st

For exampley a flve}term question can often eliminate the whole

flles whille a tquterQ question may glve a response of several
’ \

hundred document numbers. The general effect of logical

connectives may be suAParlsed in the form:

1- "AND". and ~“NOT": decreases responses and narrows

~specificity,

2—- "ORm: Increasqs response and broadens specliflicity.

3= Npawn, Nlsin, "-*, nyn, n{n: applied to'dates; decreases
\ N Y

response and has minor effect on speclflcity,

8
4- M4": decreases response. - {
\ . N . ¢

\ ‘ .
Boolean algebra may bex applied to p:ocess statements of
search criteria that contaln loglical connectlves. In order to
limit the length of questlohs and the éypes of logic used by
querfes in order to fit the best\pveral! ob jectives of a §ystem
it 1s essential to adopt a stanéard format for the statenent,of

requests., The input request Is thep transformed by $ computer

program into a sequence of operntlons to be applled to lists of

' .‘ N |

the Inverted flle. \

1.4.3. wWelghts of terms used In the search.,
, \

Sometiges It is desirabi® to allow the option of assiBning

different weights to the terms In a sqarch query. Some terms may
be more significant than others, in which &ase it Is worthuhile

i S S s Pt . e s o S e i Mo i e o e ——
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te have the optlon in the query language. A dqéument is then
classed as relevant If both the auestion logic is satisfled and
also the accumylatéd weight of terms In ihe query is greater than
a threshold value. These threghold values may be specifled to
follow the togic operators and may be composed of tno-d}glt

numbers (313,

1.4.4: Truncatian.

-

Ther are several types of truncation mode that are desirable
for speciflcation of attributes. For examples rlight truncatlon
may be of two different typest the first type Is through wuse of
the ch?racter * to represent untimited truncation to specify a
search *or a stem followed by any combination of <characters.,

/ .
Another type . Is through wuse of the character + to represent

-~
limlted truncation in which a stem is to'be followed by no more
than a blyen number of characters. However truncation of
qugstion terms s not permitted In the present approach In order
to allow a hash storage scheme to be used in the term dictionary
and In the fnverted flles. It Is betleved that in many systems
the advantage of rapld access to the‘dlctlonary Is more iImportant

than the provision for the use of truncation iIn specification of

question terms.
\ »
l.4¢5¢ Structure of system query language,

The present approach requlres that Inputs and querlies be

1

specIf led In a standard form so that the computer Is not required

to perform any semantic analysis of the question.. This is in the

e A a4 R
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interest of efficlency and economy since present day computers
are well able to perfarm tasks such as matching, counting, and
looking up words In a |list, While such operatidons may be

performed wlth vpreclision and speed, a computer analysis of the

meaning of free text lstuah more cos?!y and less rfellable [21,
! t

In order to facilltate the data manipulation all queries are
represented by commands YEnglish keywords) based on a conslstent

keyword-aflented syntax. he command language must allow users

.to, express thefr requests in a sultable form for processing by

the information storage and retrieval system., It should provide .

for speclficaﬁlqn of search descriptors, output limiterss verbs
and some user aldss, as follows? |
1- Search descriptors., Users may enter single
descriptors combined by loglical search expressions. To
initiate a search at least one descriptor must be
entered.
2- Output timiters. They are used to limit the date of
the retrieved referencess the form of the retrieved
reference (i .e.) book, Journal articles proceeding,
" report, thesis), the Journal in which the reference Was
published, and the type of the retrleved reference (l.e.s
application, criticism, methods review, theory.)
3= Verbs. They allow users to express an action for the
program to execute and provide an appropriate response.,
Verbs can be utilized to merge two or more previously

entered request sets Into a logical search expression.

fr
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The loglical connectives AND, NOT, OR can be used to form

the expresslon, to nulllfy -one or more previously entered

retrleVa[ sets In order to free the working storage area:o

or to terminate " a search query formulation In order tﬁ
begln ou%put of the retrleved references.

4= User Alds. They provide usér . asslstance and
information to ald In search query formulation. For
example they may be used to explaln the use of one ofr
more commands and to supply simple representative
examples,. They may also help the "user by vproviding
instructions and examples of options avallable at major

decision points of the question formufation process.,

The structure of each question statement’ Is composed of
tiness and each separate Illne may conslst. of one of the
followingt

1- One search term. Such a term may be elther:

~ A term to be searched for in the authar name field,
This term must be preceeded by FAI" to allow its
' identification., "

- A term to be searched for in the keyword fields it must
be preceeded by "K/", 7

- A term to be searched for in the sublect heading fleld,
it must be preceeded by "S/"%,

- A term to be searched for In the titie term fleld, It
may be preceeded by "T/",.or by no character In which

case It Is regarded by default to be a title term.

et

et ¢
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2- Sequence of specifiled search terms) and/or previous line

numbers, each followed by a comma used as a separator, and/or
followed by one of the (oglc operators! AND, OR, NOT,
3- "SEARCH™ commands which requests the start of execution of
a searche It may be formed by a seduence consisting of
- a tine nunberp\lf it is reqdired;‘follbued‘by t
-Description of a desired date and Its cowparison

-

signs

u

-speclific journal codens with sign "¢",

One of the maln advantages of conductlnd searches on—llﬁe is
that It éllous the possibility of Interaction with the data base
during formﬁlatloﬁ of the searéh question., Other advantages are
the possibiliity of Increased Involvement of the end=user In the
search formulation, and the reduced waiting ¢time before the
results of the search are avallable, As'conputar processing
becomes cheaper it Is becoming more econcmical to do searches of
singie questions on retrospective files, and as computers become

faster It Is becoming more attractive to perform such searches

on-line {21,

A processing functlon of an infarmation storage and retrieval
system l; the transformeation of the query  ltanguage statements
Into an intermediate language that contains the basic information
for the processing of the data base, ‘

. .
lo4.6. Bsckus Normatl Form description of input format,

'

3
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' Cstatementd> 1t= <line #>.<sentenced

... Sloglc> 13= Cwelght>b<symboid<{threshold> / b

\ , I N
\ ‘ ' .

CINPUTS t1s. CSEARCH>»<LINE #>4 "/
CSEARCH>»<LINE #>»<compar ison> <month><year>s#<Jjournald.
/ <statement)>. | |
{comparison> 1i= = / <‘/ > / = [ >=
<month> t3= <string> / b .
Cyear> t1x <digit><digit> / 18<digit><diglty / 19<digit><digity
Cjournal> 1= <6lglf;<strlng> /,is;rlng;

<string> tt= <letter> / <string><letter>

Cline #> 13=s-<digit>Ldigit>

(sentence> 11z <keyword sentence> / <title sentence> /
<slbject sentence> / <author sentenced /
<iine sentence> )

<author sentence> {S-A<A15<author line><extent)>

<author tine>is= <author> / <author>s<author fline>

{author> t1= <sir|n§>b<ue|gh¢> / <Inltlal>b<strlng><uel§ht)

<initlal> .11= Cletter> / Cletter> b<letter> /<letter><letter>

<welght> t11= {digit><digit> / b

Cthreshold> s31= <diglt><digit> 7/ b
<keyword sentenced> 11= <K/><keyword ‘line> <extent)
Ckeyword line> 1r= Ckeyword> / <keyword>s<keyward line>
<kayno;d> 1ts <string>b<nelbht>
Ctitle sentence> tte <T/><title 1Ined<extent> /

<titie tine><extent> '
Ctithe Iine> 11 Ctitle> / <title>s<title Iine>

Ctitle)» 11s Cstring>b<welght>

(\'

¢
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<fine sentence> :t= <numbersdb<welght><{extent>

<numbers> ti= Lline-#> / <numbers)>» ine #>
22 <L ine #>
Cletterdit= a/bic/ ees [lZ - // , R o . e
<dlight>ti= 0/1/2/ eee /9 ,// . - —
<symbol>tt= AND / OR / NOT / ADJ / PRE =~ - : L

Cextentd> tt= ,<loqic> / b.

le4¢7¢ Examples of search'questloné.

r , Example 1. ) . .

-

1.T/VOCABULARY GROWTHsAND - : ' . ,
20K/DOCUMENT »RETRIEVAL s AND . \ e s

3415 2,4ND ' /

X4

PO

L4
4.SEARQH,3’>1975p+JASIS.
This is a reques§ for items that contaln VOCABULARY(TIT) .and \
GROWTHITIT) and DOCUMENT(KEYW) and RETRIEVAL{(KEYW)s where ‘

VOCABULARY(TIT) denotes the term VOCABULARY in the titte fleld.

o

P e

The retrieved items must also have a date of publ!‘atlén greater

than 1975 and the Jjournal coden of the publication must be =
; - . o

dlffgtfnt from JASIS.

Example‘é. ' ' v : SR iR
Cii 1oA/A CARDENAS . ‘ o o S j
2.K/GDBMS,MISsGFNS,OR - - 0 o ,
3.1 02,2,0R03 _ - S
(4.SEARCHs3. ' n S “
This ' question reque:t# a search for A. Cardenas(AUT) . R

combined with dny of the terms GDBMS(KEYW), MIS(KEYW),
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GFMS(KEYW)3 or else all three of the terms GOBMS(KEY#)»

MISCKEYW)» and GFMS(KEYW) .

e

Example 3.
\ 1.K/ARRAYS» TREE S»ALGORITHM, OR
2.K/DATA»STRUCTURE s AND |
34152, AND
4 RECURSIVE>35AND
54 SEARCHs 44
This question requests a search for the uogd‘ RECURSIVE(TIT)

combined with any of the terms ARRAYS(KEYW)» TREES(KEYW)»

ALGORITHM(KEYY) or etse-with atl th hree terms, and also such a
combination gar together with  DATA(KEYW) and

STRUCTURE (KEYW) 4 - ' L

l¢5. ASSUMPTIONS, .
1.5.1s Distribution of title terms according to Zipf's Law,

he - freaquency with which every different term In each

2

searthed - attribute fleld of the data base occurs within the

"entire, data base determines the |engtﬁ of the corresponding 1ist

s
h ]

ln'the appropriate Inverted file.

The kno;n vocabulary frequencles of typical document, data
base's may be used for predl;fan of éhe sl ze o} the lists In the
fnverted files. In this connection G.k."'er observed that the
Ntﬁ most common word in qatqral English Iangukge text tendS”\to

occur with a frequency Inversely proportional te N L1317,

A

r.u., e e o €y Ba ey 93 g P8 ad VLt G ot -
" - .
. - -
.
.
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Zlpf's flrst law states that If words of any given text are

arranged in order, such that the most frequently wused word I's
olaced flrst and has rank ones, the next most frequent Is placed
second and has rank twos, and so ons then

R *¥F =¢ . N
where R Is the ranks F Is the number of tlmes‘that the word s
used In the text, and C Is a constant for a glven téxt.
According to previous studles, It\apgears that this law holds

true only for words of high frequency of occufrrence In the text,

The frequency of occurrence of a descriptor of rank R is

4 . .

N * Pry,

" fhere N Is the total number of occurrences of all descriptors In

the data bases and Pr Is the probablility that 'a term chosen
randomiy from the text of the appropriate fleid Is. a glven one of

rank R, ‘ * |

For words 6} tow fﬁ%quency of occurrence Zipf also proposed a
second law which has been revfsed and generallzed by Booth [3] In
the form C J
[1/1n = nin+l) /25
where In Is the number of different words that occur n times |n
the text, and Il s the totas! nunbﬁr of different words fhat

occur only once In the text, v

t

Both of the above generallzed expressions have shown

excellent agreement between predicted values and observed data,

)

The'tuo different rules may therefore be used to predict the two

F 3
o
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extremities of word distributions in any glven text (31,

-

It thas been hypothesized by M.L. Pao (81 that the most
content-bearing words for a given text occur ia the critical

reglon between high-frequency and low=frequency occurrefice,

145.24. Distribution of other search attributes. A
. .
1.5.241. Keywords and Sub ject Headings.

Examination of other studles suggests that It may not be t&o
farnTrom reality to assume _that the distributions of _subject
headlngs and keywords are approximately according to Ziof's taw.

Mowever the freauencles estimated for the most freguent terms or

»

phrases willl not be so0 high as for titie terms since some

frequent wordsy such as stop wordss, may have been elimlnated so

that onty sionificant words remaln,

™ One may infer that in comparison to title HO(ds thgre wliil be

o

fewer terms In both the high {requencv and very Jlow ‘frequency
areas. In conformity with this lnf;rence; Tipf's distributian
may be modifled sd that the probablitity becomes of the form

Pr = & ¢/ (R(h) + R)»

where R(O)]slcnlfles the number of ranks to be skipped In order
to reach a good aoproxlnaflon valuey R Is the term ranks, and A Is
a'constant given b§

A= 1/ ( !oqe D + Y.’ ’ ‘ T

Zipf's law Iimplles that a term that occurs exactiy n t s

has . rank R{n) = A*N / n, However, some terms may occur the Same

M, el

ks,
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number of times, and within any group of such terms the ordering
for the purpose of rank assignment |Is arbitrary, If it is /
supposed that the rank given by R(n) = A*N / n, applies to the ;
last of the descriptors that occur at least n timess, then there ‘
are R(n+l) descriptors that occur more than n+l times (3], Thus

the number of distinct terms that has exactliy n occurrences iIst-
) I(n) = (R(O) + R(n)] - [R(O) + R(Nn+t1)] = R(n) - R(n+1)
= (AN'I n) = [AN / n(n+l)d.
Tﬁe highest ranking term has rank (RO+D)» and If there Is at

least one term that occurs only once then

R(0O)+D = AN / 1.

Substitution of AN from the relatlon R(0)+D = AN / 1 then

leagds to

4?¥Q:/ [R(OI+D) = 1 / [nin+1)],
~.

belhad.

"1.5.2.2. Author names. ' N

Lotka suggested an empirical law to measure the sclentific .
productivity of authors. According to hims If x authors

a contribute exact!y' one publication each then An;'the number of

i SRR

authors contributing to n publicationsy will be given by

. > *

An'= Kx / n ** Ls for n = 1525400

where K and L are constants,

Lotka's laws, In Its genersilzed form (4], appears to be
applicable to the publications of authors within a single
uprlodlcal. Howevery when appllied to atll the .publlcahlons of

authors within -varlous Journats, the observed values deviate
. ~ > ‘

g ‘ ‘ §




. §
considerably from the predictions of Lotka's law,.

Since there 1|is not any other %ell-establlshed law for
prediction of sclentific productivity of authors and it !s known
that the law does not flt observed results with high accuracy it

—

has been decided not to assume the validity of Lotka's law,

-

lebe INVERTED FILE SYSTEM.

l.6.1e Characteristics.

. ’
An Inverted data base structure consists of a set of files In

whichs for a aiven keyword Ki In any searchable attribute, there
Is an entry in an attribute dictionary that points to the storage
location of a list of numbers of all documents that "contain the
keyword Ki. - Thus the toglcal structure of.an inverted lﬂdex
allows access to a date flle via secondary accesslpaths, and this

generally allows efficlient retrleval'f14]. Although the concept

of the Inverted data base has been known for a long time there

~stidl exist questions concerning optimal Implementation,

particularly with regard to procedures for ,updating [15], gIhe'

“{ present approach uses storage cost and dccess time as a basis for

evaluation and design of three {Inverted dasta base structure

schemes,  One of the maln factors that affects in the Hiscussién

Is the average length of the Inverted file lists.

The,deflnlflon of an lInverted flle does not require the

Y

content-"of each 1ist to be arranged In any particular order.

AN

However, to facillitate operations such as conjunction, AND» and

Y

J
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‘f
disjunction, OR, on any two inverted tists the values of the
document numbers are normally arranged In order of magnitude so
that AND and OR operations may be per%ormed ulth.one pass through
both I¥sts. The penalty pald for such ordering |Is that the

Inverted flle becomes slower to update. . .

The speclfic performance of the Inverted index Is obviousl|y
dependent on the distribution of tist lengths and the frequency
of access tos, and modification of, each Iist. Also, a physical

parameter whose cholce affects performance is the bucket length.

llboéo Advantages.

Creation of an Inverted file and its assoclated dictionary
needs a very simple programming effort, and can result in a very
fast response " to querles formulated in terms of Boolean
expressions. Unfortunately, performance degradation Is hlqﬁ|v
probable as a result of updatesy and as a consequence costly

reorganisation of the data base frequentt}»ﬁ?comes necessary

‘14,1613, , | ) ‘
v

1.7+ EVALUATION CONSIDERATIONS.

PR 1.7.1. General conception.

Y : b -
. )
4

Regardlggé of the goal of an Information retrieval systems
IEY ultl&ate sucess or fallure Is dependent on the degree of
reconcliliation \of the following two opposing criterta [18]¢

- maximum EEFICIENCY In terms of speed and economy of

operations

o e

i
?
;
]
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~ maximun EFFECTIVENESS in terms of fts compatibitity with

the user requlrements#and preferences.

Much effort and research has been devoted to solving the
problem of evaluation of Iinformation storage and rgtrleval
systems, Neverthel;ss It Is true to say that most people active
in the fileld ofﬁlnformatlon storage and retrieval stijl feel that -
the problem has not yet been solved (101, However the flirst
consideration In evaluation of a fully automatic and Interactive
retrieval system should be to measdre the benefits, or
" disadvantages, realisable from It and to estimate the possibie
cost of Its use. In facty, Cleverdon (10] gave the following as
same "of the measurable quantities concerned wlith automatic
document retrieval systems: i |

1- the coverage of the data base,

2- the average interval between the time a search request .Is

submitted and the time an answer Is received,

3- the form of presentation of output,

4- the effort required of the user In order to obtaln
answer to his search reﬂhest,
5- PRECISIONt tlii propo;tlon of retrieved documents that s
relevant, Q} | . ~

6~ RECALL: the proportion of relevant documents retrieved in

answer to a search request,

Preciston and recall sre two of the wmost cﬁmmonly used

measures of the effectiverness of a retrieval system. ‘/
4 [}




- ' kY ‘o

1.7.2. Efficiency of 8 systeme

function of varlous parameters Is wundertaken for: each of the
schemes proposeds The most Important parameters considered are:
1- Storage required to store the data base.
’2— Number of file-accesses needed to locate a specific term,
3~ Aiterations requlrgd when Iﬁ;ertlng, updatings or deleting

terms in the data base, ' N

"

o

4— Questlion loglc processing.

Since the data base Is envléaqed as growing day by day the
manner ‘of 'handling overflow areass and the slzé_predlcted for
these overfliow areas are among the most lmgortant considerations

in evaluation of each possibile scheme,

‘ L .
In the - present investigation an analysis of efficliency as a

i

e
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CHAPTER TWO.
2. GENERAL DESCRIPTION OF THE PROPOSED DOCUMENT RETRIEVAL

SYSTEM.

<

2.1. FUNCTIONAL JESCRIPTION.

.

The opresent thesls 1Is concerned speclifically with the

- J (
,é@ structure of the dictionaries of an Inverted flle organisatlion as

commonly used In on—line documentgqetrleval systems for Illbrary
applicatlons, As descrilbed by JeJs. Dimsdales, and H.S« Heaps
€51s an iIntegrated sytem for on—-iline llbréry automation requires
'a number of computer accessible flles, which it proves c@nvenlent
to divide Into the following three principal groups:!
- an-line catalog subsystems
- acqulslilon subsystem;,

- ¢circutation subsystem.

The flles for an on-line catalog subsystem shoufd contailn all
the bibllographic detalls normally presented In a manual catalog,
and the flle shodld be organized to allow searches to be made
with respect to title terms, author\nages; keywords, subject
he:ﬁlHQSr codens, etc., The file organisation should be .designed
to support economic seagchlng wlth respect to questions in which
terms are connected by the Jogic oé%rators; ANDs» ORs and NOT. It
should also allaow -terms to be assigned weights .and to be
connected by ADJACENCY and PRECEDENCE operators., It wmay be

deslrable‘ for ¢the flle organisation to Include a thesaurus that

may be used elthér directly by the user or by the searcr program

B T e NSO )




to narrows or broadens the domaln of the Inttlial query, However,
Incorporation of a thesaurus will not be taken into consideration

in the present treatment. C

The flle organisatlon and search strategy shoul& be chosen to
ensure that the user of the on~-line catalog system recelves an
acceptable response time ¢to his query, although |t must share
computer time with <clfculation .f}ansactlons, other tasks
origlnating from separated terminalsy, or from batch |hput. Such
tasks might be generated by acqulisition opqr;tlznsfor by update

and maintenance of the on-line catalog.

Since an on-tine catalog Is a large flle; and hence expensive
to store In computer accessible forms It Is desirable to store it
in as compact a form as possibles Among the probtems associated
with modern informatlion retrieval systems Is the lack of any
systematlic approach and lack of sultable tools for system
development [(201. For large systems the amount of oprogramming
and walntenance requlired to produce:r an effective system is
consliderables Attempts have been made to develop generallsed
Information retrieval systems; however, they have a very limited

capablllity and a somewhat infiexible flle organisation.

The approach of the present Investigetion |Is based on the

following model of an information retrlieval system!
! »

1- Whenever any query appears, ah evaluation of Its grammatical

[y

~

structure is performed., If its construction s correct then

processing starts; If not) a message Is sent from the system to

N . T
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the user and no operation is performed.

2- The process starts once the command "SEARCH" is found. As a
query |Is |Input, each entry lis added succeslvely to the top of a
stacks Every end of a logical level is followed by a returﬁ to a
higher tevel of logic in the question statement. It Is marked by
placing a flag In the toglc stack.

3~ Terms are read f;om the top of the stack and placed in a
temporary stack wuntil a toglic element is reached. Descrlptor;
are searched for in the dictionaries, ‘and Inverted files are
accessed In order to obtain their dqg:r}nt lists, ‘

4= A set of four stacks Is required to process the togic applied
to the document lists. The ltoglic processes two document tists ag
a time, and all |Ilsts contain document numbers in %fcendlng
order. The result of the ;pefatlon is a tlst located in any of
the free stacks, and deletion of the two initial IIsts. After a
term has been located In its dictionary, and the inverted file
has been accessed to ;btaln the corresponding document -1ist,
logic processing Is applied agaln to the new term and the list at
the top of the stacks The same Iterative processing contlnﬁes
until the end of the aquery statement Is reached.

5- The stack that contalns the final result contains a set of
temporary document numbers. They are regarded as tehporary since
a further search for dates and/or codens may be required,

6= The last step Is to access the coded seaquential file to print

the output in textual form, Codes are of restricted variable

tength form In order to combine some of the beneflits of the -

Huffman codes with some of the benefilits of a fixed length code

,
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{3Ys The codes also represent the corresponding addresses of the
term positions in a dictionarys. Thus to decode the codeﬁ terms

it i{s necessary to access the dictlonary.

I

For a computer with a 6 bit representation of characters the
coding process may be described as follows: Suppose the most
®- ‘ frequent 2*%5 (=32) terms {In the dlictionary are assligned
 different codessy each of six bits —of which the first bit Is
always set equal to 1. The next most frequent 2%&10 (=1,024)
terms In the dictionary are asslgned different codés of tength 12
bits In which the first bit is always 0 and the seventh ©bilt s
/always 1. The next most frequent 2¢*#15 (:32,768) terms In the
dictlonary are assligned different codes of length 18 bits In
which the flirst and the seventh are always 0 and the thirteenth
Is %lu;vs l« The rest of the terms in the dictionary are
assigned 24 bit codes In which the flrsty, the seveath, the
thirteenth are always 0 and the nlneteenth |[Is always 1; this

implies that s maximun of 1,048,576 codes may be assigned to the

remalning dictlonary terms [5]).

2.2+, CONCEPTUAL LEVEL DEFINITION OF THE ARCHITECTURE OF

THE DATA BASE.

FThe stored data Is shared among several different files \n an ..~

A\
attempt to minimize the redundancy of the information and the

. h v N
storage space, AN

\

—

" Dictionary files for each attribute are. formed as follows?

Descriptors are qrouped as Joglcally ordered sets, and each

l;_.,,._v-,o-**«m-_w_. u e

a8
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.- descriptor is storetd with a polnté? that polnts to the (ftist’ of

do%gments in which it appears. These sets are stored

sequentially as blocks.

Definltiont a block Is the amount of data physically

transferred oetween secondary storage and main memory as
13

" a resutt of a single 1/0 operation, and 1its size s

usually given in bytes or characters.

e

For each attribute there Is an Inverted flie that contalns

.lists of}document numbers for each descriptor In that attrlibute,

Every 1ist nas a fleld that Indicates its lengths and the tists

are usually stored sequentlially In a chalin of blockse.

A document dlirectory flle |Is needed in order to access the

coded sequénflal fite to alion productlion of output In t;xtual
form and also to stoce; and allow search aof, othgr {nformation
{date of opubilication and Jjournal code).ln order to increase the
speclficlty of questlons. Records of this flle “are stored .In
physical order according to the values of their respective

identiflers (documefts numbers). A

A coded sequential file Is used to store the ‘textual=code

form of each document of the collections It Is afranged in a

sequential oraanisation whereln records are'fllgﬁd in order of

arrivale.

e
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243, CONSIDERATIONS OF GROWTH OF THE DOCUMENT COLLECTION.

2+3.1s  Slgnificant factors that affect performahce,

o b

A statlc document data base |Is very unijkely in the ree!?
worids, slince (lbrarles contlnue to growe The need to add new
documents Is conslidered to be an Wnportﬁnt factor that Imbairs

, ; .
the performance of the file structure used: In any sistém. As

: " ' * : "\
‘additlons are made to a data bases the selarch cost Is llable to
! \

increase unless the data base 1is reorganised. Neverfheless;
sknce the cost of performing a reorganisation Is relatively high,
the frequency of reorganisation should be kept low,

Reorganisation may be performed elther at fixed time intervals or

“when the average search cost has deteriorated to a certain level,

A compreﬁenstve study of reorganisation Is not contemplated In
the présent Investigatlion, but some significant declislions must be
made {ncluding the following! . ‘

1- selection of a s&ltable albotlthm to handle overflow file

o

areas; .

2= selection of a time intefval or critical level at which to

perform reorgan®sation.

The present &;tlnatlon of the rate of expansion of the data
base Is based on some statistics adopted from - exlsting document
retrieval systems actually in service. Typical Increases range
among the (oLIauingnvalues t 100,000. new articles per year In a
large Ilbrary; 50,000 new articles per year In a medium one; and

25,000 new articles per year in a small one. The reason for

4
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auoting such ‘values {s to altow lltustration of -how critical

sltuations will be  handled with the. schemes proposed uslng

typical values.

’

e
e ——— — i —————e
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"2.3.2. Estlimated values,

4

The Ienith(Jof the sample data base may be estimated by

considering the Lyoplcal vocabulary characteristics of a document

retrlevall svst;m. It may be predléxed. that, although the
lndfvldual terms occur with different frequencles in dlilfferent
data basesy the overall statlstlcs are simiftar [31. 1In order to
allow useful estimates . of “var lous factors, a data base of
Q{,OOO,OOO title terms (N) Is selected and It Is supposed that of

thls one miltlion there are approximately 40,000 different t e

-

I

terms (D).

y
o 4

According to observaglon of dgeument descriptions it may be

predicted that the following are/ averages for general Engllsh

SIS GG e T

text: P title terms/docum@nty 1«3 authors/document, and from 2

e

to 10 keywords and subject headlngs per document.

.
LF I

Olvldlqp 1,000,000 titie terms ii/ﬁ.ﬁ,_glves an approximate
number of documents as 119,047+ In summary the Inlttial size of

the assumed data base Is as fol)oust

. Inlttlal total number | Different® words
Title terms 150005000 40,0'03 N
Author names|  154,761.9 I 13,768.9
Ssheadings |- (238,095.2; (17,078.2;
Keywords 1;1301476) 385188.1)
— .




e

<
As new document artlcles are added to a data base the

vocabulary of the attributes may expand In size but, because of
trenetitlions of termssy the rate of growth Is {ikely to be les;
than tha§ of the total text lengthe As mentioned by H.S. Heaps
(31, for general English text of up to at’least 20,000 words |t
Is found that as the text lenath “Increases the number D of
different words is related to fhe total number N of words by an
eJLaﬁlon of the form ’

D = k¥N**b,

where k and b are const;nts-thét depend on the particular text
{6 For estimatlon odroosek the values havevbeen chésen as k=35

N

and b=0.5.

.

Approx imate predictions of yearly  attrlbute vocabulary

‘behaviour may be obtained by applylng the above formula and:

considering a rate of growth in the oarder of lobxooe new

documents every vear with values of k=35 and b=0.5. Then the

following table Is appilicables

FIRST YEAR | SECOND VYEAR

N D N b
Title 1,840,000 | 47,476 | 2,680,000 | 575297.4
Author(*) | = 284,762 | 18,677 414,762 | 22,540.7 | .

Keywords & ( 438,0953] (23516631 ( 63852955 |(27,958;

4

S.headings 251905476)“ 51,801} 3,190,476) | 62,517)

4

The number of document numbers In the inverted files

Ancreases fllnearly as new document items are added. The length

of each Ilst of document numbers wilil also Increase linear)y.s

-
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However, the number of very infrequent terms will lIncrease
according to the qrowth of Dy, and therefore more slowly than fhe
growth of N [31., Considering the Zlpf's law It may be predlcted
. that 50% of the different t}tle terms accur in only one docdment

]

and 15.7% occur In only two documents, Thus, In the filrst year

- - —— _wlth D=40,000 there wiil be spproximately 26,680 very Infrequent

terms (40,000%,52205000 + 405000%,16756,6801. The second years

Wwith D0=47,476y there wlll be 31,666 very Infrequent terms.
Subtracting 26,680 from 31,666 glves 4,986 as the nu:ber of
"additional Infrequent terms encounte;ed du{lng the flrst year,
From these estimated values it may be Inferred that approximately
66469% of the new title terms will be very Infrequent ones. Such
an inference wilii be conslidered latek during the analysis of the

bghav!our of the schemes proposed.
R 2e4e CREATION OF THE DOCUMENT DATA BASE,
2.4+s1, Source of the Information. -

.The processing required to implement an inverted data base
system depends on the prime source of the iInformation, However
our main obJectlve Is not to choose any specific applicat fons but

to present a feasible and generallzed algorithm that s%?t’ les

linkages among flies and a syltab!édzfructure 3M¢41ﬁr*q<~cre tion

phase.

-

/ | 244e2. Algorithm,

For a set of document records that contain searchable

attributes the following stebs must be performed:

oo

—

i’

AN,

W a matin,”

B R T W T 77 01 v kSRR
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1- Since It Is Ilkely that the source data will be obtained from
more than one source, the first step Is to merge all the existing
sources and to generate only onesy called the new source file,
ulth‘the documen} records In ascending order of document number.

2- To create each dictionary and Its corresponding inverted flle

for each searchable attribute according to any particutar flle

structure—schemes—different—subsets—of-the-source flle__must be

[

P

denerated; and each subset must contain the document number and
value of the apprapriate attribute,
3- Each subset Is sorted wlth respect to the value of the

attribute. >

4= Examine the records of each subset and perform the following

twofold taskt Create the (Inverted file ands, whenever the
attribute value <changess create an Infermedlate dictlonary with
the followlng lnformatlnzx attr ibute values number of times this
value appea;s in the attribute text, and the address where Its
corresponding inverted list Is stored.

5- To segment dictionaries according to any pacticu!ar proposed
scheme It Is necessary-to sort the Intermediate dictionarles with
respect ta the nuiber of occurrences of each attribute value in
descending order, so that the most frequent sttribute value is

stored at the .first position of the dictlonarys the second most

frequent Is stored at the second oney, and so forth,

.

‘6= To generste the document ‘Tlrectory file and the ‘coded

sequential file the new source flle must be accessed .agaln, since

the code ‘of a terﬁ Is dependent on the rank of _the term In its

&

dictionary. ' . %

Dakpidamaen

FOWE R LY ~TBRULY R Py
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Description of overflow area structuress and thelr

S appropriate handiings will be presented In a later section, ;3

~
2e49¢3s Code generation.

’ r
Space to store the sequential file Is saved §9 use of the
coding ‘scheme presented in section 2.1. The values of codes are

) generated according t he —cofrespondinmg addresses of term T

locations In a dictionary whose organlisation |s governed by the

rank that each term occuples In a speciflc attribute dlctlopary.

Such rank As dependent on the number of occurrences of the term

in a specific fletd.

2e¢5¢ QUESTION LOGIC PROCESSINGs (QeLePo)

~ : ~

2e¢5¢le Basls for support of QeL.P. ~

As shown In sectlon 1,4¢6 the déscrlptlon of the user's

-

question Is expressed In terms of ftoglic operatlons ‘applied to

palrs that consist of terms preceded by an attribute descriptor

) that speciflies the fleld within which the term Is to be searched.

+

Processing a  user's questl&n and searching through the document
data base normally require sets of terms, logic operators to be’
placed in temporary Iists that are Implemented as pushdown stores
{stack)s and delimiters, Oniy the last element of a list may be
3dded or removed as the processing proceeds. Onfy one items
located at the "top"™ of the stores Is nccesslb‘e at any given

time; new {ftems are placed on the top of the Items already

stored, .the latter belng "pushed down"™ In the process. A pointer ]
\

. .
i ; e e —— e e v e e e R ’
s . o



g ' ldentifies the(top of the store [131,

2¢5e¢2¢ Impilementation method,

'

Analys|s of a glven questlon sentenge proceeds from teft to

et K e Ban B 22T

rlght and locatlion of entries of the query In the loglc stack
starts after the command- MSEARCH" |Is found. As 4 question fs

inputs entrles are added succeslvely to the top of a loglc stack.

. | Each end of a loglc level that Is followed by a return to a
_hlagher level of loqic in the question statement <causes a flag,
denoted by “?"} to be placed In the logic stacke Terms are read
from the top of the logic stack and placed In a temporary stack
(tempstk) until a logic element ls reached. )
e.qs For a aqyestion in the form | o

Jl.t3;t4,AND g ‘ “
2.t1,t2,AND

3.12250R y

4 SEARCHs 3, A '//°

/
the logic stack and temporary stack are/initially in the formt

| u A !
2~ LOGIC i TEMPORARY

i STACK, pi® STACK.

‘ = (% .
(& : AND ] ,
v : ok \

, Simijarly for the guestion . -
- " .

OR AND T3 T4 2 AND 11 T2 2 2
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After a term has been located In Its dictionary, its Inverted
file must be accessed to obtaln the appropriate doSument ) ist.
This ttst must be arranged In ascending order before It is
processed further. The document lists are processed Joglcally by
palrs and therefore partial results appear and are placed on the

temporary stack (tempstk) In order to continue the loglc

Agaln terms—are read from the top of the

processing If required,

—_—
B

logic stack and placed in the temporary stack (tempstk) wuntil
another logic element Is reached, The processing continues until
the final result is found, A set of four stacks 1Is used to

1

process the document )ists,

It is difficult to determine how much space should be

allocated for the storage of the stacks. However, this
difflcutty may be resolved by reserving a relatively small amount
of storege {n core and creating e backup stack that is stored on
disc. Each stack will-be partitioned between core storgge and
backup stack. IA order to avoid frequent transfers to and from
the backup store the {tacks will be organised In the following

mannet- [3], Suppose that every stack In core has a capaclty to

"
store 1,000 numbers; when the stack length becomes larger than®

1,000 the tower haif L1sL2 of the stack (stackl) 1Is transferred
to Its backup stack;.thus the sthck becomes of form {stack2) and
L1=501 and L2%1000, also L3=1 and L4=500, Whenever It s
requlred to ;dd further document numﬂg\s to the stack the portion
from L1501 to L2=1,000 Is first tnrr{z}errea to the backup stack

so that the stack then has the same form as during its-initial

a




phase. Initlaliy a pointer (topstack) to the top of the stack Is
set to "O", a counter (backup) Is seg;to "0" to Indicate that no
portlons have vyet been'transferred to the backup stack on discs,
and a value of a fleldy calied (free)y» Is set to "1" to Indlcate

{

that the in-core stack is empty,

Processing method!

1- A list Is read fr;ﬁ-‘ZE;‘VI;;EFYEJt‘?TTET*‘iﬁd"T
numbers are placed In ascending order In stack-one,
é- The same process‘ls applle& to the second 1ist to place Its
document ndmbers in stack-tup.

3- The loglc operation Is executed on the two tists and the
resulting 1ist Is stored In stack=-three, ‘ ;
4= At this polntsy the spaces used to store stack-ooeeahd stack~
two are releasea in order io allow thelr use for ather logic
op;;atlops. ' 7

5- The values of stack-three are stored or combined with other
Iists as needed. ?

6= Finallys the stack that contains the resuit of merglng all

lists by appropriate loglic operafions will contain the document

numbers relevant to the specific question.

-’

STACKONE.  STACK-TWO. STACKTHReg. STACK-FOUR.

L4:=1000

‘L3-= 501 ',:;
L2= 500 |
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2e5+3s Handling of term weights, oL i

nge térms may have welghts which must be added to fo}m 3 sum
that s compared with a threshold values placed to the left of
its immedliate {ogic operator, to determine If it Is as farge |as

the threshold welght of the question. Calculations to check

-welghts specified In questions are Included In the oprocess of

applying auestion fogic at each level.

r——-«n»n-..-m«.-.._;m'., - . - e
’
.

2+5.4, The operators PRECEDENCE and ADJACENCY.
\ .

These operators may be treated as a single "AND" operator ;
during the processing of Iists and during the decoding and ou‘t
Phase of the relevant  Items. PRECEDENCE and ADJACENCY operators
may then be appliied to the retrieved records in order to rejéct
documents that do not satisfy the requlired PRECEDENCE or

ADJACENCY fogic. .
¢ . -

3

.
T 7]
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- Syt e e - ...,"--w»-q.qo._.-.--wq,-w-pw’-"«'v-‘ -




"35yg ¥ibd aul

do 70..*cwxu | RALIE :

Ay onog
ETNEINIETS

IO
I HNIIUNIV0 O

12453y #Lym
100 1) 1yos

A2ynN01LD)
LERPES

‘3svg Ylug . o110
YlLn30039 € hyynalla)
owoou\‘ M K EELENRES L
» TTT T e
v
LA .m:}
. A3old3yid . .
1N3WN20Q \; ALY ANID
Y s3sy@ Y1YG T¥1L(30DIS 300D 3L
. gni 314 LY 01I3¥10 1N3WND00 3WL Jo V0T :
/ - a

44

. ‘34 ‘JL0DIYLLY ML
— , l3sdos 40 307UA O1 .
N Ay INIS guyos 1224538 HLIM
. 100 11 1305

‘L2%90s
onN/adaH

‘13590S

JI0MA3Y

"13s9ns
AWy [

:5d34S J&Bojou ML WY0IY3d 313 13s9ns ky3na o4

L 4

YoHLnY

- 135905
WyaL

Juil

.W.WJ._m B .WJ.—u o .
. 13s@ns 2¥00S SINYN0S
AUYYINID ManN 39Y3K




42 - )

CHAPTER THREE,

>
3. ILLUSTRATION AND EVALUATION OF THREE DIFFERENT SCHEMES.

P | , .
Ih the present chapter a descrliption is presented of the

e

_ procedures proposed lQ_EEiiﬁjggglgi_ﬁln-descr1t1ﬁi’?ﬁ@ modelling:
__#,,J--"“‘—3?~?F;~§;;:;;,:;:;;;;les It Is of particular l;terest to describe
the number of blocks t&ansported (located and transferred) from
secondary storage to maln memory in the course of an index

b
searche The number of blocks transported may be represented by a

random varlable denoted by . The distribution of J Is, of
course» a function of the flile parameters as well as the search
strategy, Once ] has b;en defineds, It remains-only to modei the
secondary storage devices. For the,purpose of this investigation
it Is supposed that secondsry Jstorage is accessed through @
moving'arm devlice such as a disc unit. The retrieval time is a
fugctlon 'of the’ file perameterss the <characteristics of the

. stbrage medias, and the overflow strategy employedt

.Throughout the analysis it |Is assumed that there are no

-

de{ays caused by I/0 queueso, Orgsnisatlion of dictlonarles Is

accomplished by ordering according to the number of ﬁ;
. ‘ R

currences
of each descriptor In any speciflc attributes so tﬁat‘the mos ¢

ffequent descriptor |is stored at the first place In the

dictionary, the second most frequent one Is stored at the second

place In the dlictionsrys and so forth., However, It (s evident
\

that 1t may pot be possible to store 40,000 different descriptors

search strategles and storage schemes for the three retrieval _—
s ER

N
A N
% .
i . v
[HS - C s -
. . -
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ir main memory, -and so segmentatlon of dictionaries is
Irplemented In order to store some part of the dictlonary In core

and the rest .in secondary storages. The segmentatlon Is performed

»

af}er canslderation of the frequenclies of occurrence of

-

descriptors In the relevant field, so that some of the most

- frequent descriptors are stored In core and the rest are stored

In secondary storage that Is shared with other segments,

The three proposed spheme§ present three different
orqaqlsaf1ons‘ of _dictionariess but the Inverted files, document
directory flle and codéd sequential file vremaln unchanged,
Howevers, a short description of proposed updating procedures Is
presented. Also» a brief view of how updating of these flles may

affect the overall performance of the three schemes |s discussed,

A gener;l survey of the proposed retrieval process for each

. scheme Is presgented ihd described under the following pilant

1

3.1, Fllé structure of dictionaries.

3¢lele Segmentation of dictionary,

3,1.2. Space required to store segménts. Bucket capaclity,
3.1.3. Search loglc and handling of overflow buckets,
3ele4s File accesses and required comparisons in core.

3.1.5. Statistical distributfons of descriptors In queries.

¥

3,2s Dictionary updating,

3.2.1. Updating algorithm and procedures to handle overfilow

v areas. ' v ‘
. , ‘! N
342424 Retrieval performances (Reocrganisation)
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SCHEME NUMBER ONE,

©

3.1+ Flle structure of dictlonaries,

&

As -mentioned In chapter two, it Is assuwed that the four

“dlctlonaries are organised according -to the rank of the

1

frequencies of occurrence of descriptors in each attribute.

«

3.1.1. "Segmentatlion of dictionaries,

l- Seqment one, ’

Stnce It s assumed that the.10 most freguent title terms
(often used as stop words) provide very ({ttie Lnformation about
document content It ohas been ‘dec]ded tﬁat they will not be
al{owed in énv search request, therpfore no Inverted 1lsts are
stored for thems They wiil be stored In core In order tb allow
rapid decoding of such terms during the output phase. They may
be stored -in core In alphabetic order In order to allow rapid

execution of a binary search whenever it iIs required,

-

N

. . LN “”
It Is realised that the assumption of negliigible Information

. . 7 '
content may not be true for the most frequent words of the other

attributes, since stop words may notaexlst. Thus -for the other

oa

attributes the iInverted Ilsts for the 10 wmost frequent

descriptors are created and may be used in searches. - The Words
are stored in core d% described above.,

. ¥
/ 2~ Segment two. . ) : :

$
’ b

The next 500 most frequent descriptors [In each attribute are

¢ . .
stored in core in:siphabetic order, » »
3~ Segment three.< . - .
\ , o
E .
» : -
nm o | 4 ’ﬁ, .

.

'

/ %

. 3

A L




iipf's distriputlion is assumed to 1pply to the followling

attributest subject headings, title terms, and keywords. Thus

\

the number of different terms that occur exactly n times may be
4

. s 3
predicted as follows, The Zipf's law Implies that a term that

ocours exactiy n times has rank

R{n) = (A*N)/n.

Howevery several descriptors may occur the same number of times,
and within® any group of such descriptors the orderina for the

purpose of rank assignment Is arbitrary, If it Is supéosed that

. the rank alven by R(n) (= (A*N)/n, applies to the last of the

descriptors that occur at least n times then there are R{(n)

descriptors that occur n times, and there are R(n+l) deéscriptors
that occur more than n+l times. The number of different
descriptors that occur exactliy n times Is glven by [3]

I(n)=R(N)=R(A+1)=(A*N) /Gn(n+l))

If D Is .considered to be the rank of the highest ranking term,

-
and If there Is at least one term that occurs only onces, then

{

0

- D=(A*N) /1,

Substitution of D for (A#N) shaws that In/D = 1/(n(n+l)). Thus

I

for nsly In/D= 1/(1(1+41)) = ,50 ' i

’ ‘.

‘for nw2, In/Ds= 1/7(2(2+1)) = 167 o

According to this result It may be supposed  that

approximately 50% of the different title teg-s occur only once in

general English text{ and 16.,7% of the different terms occur anly

. twlcey so the number of terms stored in the segment three may be

estimated by calculating the numbers of terms that occur once and

B L S e

o crialedu e e

s b

RS,
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tWwice -n the text, adding 510 terms from seqments one and two,
and subtracting this Eotal value from the initial number of
dlffeyent terms (D).

%
As mentioned In section 1+5.2425 It Is known that Lotka's | aw

may not be usep to estimate values with high accuracy 1In the

author name attributes and s)nce there Is not any other well=

established law for predibtlon of the sclentific production: of
authorss It has been decided to make the same .assumption as above

for all the other attrlbutés. Furthermore, It is belleved that

i

the assumptio¥ may not qreatly:affect the perfarmance slnce most
of the authorsvprobably appear relatively few times In the data

bases The foilowing table shows the approximate number of terms

In "sements three and fourt

1LINITIAL D]350% OF O | 16.7% OF D [ SEGM. &4 | SEGM. 3
titie 40,000 20,000 b 666 265 666 12,812
kevword &f (2351665 | (11,583; (3,868; (1554513 ( 75515;
's.headina| 51,801) 29,900) 85650) 38,5509 13,251)
author 18,677 9,338 3,119 12, 457 65620

Segment three of the dictionary contains Hsrms arranged In

alphabetic order and stored In secondary storage\accordlng to the‘

& d .
foliowlng criterlat An Index table s stored In core and contal

26 elementss each assoclated with one\o, the Iettersv"A" to mzm,
Each element of the Index table stores a polnter that points to a
block that contain terms beglnnhng with the corresponding tetter.

4~ Seqgment four,

a
AN bk,




48 ' ' .,

'0

As mentloned. by R. Morris (211, the fundgmental concept gf
scatter storace Is that the key assoclated with the desired term
Is wused +to {locate the term In storage, Some transformation |Is
performed on the key to praoduce an address in a table that stores
the key and the term assoclated with the key. A good
transformation Is one’ that. spreads ‘the caiculated addresses
untforml¥4 across the seé of avallsble addresses.. Ifl the
calculated address Is already fii wlth some other key, because
two key; happened. to be tranffiﬂp@d into the same calculated
addresss, then a method |s needed for resoltving the <coilislion of
keys. For purposes of analysis It s assumed that the addres;es
Qenergted by the hash functlons for the L “randomly" chosen terms
are Independently and uniformly dlstrlbutéd on the set,

The terms that ‘apnear only once or twice In the text of a
partlc;lar-atfrlbute are stored In secondary storage.  These
Infreauent terms 'are ciustered In "buckets In order to take

advantdﬁe of cotlisions that result in calculation of the hash

function.

3s1le2s Space regquired to store segments. Bucket capaclty..

ﬁt Segment onet

10 terms * lSbytes/term Is equal to 150 bytes in cores

2= Segment tuqt

500 terms* -(15bytes/term *3bytes/pointer to Inveflile) = 9,000

bytes In cote,

\
& ~

e SEIRPETE L, e oA

S
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[l

3~ Segment three, ' o

Three dlffergnt block sizes ,310001 lq,ooo, 5095 have been
simylated with 3 dlfferent fixed term lengths, 12, 15, and 18
respectively, in order to determine how the average number of
flle accesges may be aff?cted. Since terms will be grouped

according to the first fetter In a terms it may be predicted that

“there are different numbers of records for each letter, For the

arrangerent of segment three Iin a computer accessible form It may
be wuseful to knou how many terms begin with a glven Initial

~ : ‘
letter. Several studies have been performed on general full text

in fhe Engllsh 1language. Considering the proportions of

¢ different words that'begln with a glven Jetters, as gliven by the

study of Dewey [31» It may be estimated how many terms may
contain each letter group. Thus an estimate of a functional
record size and block size may be made in order to pfoduce a
prediction of the averaq? number of f||e.accesses neede; to . find

a term in the segment.

A- block size of 4 000 bytes, a fixed tern Id(?th of 15 bytesy
and 3 bv;gs for each polnter to the inverted Ilist are selected as

i
reasonable values.

Varlable Ilength records may be chosen with a maximum length
of 4»000 bytes In order to save some space. Since =2 binary
search is applied to blocks that contain terms beglnnlnd with a
glven letters then In order to reduce the number of flle access;s

during the search for a term It is essentisl to store an In-core

Index table that contains the estimstes of the number of blocks

\

v —— - - e ——— .
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in each letter qroup required,

The

Space

L4

dictionaries s shown

requlired to

store

such

in the following tablet

NUMBER TERMS| BYTES NEEDED | NUMBER BLOCKS
title 12,812 230,616 72
weyword €|( 7»515; (135,270; (49;
s.headina| 13,251) 2385,518) 741 -
author 63620 119,160 45

=

4= Segment four.

Choosing an iInltial block size of 4,000 bytes, a flxed term

length of 15 bytes, and a 3 byte polnter, gl{iﬂs space estimates

to be calculated as follows?

/

§

NUMBER TERMS| BYTES, NEEDED | NUMBER BLOCKS
title 26666 479,988 120
keyword £](15,451; (278,118; { 69.5;
s.heading| 38,550) 693,900) 173.4)
author 12+ 457 2245226 56

a Segment for tH® four

{

Dividing 4,000 bytes by 18 bytes/terms Indicates that 222.2
stots are contained»ln each block. Terms may be clustered within.
blocks by taking advantage of the fact that colllsions result by
Once the

application of a -"hashing functlons called hash~-one,

appropriate block Is accesseds another hashling functions called

hesh=two, Is applled so that the new transformed addresses may be

uniformely dlstributed among the s stots avallabile ln_the bliock,

Neverthelesss, the incluslion of an overflow area for each block Is

essentlial to handle collisionss The slze of a feasible overflow




area may be calculated by taking Into conslderation the following

[22)t Let T{ be the random varlable that represents the

calculated address of the ith term to be storeds It Is assumed

that (TI) 1 = 1525 +4s Is a sequence of independents identlcally

distributed random var lables with

L

Pr(Ti=q) = 1 7/ Q for all { and q;( L ‘

where Q Is the number of buckets., It is assumed that the toti|
number of records to be stored is m» and hence the load factor Is
L=m/ Q. Let Vk be the random variable that represents "the
number of records whose calculated address is k", Then Vk has a
binomial distributione. As m and Q tend ¢to Infinity, and L

remains constant, then Vk tends, to the {Imit of a Polsson
¥

distribution, In other words, the probabitity that a real
address carresponds to Just k keys 1s the following as alven by

Murray [51t oo
-L K i '
Pr{corresponding to Just k keys)s e * L'/ KI

The probabitlity that a collision occurs when the function
hash-two Is appliled Is

m Y
Pricollision)s= Z%~Pr(k) =1 - ( Prio) + Pr(l))

s 1 =-(te"*1°7 01+ (et

s 1-e¢lbx 14

| k :
* L/ 1)
‘ ~3
If the load factor (L) is equal to 1 then

Pricollision) = 1 = (43678 * 2) = 1 = ,7356 = ,2642

Using the above formulas the probabitity of the size of the
overfiow area may be estimated as

22242 slots/block * 2642 = 58,70,

This

(58.7)

value Is the
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>

expected number of slots that may need to be added to the initial

block size 1in order to store the term values of the expected

coltisions in the overfiow slots of the appropriate blocks Thusy

the number of glots in each block s 281,

(222.2458,7 = 280,9 = 281)

Since the New number of slots per block is 281 then the new
block slze becomes 5,058 bytes. Every slot 1In each record,
except those of ghe overflow areay also stores onhe bit that
‘Iindicates whether or not the}e Is any collislon and hence whether
a séarch in the overflow area wmust be performed. If 120
different qroups are employed to cluster terms by wuse of the
hashing function hash-one, the number of overflow bits |Is (222.2
iiytsfbcock * 120) = 26,666 bits for the title term dlctlonary,
from 15,451 tao 38,550 bits for the keyword and subject heading

dlcglonarles: and 125457 blits for the author dictionary.,

3.1.3, Search logilc and handliing of overflow buckets.
* 5
° \\ s ‘\

Assuming that question term Vﬁlstrlbutlon Is according to

- Zipf's lawy It may be predicted tHat there will be a tendenc& for

'

khrea between very Infrequent

i

terms - and very frequent ones [QJXE To search for a term In these
!

search terms to be Iocated'lprthe

seqmented dictlonaries It Is necedsary to search in all four

L \
{The strategy used to perform a

\

segments only In the uorst'éase.r

search Is therefore as described folliows?
H h

l- Segment one, . |

Hhenever:a term Is to be Eenrcﬁed fors a blnary search s

i
H
k]
¥




flrst applled to the 10 tér;s of the segwent, -If the term is not
found it Is necessary to search for It In segment two, The
maximum number of comparisons needed to find a term present in
segment one Is therefore ) . .
cell log, (10) = cell (3.3219) = 4

2
2= Seqgment two.

The 500 terms ér the segmé;t two are also stored In core In
alphabetic order, and to locate a term In this segment a blnary
search Is also applleds The average maximum number of
comparisons Is given by
léqz (500) = |oqe500 / loqez = 8.96

3= Segment three.

When a te(m has not been found In segment one or seament two
then the in-core index table must be accessed to find the pointer
that . provides a fink to the block that contains terms beginning
with the partlicular letter., As {t Is supposed that the number of
records needed to store all the terms beginning with a particular
letter may vary among different lette}\groups. a binary search is
applled to the -number of bilocks n;eded tor a specific letter
stofed in the index~table, Once a block Is brought into core a
compar ison \!s performed between the term being searched and the

highest ranking term in tpe block in order to determine |If the

search term |Is present, It the highest term of the block Is

found to be of/hlgher rank than the searched term then another

higher ranked block must be retrieved by the binary search,

Qtherwises §f the result of the comparison is "less than" another

comparison must be performed with the lowest ranked term in the.

S ey
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&

block. If the resultt Is also "less than” |t is required to
o access a lower ranked blocke. On the other hand If the result 1is
"more than" then the binary search must be applied to the terms

of this block.

"In estimation of the average ~maximum number of both file

" accesses and compar isons in core needed to loc;te a term in this

seqment the block slze Is a significant factor, particulariy with
regard to transfer ‘time. Examination of the previous section

3.1.2s showed that a block size of 4,000 bytess and a fixed term

fength of 15 bytes plus 3 bytes for the pointer to the inverted

file, provides an average maximum number of flle accesses of

- ) l.65. On the othér hand, the average maximum number of
i .
comparisons {In core for  any attribute is approximately
o .
{1.5 comparisons * 1.65 accesses) + log& (40,000/18) =

2,47 + 7.79 = 10.26
2 4= Segmen} four,

Any key may be operated og by‘a hasﬁlnq. functions hash-ones
which transforms it into a polinter to an éntry in an Index—-table
in cores This Index~table contiins pointers to blocks that

.

contain terms with the same key address., Thus advantage Is taken

L

of the collislons generated by hash-one {In order to cluster’
infrequent terms, Once ; block |Is bréught into cores It is
necessary to hash againy but this time h;sh_tuo Is used in ’order
to locate the term belng searched for In the blocke If the

collision bit s found to be "1i" _ {In the corresponding address

\
RN VIR

¢
generated by hash-twos and \the terw Is not the sames then the -
“

-

!

}

?

3

i
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overflow area must be examined slot by slot. If the collision
blt Is not "1" the term may not be retrlieved without the need for

further examination.

. The proposed hash cﬁdlng scheme uses the -DIVISION method
{231, which 1Is a well=-knowny and frequently used, technique in
which the key Is divided by a positive Integer that Is often
chosen as a prime number. In the division method the remainder

qbtalngd from the division becomes the address for the key. \The
/

dlvls%r is therefore chosen to be approximately equal to the

numberi, of avallable addresses. The technlque adopted to

accommbdate overflow terms ]s to store them in a separate
overfl;u affeas A combination of letter 'values In the search term
are addeds[and for hash-one the resultlgé value Is divided by the
num?er Ef avallable blockss For hash-two it Is dlvided Qy the
number of stots In an avallable biocks The remainder of the
first dlvl}%on (hash-ane) determines the block 'to' be accesseds

white the remalﬂder of the second divislion (hash~two) determines

-

.the tocatlion of the search term within the block. For use of the

hash=one qunq}lon it Is supposed,that groups of terms map to the
same block.  However, for the hash-tno‘function It |Is supposed
that collisions may be avoideds, and so the cholce of tﬁe number
of slots per block Is‘a critical factor. According to several
research studles per%orned In order to obtain a desirable overall
performances It s advisable to choose thi largest prime number

that I; close tos. . but less thans, the size of the address space.

This has been siggested by Buchholz (23], who has indlicated that

}
j
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b
[ 3

unlformity In the distribution of addresses Is not synonymous

with the mapping of a key Irfto addresses with equal probabitlty.

Consequentiy an efficlent transformatlion method should attempthio

presefrve whateyer uniformity exists In the keys.

- 2 . * —
It may be concluded that in order to locate a term in segment
four It s necessary §p perform only one flle accessy two

operations In core, and a few comparisens In core whenever a

"collislon Is found.

The storage requlred to store the dictionaries of the data

v

bases glven In bytes of 5 bitsy Is shown In the following tables

v
seg, 1 seg. 2 ‘seg. 3 sege 4
core | dlIsk cofe |disk éore disk care dl;k
t‘tle 1150 3,000 156 23055156 369 | 479,988
ReVqud £{150 9,000 156 (135,270 | (210;|(278,188;
s.heading Ny 238,518) 522) 693’900)
?uthor 150 9,000 156 119,160 168 224,226

3.1.4, F4le accesses and required comparisons In core,
S~

seq. 1 seq.2 seq.’ 3, seg. 4

feas| CeCe|faas] Cace feae [ CaCs [faae | CuCo
tlgle 3.32 8.96 1.65 | 10,26 | 1 (1;max. 61)
keyword & 3.32 B.98 |(1.27;5](9.69;]1 (limax. 61)
s.headling 1.69}))10,32) |
author ) 3,32 8,98 1.23 9.63 |1 (1;max. 61)

feae=flle accesses and c.cescomparisons In core,

Lidarramgmatas # =
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3e1e5, Statistical distributlions of descriptors in queries.,
Supposing that question terms are distributed according to
Zipf's lawy the following relaﬁ:ons may be'qssumedt
Pr{find a term in core) = A * z: (1/R1)

K‘ = A ¥ (l0g,510 + ,5772) = 6096

where Aj.oaqqq for D0=40,000. This value of D corrgéponds to

N=1,000,000,

Pr(find a term in segm,3) & Prifind It in 13,324 most freq.) =
ér(flnd It In 510 most fregq.) )

Prifind a term in 13,324 most frea.) = ®

13324
AL (L/RI) = A % ( 109,135,324 + 45772) =- 9016

Prefind a term seams3) = 9016 - 46096 = 02920

Thus, to " summarise the behaviour of the faur dictionariest
prob(find a term)

SEGMENT ONE «2577

SEGMENT TWO 3519
SEGMENT THREE 2920
SEGMENT FOUR ] 0985

3.2, Dlctlionary updating.

3.241, Updating algorithm and procedures to handle overflow
areas., 4 . -
.

It s assumed that no deletion of any term will take place

under any clrcumstance, and atso that most of the new terms to be

included in the dictionaries are infrequent terms. Therefores in
order to avold a frequent reorganisations of segmaent three It has

been declided to Includg all new terms In segment four so that the

¢
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other segments remain unchahged,

v

. There exlist obvious considerations to be -examined before
choosing an update algorithmes For any partlcula; Iinstaliation It
may be important to elther keep the cost of storage Jlow without
regard to response times or to try to obtain the mlplmun response‘
time without regard to the storage cost. The updating algorithm

described here s based on the assumption that the fater

consideration Is the most Important.

¢

.,

As shown in sectlon 3,1,2, each block of segment four was
entarqged ‘In slze by 26,427 becausé of the exbected number of
collisions, The operation of the wupdate alqorlthh may be
ex;lalned as follows:

1- Whenever a new term Is to be added to the dlctionary th?n both
functions hash-one and hash-two are app!le& ‘In order to determine
if /there Is any free slot avallable in the Initial block area.
If no such space {s avallabie{ elither at thls speclfic address or
at the overfiow area of the iInitisl block, then the following .
procédure must be applied,

2- Another alphabetic index of 26 elements Is stored In core,
E;ch element contelns the address of the corresponding blocks or
aroup of blockss needed to stare the new terms that begin with a
specific. fetter. The new terms are stored iIn these overfiow
blocks In order of arrival, and therefore ever{ time an access to
a blocks, or a group of blockss Is performed a sequential search
must be applied in order to search for the term. | éach lnltlél

block of Yeament four stores o tag to spec!fy whether a new

‘ v

———— e - S e s ey - —— —

"~

- &

[T TPRPIR R

F A F e




r

JY“J

[N . .
o

R - ¢ ]
the retrieval system. 1If a block slze of 55058 bytes Is chosen, .

- L4 . v )

overflow arg% has'bebnaallocated for new terms» and also-  whether
a further search must be performeds <

3,242+ Retrleval perqormanée. (Reorganisation)

o

As ‘néu terms are lIncluded In the neu:overflou biocks the
fetrlewal'gerforménce degrades because of the. increase (n both
the number of-file accesses and In-gore compaflsons required to
searbh’for a term, H;never} since qu;stfon. terms are supposed
distributed according to the Zlipf's law;’lt may be predicted that
\ ' . : -
thF probabitity of access to records of segment four may be ‘képt
fow unless the new tgrqf have thlgp probabllity qf occurrence in
question terms. It was Inferred in section 2.3.2, that 66.69% of

hd
the new terms may be very Infrequent. 0On the other hand) I}‘ls

-

cons ldered necessary to. reorganise the data - base because of

certaln that the dictionarlies wlil continue to grow untit it s 'l
°h .

d&qradatdon of the response time and the overali performance of

\ - %

it may be concluded that, in the worst cases for each newly

‘\’“. l: ‘ e ' ' V P
fllted block It Is reaquired' to make a maximum of 281 compirisons /// g

In core whenever a_search IS performed in bge of the hew overflow

blocks., . oL .

L B f . ; t -
' - 3 ‘

) 3.3, Evaluation. ‘Advan}ageg.ahd d?sadvanfaﬁes. .
’ . » . o o '7¢ ) *

{ The wmaln advantages of "the progﬁ(éa~ oversii™ dictionary
o i ) -

.
/ b ‘

-

-

~ N
'] -~

strgétu?e qfe as followst s o

1- Since the question search terms are assumed to be distributed
sccording to ‘the Zipf lqii‘lt may be Inferred that seament two -
-_; w. ! ) i M ,‘0-‘

4
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and segment thréfe are the most frequently aqcessed because of the
assumed slgnificance of their terﬁs as question terms. Then, as
oresente% previousiy tn section 34144y the averagé value of the
maximum number of flle accesses -Is 1.65 fof titles termss, from
1.27 to 1,69 for keywords and subject headings, and 1.23 for
author names. Al tﬁese sverages'remal? unchanged dur ing the
operqglon of the retrieval systenm. ' () .
2= Use of s!ﬁhent four allows the dictionaries towﬁrow freely for
as “long as sired, Consequentlv,'deterioratlon of the retrieval
process lIncreases In proportion to the number of new terms.
ﬁ;other possible d!sadvaﬁtage is that {f there Is a group of new
terms that subsequentiy become very significant as” question
termsy the faé€ that they are'stored in the new overfliow a;eas

. ) s .
causes degradation of the retrieval performance. As" proposed

previously, the new terms are stored in the new overflow area In

sequentiat order of arrival and with“regard to the initial letter -

of the term. If 94 Is assumeds as In section 3,2.1s that the

i

S et e i N AT i 20 bt LA

number of terms that begin ulj!w a glven fetter may be estimated o

then a prediction may be made of the number of new blocks to be

.4

added to seament four durimg the course of one. vears A°

cafculation may be made to determine the average of the maximum
4 .
number of both flle accésses and comparisons in core. In section

2¢342 It was estimated that for the title terms there witl be an,

U

increment of 7,476 new bterms during the flrst year of operation. Y

N “s

It s supposed that not all) the new terms are to be stored In the

-

new overfiow blockss since some of them may be stored in the free

o R . :
space fouqd In one of the lnrtlzl blocks of segment faur. In ’
[ 4 . ' e \ 50 .o \

f‘ » ’ - R . .
i e , D . 1 ~..
‘ ' X N
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. order to obtain an estimate of the average of the maximum number
~ of flle accesses to segment four It faay be noted that, according
te the study of Dewey {315, iIn full text the highest proportion of

‘

different words that have a given Initlial letter occurs for words
bealnning with the letter "T". " For the previous|y assumed number
(79476) of expected new title terms in the first year In the
fetter "T" group the m;xlmum number of new blocks s 53 this
impiies that for title terms the average maximum number of file
accesses l; 6» and the average maximum number of comparisons in
core Is 1y464, It is important to note that thgfe values are
only estimates made with a view to permltting an evaluation of
.the scheme proposed.

, 3= In reorganisation of éhe,dlctlonarles It Is necessary only to

reorganise segment four. The otger; three segments may remalﬁ

. |
unchanged If desired.

%
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\ \ SCHEME NUMBER TWO, : o,

3.1, Flle structure of dictionaries.,

.3.1.1s Segmentation of dictionaries.

The segmentation of dictionarles s performéd after the -
dictionary terms are organised according to their frequencles of

occurrence In ascending order.

. . 1= Segment one.,
\ s/

The 16 most frequent terms of each dictlonary attribute are
stored In core in alphabeti¢ order, If Is assumed that thes: 16
most . frequent' terms .n the title attribute have very little
slgniflicance aanuestldn terms and so It [Is not necessary to
store pointers to the Inverted file since no corresponding
inverted lists are stored. Assuming lef'S'gtstributlon, | méy
be estimated that this atfows & reduction of 29.97% In the
Inverted files space since

“taNe(1og 16 + L5772)) =.2997 * N
ugeré éhe constant A=,08949 Is‘ calculated Py assuming that

D=40,000 and N=1,000,000. : o "

/

These terms are stoied since they a}e needed during the

process of decoding the sequential file,

2= Segment. two,
o The next 2,048 most frequent terms are stored In core |In
alphabetic order. Each term In this segmenBystores a polinter

that points to the inverted file block that contains the document

b e €

R
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numbers of the documents in which It appears.

f
3-\Seqment three, -7
Application of a hash functlon to each term allows

determlhatlon of the address corresponding to the locatlion of the

biock hn thé inverted file that contains the document numbers In

"which 'the speciflc term appearss Such an a&dfess Is obtained by
computing some arithmetic function, ~Consequentiy the Inltlall;

fasslgned\terms'of dictionary segment thre;: and all the new terms
that appear from day to day, wlt} not be stored anywhere.,

Therefore no disc acceséss to segment three of any dictlonary s

required during the;<trocess of searching for any gliven term, '
‘lgorlthm s needed since bo;h Segments,

. [ B
one and twor will remailn static during the operatlon of the

~

Consequently no update

»

systenm. !
Sy

\ In practice there is a tendency for {dentifiers not to be

compiletely Igdependent of each other; many ldentifiers have a

\

common suffix or prefixs ar are simple permutations of other

v

Ildentiflers. "Hence |t is expected that, In pragctices different

~

hash functions will fesult in different hash table performancese

| \\; .
In examipation of the performance figures for varjous hash

functions 1* is apparent that the division method is qenerally

superior to other types of hash functions, and for a general

\ -

application it appears advisable to use the division method.

Howevers It may be remarked that the performance of .a hash
t \ .

function depends only on the method used to handle overflows and
, i 4 ~

- ————m = a e e
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N ,
{s independent of the hash function so long as a uniform hash , -
function s being used, An update algorithm for the lInverted %
flles s discussed In a tater section of this cha;ter. | %
|
3,142« Space requjred to store segments. Bucket caoaclty. |
) \
It Is assumed that the ter‘s of the dictionarles are stored
In a fixed ‘length of 15 bytess ‘and that the corresponding
polnters that coentaln the addresses to the Inverted flle blocks
of thelr corresponding terwrs are stored in a fixed length of 3
bytess ‘ ’ ' \
1- Segment one. ' \\
16 most freaq. terms * 15 bytes = 240 bytes.
2~ Segment two.
.For each dictionary the next 2,048 m&st frequent terms .are
stored In core. . ol
2;0;8 terms*(levtes/tarm‘+ 3bytes/pointer) = 36,864 bytes.,
3- Segment three. - J\
N&f used, One of the wmost |Important beneflits that this
scheme presents is that no storsge IS needed to store the
remaining terms. : > b
‘ \ N
3¢le3. 'Search loglc and handiing of overflow buckets.
\ Since it may be unreél to assume that all question terms Zavg
the same probability of sppesring H,&any search questlion, ~lt' s
”

assumed that question terms are distributed according to the
]

Zipf's taw [9)s - Thens as supposed In the di&crlptlon of the

previous scheme, there may be a tendency to search fbr terms that




rdata base.

\ g
66‘ .
) S
are located In the reglion placed between the very high frequency
terms and ‘the very low frequency terms,
5
1- Segment one. \
Whenever a term Is to be search%d for, It Is first looked for
In segment one by appl lcation of a binary search.” The average

number” of maximum comparisons in core is equsal to

IOQL (16) = 4,

In order to save some storage In the sequential flle, a code
for these frequent terms s chosen In order to allow relatively

fast decodina of the relévant documents round»as a result of.a

seatrch,
?- Segment two.

v Binary search is also applied to segment twor» and the average

maximum number of comparisons In core is given by:

-

logm (2,048) = 11, *

3= Seqgment three.. (\_

-
Every time”a term has not been found in ‘the previous segments

W

s hash function Hl(xf is applied to deternfﬁe the location of the

plock Iin the inverted fllé In which the glven term mavy appear.,

It is supposed that the hash function HI(x) distributes addresses

uniformiy among the large number of different avallable blocks..

The transformed value of a terms as given by the : hash function;
provides the address of Its corresponding block so that there
<

will be the same number of blocks as there are initial terms. for

each segment three in each dictionary at the creation time of the

P I A L B e AR R S
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»

Each block contalns a colilsion blts an overfiow bits, and the

~ space to store document numbers. The blocks are of variable

tengths, and have a minimum capaclty of 7 document numbers per
block. Cotllslons may be found In some blockss and new document
numbers are to be added durlng) updates of the data bases
Therefore, the time needed to process the question logic may
Increase since there wlil be some blocks that will store more
document numbers  than inttialtly expected and allocated.
Ther;fore, whenever the collision bit of the retrieved block s

b

found to be "1" a sequential search Is applled to the seml-coded

sequential flle In order to find the documents relevant to any,

specific query. Only the 2,064 'most frequent terms witll be

‘stored In coded form In the sequential flles and the remaining

terms are stored in the orlginal form without any code,

Whenever there exlsts elther a collislion or an overflow, or'

boths as Indicated by the respective blts, It {is necessary to

apply the aquestiton 1logic to the |Ilists of all corresponding

et

document numﬁers since It Is Impossible to know which docuf¥éht

number belongs to which termy since no terms are stered. '
' ‘ -

It !s Important to remark.that, because of colllsions found

In some of the blocKs, there exists the possibliity of avoiding.

he repetition of some document numbers, and thus the inverted

ile may be reduced in size,

.

An estimation of the average of collisiong generated must be

calculated In order to evaluate the overall performance of this

*

C s 7
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schemes whilch Is affected by the expected Increase in time for.

68

processing of question loglc because of the expected Increase of

document numbers in the Inverted llsts. Suppose that the ha;hlng

TR AR
.

functions Hl(x)» |Is chosen so that the transformed keys are y
uniformly distributed a;%ng the 'R blocks avallable for hash
adrresses. If there are M ke§s then L=M/R. Is called the load
factor. The probablility that any glven hash address  corresponds

©

to k keys Is glven by Murray as

Pk = g% L 7 k1t

' -

Hences for any glven address the probablliity of a cottision -

occurring lIs

M ‘
c'z:Pk°-1-r=<)-|>1-1--(1+L)*«v:‘L ' ‘ T
A .- :

The structure of the available storage (s arranged in such a
menner.as to theoretlically avold excessive processing of question
-

. 2
logic and to reduce the sequential search as much- a¥ posslble.

It s belleved that gallowing a minimum space for the document
numbers-does not result in any drastic incresase In the number of
file accesses durlng the future updating of both the dictionary -

and Its corresponding Iinverted fille, As supposed In. the

description of the scheme one, If It Is assungd that the terms ¢

‘within the dlctionardes are distributed sccording to the “Zipttrs

laws then a range of frequencles of the terms of this sedment may

3

be estimated as followust According to the 1Zipf's flaw the

14

frequency of a term whose rank s 2,065 In the initlial dictionary

‘
of title terms Is glven by *

e

-
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F{(29065)=A%N/2,065=243,3 AWl ; . \ .

assuming D=40,000, N=1,000,000, and hence A=,08949, : !
' ' 7 :

On the other hand, It Is predicted that 50% of the. title
terms occur only once in the texts and 16.7% of the titie terms -

occur only twice in-the text, Therefore a large number of the .

.

s _ terms of seament three have very smal} Inverted lIistsy, and in

fact thé maximum number of document numbers In any Inverted 1Iist

t

Is approximately 43,3 for title terms. The same organisation Is -

applled to the other attributess» even though It Is belleved that

the frequencles may be different.

’

Inltlaliyr the entire storage avallable for the inverted flle

St Tt et

s structured In such a way that It has the capaclty}to store all
the document numbers assoclated with each term Iin a different

varlable length blocks As an Indlcation of how the performance

coo

o , 1 .
' of such a scheme Is affected by the amount, and the structures, of

the iiorag; avallableﬁ‘the following theoretical calculation s
presented. The entire avallable storage Is organised inltially
In the following manner. At cre-tl%p time there are 37.§36 titte
sterms belong’ng to segment three; thus, as mentioned above IT; the'

load factor {s equal éﬁ 1 the proéabllitf of a collision

occurring for  any glven sddress during apptication of HI1(x) Is

.

calculated with.the following formuiat o m—
CHLY = 1 - (1 + 1) & & sz, g _
' fherefgré; supposing that the dictionary remains sta&lc; the
C \{> “\ probsbliilty of needing-a further sequential gearcthi aiso .2642. !
: ' - . e
J—:- e : - ——————USRAAREARRASRAS
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Obviously the use of such a hash functlon Hl(x) causes an:

:
}[" Increase Ip the amount of stgraqe allocateds but fortunately it

may be expected that there |s a proportional improvement In terms

of file accesses and required In-core comparisons since most’ of.

n

the additional blocks may have very short length., Therefore the

~requlred storage may not Increase drastically,

a S~ '

Once the hash function HL(x) has been applied and there Is an

overflow then a new bhash function H2{(x) Is applled, using as

by ' ' 2
avallable storage an area equivalent to 25%7 of the Initial blocks

[

used for Hl{x)as Thus, for examples for the tltngterm attribute

,'there wil) be 9,484 new blocks, each of them: containing " an
overfiow blt and a fixed space to store 7 document numbers. This

. " space Is also allocated In order to malntain some avallability of
. e T :
storage for the new document numbers that appear,as a result of

updating of the data base. Such an allocation tends to reduce

ydegradation of the hashing scheme.

<
"

1 - The storages in bytes, required tefstore the dictlonarlies of
the data base |s shown In the following table. -///
- segm, 1 segm. 2 segm. 3 ) <
’ clre | disk| core |disk core| disk ’
: title 240 | 365864 . e |
" ke;uord 288 | . 365864 u
f s.heading 288 | 36,864 )

author 288 365864

" 1,104 1475456

P S e
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"34ls4s Flle accesses and required comparisons in cores

o

/

4 As shown In the table belows no file accesses arg needed to

search for any term In the dlctlona?les. However, a relatlvely
large amount of maln memory is required for storage of the most
fre;uent terms. Alsos a sequentlial search may be ﬁequlred durling
access of retevant fItems In the semi-coded sequentlial Fflije,
Nevertheless, It has been ésflmated’ that the probablldty of
need Ing sqfh a sequentlial 'search may be kept Ilow |If the
dictionary ~stays ‘statlc,’and It depends on the ‘number of blocks

avallable for storage of terhséthat corresbond to segment three

in the Inverted fille,

- seqms 1 segme 2 segme 3

feade | Coco foede | CeCo]- Feds | CoCu| aeo0,
title 4 11 . 2
keyword & 4 11 2 ’
s.heading - 'h 11 2
author 4 | 11 | 2

o

fea.sfile accesses.s c.c(-comparlsons in core, and | ‘
a.o.-a;lthmetlc operations in core’s ‘ i

3,15, Statlistical distributions of descriptors In aquerles,

©

of
[2n

assume that questlogy terms are distributed according to the

I

2ipf's laws and ihust’t may be as;umed that the probabliity of .
. . | ¢

finding a term In core may be estimatéd as Tallowst
& a0éy ) ’
Prifind a termin core)'= A ¥ 2: (L/R1) . :
; =] ’

9

w .

It s bellieved \tﬁat tt s more reallstics, In practice, to

i e
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= A ¥ (log, 25064 + ,5772)
= 47346 s e

Consequentlys the probability of needing to apply the hash

1

. A N .
" function may be 42654, These estimatlionss and the constant A,
hive been calculated assdmlng that N=1,000,000 and ‘0=40,000 in

~ * 4 .
the title term attributer and that the constant A Is estimated as

A=1+1/2+1/3+...+1/D 1‘1 / (logeD + 5772)

", 3e2. Dictlonary updating.

+
o
¢

3¢e24l, ‘datlng algorithm and procedures to handie overfiow

areas. s

Since in, this scheme seaments one and two are to remain
hnchanged, ahd no storage is nheeded to store terms of segment
threes. then .no dlictionary updating Is required. Instead, an

efficlent update algorithm Is needed for the inverted flle in

' »

order to-.decrease the probable q&tra processing time required for
@xecutlon\b(\z:esﬁlon‘Iogfc and for the sequential search. a4
The foldowling steps must be performed 1in. creation of the

appropr iate ipverted f{ les:

N

l1- Classify the terms —ln, ascending qrderﬁ?oﬁ freiuencles oﬂ

occurence.

o~

2- The wvarlable fength blocks of the inverted files ;orrespondlng

to H1(x) have a Ninimum capaclity length4or‘7 document numbers,

2

The number of different blocks‘requlreq,for’Hlfk)‘Is equal to the

v
¢ 1)

expected number of terams f@r segment thre:\gor each différent
'

sttribute, and the structure of the Inverted file must be

“according ‘to the specifications Blyen In section 3,1.3. The

* a

O . L § <
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v

s-._.+éwalnder becomes “the address of the blocki Store the document .

H

-

™ - < s

¢">1th respect to any iogic operationh. -

] v . W
* N b « \\
\ .

number of blocks allocated for HZ(xlh s “equal to ~25% of the

, Mumber ‘of ‘lnltlai blocks allocated for H1{(x), and edch hHlock Is .

of flxed |en9¥h with a capaclty to store 7fdocumeﬁt.numbers.

/

3- Apply the hash functlon Hl(x) to each rm of segment fhyee og '
-~

the dictionaries, beglnning with the most requent term of’

segment thhee . and using the division metho&f in . which the

fAumbers éorresogndlné to eéch term In the appropr late bDlock In

the dnverted file. . .

w
\ ' y «

4= The document numbeys “assligned to any: Rartfcular block number

‘are classlfled in ascendlng order of documenl numben In order to

s

improve the processlng time of questlons terms by allonlng onfy

ong Pass through any two lnzgrted ists during their processlng

-

;) s
. \ . .
3.2.2. Retrieval performance. (Reorganisation)

“
.

-
o

The retrieval performance clearly depends on the distrlbution

of 'teins in the avaltable storage generated by the hash

functlons, It also depends on the storngg structure adopted for:

A

the inverted flle llsts, and on the gpdate1 a1gorlthm used to

‘handle the new document numbers and t structure of the overflow

"h %‘e

areas In those dnverted flless As new terms are added to any’

codlections the hash function Hl(x) Is appllied to each of them,

‘ . :
Also thelir corresponding document numbers are stored 4t the

i

sddress genersted by the hash {unctlon. In the case that the

overflowm bit of’*the block Is found to be '®"1" then H2(x) Is
. SN

applled to the terms and Its document . number is added to the

.

- _ SN B

[~ 2.
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o , L 1 . . . L ' )
oo ‘block .in the corresponding storage area, It s "“supposed that

" most of 1 ) : ) D

most of the lInverted-lists are of short length, and such invetted
LWists- are stored in a fixed length block per term. Thus the need

for an external overfiow area Is reduced If each of these fixed
) -y

Iength blocks. Is qlnip the mininum length requlred In" order to
' have t;e capaclty to store the expecte&’neu document numbers for Y 4

any term, Consequeptly,' increases .in" the estimated Initlal
- LY ~
v > T - ‘ ' ‘
: ,storage reaquirements are required in order: to lalntalw tﬁe free

. soaciAfor'a period of time. ' - K

o In the other hands for an lnferted file organisation it |Is
. L ¢

. ’ 'é°°m”igﬁﬂd that . the document numbers belénoyhg to .ghch term be -~
.. _ ) ‘- . .
. arrarnged In ascending order so that any palr ‘of Inverted [(lists '
i . may be processed In a single pass, .

‘ - s
S £, . §

‘

o ) ‘ -
As ‘the varlable length inverted flle blocks are £10M, an

1] e '
extepnal overflow area Is reqwired and each block must }\gre 8

pointer to chaln It to the' b} ck..that contalns the new document

~

external . overflow area must
N

new document numbers, and“ghe i
. N, . . ) )

: space is?divided Into 500 flxed block tength 1,000 bytes eath I

numbers. The orbénlsatlon of th

aliow a capacity to store 125:00

(bytes of.6 bits). Assuming thet s document nuwber may be coded o ﬁ‘.

. . " . l\ 0 ~§
tn four bytes there s thus a capaclity\ to store 250 document
‘& 3 ) : - ' ”‘4{“ . . b
A numbers- In Qach overfilowm bilock. Thexe™ overfiow %ﬂocks are

e organlsed In such & way that TYor title ' terms for every 19
(9;486/500) ad Jacent' address locations genqﬁg\fd by ‘the hash )

function H2(x), healnnlﬂﬂ with. tQ: addres} wOon, there exrsts one

e PR - ul

overrlon block ?{ the ‘ext?rnnl verfliow lrei. In such an

»
~J
PR
; v
4
~4
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\

overflow block are stored all the exz;)ted new document numbers
that correspond to ’any of the 19 contiguous address locatlons:

used by H2(x)s Therefore, every time' that one of these overfliow

. blocks Is accessed the question loglc Is processed with .respect 03
/’\% "~ to all the document numbers stored In It, and consequently a
K)*‘ . u - - N !, PR

further se%uentlal search must be applied.

Q

" Once one of the overflow blocks Is filleds a reorganisation

. . L
must be performed since it Is to be expected that by this tlime

1 «

the dPeterioration of the overall performance will have become

- yllous. . ’ . » e |

“

The storaqe required for the hash functlon H2(x) and the

< ‘ N /

corresponqgng ettefhal ovz;flow area for the remahﬁfhé‘attrlbute
) ! . TV, . ‘ ‘ .
. . W\ ~
\. dictlonaries Is calculated using the same approach as presented ‘
‘ gbové. L ' : Co-

v
> [

N ,' 3.3. Evaluation, Advantages ‘and disadvantages.- . .\>
o

it R e ' b B

.
®

. N . v N ‘
The deélgn.of the schené presenéeﬁ’ls based on an atteﬁpt to

/‘. - obtaln the mlq\?um response time without regard to storage os}
s thus; the prlnclpal advantages andﬁdlsndvantages of the proposed
overall dlctlonarv structure arel _— . ‘ < v T

1- Onily the 2,064 most trequent terns of each 'entire dictlonary

— | L |
are~stored physlicalily., The storage requ[red Is selected to~‘eAln
) J . - ‘.

cores and i;\?“cﬁhéequence It Is necessa

— <, ey

a system with the required- relative |

y to have @a computer

amount of avaliable

w K . *\ 1
. $ . "
ot

3
’ ’
’ - \ storage. ) .
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\ v R ‘ - ’ . ’ ’ -
/,'dettrloratlon of the retrieval performahce increases in .
) T4 “proportion to the number of new terms added from day to day.

L
1

3- No flle accesses are needed to search for a- term In any,

4
. T , , o i
- dictionary, This results in an Increase in the processing ‘time-

of question Ipgic a%plled to the Inverted lists and also dn a

sequential ggarch of the semi-codad sifuen$lal fl!é. deeQer it
is believed that in use of this scheme the need to pe&form such g
sequential search may be kept Iou by employ{ent ofan adequaﬁ%
structure of storaqe_F;} the lnverted listss In the worst cases

23 flle accesses are needed to access the inverted fliles, - x
A v 4= }The sequential file is not fully coded because theﬂte}ms of
seament three do not have any code since thqf“ﬁﬁa not astired

~

an&whe%f. Therefore It is nece§§{5y to ajloca;e\% farae ampunt
} of secondary storage, ) ’ : )
5- The increase of storage for the lnvertéh flles and the
{sequentlal fite may be ‘partly goupensa?ed by the fact that no
Qtoraoe need to be allocat'ed for segment ‘ three of the
dlpf*%farlef"ando of courses there Is no'need fér flle\acces;;s
N f 'tqitﬁese sqgnents; ; ﬂ‘ ' ‘ b :

\ - » ‘
' l” S 6= Slince dolllslons may be found In the;;torage accessed by Hl(x)

o and H2{x)» the repetltlon of docgnent nunbers Is avolded since _ 7
v dranstormed kéys map Into the same bidck. f‘ .

, e e,

I - M .
. ~y ) R v . , .
o WL e e e < \ . .. .t PRI _...-.-+ - .'_ 3
» Y . - - » v »
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DICTIONARY. || INVERTED FILE.
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, SCHEME NUMBER THREE.

' . /
. The third scheme presented is baged on a‘combln%:)fn of Owhat

Is, helleved to be the signiffcadnt conceptions in each af the'
’ T -

/'4/

B i

. P .
prevlous schemes proposed. Houever it is consluered lmportant to

-

mention that the same assumptlons are_ maﬁe about the dlstrkﬁhtlon '

of different terms ln the attrlbutes. Alsas it Is assumed thpt d

é

# the four dictionaries are organised according to the rank of the
. frequencles of occurrence of desdriptors In each attribute.
P

| R

3.1s Flle &tructure of dictionaries, Comy

¢ 3.1¢le Segmentation of dictionarles.

) .
- « ~ a

1- Segment one. . o ,

>

! h £
The 16 most frequent terms of each dictionary are- stored in Y

core arranged  in alphabe}lc order, and each descriptor of each

rl

g &
dictionary, .except those of the title term attribute, |Is .stored

ulth a polnter . that points to the correfﬁondlng inverted flle \

3 .
* block that contains the approprlaté docupent numbe;s. The 16 !

X
» most fAequent title terms are often used as -stop uords becaUSe of

£y

i
4 - .
e // tge véry littie information they oprovide about the docunent
. \ ! y

»

. contentl rtherefore°all the l}Norlﬂtlon\assongtkd with these 16 ,
. g - g .

! most frebu?nt terms is neqlected\ . e - :

» . {

) . .. .
. \ 2-\Se£nent tue. L . . ‘ C

|
| " )
' oL ' Yhe n xt 1,500 most frequent tarms nre ailso stored in cor;~+w

‘ /. alphabetlé\ orders and each te{’,js storgd with a pointer that
‘ [ . » \ . « , )

g: o , points to the inverted fille, / » ]

? ; - ‘ 3-~$¢§nenf three. A ‘ SN
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{ o
Snce the Zipf!s law 1Is ' ' assumed ‘to be true for the
distributlion of terms wused In questlon searches, It has been

. ~ . \
- declded to ls%late the very Infrequgnt terms of the dictlonarles

5. aibeess ar T T -

ng to store them 1In a segment four. Thu's segment three will.

contaln ali the remalning terms.

b An estimate of the number of terms that may be stored in

N .

segment three Is coqggted by wsing the 'values of the freauencles
T - oo

of occurrence of t@e very infrequent terms for general English

text as presented previously, In.which 50%, 16.7%, and 8.3% of
. A L 3
the different terms In the title attribute occur oniy dnces' only '
# , .
twices and only three times respectively., The number of terms in

Nboth segménf& three and four may then be calculated to have the 1
o . .

valmoun in the tablet ~ . , .
: ] INITIAL 0 | SEGMT 3 SEGM. 4 ' :

tithe 40,000 85485 29,999 | . N\
keyword |(235166; (422753 (175375;

s.heading| 51,801) 11,436) | 38,849

athorT | 19,677 3,154 145550 *

¥
§

- © ' ‘ 3
Seqment thfee of -the dlctlonar!es contalns terms arranged in

~ e 4

*
a’lphabetic order and stored In setondary storage in the following
R ~ N

L 2 '
mannert? An [Index Table |Is stored in core and contalns 26 .
4

elements, each,assoclatﬁaﬁﬂ|ﬁh one of the ' letters "M to ‘"Zt;
- . d

Each elemerit of the Index Table stores a pointer that points to a '
- block 'that cdntaln " terms beginning with the cbrrqspondln}

le tMv
o

: ] ‘ ; X .
., .4~ Segment four, ] \ . . _

f‘}i «‘D‘ 2 - &

, . .

N - N 7 « A

- .
)
. . "
o : &
, . ‘ LA
M 'y
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\

The terms that appear onily once» twicer» or three times In the

text of a particular attribute are not stored anywhere By use
hash

of a function the key assoclieoted with any term'is used.to.

"locate a bloék In the Inverted file that contains the document

numbers in which the term appears%,\
- . . '

3¢le2s Space required to store segments, Bucket capacity,

¥

1- Segment one.
' ’

a 16 terms ¥ 15 bytes/term = 240 bytes s required In core for

@

-title termsy» and 288 bytes are required foD terms of other
* , 8

atfrlbuéEs. ( -

2- Sdgment two.
o . : °
" 1,500 terms * (15bytes/term + 3bytes/pointer) = 27,000 bytes
<a ' N . -

incore.

°

3~ Segment three.
¥
Terms wiil b&®qrouped according to thelr
; ]
order to estimate how many terms begin with a glven injtiat

firgt 4etter. ‘In

letter the study of Dewey [3] is congldered in order to prpduée

an estimate of the average number of flle accesses needed to find

~

a ter@ in the segment. A record’ylze of léilbyteslteru and 3

inverted flle Is assumed, and also a

N .
varlable block size of maximuh size 5,070 $ytes,
. , N '

‘wEor the four dictlionaries the space.required to store such a

segment

with the preceding specifications™ " for the four
dictionaries Is shown in the following table: .
P §J:> R
> ) ] ' ' - . X ' ~ R
. . v (i .
- “w, -
N\ ‘ : “ ~
™ . ) . N »
- ’ . . R

e

e e R TR A
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NUMBER TERMS BYTES NEEDED NUMBER BLOCKS
. title | 85485 152,730 46
keyword &l (452753 , (7699503 {(32;
Se+headlnag|[11,436) 20?;848) ) 5%) ~
L author 3,154 56,772 ° 28
4- Segment four., . ‘ . .

No storage Is needed for allocatlion of this segment.

.

- 3.1.3. Search foglc and handling o% overflow buckets,
) ( The same aSsumptlons are adopted as In the previous scheme
' "and It Is supposed thats In practice, there Js Jikely to be a
tendency for’search terms to be Ipcated in the reglon between the
very high frequency terms and thel\very low frequgncy terms, It
, @ 4s desirable to wuse a scheae that glves thé bésg possible
“ response time under such'condltgoég.
C\ : ' . | T ’
1- Segment one. ) ‘ )
Whenever a~ term |Is to be 'searched fors, a blnary search Is
j first applied to the 16 most frequent terms. If the Eerm Is not
found It Is neé;ssary to seafch for It in segment two. The
- ma*lmum number of. comparisons needed“to look for a term [s
o tog, 16°= 4, o o
]
\\\\\ 2-- Seament tyo: : ' \ R
ﬂ To focate a term In this seament a binary search Is also
- . apalled In, core. The’average ﬁaxlnum number o{,comoarlsons(ls
© divenby o N _ ;. -
" @f?a.l’599"“°'55° L - o
' . 'j | d( "

el o bt & o e s

e ST 1 e

e T IV
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) '3' 3~ Segment three,
* AN

82

i
o

When zﬁterm has not been found |{n eithe( segment one or
segment' two then the in-core Index table must be accessed in
order to find the pointer that suppiies ¥ 1ink to the block that
contains terms be;}nhlnq with a particular letter. The number of

redorﬁs needed to store allt the terms beginning with a given

?, ~

‘tetter May vary a%ong different letter groups, and ‘a binary

o

sear&h Is applled to )} the number of blocks ‘requlre% for any

specific letter stored -In the Index-table., Once a block is

v

brought into core a comparis h s performed between the term ]

belng searched for and thevhlghest ranking term in the block In

“

order to determine T the ségrch terw Is present. If the highest

term of the block is found te be o) higher rank than the searched

termqthen another block of the group must be .retrijeved by the

binary seafrch. Otherwises If the resybt of the comparison is

"less than", another comparison must be performed with the lowest

a

the'block; If the result of this comparison Is "less

”

rank term in

. than™ It Is tequjred to access a lower ranked block on which to
’ / . . R

. 4® N LR 4 ’
perform a blinary searche On the other hand, if the result l§

)

"more than® then the binary search must be applied to the terms

of this blocke & : K :

Estimation of the average maximum number of both file

accesses and comparisons In core needed to locate @ term In this

segment may be made as followse. Selectinga variable length

A

,\7block slize of magluun 52076 bytesy and a flixed term iength of 15

e . N '
hytes plus 3 bytes for the polinter to the inverted files shows

o AN C

v b it n W o e 4 e et s s s e e e e e A L —
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b
’
that the average number of file accesses s 1.23 for title ternms,

between 1.04 and l;31vfor keyword and subject headings, a;d 1 for
author names. fhe average max Imum number of comparisons in core
fér title terms is ag&roxlmatelv

(1.5 com;arlsons * 1,23 accesses) + logiJ(B;O?b/lS) =

x

2.47 + 8.13 = 10.61.

Applying the same formula to the remaining attributes shows

that the avgrapes are between 9.69 and 10.09 for keywords and

subJect headingss and 9263 for author namds.
4= Segment four. .
Each time that a term has not been found In the previous

segments the term value Is operated on’ by the hash functlon

H1(x)s which transforms It Into the tocation address of the block

of the inverted file that contalns the document numbers in which

the specific term appears.,
' Vo

The storage of the 'Inverted flles Is structured In such a way

V

that for the title terms for Instances there will be 7,499

o
different- blocks avallable to store the 29,999 terms éf the title

attribute. Consequentiys each block may store all the document
%

_numbers” assoclated .with  four terms. Fﬁ order to estimate an
. )

“ appropriate minimum block size it is wuseful to compute the

average value of the frequency of occurrénce of the group of
terms of segment four in the following manner: For title termss:,
i(20,000129,999) + 2(62666/295999) + 3(3,320/295999) = 1,43

1,43 multipiled by 4 terms/blockels equal to0.5.72.

v 1o e
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Thisy a mlnluuﬁ block slze of é'docupent numbers IS5 ' chosen,
Such an organisation Is Implemented by ltaklng advantage‘of
colll;lons that result on applicatlion of the hash functlon H1(x)
with ‘'a load/ facter of 4.0004 (29,999/75499)» and assuming that
the transformed keys are unlfbrnly'dlstglbhied‘ among the y7;49§

btocks avallable for hash addressess The , probabl ity of a

~collistian occurring at any given address is

m hY
C = 1 = (1°+ 4,0004) % ¢*°°Ya ,9084 .

Furthermore, there exists the possiblility that 1In practice
~ " - _'
some Identifiers have .a common suffix or prefix or are simple

permutations of other Identifiers, and as a result may contribute

to the clustering of 4 terms in a block when the division nethod'

Is used for the hash function,

_As a result of such organisation no d(§%~ances§es are needed

for :any term of se;nent threes and therefore no update algorithms
tor dictionaries are reqdlred since segments, ones» twor and three
ace to remain unchanged during the operational tife of the
system. Consequently .2 sequential search ‘must 'be performed

during = the output decoding phase 1in order to etiminate any

documents not relevgnt to the specific search. The storage, |In’

bytess requlred for the dictionarles of the deta base Is shown In

the following tablet
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"2 | SEGM. 1 | SEGM. 2 |SEGM. 37 _|seeM. & |°
coreldisc| core ﬂd]sc core| disc core |disc .
title 240, 27,000 156 (152,730
‘kevword & | 288 . 27,000 156 [(765950;
s.heading - 205,848)
author 288 | . 27,000 156 | 56,776 . -

3.1.4s Flle accesses and required comparisons In core.

. SEGM. 1 SEGM. 2. SEGMs 3 - 1SEGM. 4

feas|[CoCa|l Foele CaColFfoas|CaCe |faas|CeCe] aule

title 4 10.5|1.23{10.6°| | . | 1 " T
keyword & 4 10.5 |(1.043 (9.6; | 1

_Seheading | \ ; | 1.31)[10.1) ,
author 4 10.5[1, [9.63 rolr . }

0

. foa.=flle accessess CoCe*max,comparisons in cores and a.0.=

arithmetic operations.

C A RN

> 3.1.5., Statistical distribution of descriptors In querles.
o C-ﬂ‘ * o
- " ki

\ o It s assumed that question terms are distributed according ;
to the Zlpf's-taw, and In order to estimate the prababliity of a
term being In each different segment qf the dictlonarles the

follcwing calculations are made?

-

. - . 1Sle "
Pr(find a term In core) = A * Z (L/R1)
: ' Coc E
= A% (log, 15516 + «5772) = L7071 ‘ v
Prifind a term In segm, 3} = N ‘ '

t

Pr(find a term in the 9;%7"6) < Prifind 'a term In core) =

oy ot : : .
A ® ) 1/ RI) = L7071 % A #1(109,9,974 + .5772) - 7071 =
N o L . A

»

’
| -

. ’ - -
. Ay N . - .
. . . .o ' - +
. .
R N U, o
— - R




O o T ' C
B 9 _ © % (8757 = 7071 = .1686° S
., , J . “ - :
‘ - " T .
Thus the probability of having to search In segment four. is -
C <0 v oo . - .
_01243- v ; ¢ o )

wF
w3

The above probabllltl%s have been calculated by assum&ngqtbe

> -,

figures for title term, Although It Is known that there  may
exlst some varfations ln‘fhe assunptfon fé( the other aftflﬁgtgs
it is belleved that this ls’not likely to se?ibd@ﬁv; affect the
~performance of the“systen, Such e%timatlons“aljou a prediction

of the probable use of each dictlionary segment durlnqlthe. search

4

. : y phases and hence allogs an evélﬁatlon of the overall performance o
‘of the sche‘i numbef thee. . S a i‘ C .; y e
. R ' . . , ’ ) ' ?n 3 . K o
' ] In conclwglon; tﬁg Erobabllltdls tha§4(/férm sea{ched for(,ls'
' ~contained In a paqt‘cu|ar‘sbérént ‘s as. follows: . - ° | B
g . SEGMENT ONE - 2997 ' T
" SEGMENT .TwO 4073 - i
’ SEGMENT THREE 1686 L. o
SEGMENT FOUR 1243 # CL ; N
’ " . 3.2, Dlctionary updating.’ . - t. o Ce
. , . . - . . N B ‘ \,' ".‘. 'b| 1.“
o " 3.2.1.  Updating sigorithm and.brycgdure§ t%,handig ovcrflo: SRR
, aréas, ' ] 1' " 4 .ﬂf‘ I .

An important proper‘l of the scheme presénted above 1Is the °
14 B

: ! .aVOiHapceﬂ of any direct  updstes of the dictionaries since the N
! P = voep - , * -

' segments one,» twos5 and three remain static. All new"terms sdded. .

3o toa no’ % .- L . .

_8s 8 _result of " pei lodic updates are asslgnoq'ty soéngg:'fon;f
. 2 =’ > LTy SR
However It Is known that no storege Is alloc¢sted - for - segwent .

-
i - PR I

o 4 . 2,

4 ) . \
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4
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four, and by application of Hi\(x) to the term value Its
approprlate document - humber s §$ored In the correspondling
inverted file b}ockronly‘lf such a\heu document number dées not
already appear In the block. Thuss {t is necessary t; Implemént
an efficient wupdate §lgorlthm In order to fedbce,the requiréﬂ
process ing of question loglic and the sequential search to s

reasonable fevel.,so that a minimum response time may be obtalned

without undue storage cost.
w“

Evidentiys, In theory» the smaller the load factor used for
the H1l(x) the lesser Is the need to perform both excessive
pro&esslng of the questlon fogic and fﬁrther sequential searches,
However, it s supposed that the terms of segment four are
infrequent ones, and only modifications may be found In the case
that some of . the terms initialVy present, or some of the new
terms added to the dictlonaries, become very popular as question
terms and hence correspond to Inverted l1ists that continue to
arow as further new document items are added to the data base.
Thus the pfr(ormance of ihe Hl{x) depends on the method used to
handle overfiows 'In the Inverted files.  Seversl different
;tfuctures coutd be sugqqsted but It is belleved to be beyond the
scope of this thesis to analyze {In depth the wmost suitable
Inverted flle structure for such a dictlonary organisation,
Neverthelessy a practicable algorithm to, handl?. the overfion
areas may be discussed briefly as followst In 9éder to Keep the

number of flle accesses to o Jow levei the Inverted fide blocks

//mav be created to have s minimum number of free siots .at creaflon

4

“ . . . ~N
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,time in order to enable storage of the new document Items added
to the dats base and also to facllitate the classificatlion of the
document numbers of such.bllocks In ascending order whenever an

addition Is made.

/ /
Although It is belleved that a continual reclassification of

such Inverted file blocks may prove to be very costly, It |is
considered necessary to b::form sych‘slnce in order to obtain a
relative fast response time the iInverted 1ists are to. be
classified permanentiy. Otherwise the fesults of an unclassified
Inverted file are very difficult to predicts and the dearadaﬁlon'
~of the system may reach high levels In a short perjod of time,

It Is advisable that such'updates be made operiodicatly and not

concurrently during the search time. °

There are tLo .sSltuations that contrlbute to an increase iIn
deterloration of the performance of the above organisation, The
first Is that because of the new terms added to the dlctlionaries

the initial concept of 4 terms per block s destroyed, and as a

s AL ot il s ABRTAFTonba I wreck b R

consequence more further sequential search |Is required. The

. Gt

second s that as new document (tems are Included as members of a
/ L

block éroup then rearrangement of the Inverted |ists Is necessary

~u
In order to obtain an acceptable response tlpe.

The following scheme {Is proposed to handie the overflow \

itemss ' ~ '

1- There Is an external overflow area organised In such a manner

that every inftial dnverted block contalns the corresponding

T U U —
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overfiow ®locks and there lé‘a fixed space avallable to store 5

new document numbers. ’

~

2= Since the Initial Inverted bfbcks are supposed fo be of

varfable lengths some perlodic reorganisation must be performed

to transfer the new 5 document numbers to - the Initial block

classified In alphabetic order In order to decrease the number of.
*y . . !

file accesses from 2 to 1. i )

N (W -~

342424 Retrieval performance. (Reorganlisation)

. The proposed reorqanisation is based on the ' fact that any
Inverted*flhe system requires appropridte perlodic reorganisation

b .

in order to maintain a relative fast response. However, it Is.
/

difficult to

’

suggest an optimal Interval of time betweehn

_reorganisations since it may vary accordingly to’ the specific

4

appiicatlion, ' ‘

33« Evaluation. Advantages and dlsadvantaées.'

The clustering of very Infrequent., terms has been used In

order to reduce ‘the dictionary sizes, taking advantage of the

"

assumption of theilr very lnfrequenl appearance In the search
P
aquerlies, and at the same time to present an organisation that

allows a relative fast response time while minimizing the further

process ing that fS generated.

-

The advantages in the Implementation of this scheme aret°'

1- Reductlian of the dictionary sizee.
’ ©

" 2« Reduction of the inverted files since no repetition of

-
€« ~
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-document numbers occurs fn the Inverted llsts of the lnfrequent

’

term groups.

«
g
¢

: o f
3- Reductlion of the number of accesses to the _dictlonaries and

inverted flles, L ‘ ‘ '

A(ﬁa‘consequence; the scheme has the following dlsédvantaggsx

l- Increase of sequential Also it Is necessary to

flle accesses,

search the éequentlal

file whenever iInfrequent terms appear iIn
search querles, ¢ .
) 2- The infrequent terms are stored In the sequential data base in

uncoded form and the entire sequential data baﬁe is stored uslnb

the

following scheme!

16 most freqﬁentP

the 00xxxx. @
the 1;924 next most frequent Ixxxxx Oxxxxx

- the 35,768 nexts until required ;xxxxx.Oxxxxx 0% X XXX
the uncoded terms Olwwww

.where wwww Indicates the length In characters,

]

" This caeding scheme allows a partial saving of storage for the

- - . )
- ~

sequéntial data base.

—————
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DICTIONARY. =+ INVERTED FILE. -
SEGMENT ONE. \ ) T
TERM :
A .
1% . . v
SEGMENT TWO. o . Y —=
. Puinter_ / —
. TeRM "] : —
f o]
- 1] 1500 o
i ' , SEGMENT THREE r/-'. et ’
; = "
. . tete | —Y| —
a 7y e — i
B —
S = /.
J A _ : _ —
4 IR — : ]
ABET(C-INDEX ' : . 1
?;2[‘5,_ + BLOCKS, - = o ;
. “ Blocks., Re 4 %
SEGMENT FOUR, , olERELERR.
' _ 4 INDICA E\X’TERF‘J'H\':J ,
HIX) = B
ot S - :
© e =
HASH - INDEX TABLE.| - _ — G_L—:. K
(TERMS OCCURRING . ‘ ' Blocrs. 0CKS.
ONCE , TWICE , THREE TIHES) ‘

FIG. 3.3. SCHEME NUMBER THREE.
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%,  Comparatlye analysis.of the'fhree.propbked schemes with .

v

y
respect to the question toglc prpceséfna.

»

« ¢

In the previous chapter an evaluation of each scheme was.

- presented éqg’conslderatlon was glxenitg the possible advantages

and disadvantages. that arfs; {n'jthq .Impleméntdtlon of -such
dictionary structuress -~ 1 . o

The purpose of this chapter s to ‘compare the proposeéd
séhqqes according to some factors that affect the questlion Joglc
processing. The factors include the followings

co * 4ele  Number - of dlisc accesses, and required comparisons

In cores needed to search the dictionaries for a glven.

' téhm, - ‘ , .
N r . . .- -
¢ ¢ ' - ! s N . . -
. : 4¢2¢ Number of required Boolean operations.
4¢3, Processing of the sequential data base. P
. 4e4s  Average maximum time of processing per question
term, s ‘ .
. \ < - i . .

4

O
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4.1, Number of disc accessess and required comparisons in core, =

heeded to sesrch the dictionaries for a glven term. .o
. \ | ' i
. ) . . ;
° Since question terms are supposed td be distributed according :
oo to the Zipf's 1aws and_ assuming that the’ dlctloparles' remain

staticy, the oprobabil'ities that a term to be sea}ched for Is iIn

core may be established theoretically to have the following

) a . 1

‘ values for each of the three schemes , ‘ - R

R SCHEME ONE. 46096 )
. SCHEME TwWO. <7346 '

" SCHEME THREE. .7071

r/glnce each Scheme presents.a different method of searching
for a glven term lﬁ fhe remalning group of terms not stored n
cores each scﬁemé may generate some different further processlng-'
Thus It Is appropriate to include the folloul;g probabitities of

. . N
requiring such further processing? ) .

A

SCHEME ONE. 3904 e

SCHEME TWO. 02654

e . o

SCHEME THREE., - 2929

A
b >

" The following Is a summary of the average numbers of both .
flle accesses and required comparisons In core needed to locate a° ¢
ters in any dictlonary! : - o -

- - L4

o
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SCHEME 1 SCHEME 2 SCHEME 3
1 | 2 3 L4 12 13 [1} 2 3 4
c ¢ Fic |F| ¢ cjc |F fc] c. |F | ¢ [F]c .
TIT[3.3]849] 2146|1042 |1 ;61 | 4{11f |4f10.5/ 1.2]10.6] | i
KEY [3.3]|8.9 | (1.25(9.6;2[1561 | 4 il 4[10.5(1.0f (9.65]
suB 1.6)[10.3)| | Ll 1.3| 10.1)
AUT [3.3]8.9 1.2 9461|1561 o[11] |o|10.51 | 9.6

s T
A

Czaverage comparisons In core and F=average number of flle

accessesSo

With respect to the average maximum number of flle accesses
required to,locate a térm In any dictlionary attribute, the scheme
number two presents the best results, Uﬁfortunately the
consequencesS are an Increase of both pfocésslng of question loglc
andlln th; sequential search of the seéuentlal data base slnée
only the 2,064 mqst frequent terms of every dictionary are stored

physically in core and the remaining terms are not stored

anywhere,

Scheme number three’ provides an Intermediate result, The
average maxlimum ndmbpr of file accesses Is 1,23 for title terms,

épd the probability of needing further processing Is relatively

smald (,1243)s and fortunately the length of the Inverted 1lsts

may be supposed to be small since anly very infrequent terms are

included using the approach of clustering their corresponding

document numbers In Inverted |lsts, -

# N

L et o o ik

-

\x
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i Scheme number one involves the highest average number of flte
o

accesses to search for a term In any dictionarys However, there
) .

‘Is no need for extra processings but unfortunately sll the terms

‘of ‘any dictlonary must be stored physically, the 516 most

frequent In core and the rest In secondary storage.
4e2, Number of required Boolean operations,

The averiaé length of the inverted |ists |Is estimated for
titie terms assuming that the probabillty of occurrence of terms
in questions Is according to the Zipf*s 1aws, and assunming rthat
onlj terms with rank greater than 10,a}e searched for. The
average length of the I%ve'rted lists st

D~ 10
AvelZipt]l =Y A/r (A®N)/r - Alr (A*N)/r
: r=1 rf¢l
D 1
= AN T 162 - S 1l
r=1. r=1 oy
= A% (%16 - 1.54 ) | B

>

800,84, ‘ :

{

In the other hands If it Is assumed that the vprobabifity of

oo
occurrence of terms In questions Is according to the uniform

'dlstrlbutlon then the average {ength of the Iinverted 1lsts for

title terms with eank greater than 10 Ist

. D 10
AvelUniform) = I 1/D (A*N)/r = 7, 1/D (A®N)/¢
r=1 r=1 -
10

“ > = )
a 1/0 A*N s - 1/¢
rzi r=1

N

= 1/0 A*N (11,17 -~ 2,92) '

14

G
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= 18443, ' ' b

The average maximus number of comparisons in core that are

required to be performed every time that two inverted

to be combineds asstming ithat aquestion terms are d

. accordlna’to the Zlpffs lawy s estimated as follows?

1- Suppose a total of N terms of which O are different,
2= Term of,rabk r occurs in LrsA*N/r documents

where As 1/ ijllr- 1/(1’6;60 + .5772),

3~ Let Pr I-‘ulthe probablllty of occurrence of rth

questions.,

A

e S NI T e P d el

PR A Yo

jists are

Istrlbuted

term in

4~ To combine the inverted lIlsts of the terms of rank r and s

requires s maximum number of Coaparlsons} In the worst case, of

‘o

<s Lr + Ls - 1.

5- The average number of compar isons for all possible cholces of

rank r snd s §s

Ave, <= Ave. (Lr + Ls = 1),

i- If case termr-terls is excludedt

D-1
Ave., =7, Zf’rPs (Lr&Ls-l)/(ﬂ PrPs]
r-1 s r+1 r= r+1

0

( Z ZPr Ps (Lr + Ls))/frz___:l % PrPs)—l

s=r+l s=r+l
D-1. D

r-1 s=r+1 r=1 s=1"

D
7: Prir + 5 L. Psls —
r—l s=1

Now: T Y PrPs (Lr + Lg)=1/2 Z Z' PrPs (Lr+lLs) — 1/2 Z Pr? 2Lr

D
2: Pr? Lr



D e g PP

r\ " .
. -
, 97
v © }/
! . ’
"D D, oL
. ‘ S = 3 Prlr — % Pr°Lr .
‘ \ r=1 : r=1 : _ .

D D D-1 D D r-1 D 2 /

$ Y PrPs = Yy, PrPs + .53 & PrPs + 3 Pr ,
r=1 s=1 r=1 s=r+l - ®p=2 s=1 r=1 i
. | a g
D-1 - D - % ) .
=2 PrPs + Pr i
rgl s=zrj+l r=1 C :

' D-1 D D D D 2
N Y Y PrPs=12 3 ¥ PrPs —-1/2 T Pr A

r=1 s=r+l r=1 s=1 r=1 '
' "‘
|

‘5 ,
1/2 —=1/2 § Pr
b r=1 ‘

h '
.o

o

D D 5 D 2
Ave. = | ¥ Prlr — ¥ Prilr)/(1/2 -1/2 ¥ Prf-1
: r=1 r=1 r=1 ‘

é; (zipf distribution).

a) If Pr =
D . D
03N g 1/e? 2N 5 10
Ave. - . r=l 2 I'=l T _l .
T - o ,
R - '
" A®N 3‘2-: AN (1.17) A2N f% —4 (1.17] ‘f
Ave = -] = -
. 5% - )
Ve - g ve - £
2 2 "
‘ <o A N[l-ﬂ6’+—.10] - A N 1. ’4’ - = 12 3 #
ave, = AMLGGmd0]) ARy LB

c1- ALK

- Ave., = 12'585 -
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Ave,

" Ave,

Ave.

lAve.

It

‘ M 1 . . X
' 98 . ~.
¢ - \
b) If Pr =‘le_ (Uniform distribution)
- 1
, g S
D D ' ’ K
AN ¥ 1/r —AN ¥ 1/r N _.N T .
D o1 52 =l D~ 2 | §
1/2 — 1/2D = 1 =1/b o !
2(25 — .0006) . | ) :
1= 1/D 49.99 |
ii -~ If case termr = termS is not excluded: X
D D ;
YL Prlr+ 5 Psls — 1 ,
=1 s=1 -7
a) If Pr = % (2ipf distribution)

D
20%N % 1/ — 1= A3NTZ 1 = 26,388.5
r=1 ’ 3 - | :
. (ifDis large) :
b) If Pr = 1/D (Uniform Distribution)’ '

D = =
2AN o l/r__i:g_zg(l/A)—l-ﬂ-s'o
D & D )

r=1 RN

If it is assumed that only terms with rank greater than
10 are allowed to be searched for.

is considered:

Thus in case [i-a]

lo . a ,,

v 10 2
S "Prlr = ¥ Pr°Lr .
12,585 (&=l o - 1]
1/2 - 1/2 ¥ Pr?
r=1 i
10 , 10

S Prlr = A“N

=1 r=1

v 1/ = A2’N * 1;5479, = 12,397 .6

b
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The average maximum number of comparisons I{In two \Inverted

lists for . title terms, assuming that question .terms are

3

distributed according to the Zipf's ‘| is approximately 734,2,

2
This aversdge Is  obtajned by suppgSing that every term has its

corresponding inverted list as initjially arranged In the scheme

number one.

v

¢

The average may he dlf’Zrent “for the scheme number two

because of collislions generated by the hasﬁ\ functions.

Fortunately most of the collfslon terms are ]nfreq and

therefore the aver age  may 'not increase drasticall

Unfortunatelys as new ddcument numbers are added to the Inverted

lists the average will Increase proportionally,

v

The averaae may be affected In the scheme number three by the
fact that Inverted lists of four different terms are clustered by
the use of a hash function, Fortunately, the frequency of

occurrence of such terms will be only ones twos or threes and

consequently the average may not Increase rapidly.

%

443, Processing of the sequential data base,

The amount of requlred processing of the sequential data base

' during @ question search obvlously depends on the number of

dodument numbers that resuit from the combinations of the
Inverted 1ists generated durlng the question processing, The
number of terms in a questlon'senich may vary according to many
factors and a formal study of th&s\subject Is not undertaken in

the present Investigation. Hodéver’ an estimate has ,Qgén made»

-
b

ARANE .
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as ‘descr|bed-above, or.the average number of document numbers in
inverted tistss» assuming tﬁat questions terms are distributed

according. to the Z !s law. This glves some indication of the

PRI P

/ ‘ behaviour of the three schemes with resbect to sequential search

™ of the sequential data bése.

The Implementatlbn of the scheme number oﬁe does not require

-any extra processing of the sequential data bases since all the-

(// term values are sitored physlically elther in cores or In secondary . ]

%"

storage solthat with each term there Is stored theiirolnter that

~
points to the corresponding inverted (ist, .

~

During executlo of the scheme number two it may of ten be
necessary to apply an extra sequentlai search on the sequential
dafa base since y the 2,064 most frequent terms are stored in
core ggd no phvslcal‘storage is used for the remalnipg terms,
' Aithodéh two hash funct}ons are to be applied, each of them with

a load factér of 1, collislions may stiil appear In the addresses
that they generate. The collislions are a result of both overfiow’

.;?\ffﬁ;/ storage areas because Of continuous wupdate of tni)f

’ dlgtlonarv; and ailso the tendency that i:j;fg/ln practice for-
X

4

identiflers to have a common suffix or pref
permutations of other jdentifiers. /

.

ofr to be simple -~

e

Using the Zipf's taws It may be predicted that in case of a
collilslon the tength of the “inverted Iists may be relatively
small since a high petggﬁ{:ge of the infrequent terms that appear

in the r'emaining ;EQUB of terms are not stored anywhere. For

-

/ ) | . v
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instances {n the title terms approximately 80% of the terms not
stored physléally occur only once, or twice, or three times

.. (37,936-29,99927,936), and as mentloned in sectlon 3.1.3 for
scheme number two the frequencies of~6pcurrence may range between
43:3 and 1 for tltle terms. 1In the:Pther frand» (t is belleved
, . thatﬁé high percentage of the author namgs %ot stored ohysically
may have a very low frequency of occurrence and the percentage of

Infrequent authors may be hlgher than those of title terms.

In the case of scheme number three, the additional required
sequential searches of the sequential data base arE\generated by
the use of clustering of four different inverted ||st;p However, -
accordI?g to the Zipf alstrlbutlon the probability Pf occurrence . o
of very Infrequent terms as question terms may rema‘n very small.
Consequentiy the additlonal sequential searéhes may be reaulred,
very rarely tf It: is supposed that the dictionaries remain
statlc. Neverthelesss I(n practice, there is a possibitity that
some Infrequent terms may become very popular as question terms
“and then the required additional sequential searches may
Increase. Also it should be mentioned that some terms added to
the dictlionarles as a result of perfodical updates may be wopdlar
as question terms, and since Segments ones two, and three are to
remain unchanged the'need for extra sequential search Increases

since the Inverted flle lists of such popular terms are stored‘

using the cluster approach.

re < .
4.4. Average maximum time of processing for e question term.

"M‘»um _' S oy e [ - - R
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The average maximum time of processing for a question term .

nmay be evaluated In terms of both the total average number of

flle accessess and the total average number of comparisons In

_core required In the dictlionary and the corresponding 1inverted

file to flocate such a term and Its appropriate Inverted lists.,
Such' a evaluation Is glven below by consldering the estimated
tnitlialt values of the data base» and assuglng that the worst

cases occurs

SCHEME. ONE SCHEME TWO SCHEME THREE
F.ACC | C. GORE| F.ACC C. CORE| F.ACC C. CORE
orct {Inv|oret|inv {ore | v [orcT| inv {p1cT| inv|o1cT] Ny
TIT|2.6 | 1 [52¢4| - %1.2« 15 1.2 1 [25.1
KEY[ (2.2 1 |(51.8; 1.2] 15 /@ 1 |Raens
SUB|2.6) 5245 1.3) 24,6 >
AUT| 2 | 1| 51.8 1.2| 15 1 1 |24.1
" where

_F.ACC=file accessesy .C. CORE=comparisons In core.

~

DICT=dictlonarys INVsinverted flle.

-
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CHAPTER FIVE,

{

5. CONCLUSIONS. : )

Conslidering both the theoretlical descriptive analysis of the

performance of the three structures presenteds and the typical

~characteristics of. the three dlifferent attrggute dictionaries of"

document retrieval systems, It s possiblé to desgribe the

hS

beneflts gained by use of each particular scheme, '
D

The scheme number two is well adapted for use with the author

. name attribute since authors wWwith retatlve hlgh frequency of

o
occurrence are stored 1in core. Advantage |Is taken of the
expected larqe number of authors that have a very low frequency

of occurrence and hence have Inverted Ilists of small fengthoe

’

Thus the number of additlional sequentlal é%arches may be kept to

s

.a relative low level.

.

In keyword and sub ject heading attributes, it may be supposed
that there  Is not a very large number of very infrequent terms,
since most of the terms may be expected to be signiflicant as
ldocument content descriptors. Also the stop words have been
removed, It |Is supposed that the question terms |In this
?ttrlbute 'are. distributed according to the Zipf's lawsy but some
modifications must be made as outiined In section 1.5+2.1s Thus,
it appears convenient to use ‘the proposed structure of the scheme
one since It allows all the terms to be stored accofding to thelr

frequencies . of occurrence Iin the four different dictlonary

seaments. Each term ls stored with ; pointer that points to the

\

et .

IR

NI ety

Dhad A WS, it




corresponding Inverted list, . ?

. .

On the other hand the organisation of the scheme number three

provides a suitable structure for titlte terms, Thg most frequent
titie terms are stored: in core. The group of terms placed

<

hetween the most frequent terms and the very Infrequent ones are

stored anywhere qhd the documentvnumbefs that correspond to then
are clustered |In order of four terms by use of a hash function,
. » Since (t. is assumed that the oaquestlon terms are distributed

according to the Zipf's laws the probabllity of appearance of an

consequently the additional sequential searcH of the sequentlal

. %
data base may not be required very often. Moreover, whenever it

Is reauired the length -6f the Inverted tists are likely to be
small, Also, lt.ls slgnificant. to:mention that some dictlonary
storage foa//ﬁf “the title terms’lsfféiep byut;klng advantage of
the fact that those very Infrequent terms have ° small

probabilitlies of occurrence as question terms,

ko

- S The search formulation 1Is a very Important factor that.may -

.help to Improve the overall performance of the particular search
strategy. The search formulation, which Is a statement of the
fequlrements of-acceptéb}e docuients; mayhbe regarded as an Index
term profile of th; request. A search involves the matching of
this requé;t‘proflle agalnst the appropriate dictionary of Index
terms. It may use alternatlvé lnde; term combinatlons In order

to retrieve as much as possible of the .relevant IItEratuqe and as

stored In secondary storage. The very Infrequent terms are not.

Infrequent term In a question search 1Is very small, and

PO

-
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)

fittie as vpossible of the ,irrelevant. Moreovers the search
'formulatlon may be structured into varying levels of genéralltv
and ;ery general subsearches wiil tend to produce an Increase iIn
the'quesg.on logic processing and a consequent increase in the

seaquential search of the seqpeneﬁal data base.

]
¥ .

rJ

tlst2)t3, and t4 Is expected fo be highs» a question of the forms:

'
.

1,t1,t2,0R 3
&

2.t35t4,0R

3@1)2’AND

“oSEARCH’B.

s : ; . : "
may be reformed In the following manner In order - to .reduce the

-

‘amount of required processings

°

@

1.t1st3,AND - ’ .
24t1st4sAND , o .

3.t25t35AND .
44t25tasAND (
5.1525354s OR | , .

6+SEARCH» 5,

;o

It Is obvious thaty, with the type of searching discussed in

the-present theslis |s necessary to have a very clear and detalfled

'statement of thes requester's Information need. Thus the

Iinterface between user and system will have an |mportant cheffect

on the performance of the proposed schemes, and with any scheme a

¢

SO &
& . . ' -

For example, If the frequency of occurrence of the terms

£ ewme e —n&"4,

;
!
i
!
]
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. . . faifure _may. result from Inadequate Interaction

\ 1 .,

*requester and the system, o : 4

{ \ ’

A
.
. ° - -
1
R -
. .
'
' . a ’
* .
. -
.
. o '
¢
-
»
e 4 ‘
” ~ .
-
v v .
\ [
; .
Y

I i

' s

]
.
‘ -
4
e o

|
| -
’ \
| .
o
7 .
.3 .
3 ' / - .
-
i - >
é C
§

1

bétnegn the '

P




REFERENCES.,

J

1. J» Minkers Informatlion Storage'and Retrleval, A Survey and
Functlona} Description, ACM- Special Interest Group on
Information Retrleval. SIGIR, Falt 1977s Volume XII,

Number 2,

*
i

. v , i
2e LsBe 5oyle. Information Retrlieval and Processing. John

. Willey and Sonss INces 1975. ;

3, HeSe Heaps.  Information- Retrieval Computational and

Theoretlical Aspects. Academic Presss Inc.s» 1978,

3

4. T. Radhakrishnan-and R, Kernizan. Lotka's Law and Computer

" Sclence Literatures Journal of'the American Soclety for
' » v . .

Information Sciences January 1979. Volume 30, Number

lsy PP, 51.

»

5 Juds . Dimsdale and H.S. Heaps. Flle Structure for an On-
"Line Catalog of One MIltion Titles. Journal of Llibrary

Autdmation. Volume 6/1, March 1973,

%
Hbe G He}dan. The Advanced Theory of Language as Cholceyand

Chance's Springer=verlag, New Yorke 1966,

-

o

‘Te 'M.G. Lindauist. Growth Dynamics of Infaormatlon Search

1 4

Services. Journsl of the American Society for

Informatlon-Sciences Volume 29/2, pp 65-76. March 1978.

8. M.L. Pao. Automatic Te&t -Apalysis Based on Transition
. Lo : . )

MRS i




, ' 109 .

Phenomena- of Word Occurrence. Journal of the Amerdcan

-
Society for Information Sclences Volume 29/3, pp, 121~
124, May 1978, ‘

9 FoWs Lancaster, Vocabulary ~‘Control for ,Informatlon
Retrleval, Inféfmatlon Resources Press. Washington,
D.C. 1972, (

10, CeJes van Rljsbergens Informatlion’ Retrieval, Butterworths,
- ) 19750 ‘ N

11, Ks Le "Montgomery. Document Retrleval Systéms< Factors

. .
Affecting Search Time. Macel Dekher, Ince. N.Y, “1975,

-

12.. C. T, Meadow.’ The - Analyslis of Information Systeﬁ?w\”

Metﬁllle Pubtishing Company, Los Angeles, CA., 1973,
",
13. G, Saiton, Automatic Informgtlon Organisation and

i

Retrieval, McGraw-Hill Book Company. 1968,

-

lﬁ. Kede . McDoned i, An  Inverted Index Implementatlon. The
" computer Journal. Volume 20/Number 2, August 1975, PP,

.116=122.

15.- B.M. Nicklas and G« Schiageter. Index Structuring in
Inverted Datas Bases by TRIES. The computer Journal.

Volume 20/Number 4, ppe 321=-324¢ July 1976,

16, AFe ‘Carden@s. Analysis and Performance of Inverted Data

Base Structpres; Communicatlions of the Assoclation for

Computing Machinery. Volume 18/Number 5, May 1975, PPe’

e e

R

e wrrartie T

2




17.

1R,

19,

20,

21.

22,

253-2613.,

Ese HEVIs, Jr. Analysis of’Aq Inverted Data Base Structu}e.
Proccedings  International Conference on Information
Storage and Relrlevalﬂ SIGIR 1978, Rochester N.Y,

" PPs 37-64. May 1678,

'
S. Herner and K Je Snapper, The Applicatlion of

Muftiple-Criteria Utifity Theory to the Evaluation of
_Information Systems. dJournal of the American Soclety for
Information Sclence. Volume 6» pp. 289-2946, November

1978.

ReMs Birds JeBe Newsbaum, and J.L. Trefftzs. Text File
Inversiont An Evatuation. Fourth Workshop on Computer
Architecture For Non-Numerlc Processing. August 1978,

-~

PP QZ-SO.

I A, MJcleod. Towards an Informatlon Retrieval Language
Baged on a Relational View qr Data, Information

Processing and Management. Volume 13, pps 167-175,

o

v

Re Morris. Scatter Storage Techniques. Communications of
the Assoclatlon for Computing Machinery, VOlﬁne

11/Number 1/ January 1968,

Me Tainliter., Addressing for Random-Access Storage wlth
Multiple Bucket Capaclities. Journal of the Assoclatlon

for Computing Machinery. -pp. 307-315. July 1963,

v g
|
-

ML IR R SRR T L

ey Sx Hedeiad:




23,

24

25.

26,

27,

2B

29.

Ve

J \tc

A

Ea

D

Fe

B

111

Yo Lums PeSaTe Yuens, and M, Dodd, éey-to-Address
Transfornm Technlquest A Fuﬁdamental Per formance Study on
Large Exlsting Formatted Files. Communications of gﬁe
Association for Computing Machinery, Apri| 1971; Voluﬁ?\\

14/Number 4» pop. 228-239.

Be Grimson, and GeMse Staceye A Performance Study of -
some Directory Structures for Large Filess Information
Storage and Retrieval, Volume 10, pp., ﬁ357-364. July

1974,

Tenenbelin and Jo. Weldom. Probability Dlstributlons
and Search Schemes. Information Storage and Retrlieval.,

Volume 10s PPe 237=242¢ April 1974

Horowitz and Se Sahni. Fundamentals of Data

Structure. Computer Sclence Presss Inces 1976,

'

Es« Knuth. The Art of Computer Programmingt! Sorting and
Searching. Vol. ¢ III. Addison Wesleys, Reading, Mass,

1973,

We Lancaster. Information Retrievai Systems.,
Characteristics, [Testlng, and Evaluaflon. John Wiltley

apd Sonse Inces Rjéa.

Schnelderman, Optimum Data Base Reorganisation Polnts,
Communications of the Assocliation for Computing
- L ]
Machinery. Volume 16, Number 6. June 1973, pP. 362~

3b5. e

\‘

v st o P

PN R




- ~ , ,
. ! ,112

. A

Etiminating Second;ry Clusterings Communications of the

Assoclation for Computing Machinery. Volume 13.

o

2+¢ February 1970,

“a Blpary

31. A, Tenenbeln, "Expected NJEQir of Passes

Search Sgheme. Information Storage a

d Retrieval,

Volume 10, pp. 29-32.. 1974,

32, “W.D. Maurer, An Improved Hash Code foy Scatter Storage.

o Machinery, Volume 11. Number-1 PPe 35-37.  January
1968 . ” .
133,  J.6.  Kolllase The Selection- of Secondary File
\ Organizations: Management Datamatics. Volume 5. Number
i T 6o 19760 ) v .

A i
\ f;

« ‘

30, JeRe Belle The Quasdratic Quotient Methodt A Hash Code:

Communications of the Association for Computing

e weand bh




