- . . ' i
”~ . " i
’ . ) P *
. [ - * A, 9
’ e p ' . - ’
, e EFfects of Providing graphic Models
’ . . “» on Problem Sclving with Logo * ]
L] " ~ . ) J
¢ . : < ) )
Gordon J. Mitchell .
/
b
A Thesis
’j in
. The Department / , .
of
Education
b
b
Presented in Partial Fulfillment of the Requirements .
for the Degree of Master of Arts at ’
Concordia University
. Montr&al, Québec, Canada
' ‘ March 1985
. A
e
} &
& ¢
, (© Gordon J. Mitchell, 198s
\ P A

|
o

1:‘*&--
H

—_— - - ¥



ABSTRACT

Effects of Providing Graphic Models
.on Problem Solving with Logo

Gordon J. Mitchell

Fa

Research has. established the faciflitative effects of
?

.lnclqdfng concrete and graphic mo%:ls as {llustrative aids

and advance ' organizers within 1{instructional strategies
directed toward the teaching of abstract or technical
information. This thesis hypothesized that providing a
model as an advance organizer using tﬁe relatively wuntapped
graphtc c;;abilltles of the microcomputer would have a
fac{lltatlve effect on comprehension and transfer ' of
learning to novel problem solving situations.

Treatment groups received either an advance organtzer
graphic model or a post organizer graphic model, In addition
to a traditional CAI lesson. As hypothesized, group means
for the model groups were higher than for a control group on

an immediate posttest, and significantly higher for the

group that received the graphic model as an advance

organizer. However, this difference became non-significant

on a delayed posttest although the mean Ffor the advance
organizer group remained higher. It was conclubed that the
presentation of graphic models via the microcomputer can
have a facilitative effect on learning, and that Ffurther
research should address the possibility of providing review

and practice strategies within CAL environments.
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*$ The development and application of computer technology

has proceeded at an ever-increasing rate. More and more,
computers are being used by pooﬁle who possess little or no
previous computer or programming experience as tools in a
va;t range of activities ;nd disciplines. This has prompted
demand #for instruction in both computer applicatibns and
;rogramnlng. In téras of computer programming, little s
currently known about either the relevant skills involved or
about how to teach them. There is an urgent need for
resgarch in thli’frea (Coombs and Alty, 1981), both in terms
of providing guidelines towards practical applications and
in furnishing dlrecgions for further research.

There are innumerable research questions which need to
be addressed with respect to the teaching of novice
programmers (Du Boulay and O‘Shea, 1981). What are the major
dl;flculties encountered by novices in learnlﬁg to program?
What features make a language suitable or unsujtable as a
first programming language? What are the skills to be
imparted and how best 2an this be done in terms of teaching
strateglesé The review of literature presents cqfront
research addressing these questions.

The focus of this thesis involves the determination of
effective instructional strategies for teaching abstract
computing concepts to novice programmers. Novice

programmers have been defined as "users who have had little




or no previous experience with computers, wﬁ% do not intend
to become professional programmers, ind. who thus lack
specific knowledge of computer programmlng"'(nayer, 1981).
Novices are theréfore seen as people who etther want or need
to understand and use computers as tools'ln applications not
directly related to that of computer science. The numbers
of such people are growing at an alarming rate, but because
they come From a multitude of professions and disciplines,
they do not form a cohesive group and consequently the
difficulties they encounter with respect to comphters and
programming have not been adequately addressed. This
thesis aspired to provide concrete guidelines towards making
computers and computer programming more meaningful to novice
programmers.

Card, Md}an, and Newell (1983) present an interesting
developmental theory of cognitive behaviour that raises some
pertinent questiaons about the relationship between
programming and problem solving within an educational
;nvlronneni. Situating their theory within that of
contempory lnfornatlon—procosslnd psychology, and especially
in terms of cognitive skill acquisition (Anderson, 1980;
1981), they contend that all cognitive behaviour is located
and progresses along a continuum from problem solving to
cognitive skill. Probelm solving behaviour, then, will with
practice become cognitive skill, and cognitive skills |in
turn start out in problem solving behaviour. The theory of

-

Card, Moran, and Neveil (1983) is described in the next

chapter. The extension of their theory 1into practical
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applicatigh helps to Justify the association between

programming and problem solving within an educational
environment. In terms of this thesis, {t provides some

Justification for the wuse of oproblem solving as a

performance measure for a population of novice programmers.

Problem Statement

As the 1introduction noted, there ar; many vresearch
questions which need to be addressed with respect to the
teaching of novice programmers. Th; author believes that
the question of effective (instructional strategies s
particularly ger-;no to the field of educatfonal technology.
Is one strategy more effective than another in teaching a
particular class of material? Is there one strategy that
might maximize the teaching of basic programming concepts?
Is there a significant ({interaction between tndividual
learner aptitudes and instructional strategy? The answers
to these questions will have io be Ffurnished- by future
research.

This thesis has addressed the problem of how abstract
programming operations such as word and list manipulations
can be made more concrete and meaningful to novice.
programmers. Specifically, it investigated and applied
several instructional strategies to the teaching of a subset
of the programming language Logo, a high-level (nteractjive
language gdeveloped by Feurzeig et al (1969) as an aid to the

teaching of mathematical concepts. The . subset, which



invalves the word and list operations of togo, is generally

€

Aore abstract and dlfficult for the student to. visualize
than the better—known turtlegraﬁhic subset popu}arized
through the " work of Seymbur Papert (1980) among others.
These abstract operationd represent a difficult area Foé
traditional instruction to present in a manner which 1s
suFFlc}entYy concrete and comprehensible énough to ;llow
students to develop a clear understanding ©°f the hidden
processes involved. |

Logo word and 1ist handling f{nvolves operations on
words, list bﬁ words, and 1ists of 1ists, {ncluding
operations that’ analyze 1inputs by breaking them down' o;
combine inputs to form new words or lists. For e:ampre,'the
operation BUTFIRST takes a word or 1list as tnput and outpuis
the word or list minus the first character, Qér&, or list of

) . . «

words. The operation WORD concatenates its input into one
word. Similarly, the operation FPUT takes a word and list
as 1npdt and outputs a new list'formed by putting the w;rd
at the beginning of the lfst. Other operations search

o

through a word or a list for a spechlc character or word,
a ' . i

-

or test for equality betwegn words or lists against . other
" words or lists. A

Students are tfpically asked to solve probléms involving
the manipulation of words and llsts.gslng Qpese operations
either singularly or in combtnation. For example, the
student might be presented with'a seftence and asked to
write a procedure (a ngo program) that output; every second

-

word, or one that searches through the sentence for specific
\
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punctuation. Other problems ,mlght involve the use of
recursion and varlablés in asking the student to ‘wrlt; k
proéedures to analyze input from the terminal or to~ deslgn”
interactive §AI sequences.
The execution path of the processes used {n such
/problems is not immediately transpirent, and the novice
programmer with no previous programming experience might not
understand how or why thé Logo procedures operate. For
example, a student might not understand that a procedure
that searches through a list for a specific word with a
}Ecurslve BUTFIRST construction abbreviates the list by one
word with each recursive call until it finds the specific
word. Similarly, the operation of a procedure that reverses
a word or list Is not transparent {m terms of the list-
searching and recursive constructions 1fvolved.
When operations are combined within larger procedures
(eg. PRINT FIRST BUTFIRST BUTFIRST (input)), the power' of
Logo as a word and list processing language can be more

N

fully realized. Uslﬁg Logo operations and commands in
combination, the programmer {is able to target specific
elements of list, words, or characters for examination and
manipulation. Unfortunately, however, the novice programmer
mfght not understand how Logo operates upon combined
proggam statements. For exémple, when two or more operationsl
appear on a line, Logo executes the operations not in the
l;ft to right order expected by most students, _but from

right to left. This lack of understanding will certainly

limit the p?ogrammer's ability to use the language to (ts

&



fullest potential. -

Logo 1is ~currently taught as a component of the CAL
Program in the Education Department, Concordia University,
Montreal. The author has had the opportunity to asglst in
the Concordia CAL laboratory during the fall and winter
semesters, 1983/84, during which time he assisted graduate
studentslin the learning of the command system and syntax of
Logo. A questionnaire circulated at the conclusion of the
fall ;emester, 1983,.revealed a substantial dissatisfaction
with both the documentation and the educational resources
avallable to the students learning Logo.

Specifically, over 5874 of- the students strongly
disagreed that the avallable Lo;o documentation and
reference materials had been well designed; whereas only 8%
of the total strongly agreed. All of those who did agree
had either some or an extensive amount of computer and
mathematical experience. Similarly, only 16%Z strongly
agreed that the documentation had facilitated thelir
understanding of Logo, whereas 84% disagreed. Similar
opinions were expressed relating to the difficulty students
encountered 1in learning to use the Logo command and file
systems. On the other hand, the editing system posed no
problems qu'/almost 707 of the students. A total of 33%

strongly /Sgreed that they had had difficulty solving Logo

problems on their own, whereas 257 felt that they had had

dittle difficulty. In addition, over 69/ of the students

felt that at the end of the semester they were not able to

use Logo word and list operations. Finally, over 72% of the
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students strongly agreed that a general introduction and
overview to Logo would have been of assistance.
| In summary, the questionnaire indicated that a majority
of students felt that the available documentation and
reference materials had nelther been well designed nor
helpful towards their understanding of Logo. Students with
littie or 'no mathematical or programming background had
considerable difficulty learning to use the Logo command and
file system. A majority felt that a more structured
introduction would have been advantageous in terms of
providing an overview to faclilitate the solving of problems.
The author’s personal experience in the Concordia CAL
laboratory has indicated that while students at this level
have little difficulty with the graphic subset of Logo, it
is the word and list operations which cause the greatest
d&fficultles. It has already been stated that over 69% of
students questlonned did not feel that they could apply
these operations towards the solving of problems. Of . the
students who did feel confortable‘wlth them, 827 had had
previous mathematical and programming experience. It s
believed, therefore, that (instruction at the wuniversity
level directed towards, students with 1ittle or no
mathematical or programming experience, should focus upon
the non-graphic aspects of Logo.
This thesis attempted to define effective tinstructional
strategjes for teaching such abstract programming concepts
as Logo word apd 1i1st operations to a populaiion of novice

computer programmers. These strategies involved the



development of an analogical model of Logolword and list
processln§. It was hopeg that this would Facilitate the
comprehension and retention of the.languago by concretizing
abstract concepts and processes through the use of familiar
v, analogies, prese;ted graphically wia the microcomputer
either before or after more traditional instruction. Such
madels have been variously labeled as virtual machines (Hoée
and Ross, 1981), notational paphines (Du Boulay et al,
19681), conceptual Ulndows“(SIne and Fitter, 1978), and
advance organizers (Mayer, 1975, 1976, 1981). A review of
research addrésslng these areas, in additton to those of the
difficulties encountered by novice programmers, programming
as problem solving, and graphics and text in CAL fo!lous.
The author believes that the definition of effective
instructional strategies 1incorporating analogfcal models
vouid partially f1l11 the gap between current educational

methodology and one that will maximize learning -for the

tndividual student.

e
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CHAPTER 11

Review of the Literatyre

v

This review focuses on research investigating how
novices learn programming concepts and use t&on as an afd in
problem solving activity. Difficulties encountered by
novices in learning to.program are described, in addition to
specific instructional strategies aspiring to mitigate these.
difflculties by making the processes involved in programming
operations mare concrete and meaningful. Such strategles
include the use of advance organizers and concrete models to
simulate and externalize operations that would otherwise
remain hidden from the student. These strategies are
considered to be highly effective by thetr proponents, and
research supportative of this claim will be presented.

1

Jeaching Novices Prog;gﬁnlﬁg

A failr Dbody of research has already investigated the
difficulties encountered by novices in planning, coding, and
debugging computer programs. U

In terms of planning, Miller (1974) studied
novices’ abllities to construct algorithms of Iimited
sorting problems and found that problems invaolving
disjunctive decisions (one attribute OR another) resulted in .
greater logical error than problems {nvolvlng conjunctive
decisions (one attribute AND anothe;). In a later study,
Miller (1975) Ffound that novices tended to produce

incomplete algorithms in terms of not specifying what to do
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when a set of conditions was not satisfled. Weyer and
Cannara (1975) reported that <children demonstrated a
misunderstanding of the concept of general algorithm |in
believing that the flowchart they had designed represented

the actions the computer would take as a result of a
-specific set of inputs and not for a more general class of’
possible 1inputs. Chlf&ren were instructed to complete a
partially developed flowchart representing a chocolate-
dispensing machine. Some mlsinterpretea the flowchart,

believing it represented the action that the machine would
take as a result of a singleset of input colns rather than

generalizing 1t as an algorithm to deal with all possible

sets of coins.

With respect to the problems novices encounter in the
coding process, Young (1974) has developed a classificatton
of novices’ coding errors, fncluding syntactic, semantic,
logical and clerical errors. Du Boulay and 0’Shea (1981) add

a fifth category, that of stylistic errors, from Kernghan

" "and Plauger (1974).

Syntactic errors are (improperly written expressions
which the computer cannot interpret <(eg, omitting a BEGIN
o or END .statemont in PASCAL): Semantic errors are
lﬁstructions that, though senanttcalfy correct, instruct the
computer to carry out impossible or contradictory actions
(eg. reading a closed file). Logical errors are errors of
poor planning or incorrect mapping from problem to program.
The program doesn’t do what it was intended to do. Cl;rlcal

errors include mistyped characters, and are due to
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carelessness {in the <coding process. Finally, stylistic
errors are errors of programming style that make a program
difficult to read or interpret.

Young (1974) compared expert and novice programmers and
concluded that novices made far more semantic errors than
the experts, who made syntactic, semantic and log}cal errors
with about equal frequency. Du Boulay and O0’Shea suggest
that this demonstrates that the novices were still uncertain
about the properties of the 'notional machine" defined by
the specific language and its implementation. The concept
of "notional mach{ne", described by Du Boulay et al (1980),
constitutes an internal model of the computer which {s both
concrete and precise enoGgh to allow the learner to apply
analoglies with success. A more comprehensive discussion
will be taken up later in this review,

Du Boulay and 0‘Shea (1981) contend that novices write
poorly structured programs, lacking in style and
comprehensibility, because of a combination of semantic,
logical, and stylistic problems. Semantic problems they
claim are due to a lack of experlepce with the vl}tual
machine on which the program Is to be run. Logical errors
are ‘attributed to a lack of familiarity with aigorlthms and
flow of control. Finally, stylistic problems result from an
unfamiliarity with stylistic rules and program techniques
that enhance reliability.

Research into program debugging strategies shows not
surprisingly that experienced programmers are more competent

than novices (Gould, 1975). Young (1974) found that

|
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novices, unlike experienced programmers, had great
difficulty with both semantic and logical ° Dbugs.
Professionals had little trouble with semantic errors and
spent most of thelr Febugging time dealing with logtcal
errors.

Several researchers have "studied the manner in thch
programming languages are learned and internalized.

Hoc (1977) -studied how programming languages are
progressively internalized in what he terms a "Systeme de
Repfesentatlgn et de Traitement" (SRT). He- characterizes
the term ‘“device' as relating the conduct of a subject to
his environment; as an. 6bJ¢ct1ve' interface performing
according -to defined rules a number of actions which ‘ln
some manner alter the environment. He‘states, “YAs soon as a
subject is able to operate a device ment)lly and predict the

F
" outcomes of his actions, even {f his opredictions are
Incorrect, we say that he has constructed a representation
with the aid of which he can make calculations" (Hoec, 1977,
p. 89).

Instruction, according io Hoc, consists 1in h;vtng the
student construct the appropriate SRT’s to represent the
device language he {s learning. He concludes that there are
several steps involved in the interiorization of a language
which lead the subject from a word-by-word traﬁslatlon of
procedures from foreign SRT‘s iInto the object language,
towards;’the using of SRT's that are an accurate reflection
of the learned language {itself.

Coombs et al (1982) conducted several studies [which
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correlated learners’ cognitive style with programming

performance. Speciflcally, they studied the relationships
" between learning style as defined by Pask (1976) and two

‘classes of learning activity considered necessary for

programming competence:

. 1) The learning of individual language structure;

2) The loarping to assemble these structures in a particular

order to achieve specified objectives.

Utilizing Pask'’s operation/comprehension learning
strategy continuum, they tested the ability /0f introductory
FORTRAN students to both learn individual language

[ 4
statements and to assemble these structures 1into an

operating program. Their conclusions bear repeating here:

~

1) It is possible to define at least two dlffegent learning
styles in a population of novice computer us:rs.\

2) Students exercising one of the styles, operation learn-
ing, are more successful at assembling language structures
into an effective algorithm.

3) The successful learning style is characterized by close
attentton to detail and a preference for procedural
representation.

4) Success . in the correct {fdentification of {individual

language structures {s independent of learning style.

(Coombs et al, 1982, p 466)

-

Operation learners, they found, tended to develop the
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macrostructures of a language more so than comprehension
learners who did not develbp these higher-level structures
because they tended not to integrate and evaluate language
structures after exposure to them. Operation learners
developed by interacting with the computer their knowledge
of th; functional relations between low-level 1language
structures, leading to a knowledge of macrostructure. They
tended to work ¢from inside the language, paying close
attention to the procedural representatfon of logical
relations be tween low-level language structures:
Comprehension learners tended to rely on external factors

and represented this knowledge In descriptive rather than

procedural terms.

[

\

C&ombs et al (1982) conclude that rather than forcing
comprehension learners into an operational mold which Pask
(1978) determined was not an effective strategy, it would be
more advantageous to leave them work within their natural
style, and to provide them with accurate conceptual and
supporting information. The recommendation of Co&nbs et aln
(1982) of providing accuraie conceptual 1iInformation could
perhaps be realized through the development of appropriate
conceptual models. These models could assist in developing
in ithose students who lacked them the facilifative language
nacr@structu;es possessed by operation learners.

Cannara (1976) has reported on the difficulties children
gncounter in learning Logo. He attributes much of this

gifflculty to their misunderstanding of the notional machine

noted prnJlously. Two of the most common misunderstandings

1
i
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on the part of the children were:

1) Misunderstandings of llngulstlc/conputational context in
terms of storage/passing of information within their
programs and their interactions with the lnterpreter;

2) Ill-defined intents in terms of Fuizy program specifica-
tions or wishful thinking about how flexible the interpreter

would be in executing poorly written programs.

Some children tried to run programs while the programs were
being edited or vice versa. They also had problems with the
storage and retreival facilities, in addition to
misunderstandings concerning name/value and recursion/
fterattion distinctions. Some students believed that
procedure names had to describe their actions in order for
them to work, or that variable names were computationally
related to their values.

Austen (1976) and Statz (1973) have done related work
with adults, and suggest that both adults and Ehlldrcn make
similar types of mistakes when learning Logo. Stat: (19?5)
reports that undergraduate students had difficulty in
terminating a recursive procedure with a stop rule, in
result-passing be tween sub-procedures and in the
understanding of ~condltlonalsA In comparing adults with
children in terms of programming performance, he noted that
while both groups tended to make similar mistakes, the
adults were better able to recover from them. -Austin (1976)

reports that the student teachers he (instructed had’

difficulty with editing, filing, sub-procedurization, and
. ' .



i6

syntax.

Du Boulay (1978) analyzed 2,400 error messaﬁes from
19,000 Logo commands issued by 15 student g}acherﬁy He
found that cal;s to undefln;: procedures ccounteﬁ for
almost 307 of the total number and Insufficient arguments
.For 167 of the total.’ Other errors lncl%dgd misused
variables, the Logo turtle oug of bounds, the wrong type of
argument, and syntactical inconsistencies.

The learning of a programming language 1{s thus seen
variously as learning %o effectively plan, code, an; debu;
computer programs (Du Boulay and O‘’Shea, 1981; Miller, 1974,
1975; Young, 1974), as the internalization of language
structures (Hoc, 1977), and similarly, as the development of
higher-order macrostructure (Coombs et al, 1981). It has
been suggested and a fair body of research supports the
claim that the development of higher-order macrastructure or
Hoc's ;SRT’S" can be facilitated through the provision of
" appropriate concrete and analogical conceptual models (Du
Boulay and 0‘'Shea, 1978; Du Boulay et al, 1981, Mayer, 1975,
1976, 1581; Miller, 1974; Sime et al, 1977). The next
sectloq expands upon the theme of language instruction- by
introducing research that investigates computer programming

as problem solving.
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1Comguter Programming as Problem Solving

Card, Moran, and Newell]l (1983) present an interesting
developmental theory of cognitive behaviour that raises
several pertinent questions about the relationship between
programming and problem soivlng in an educatlénal
environment. Situating their theory within that of
contempory 1nformat16n—processlqg psychology and especially
in terms of coginitive skill acquisition (Anderson, 1980,
i981), they contend that ail cognitive behaviour is located

v
and progresses along a continuum from problem solving to
cognitive skill. Problem solving Sehavlour will with
practice become cognitive skill, and cognitlve.skllls in
turn start out in problem solving behaviour.

They state that all cognitive behaviour can be located
within a three-dimensional matrix which comprises a tAsk
dimension representing specific task domains, a qhuman
_processing dimension reflecting the perceptual, cognitive,
and motor structures of the human processor, and a skill
dimension.- The skill dimension indicates the degrée of
skil]l with which the behaviour s performed. It defines a
continuum ranging from problem solving activity towards
cognitve skill. Card, Moran, and Newell (1983) emphasize

that problem solving behavior is simply the less-skilled end

of this continuum. It is not a distinct category of
behaviour. They argue that problem solving behaviour will
with practice become cognitive skill, the determining

variable beling the amount of search control knowledge
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through a -problem space available to the learnér;durlng the
performance of the activity.

Thus a novice programmer asked to ,solye even an
elementary looping problem will exhibit behaviour which |is

* . .
characteristically of a problem sofvlng nature. ' He/she will
search through the problem space state by staie determining
whether each successive state is approaching the goal state,
perhaps backtracking , pausing, or searching via trial and
error along the way. Solving the problem becomes .the
process of finding a sequence of operators tor a path) that
will transform fhe ln;tial state into the goal state.

An experienced programmer on the other hand would be
more likely to exhibit skilled beﬁaviour in deciding upon'anw
appropriate sequence of actlions because he/she has avalléble
what Card, Moran, and Newell (1983) term “methods" or
“"packaged operator sequences'. ﬂhg decisfons become non-—
problematic because £he experienced programmer does not have
to search ghrough the problem space evSluating the result of
the application of each operator. Such packaged operator
sequences could perhaps be compared to Hoc‘’s SRT’'s (1977),
or to Shneiderman and Mayer‘s (1979) semantic knowledge
constructs to ‘be discussed shortly which consist of higher-
level' programming constructions independent of speciflic
language. All of these models share an implicit
developmentai view of learning which in terms of programming
views the knowledge state of the learner progressing from
lower-level detailed syntax towards 1increasingly higher-

level semanti¢ knowledge.
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The develqpmgntal view of Card, Moran, and Newell (1983)_
sees most cognitive activity developing from probiem solving
behaviour. If this view is considered in terms of appllied
educational strategy, it suggests that the learning of a new
cognitive skill 1§ initially at any rate characterized by
problem so}vlng behaviour. The learning of programming
coul% be viewed as a form of probelm solving characterized
by the specific task domain involved. This is in accord
with recent strategies towards the teaching of programming
as problem solving that aim io develop not“only programming
ski1lls but general problem sofvtng abilities as well (Kelman
et al, 1983;/‘Shneiderman, 1980; Papert, 1980).

T;adltlonal views of programming and the ‘téaching of
programming’ have concennrated‘iFTEarlly on the acquisition

-~

of a specific language and its®subsequent use in ' performing
routine tasks such as the generation of consecdti#e
integers, the 1listing of multiples, and the generation of
fibonacci numbers (Kelman et al, 1983; Neiﬁberg, 1971). A
programming language was taught much like a foreign natural
language in that students first learned the syntax of the
language and then prictlced on simple exercises. Such an
approach was found monotonous by many students and teacher's
because of {ts emphasis on loqﬁlerl cognitive skills. As
has been suggested, mény educational Hesearchers and

©

curriculum designers now view programming as a problem

solving activity (Kelman et al, 1983) In which the process
not the end-product is important. Students work within

problem solving environments such as the Logo ‘"microworlds"

CON I
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(Papert, 1980), or use simulation brogramslln which they,can
explore and solve historic and real world problems. They
" may also design and wvalidate computer models thereby
developing group cooperation and data otyanization skills,
The ability to model problem sftuations allows the student
to explore problems and not simply to obtain answers. Such
problem explorations might reveal a range of possible
solutions and 1in so doing de—-emphasize the import of the
single correct answer.

Kelman et al (1983) support thelir view that the teaching

of programming is the teaching of problem solving by stating
that t;\gwrlte effective programs the student must first .
explore the problem situation, ‘deflpe'the problem, and work
on various solutions until finding the optimal one. The joy
of programming the authors conclude as a. problem solving
activity 1is that when the student has solved the problem he
knows it; the program runs.
’ Brooks (1983) defines computer programming as "a set of
problem solving tasks 1n a Eemantically rich domatn..."
(Brooks, 1983, p 543). He hypotheslizes }hat programming 1is
a process of constructing mappings from a problem domain
through intermediary domains and into the progamming domain.
Comprehénding a proéram involves the construction of partior
all of these mappings.

Shneiderman and Mayer (1979) present a cognitive model
of programmer behaviour and problem solving that separates

syntactic knowledge from semantic knowledge and emphasizes

the internal semantic representation created by the
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programmer. in such ‘activities as program composition,
comprehension, debugginy, modification and learning. Thelir

nohel &escibes these activities in terms of:

19 The cognitive structures developed by programmers;
2) The cognitive processes involved in accessing or adding

¢
to these structures.

Using as thelflbaéls an lnformation processing model of
cagnltlon in a~{:i;lon similar to Card, Moran, and Newell
(1983), they describe - a multi-leveled cognitve strucfﬁre
stﬁred in fonq-lerm mgmor} comprising praogramming concepts
akd techniques. They divide this structure 1{nto two
components: semantic knowledge and syntactic knowledge.

Semantic kngwl;dge anslsts oﬂ\;gene;al _ programming
concepts Lndepen;ent of specific language. At 1ts lowest
ievel,‘ it conceptualizes simple statements and structures
{eg. assigment statements, subscflpted arrays, data typeé).
At 1{ts higher lfvels, it assists in Qroblem solving by
making available to the pro;rammer meaningful sets of
information:

Syntactic knowledge concerns the details of speglfﬂc
languages (eg. form of (i{teration, naﬁes of 1i'brary
functions). It is the spectific instance of~the generalized
semantic representation.
| Semantic knowledge 1s acquired through meaningful
learning including problem solving and instruction which

encourages the learner to assimilate new concepts within

existing semantic or “"ideational structure" (Shneiderman and
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Mayer, 1983, p 223). Syntactic str?cture is stored during
rote learning which does not integrate it lntoh existing
cognitive structure. Shneiderman and Mayer draw paral{els
between their semantic/syntactic continuum and those of
Polya (1957): know how/know what, Greeno (1973):
a)gbrithmlc/proposttlonal knowledge, and Ausubel (1968):
rote/meaningfuil -learnlng. It is apparent that they_ have
much in common with Ausubel, especially Mayer whose work
closely parallels ana ext;nds that of Ausubel into tﬁe realm
of the application of concrete models as advance organizers.

In examining the processes involved in problem solving

tasks, Shneiderman and Mayer use Polya‘’s four-stage paradigm

of the problem solving process:

1) Understanding the problem in d;flning the initial and
goal states;

2) Devising a plan or a general strategy of solution;

3) Operationalizing the plan;

4) Verifying the solution to determine 'if it in fact works.

'

In the composing of a program, a problem is analyzed In
working menéry in tern; of the definition of initial and
goal states with input from information (both semantic and
syntactic) from long-term,memory.' Next a general plan |{s
formulated 1in terms of broad programming strategies “termed
“jinternal semantics” which tnvolves a funneling down of the
fnternal represeﬁtatlon to more specific details and finally

to the actual code. The development of this {nternal

semantics can proceed in several manners:
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13 A top-down approach whereby the problem solving ;ctlvlty
progresses from the general goal to the specifics;

2) A bottom-up approacﬁ in which low-level code is gener-
ated first in an attempt to build up to the goal;

5 A structured-programming approach involving modulariz-

ation and the use of sub-goals. Co

Each of these techniques leads to a funneling oOf the
internal semantics from a general to a specific plan.
Shnelderman and Mayer conclude that oace this internal
semantics has been dev5lope§, the writing of the program
'1tself is straightforward. |

Sheiderman and Mayer distinguish between two

teaching/learning strategtes: (/’

1) The classtcal syntactic approach ?ocuslng on detail and
statement validity;
2) The problem solving approach concentratlng on high-level

language-independent semantic knowledge,.

Tﬁe second approach parillels that of Kelman et al
(1983) who as, prevldugly'nentloned, view the teaching of -
programming as the teaching of problem 'solvlng ftself.
~ However, Shneiderman and Mayer conclude that each approach
has some validity, -and that a combined approach is probably\
desirable. Semantic knowledge 1s essential for problem
analysis while s;ntactlc knowledge {s applied during the
implementation phase. '

They present the conclusions of several experiﬂents
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which formed the basis of their model. One such study
(Shneiderman, 1976) tested'statement order as a determinant
of memorability. Two short FORTRAN programs, one of which
was . printed 1in logtcal order and the other of which was
shuffled and listed, were presented to novices and
experienced programmers. The novices did poorly in
recalling the program in both versions whereas the
experienced programmers faired uucp better with the proper
executable program. Shneidgrman conqludes that the experts
convertéd the code into more general internal semantics and
Yeré thus able to recall the executable program from long-
thm memory far more effectively than the naovices who did
not possess the same degree. of prior meaningful knowledge.
Other experiments tested for the effects of commentary
and mnemonic variable names In addition to the use of
modular program design and flowcharting. It was found that
programs using comments and those wusing mnemonics were
easier to comprehend, that modular design produced more
c&nprehenstble programs (though group differences are
reported significant at the .0B level), and that flowcharts
atded students in problem solving tasks in some situations
and hindered them in others (Shneiderman et al, 1977).
Students who had been previously exposed to flowcharts were
alded by the device and the authors conclude that in these
cases the flowcharts helped in the transliation process from
syntax to semantics. In other cases the flbw?hart possibly
acted as an alternative syntactic representation and

actually hindered the development of internal semantic
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structu;e.

Green (1980) “argues that <choosing a good mental
representation . for a problem definitely improves the
probability of finding a solution. He cites the work of
Mayer (1975, 1976, 1978, 1981) as evidence of this {in the
fgeld of computer programming. Contrary to Shneiderman and
Mayer (1979) however whose theory this proposal has just
discussed and to Mills (1975),. Green contends that
programming is not so much a top down or bottom up process,
as lp is a leap of faith towards a final goal followed by,‘
verification process to construct-and solldify a proper
path. He quotes Polya (1971) who claims that formal
exposition is fine for checking the argument but it is often
directly opposed to the manner {in which mathematicians
arrive at a proof. Intuition in other words will sometimes
rush ahead of formal reasoning. Green adds that programs
are not necessarily written in a top-down manner; they
" merely look as though they were.

Hartley (1978) presents two approaches to the teaching
of problem solving skills with the computer. The first
involves the 1{inclusion of simulation facilities within
author language tutorial programs. He provides an example

~bf the CALCHEM Project at Leeds University in which students
interact with a prograh that analyses nuclear magnetic
resonance spectra. The other approach involves having the,
student put his solution in the form of computer programs.
The advantage of this approach, Hartley contends, 1s that

solving  problems algorithmically requires a clear
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undersfandlng\ o; what 1s required bécause the student s
forced 1Into giving a step by step solu?lon. Hartley
endorses the wuse of Logo because 1t 1s able to provide aT
convenient grammer for representing mathcmattcalh processes.

As will be'apparent shortly, Logo has been and is currently

being implemented in just such a capacity.

Soloway et al (1982) agree with Hartley that vléwlng ‘a
problem in an algorithmic manner will facilitate 1ts
solution. They conducted several experiments wlthﬁ college
freshman {in order to determine the validity of thelr/
hypothesis ‘that programming does enhance problem solving
ability because it encourages the required procedural view.
Groups of students were asked to solve algebra word problems
either directly through written equations or algorithmically
by writing short programs in BASIC. Thélr results indicate
that groups askgd to solve the problems algorithmically did
do significantly better. Soloway et al (1982) conclude that
programming can enhance problem solving ability because of
its emphasis on debugging strategies and the practice of
decomposing a problem into explicit sub-steps.

Kelman et al (1983) argue that programming {5 a creative
activity in which students need not master any one computer
language but need to understand the underlying structure of
all programming in ‘ordgr to be able to wutilize new
programming tools when required. This view is similar to
that of Weinberg (1971) who states that it should be the

*goal of formal education to train programmers to the extent

that they can use programming tools as tools to further
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thelr learning. Weinberg - criticizes .educational
institutions for doncegtratlng on the teaching of specific
languages and not on generalizable principles of programming

design that students can‘uge“BVei a broad range of differing

languages.- N

N ¢

G

Problem Solving with Logo

19

‘Logo was develope; to provide a framework for the
teaching of mathematical concepts. Papert (19713, 1972b)
has expanded the language in créatlng a learning environment
within which students of all ages can take part in an active
learning experience within what Papert terms ‘'"microworlds"
(Papert, 1978). A microworld is a "subset of reality or a
constructed reality whose structure matches that of a glven“
cognitive mechanism .o as to provide an environment where
the latter can operate effectively"” (1976, p 1. Pape;?
admits that such a concept is not new. What 1s novel 1s the

availability of a microcomputer technology that can make of

<
<]

microworlds a‘rlflned, systematic and theory-based branch of
education.

Papert views technology as offering breat potential
benefit to education in terms of allowing students to
manipulate, extend, and apply it to personal projects. He
places himself within the tradition of Dewey, Montessori and

Plaget (Papert, 1971a, 1971b, 1973) in that he believes thatk

.

children learn by doing and by thinking about what they do.

The use of microworlds provides a model of a theory of

~
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.learning tn which the student {5 actively engaged in
exploration within an environment sufficiently bordered and
transparent for constructlv; exploration and yet
sufficiently rich for significant discovery. Papert
describes his turtltegraphic microworld as providing "hooks"

on one side to preformal intuitive body knowledge and on the

other side to formal rigorous mathematical knowledge. The

child learns the formal concept of circle for example by

playing turtle and walking about {n a circle, before
engaging the Logo turtle to do the same. This type of

f

learning Paperi refers to as body or ego syntonic, as
opposed to the dissocclated learning found  in the
traditional classroom. Papert states that a child’s
“fntellectual growth must be rooted 1in his experience"
(Papert, 1971b, p 4).

He has operationalized his theories in assocfation with
colleagues at the MIT Al laboratory by creating Logo
environments in subject areas as diverse as geometry, music,
physics and blology. In this sense, Logo environments have
been designed to allow children to write musical
compositions (Bamberger, 1972), to think about relations in
temporal and tonal space (Papert, 19734, to simulate a body
in Newtonian mechanics (Papert, 19780),' and to simulate a
system 1in stress mechanics (Abelson and DiSessa ,1976).
Evidence ga;hered at the MIT laboratory (Papert, 1971a,
1971b, 1976; Solomon, 1976; Papert and Solomon, 1972) has

indicated that children do acquire programming and problem

solving skills within Logo environments, although much of
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» the wevidence has been anecdot;l. Researchers are now
beginning to criticize much of the extant Logo data because
of the lack o; ‘an objective methodology (Krasnor and
Mitterer, undated). -

Howe and Ross (1981) have experimented with Logo in the
secondary school mathematics program, using the language to
simulate a mathematical system. Students work -towards
understanding a mathematical proble; by building and
experimenting with a model of the process for solving tha?
problem expressed aé a Logo program. The authors compare
the Logo tool kit of mathematical parts to the Mecanno
construction kits with which children used to construct
physical models. Rather than buflding and running physical
models made from strips of metal, the student bullds and
runs symbolic models of mathematical mechanisms. They have

been wusing Logo in this work pocause of its library of
powerful prlmltivé fnstructions with which the student can
construct pers;}alized procedures to help solve specific
problems.

Howe and Ross (1981) continue the Mecanno/Logo parallel
by enumerating what a student must learn 1in order to

manipulate Logo as a modeling tool:

1) He must become familiar with the s;htax;

2) He must-learn how to assemble components lnio proce-
dures; |

3) He has to learn about the structures and mechanisms

being modeled, '
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4) He has to understand basic mathematical concepts;

53‘ He has to learn how to break‘ complex constructions into
sub-constructions,

6) He has to learn to cope with mismatches between planned

and actual behaviour in terms of program debugging.

Though they admit that the above 1s a formidable
teaching task, the authors endorse a structured teaching
approach that introduces a mathematics or programming topic,
provides specific procedures, and gives exer;ises which can
be solved using these procedures. Logo allows, they insist,
for the tatloring of instruction to the abiliity of the
individual student. In this sense, a less able student can
be given a sample procedure as a “concept demonstration" of

a particular mathematical problem with which he will be able

to acquire some insight into the underlying processes (eg.

relationship between shapes of different polygons).

Evaluation studies conducted on 11-13 year old boys
concluded that the teaching and use of Logo did improve
marginally performance on algebra compared to students who
had not received ¢this instruction. Consultation with
teachers yielded the information that the experimental group
pupils could argue sensibly about mathematical concepts and
explain mathematical difficulties clearly. They rated the
control gqroup poorly on these abilities (Howe and RossS,
1981). . : —

Du Boulay and Howe (1981) have experimented with

providing mathematically-weak student teachers with exposure

\
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to the writing and debuéglng of Logo programs. They
conducted two evaluaton studies. In the first, 15
volunteers -were recruited and in the second, 21 conscripts
were used. The first study emphasized the learning of Logo
as a programming language, and the subsequent solving of
specific mathematical problems. " Those students who
persevered and learned the language using Logo to explore
mathematical areas In which they had had difficulty were
very pleased with their personal progress 1in overcoming
their difficulties.

In the second study, students spent far less energy in
the writing of Logo programs. They were given pre-~defined
procedures and discussed the Qathematlcal relationships
exhibited by them.

Results of pre and p&sttests showed slightly Dbetter
perform?nce‘For those who had worked with Logo as opposed to
a control group. Du Boulay ahd How; (1981) do state that
the small cell numbers and high within group variance make
comparisons rather difficult. Because students in the
second study did not have the opportunity to write their own
programs, they showed less involvement with their work and
made fewer mathematical discoveries, The authors conclgge,
however, that there is a trade-off between the benefits of
problem solving with “the computer and the extra time
necessitated in learning a programming language.

Chait (1978) studied the problem solving activity of
_ilve seventh-grade students in a graphics—-oriented Logo

environment. Chait distinguishes her work in terms of its
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pethodology which <contrary to most Logo research wusing
either a case study or experimental approach, /}elled on ' va
form of protocol analysis derived partly Fro; Newell and
Simon (1972). Recording interactive computer sessions over
a teq—week period in "dribble files', the author dedeloped a
classification system with which she was able to ldentify
various- stages“ students passed through in the learntng of
Logo. In addition, éhe used the dribble files to <classify
program bugs and the debugging action taken as a result.

Utilizing Polya’s classification scheme, the author
Fraws parallels along with other researchers (Statz et al,_
1973) to problem solving in a Logo environment. The child
decldes on the nature of the pfoblif, deQises a plan in
terms of sub-goals and sub—-procedures, carries out the plan
by writing the actual code, and debugs the program {f {t
doces not run as expected. Debugging is assumed to take
place in Polya‘’s fourth or verification stage (Statz et al,
1973). The Chatt study, however, contradicts this
assumption ‘In that debugging activity was found to occur
primarily 1in Polya’s second or planning stage before the
program itself had been wriften. Brown and Rubinstein
(1974) refer to this as "bottom—up'" debugging. -

Chait’s classification scheme, which tﬁe author admits
is merely a first step in the analysis of childrenks
experiences in the Logo environment, allpws for the
representation of program structure in procedural nets along

the lines developed by Feurzeig and Lukas (1975) Such nets

revealed both horizontal programming styles, in which a
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program was revised mény times, and vertical irogramming

styl s with few revisions and a deep hierarchical structure.
o ~

The author states that style tended to , develop from

horizontal to more vertical programming with an acdompanylng

increase in the use of sub-procedures.

™ /

The classifiéation system also revealed relationships

between the type of bug encountered by ‘the student and the

°

subsequent debugging action taken. Two conclusions were
reached: - -
. . N o~ o - P
1) Several debuggling actLohs (egq. reversing a command; e
¢

executing a procedure line by line) were specific to
cerﬁaln bugs;
2) Only one deblgging action (clearing thé. screen and

starting over) was used with a wid?.range of bugé.

LS

Pre and posttests JﬁcTﬁdlng basic arithmetic skills and
a set of §egboard problems (duplication, ‘rotatlo&, ﬁl?rorﬁ
imaging) were aQ@lnlstered to the ¥lve students. No
significant dlfferencgs in scores were revealed. ‘

# A ]

Chait concludes by admitting that the design  and
Y

2

¢
implementation of her classlficamion scheme suffered from a

number of shortcomings not the least of which was the lack

-

of reliability in both the collection and lgtenpretatlon of .
session protocols. Because there was no e}ternal observer,
the obectlvity of the dribble file annotations is brought
into question. Further research, the author states, should
.include reliabilfty tests on colMection and annotatton of

the protocols. {
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Krasnor and Mitterer (undated) crwtlcize Chait in
addition to other re;earchers (Statz et al, 1973) for a lack
of objective measurement. In reference to the Chailt (1978)
study, they'argue that the small sample size and the lack of
a control group make the results difficult to interpret. In
addition they claim that the test battery used was not tied
to any theory of problem solving. They critisize Statz et
al  (1973) who 1investigated problem solving with grade 4
students in.a Logo environment for altering thelé. tratning
procedures partway through the study, and for also not tyf&g
their measures of problem solving ability to any extant
approach (;olya, 1965; Newell and Simon, 1972). Krasnor and
Mitterer claim that the entire Logo literature merits
criticism From an experimental point of view because of the
general lack of objective methodology «p 9).

They question.the contention that the Logo environment

facilitates ¢the learning of skills and heuristics which

transcend the immediate task environment. Such skills as

the ©breaking down of problems into sub-problems, the
»

systematic planning of actions to achieve goals, and the

use of debugging in the successiveé refinement of problem
solutions have not been, the authors claim, experimentally
tested 1in the literature in terms of general transfer to
other problem ‘solvlng domains. The general transfer of
these '"powerful tdeas" (Papert, 1980) requires some sort of
congruity in terms of processes and knowledge Dbetween

learned and new tasks, in addition to an awareness by the

learner that the new problem situation is similar to one
1

. {
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fpﬁevlously encountered. As well, the degree of transfer may

a

depend on the completéness of ‘the original learning
experience ;;d an exposure to a varjety of situations |in
which the sktll is usefull.

L096 experiences, they conclude, have typically not
encouraged_ the skills needed 18 order to recogni ze
correspondences between problem situations, nor have they
exposed students to a wide enough vartety of situations to
pfomote transfef (p 5). They continue that because the Logo
ljterature consists primarily of testimonials <(Goldenberg,
1980; Watt, 1982), curriculum guides ?Birch, 1980): manuals
(At;elson, 1980), and studies presenting anecdotal evidence,
there 1is no solid evidence that any of the powerful ideas
generalize to other domains. ‘

However, they do enumerate several of the languaget
dependent and environment-dependent component; that could
potentially lead to such tran;Fer of problem solving skills.
The language dependent components ithclude the turtlegraphics
aspect of Logo which allows-the child to ‘"concretize the
abstract", as well as the ease of writing structured
programs which facilitates sub-goal and means-end analysis.

Environment-dependent components include the stress on
play and exploration and the smali group nature of the Logo
environment which encourages 'social 1nter{%;lon. | Such
interaction may foster learning as dhlldren‘ obsergg and
tutor each other
Leron (undated) disagrees with the.CBﬁnQCtlon between

~—

spontaneous non-directed “"piagettian" interaction with the

)
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computer anp the acquistition of Papert“g "powerful ideas"
(Papert, 1980). He contends that under such non—d{;écted
conditions even bright children fall into a "hacking" kind
of programming 'characterized by trial-and-error activity
which is accompanied by 1little planning or reflection. The
development of powerful i{deas and new tntellectual‘
structures requires, Leron states, "’alblgger push” tn terms
of nore‘glanning and directing of the student’s activity.

In addition, Leron suggésts that while most children
acquire quite easily the first sttps.or Logo p;ogrammlng
(eg. ﬁavlgatfng the turtle, writing simple procedures), they
encounter a great deal of difficulty with the more complex
activities related to the wuse of subprocedures and

structured programming in general. He distingulishes between

two levels of learning structured programming:

1) Learning the syntactical rules whereby procedures call
each other,;

2) Creating a conceptual framework in terms of conceiving a
complex procedure as a hierarchy of subprocedures with

interfaces between them.

The ¢first level poses o d;fflculttes for most children,
Leron observes, but the children who he has ‘encountered have
resisted the suggestion of using subprocedures and continue
with a linear style of programming. One source  of
diffticulty, he suggests, 1s the lack of a clear concept of
the interface between two subprocedures, and the importance

of the turtle state before and after each subprocedure.
r
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Leron concludes thqt the brief dgratlon of no;t Logo couns;s
does not encourage the development of a: deeper conceptual
under{tanding of such concepts as sibprocedures, variables,
and recursion. He suggests a well-planned spiral course
extending over several years based on a better understandtng
of children’s learnlng in the Logo onvironmont a‘

The following section will discuss research conducted
into providing this deep?r conceptual under;tandlng tﬁroubh
the brovlslon of conceptual models of computer systems and
languages to Hov{ce programmers Q:f students. 1f com;uter
programming s viewed as a problem solving activity, cthen
the development of programming skills shouid transfer to the
development of more geneéal problem solving abilities. This
is, \however, as has been observed, a point of‘contéﬁtlon.
Kslman et al (1983), Papert (1980), Green (1980), and Howe
and Ross. (1981), have argued for some degree of transfer,
but as Howe (1979) cautions there is not much hard evidence

supportative of this contention. Presumably this remains an

area in which further research 1is required.
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Systems designers and applied psychologists are becoming
more convinced that people deal with complex Iinteraotive
systems by wutilizing a conceptdal model of the device
(Young, 1961). This notion of "conceptual model' is rather
poorly deflined but one of 1ts critical assumptions 1is .that
the user will adopt some representation or analogy to assist
him in understanding and interpreting the ,” system’s
behaviour. )

The purposes of a conceptual model, according to Myers

£1980), are several:

1) It allows the user to predict the effects of commands;
2) It ties together otherwise seemingly independent’
procedures;
) It enables the user to determine the reason for error
conditions;
4) It serves as the basis for new approaches to working

with the system.

Myers suggests that effectl;e conceptual models should
be constructed from conceptsdfah}lilr to computer scientists
but cast in non-technical language. Just what the model
¢hould contain, he admits, vremains to be investigated, but
concepts such as context ( executing one command set af a
time), files, agency (agents within systems performing
different functions), and operations (gopylng and storing)

are factors that he argues should be included,
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Cratk (1943) suggested that people construct mental
models in order to represent objects in the environment.
This review has briefly touched upon the question of wuser
mode{s in the discussion of: the no}lonal machine (Du Boulay
et al, 1981) which will be elaborated upon shortly.

Research (into the application of conceptual models has
been directed towards educational as well as other, more
commercial lnteresys. Young (1981) describes designs for
conceptual models of hypothetical pocket calculators. He
distinguishes between "models which merely offer ‘cover
stories" or simple descriptions of the calculator’s:
behaviour, and those which 1lluminate the relationship
between actions taken by the user and the tasks the
célculator carries‘ out. This latter class of'podels is
divided into three levels or "arenas“: an action, a task and
an ;bstraét machine arena, each of which 1s a dlstlncf
psychological representation of the calculator’s behaviour.
Young concludes that an effective interface must 1include
such a conceptual‘nodél and that future research is required
fn -order to better establish what is meant by the term
QPuser conceptual model".

Moran (198la) has designed what he labels a *“Command
Lanquage- Grammer" (CLG) which is a representation for the
user interface of Interactive computer systems. He defines
the wuser interface as consisting of aspects that the user
comes into contact with, physically, perceptually, or

conceptually. The major thrust of his work involves the
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getermination of heuristics to gulde eFFecthve. system
design. Moran‘s grammar (s divided into three compénents:
-a conceptual, a communicatlon: and a physical component.
For the purposes of the present discussion, only the
conceptual component 1is of interest. Thls‘désmponent
contains the abstract principles around which the system 1is
ofgantzed. 1t 1is divided into a semantic level and a task
level. The task level analyzes the user’s needs and
structures his domain in a way compatible with 'the system.
The semantic level provides the linkage between the data
structure and ﬁrocedures of the system, and the wuser’s
conceptual ngdel of these structures and operattons? It
lays out the conceptual model of the system appropriate for
accgmpllshgng specific tasks.

Moran views his CLG as a psychological model of the
user’s knowledge oOf a system. In this sense, tﬁe tn;ee
components form a hierarchy which can be used to determine
instructional precedence leading to the néat effective
learning. Moran states that the user should learn the
system in the order determined by this hierarchy. Thus, the
physical commands within the physical component cannot be
mastered before the acquisition of the_pore general cohcepts
within the conceptual component.

Of specific interest to the present discussion, 1is the

.question of learning by analogy to appropriate concrete
mode ls. Such analogs must describe both the analog and
abstract concepts and the mapping between them. Moran

remarks that, " It 1s often stated that systems are easiest
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to learn by analoéy with some appropriate physical system "
(Moran, 198la, p 42).

Moran states unequivocably that the pur;ose of his
.modél is to force the %esigner to create a conceptual model
of the system during its design for the user to subsequently
asslmllatei . He defines: such a model as, " The whole
conceptual organization of the computer system from thé
user'’'s point of view" (Moran, 1981b, p 5). He emphasizes
that the model is an integral part of the 'user interface,
and declares that it can be assimfilated by the user and that
such assimilation in most cases requires explicit training

and/or documentation. He sees two problems associated with

the assimilability of conceptual models:

1) The model might be so abstract that it proves difficult
for people to grasp; :

2) The model, because of its possible simularities to the
user’s existing models, might create (Interference and
confusion between itself and prior knowledge.

»

(Moran, ,1981a)

Moran states that, "It 1s a task for psychology to
discover such problems and to develop techniques for
evaluating conceptual models, so that assimilable models can
be reliably designed" (Moranm, 1981a, p 42). 'He concludes
that computer systems with display devices have the
potential for visually representing the conceptual model,
thus making it easier to learn. The area of the graphic

representation of computer systems and languages remains one




42

tn. which further research is definitely called for. The
section on graphics and text in CAL reviews briefly the
small body of research addressing the application of
graphics within a CAL environment.

Jagodzinski (19B3) concurs with Moran, and states that a
conceptual model of the system pitched at an appropriate
level must be provided to the novice user. He adds that
this model should represent the st;uctunes and operations of
the system to the level of detall as it 1is within the
novice’s power to affect. This view parallels that of Du
Boulay et al (1981) whose notional machine {5, similarly, a
simplified representation of the system. Jagodzinskli
endorses the wuse of system overview screens to assist the
user in orienting and navigating himself within the
'particular system.

Howe and Ross (1981) believe that a novice’s ability to
.learn programming s a function of how developed (s his
mental representation of the machine he {s trying tp usé.
If he lacks such a mental representation, his progress will
be impeded. They define such - a representation as a
description of the machine pitched at ; level of detail
appropriate to the needs of the student. In this respect,'
the detailed division of the CPU into an arithmetic and a
control unit is considered unnecessary for the novice Logo
programmer. This simplified description of the language’s
operation within the machine is called a "virtual machine",
the purpose of which is, ' to provide a model as a context

for introducing programming concepts, for interpreting the
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machine’s responses, and for establishing a , small
volcabulary for talking about programs and the acti@lty of
programming" (Howe and Ross, 1981, p 96-97). Such a virtual
machine could perhaps be compared to the concept of the "
notional machine"” (Du Boulay et al, 1981) previously
described, or the concept of 'conceptual window" (Sime and
Fitter, 19782 into the system’s underlying processes. Such
conceptual or concrete models of the underlying or essentlial
processes of a system have resulted in improved
understanding and performance both with children in a Logo
environment (Du Boulay and 0‘Shea, 1978; Du Boulay et al,
1981) and with older students at the secondary and
university levels (Mayer, 1975, 1976, 1979, 1981; Miller,
1974; Sime et al, 1977). The work of Mayer, in particular,
will be discussed shortly.

Du Boulay et al (1981) expand on their concept of thé
“"notional machine" “ by defining 1t as an  “"idealized
conceptual computer whose properties are'lnplled by the
constructs in the programming language employed" (p 237).
The properties of this machine are not hardware specific but
language specific. One can therefore distinguish between a
~BASIC machine and a’Logo machine. The authors enumerate two
principles i{nherent in an effective instructional strategy
based on a notional machine for making'the hidden operations

of a language more transparent to a novice:

1) The notional machine should be conceptually simple;

2) The novice should have at his disposal methods for
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observing the machine tn action.

(Du Boulay et al, 1981, p 237)

The authors refer to thése principles as simplicity and
visibility, respectively.

Simplicity includes functional, syntactic, and logical

/gactors. Functional simplicity 1is dependent on the
limitation of the set of allowable "transactions" {(Mayer,
1979) which consist of operations that characterize what a
language does in terms of a simplified functional model.
They are nelther a description of the hardware nor a formal
semantic definition of the particular language. Functional
simplicity is distinguished from both syntactic and 1logical
simplicity. Logical simplicity 1intends that problems of
interest to the novice Ean be explored by simple programs.
Synt;ctlc simplicity 1is ensured via wuniform rules for
writing code and a minimal number of special cases to
remember. It is functional simplicity, however, that has
the greatest influence on the learnability of the notional
machine. | .

Simpltcity may be optimized by restricting both the
I;nguage to a few constructs and the number of possible
actions taken by the machine. Such a strateéy has been
adopted in the Jogo turtlegraphic environment Du Boulay et
al (1981) endorse the use of Logo because ({ts procedural
nature and unrestricted naming permit novices to produce
interesting results with simple progranms.

Attempts toward visibility, toward making aspects of

-
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the notional machine more accessible to the novice, include
pictorial or written traces that can comhent on the actions«
taken by the notional machine during execution of a program.
In addition, slot boxes (Hillis, 1975) have been designed
into which tokens are placed having printed and machine
readable instructions. The tokens may be arranged in any
sequence to alter the aorder of commands/ _and the F%ow of
control is {llustrated by a succession of bulbs beside each
slot.

Du Boulay et al (1981) describe an lmplemenpatlon of
Logo called ELOGO with which they have operatlonalized their
concept of notional machine. They use a simple button box
containing, turtlegraphic commands and a faciliity for
defining procedures. The button box concretizes the
notional machine and is used as a foundation to build the

3
novice’s understanding of the more complefgmmELOGO system.
It 1introduces in a manner comprehensible to the novice such
concepts as command, argument, procedure, sub-procedure
call, and recursion. An effort was made in the design of
the model toward both functional simplicity and visibility.
The basic program unit is the procedure and a simple Fllihg
system was designed allowing for easy storage and ret val.
Visibility was promoted by externalizing most of theptfzhbﬂ
actions (eg. storing a procedure) via written comments from
the system. Documentation and teaching m?terlals were
designed in é;nJunctlon with the 1implementation of the
. -
language i{tself to eﬁsure that comments from the system such

as error messageés could be worded using the same analogies
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as those used in the teaching materials.

Mayer 4 1981) agrees that the ELOGO model meets the

specifications of simplicity and visibility in that it {s a

sl@ple, familiar model of the operations involved in Logo.
He states thatf “ It allows the user to develop intﬁitions,
about what goes on insidg the computer for egch line lof
code" (p 126). However, he argues that‘the.researchers have
not provided empirical evidence to substantiate the claim
that the Logo machine model actually influence% the problém
solving abllltlgslof novices as compared to more traditional .
instructioal methods emphasizing only hands-on experience.

In teaching children to program in Logo, _Du Boulay and
0‘’Shea (1978) have proposed various ways of revealing to
them the underlying processes of the system, using plotting

1} .
devices, turtles, and tune boxes. They state that when the¢”

P

‘child is simply wusing Logo at top level to draw various

-

shapes, tt 1s sufficient to preseni the computer as a
drawing machine. However, once the child begins to use sub-
routines and variables, once he is working with Logo as a
programming language, this.analogy can actually hinder his
performance becauseyit cannot by its very nature provide a
conceptual window into what- the program is doing.. ~

Du Boulay and O’‘Shea (1978) discovered that in order
for the children to learn and apply Logo effectively, they
had to be given a model of how the computer operated 1in
terms of breaking down the system into {its functional
components (egq. _workplace, permanent store). The different

activities performed in Logo including issuling commands and
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running procedures were described in terms of information

transfer between the various functional components. It was

found that effective learning occured only when the Logo
- fe

" system presénted during instruction was consistent with that

-

gp;esented by the model. -

‘ The design and provision of cohceptgad models is
'consldered‘ an effectxveéilﬁstructionél stzategy by many
researchers (Myers, 1980; Moran, 1981; Howe and Ross, 1981;
and Du Boulay et al, 1984) who view the model as a mean; of
;oncretlz;ng abslrabt, gonceptual information. Such models
can simplify the sometimes confuslng and unconnected &etall*‘
of syntax, and make m;re comprehensible the higher-order
macrostructures of a programming language. The following
secg&on reviews .the euldﬁpce ?or and against ?dvanqe
org%nizers ﬁ‘ preparatjion for "the discussion on the

abpllcatfod of=concéptqal models as advance o;%antzers.-

N
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Advance Organizers ‘

\

The fortunes of advance organize?s have proved less than
spectacular in the twenty years since they were introduced
by David Ausubel and his coll;agues (Ausubel, 1960). The
educational benefits first touted by their developers have
been questioned or 6vertly disputed by some (Barnes and
Clawson, 1975), extended and refined by others in nAew
applications (Mayer, 19?5, 1976), and religeously defended

. [&
(Lawton and Wanska, 1977). Whatever one wishes to conclude

both by the originator (Ausubel, 1978), and newer disciples
/A
personally about these contentious‘vtewpolnts,\ the bositlve
results ottained from dozens of studies supporting the wuse
of advance organizers do argue for the consldgr&ilon of
Ausubel’s early fheory in current research and development.
Ausubel has defined the advVance organizer as a
deliberately p}epared set of ideas presented at a higher
level of abstraction, generality, and lncluslveﬁéss to the
learner 1in advance of meaningful learning. He emphasizes
the salient differences between organizers and overviews,
argugng that the latter present materla; at {he same level
as the instruction itself (Ausubel and Robinson, 1969),
whereas the organizer, presented in advance oﬂ@lnstructlon,
provides, “"relevant anchoring concepts" to which new less
inclusive material may be subsumed. Ausubel states that the
advance‘ organizer, allows the learner to, "exploit his

-

existing knowledge as an f{deational and organizational

’ [ & . \'~ ‘
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matrix for the understanding and filxation of new materfial"
(Ausube]l and Robinson 1969, p 57).

In this sense, (advance organizers differ from overviews
in that ‘they a;e relatable to ideational content in the
learner‘s current cggnltive structure (Ausubel, 1963, 1968).
One might conceptualize the advance organizer as an
operational bridge between a learner ‘s« exlstlng knowledge
and the new materjal he is to assimilate.

In Ausubel’s view, meaningful learning occurs when an

idea 15 vrelated in some'éensible fashion to ideas already '

possessed by the learner Meaningful learning must exhibit
the properties of Substantiveness, that lé, a vrobust
relationship to already existing cognitlive structure, and
non-arbitrariness, which implies that the relationship
between new knowledge and existing cognitive structure (eg.
between "equilateral triéngle" and "triangle" in general) is
a relationship of specific instance to general case, and not
an arbitrary mapping of the learning task to existing
cognitive structure. ° For effective learning to occur, the
(

learner must also possess psychological meaningfulness, that
f .

is he must have both the relevant\ideas to which to relate

new material and the intent or motivation to do 50.

Rote learning, in contrast to meanlngfﬁl learnf{ng,is the
process in which new material is assimilated In an arbitrary
unconnected manner. Ausubel contends that learning will be
increasingly rote to the extent that materfal lacks logical

meaningfulness, and the learner lacks both the relevant

ideas in his cognitive structure and a meaningful learning




set.
Ausubel’s subsumption theory makes two assumptions abgut

human cognitive processing:

1) It s less difficult for human beings to grasp
differentiated aspects of a previously-learned, more
inclusive whole, than to formulate the inclusive whole from
its previously-learned parts; \

2) An individual’s organization bf the content within a
subject domain consists of a hierarchical structure in which
the most inclusive ideas occupy a position at the apex of
the structure and subsume progressively less inclusive and

more differentiated proposltlons; concepts, and facts.

- (Ausubel and Robinson, 1969, p '168).

From these assumptions, which have been seriously questioned

~

by other researchers (MacDonald-Ross, 1978), Ausubel
‘

.concludes that information will be more effectivliey learned

and recalled when more !qclusive and relevant t{deas are

already available 1in cognitive structure to serve a

subsuming role.

The «critics of Ausubel’s theories have been numerous.
Some have directed their attacks against his theoretical
base directly (MacDonald-RosSS, 1978), while others have

.criticized him éor a lack of an operational definition of
the term ‘“advance organizer" (Hartley and Davies, 1976;
Barnes and Clawson, 1975).

MacDonald-Ross (1978) argues that for a concept ‘to be

_made operational, deep conceptual analysis must be done. He
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attacks Ausubel’s theory in terms of its assumptfons about
the hierarchical.rature of cognitive structure, stating that
neither the structyre of material nor the process, of
cognition can be adequatefy modeled as a hierarchy.i He
champions aodern theories of cognition ({n which the‘
"heterarchy” s the logical structure of «cognition (eg
Pask, 1975, 1976). '
Barnes and Clawson (1975) reviewed 32 studles in which
advance organlizers were'evaluated They foynd that out of
the total, 20 studies did not support the “Use of organizers.
Among these were studies by Schulz (19€6), Woodward (1966),
Barron (1971), Barnes (1972) and Clawson (1972). Among
those which did support the use of organizers are several
studies by Ausubel and his colleagues (Ausubel, 1960;
Ausube]l and Fitzgerald, 1961; Ausubel and VYoussef, 1963;

S

?‘e Weisberg study i{s particularly interesting in that

Weisberg, 1970)

it used three types of organizers, two of which were visual;
the first, a graphic of the North Atlantic oceanhfloor, and
the second, a map of the ocean floor. As Barnes and
Clawson (1975) note, studies of operationally def ined ﬁ?on-
written organizers are rare, and more research, they
suggest; should be directeéd toward this area. The Weisberg
study found a significant improvement in learning Fér the
two visual organizers against a control group that recieved
no organizer |

Hartley and Davies (1976) do not disagree theoretically

with Ausubel. They state that organization is the hallmark
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of good teaching, and that the sequénce and arrangement * of
material ;nfluenbe not onl&%&hat is learned but attitudes
toward the usefulness and {nportaqce of what has to be
achieved. Any procedure, they argue, that makes this
organization more obvious 1is likely to facilitate the
learning of meaningful material. ) h

TP’ major reservation expressed by Hartley and Davies
(1976) 1s the lack of an operational definition in terms of
recognized procedures for designing advance organizers
They suggest a functional rather “than an operational
definfi:on, but .this is not a practical solution, they
euphaglze. This lack of operational definitions is
expressed by others in the literature who do not necessarily
disagree with Ausubel on theoretlcai grounds. "

Ausubel has responded to crltlci#m, in a defence of
advance - organizers (Ausubel], 1978y, 1p which he’ directs
detractors to read his books and articles in order to obtain
precise operational criteria for an adavance organizer, and
a discussion of how to construct one. However, he
contradicts himself by cautioning that apart from describing
organizers in general terms and providing an appropriate
example, one cannot be more specific because such detatl is
subject and learner specific. ‘

Mayer and Bromage (1980) expand upon Ausubel’s original
‘definition of advance organizer by including concrete and

physical analogies in addition to abstract stimullf. They

define an advance organizer as a stimulus:

/ :
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1) Presented prior to learning;
2) Containing a system for logically organizing the in-

coming information into a uniflied structure.

4

While the organizer may, in fact, be abstract or concrete,
i‘ must be able to logically integrate new ({nformation.
Mayer and Bromage jJjustify thlslexpandod definition by citing
research which indicates that concrete analogies may serve
as advance organizers under certaln conditions (Royer and
Cable, 1975, 1976; Mayer, 1975, 1976). A discussion of this
research follows 1In the section investigating the use of
conceptual models as advance ofganizers.

Mayer (IJ;Sa) states that organizers do not necessarily
always lead to improved learning. Both Ausubel’s

subsumption theory and Mayer's assimilation theory propose a

significant effect 1f and only 1Ff:

1) Learners would not have had prior knowledge subsumers
avaflable during learning,
2) Learners did have these but would not have ordinarily

used them. N

Mayer concludes, therefore, that the best test of the effect
of advance organizers {5 when material 1is wunfamiliar,
technical, or otherwise difficult for the learner to relate
to his or her existing knowledge. He adds that organizers
are always relative to a particular learner and subject
matter, and that further research’is required to determine

the ©best analogies, 1images, apd examples to serve as
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)
effective organizers for specific learners and subject

areas.
Mayer (19?9b) further enumerates six conditions
necessary for advance organizgﬂﬁ to have any significant

effect:

1) Material must Dbe unfamiljar; it shoulé not ellicit or
contain a general subsuming conteit; .
2) Material must be potentially meaningful or conceptual;
3) The advance organizer must provide or locate the
meaningful context; ﬁ
4) The advance organizer must encurage the learner to wuse
that context; “
+ 5) Learners do nat possess relevant confeptual contexts;
6) Evaluation must measure the breadth of learning in terms

of transfer learning and long-term retention.

Ausubel (1978), similarly, proposes  the necessity for
appropriate evaluation in terms of measuring the breadth of
learning. He argues that negligable results have been found
in advangc %gfanlzer studies which evaluate simple recall

and recognition without measuring performance in terms of

transfer to novel situations and lLong-term retention. Mayer

‘f has conducted numerous studies addressing these aspects of
]

{ evaluation, ‘and a discussion of his work follows.

\

o
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Conceptual Modelis as Advance Organizers

Richard Mayer among others.has taken the «concept of
advance organizer and elaborated upon {t In his work with
.hovice computer programmers. From the early 1970‘s onwards,
"he,has cénducted numerous studies using concrete and graphic
models of various computer functions to determine under what
conditions and with what relationship {f any such advance
organiiers facilitate learning and retentidn. Like Ausubel,
he maintains that meaningful learning is the process of
connecting new material to existing kﬁowledge (Mayer, 1981).
Existing knowledge takes the form of schema and the process
of connecting new informatlon to it is the process of
assimilation. Mayer admits that at present there 1{s no
consensus onh how Qr what mechanisms are involved -in

assimi latllon.

ES N

Mayer ldentiflies three processes or steps in meaningful .

learning related to his assimilation theory:

1) Reception: the learner attends to information so that it
enters short term memory;

2) Availability: the 1learner must»possess in long term
memory the appropriate anchoring structures;

3) Activation. the learner must actively use this anchoring
knowledge uerng learning in order iﬁat new information be

connected with {t. , p

Mayer‘s assimilation theory is logically an extention of

that of Ausubel‘s, 1in that existing knowledge in long term
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memory acts as a subsumer for the assimilation of new
information. The j{dea, Mayer suggests, is to use techniques
that activate the appropriate anchoring ideas. He suggests.

two such techniques:

1) Providing a familiar concrete model of the system;
2) Encouraging learners to puftg-technical information {nto

their own words.

The present discussion will fFocus specifically on the first
of these techniques.

Mayer states that concrete models present a Framewbrk

/
that Jearners can use to lncorpbrate new I{nformation when
they lack domain-specific knowledge. This revfew{ has,
already dtscussed aspects of concrete and conceptual models
related to the teaching of programming languages. \The
notional or virtual machine (Du Boulay et al, 1981) 1is sych
a model. ‘Mayer has taken the concept of conceptual mo&gl
and developed it within the framework of advance organizer
theory.. He has directly tested In numerous studies his
contention that models presented prior to instruction are
more effective 1n :erns of conceptual learning and far
transfer than models presented after itnstruction.

Mayer enumerates the results of research into the use of
manipulatives (eg toins and blocks) to teach elementary
mathematics in order to make computational procedures more
concrete (Weaver and Suydam, 1972, Resnick and Ford, 1980),

and of titles, models, and advance organizers to increase

recall of technical text (Bransford, 1972; Dooling and



|

57

Lachman, 1971; Dooling and Mullet, 1973). The studies show
the efficacy of advance organizers as opposed to post
organizers presented after instruction.

‘Several studies conducted by Mayer himself (Mayer,

~1979a, 1979b) show that advance organizers are most useful

i

“in situations where learners do not possess prerequisite

‘concepts (eg. Ffor technical and unfamiliar matertal), for

low'ablllty students, and for {nexperienced students.
In contrast to Ausubel (1968), who <claims that
organizers have more effect far factual cancrete

fnformation, Mayer (1981) <claims that he has found

consistent evidence that they have a stronger effect for

unfamiliar abstract material. In addition, contrary to
Hartley and Davl;s' (1978) position that advantce organlizers
prove more effective with high abflity learn@rs, Hayer“
claims that low ability learners benefit more. Such
contradictory conclusions are not uncommon  1in the
literature, and point to differences in research and design
methodologies and'standards, 55 well as to inconsistenclies
in oper;tio;al definitions of advance prose and. gréﬁhlc
organizers.

'Hayer’s studies nanlpul;te . concrete and graphic

organizers in terms of position within the treatment,

ietentlon interval, and category of learning and retention

facilitated by the treatment. In one study (Mayer, 1975),

learners were given a concrete graphic model of various

computer fFunctions (eg. {input; output; memory;, executive

control) before they read a textual description of these
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functions describing a BASIC-like language with a restricted
syntax. A control group received only the manual. The
model ‘provided concre}e analogies for four major functional

units.

1) Input was represented as a ticket window at which data
was waliing to be processed;

2) Output was repfesented‘as a message note pad;

3) Memory was represented as an .erasable scoreboard " in
which there w;s natural destructive read-in and non-
destructive read-out,

4) Executive control was represented as a reclpe or

shopping 1list with a pointer to indicate the line being

executed.

A ten-page manual, given to all students,_ described
seven BASIC-like statements (READ, WRITE, EQUALS, CALCULATE,
GoTO, IF, STOP) All subjects were given a test consisting
of ;Yx'problem types Involving simple generate-statement and
generate-non-loop problems, 2s well as more complex problems
requiring some learning transfer and i{nterpretation Mayer
claims that on problems requiring sone‘transfer, the model
group excelled becuase the model provided an assimilative
context in which novices could relate new technical
informatfon to familiar concrete analogiles On problems
requiring simple retention of presented material, the model
had no effect, and Mayer states that this is con§lstent with
earlier vresults (n other domains in which models enhance

transfer performance but not simple retention (Scandura and
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Wells, 1967, Grotelueshen and Sjogren, 1968; Mayer, 1977).

A later study (Mayer, 1976) used similar materials but
msnipulated the posltloﬁ of the model, one group recelving
it before and another group receiving it after reading the
textual materials. The locus of effect of models, accardlng
to Mayer’s assimilation theory, 1s located prior to learning
because they provide a meaningful context within which new
material may be assimilated. As predicted, the group who
received the concrete model before reading the téxt fared
better on problems requirtng far transfer ta novel
situations, wheréas the after group excelled on retention
problems.

Mayer and Bromage (1980) have also tested for
differential recall of {i{dea units from text for groups
receiving a model stmilar to that in his earlier studles:

either before or -after reading the text. There were three

categories of {dea units In the text

1) Conceptual idea units related to internal operations of
the computer;
)

2) Technical idea units that gave examples of code; "

3 Format idea units that gave rules of grammer.

R;sults showed that the advance organtizer group recalled
more conceptual idea units while the after group recalled
more technical and format idea units. Mayer and Bromage
clafm that this pattern is consistent with the 1dea that
ggod recall requires recognition of specific code whereaS//

good transfer requires understanding of conceptual ideas.
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They emphastze - that 1f  their study 'had eyaluated
learning outcomes., 'solely in terms of amount recalled, there
would have been no Justification for the advantage of
aséimilatlon encoding theory over other theories of
learning. However, an analysis'of the type of knowledge
acquired( Qoth by the advance and post organizer groups
revealed significant Treatmenf X Performance 1nteract}onsr
in which the advance organizer group exeelled on t;gks
involving transfer to conceptuélly more distant tasks (eg.
interpreting what a program would do), and the post
organizer group excelled on near transfer tasks the conient
*of which was similar to that presented In instruction

3

itself. The authors explain this interaction in terms of

Mayer's Sssimllatloh theory. "They conténd that the advance
organizer group benéfited FrQJ a broader learning outcome in
which new material was better integrated 1into existing
cognitive structuré, whereas the learning outcome for the
post organizer grouphwas more narrow.

Mayer showg that the pattern of results in his studies
consistently favours low ability students. He suggests that
high ability learners already possess,their own models for
thinking about how computers operate, and that providing an
externally imposed model not only does not lead to Increased
learﬁing but might actually interfere with the high ability
learner’s performance.

Other studies (Ma;er, 19785, 1976) compared a

diagramm%tic mode ] of computer operations against a

flowchart of the same operatiaons. The diagrammatic model
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relied on a set of meanlngfui past experiences usgqg the

images of scoreboards, ticket windows, and shopping l#sts to
4 . .

»
)

represent specific compute¥ operations. Results showed that
y - .
the model group excelled on posttest ltems orequiring

extention of material to novel situations in which some sort

o

of interpretation was involved. .

0
g

Mayer . (1975) distinguishes between. two structural

variables affecting the/atqilsltlon of new knowledge:

1) External connectlons, which Ausubel refers _.to as

-

meaningful learning set, comprise the links between new
. . v

kﬁbwledge and slread§ exléklng cognitive struptufe; o b
2) Internal connections refer to the link betweenﬁ one
aspect of new information anL another‘ a%pect of new
v
lan%métion. Ausubel calls this roté learning. .
. L ,

- Mayer.(1976)”confends that in- the diagrammatic model ¢groups,
the learners abqulre& cognitive structure with strong

- externgl connections but weak intérnal‘ ones. In other

words, they tended toward meaningful learning as defined by

Ausubel. ‘The situation was reversed for the flowghart

jroup, . who tended toward the rote learning of the computer

operations represented in the flowchart. Simitarly, in the-

Ma&er and <Bromage (1980) studies: of\ differential recall

. . ) '
patterns for advance and post organl;eré, it 15 argued that
~the advance and not the post organizers ‘encouraged - the

development of strong external conﬁeétion§. to existing
" . 5

cognitive strudture, and’hence,‘meaningful learnfng.

“
" s

" ﬁayer concludes that prlof éxposuré to a familiar model
. ) A

“
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especially to a concrete model that can be related to new

‘Information ts a poweerf learning atd.

In this respect, Royér and Cable (1975, 1976) repoft on

two studies they ungertook into the facilitative effects .of

o

illustrations and analogies’ presented prior to the learning

of more abstract material Students were ﬁresented with

either .an initial concrete description or an abstract
description supplemented with illustrations and concrete
analogies of concepts related to heat flow and electrical

"
conductivity 1in metals The authors hypothesized that this
r

initial passage would provldé a "knowledge bridge" between

information already existing {n the learner”s cognitive

.
structure and new ipformation contalned within a second
[

target" passage. {Note: mlt 1s 1nterestlﬁg to observe that”

while such a hypothesis {s strikingly similar to ©Dboth

. )
‘Ausubel’s subsumption and Mayer’s assimilation theories,

Royer and Cable (1975,61976) make no attempt to situate their

work within this broader context).
) {
The studies presented lm concrete terms the 1internal

structure of SEtals by drawing analogies between metallic
structure and familiar objects. For example, the regular

crystalline structure of metal was represented In terms of a

-

(3

tinker toy model where the discs in the mode 1 represented

the molecules 16 the metal and the sticks between_the('discs’

»
repfesented the chemical bonds between them . Studenpts

presented with such concrete and f{llustrative modals

recalled significantly more idea units from the ‘ second

abstract passage than either a caontrol group or a group who

4 §

]

-

&

-
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)
had read an lnl}ijt/abstract passage. The authors cenclude
that such lnst;uctlonal strategies pfoylde a context ¢for
conprehending difficult or abstract material when such
material = cannot be readtly assimilated 1into existing
cognitive structu;e.
Y
The conclusion of Royer and Ceble (197%, 1978) that
students presented with cénékete and fllustrative models
recalled slgnificantly‘ more fdea wunits from a second
abstract passage, is consistent with the research flndlngé
of Mayer (1975, 1976) and Mayer and Bromage (1980). Such
conslsiency, while not conclusive, dQQS argue for further
1nvestlga§ioh and subsequent application of conceptual and
concrete AModels as advanéhlorganlzers in the learning of
difficult or abstract technical information. ‘

11

e
(]



Graphics and Text in CAL

Research i{nto the apbllcation of graphics and text 1In
CAL 1is 52111 In its infancy and the literature reflects this
fact One review (Moore and Nawrocki, 1978)’ found that
research directed towards the effective use of graphics in
CAL was virtuaily non-existent. The review concluded that
tﬁere is very Tittle empirical evidence to support the use
of graphics in any lﬁstructlonal envlronmen{. It suggests
that future research should try “to determine ‘the
effectiveness of computer .graphics as a function of the type
of graphics, subject matter, . task, and learner
charactertistics. .

The concept of graphic or textual adjuncts ‘to
instruction is not novei The quantity of res;arch that has
focused on the instructional effect of {llustrative adjuncts
to textual material is truly formidable. The review by
Levie and Lentz (1982) <concluded that the learning of
tnformation presented both in text and i{]llustrations will be
facilitated, and that illustrations can help the learner
both understand and recall what she reads.

Dwyer (1978) states that, “The use of certain types of
visual illustrations to complement self-paced 1instruction
caﬁ 'signlflcantly improve student achtevement of specific
educational objectives' (p 129) But he goes on to caution
that, *“For certain types of educational objectives,.printed
fnstructions without visualization s as- effective as

vlsually-complemedﬁéd fnstruction" (p 132) The degree to
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which an educational objective i1s aided by fllustrattons is
a function of the emphasis given to knowledge about spattial
tnformation in the test of learning The Levie and Lentz
{1982) review concludes that illustrations facilitate the

{
learning of text-redundant information but have llttle\
effect on the learning of text information that Is not\

{

flilustrated
|

Research has also studied the use of maps, diagrams,

learner-produced drawings and graphic organizers Hnereas‘
maps‘ show spatial relatlonéhlps, diagrams and graphic’
organizers show conceptual relattonships The research

concluded that .learning waﬁ» factlitated when the ‘hon-
pictorial tllustrations were related to the textual material
(Bartram, 1980, Schwartz and Kulhavy, 1981)

Sless (198!) states that diagrams and graphs are,
“téchniques for transforming or transposing tnformation from
one form which is either 1impossible or difficult to
lanipulate' or operate upon, 1n{o another form ;hlcn make;
these operations possible or easier" (p 144) He argues
that a graphic or graphics present’' information which is more
intelligable than 1t would be {f presented by any other
communication or symbol system In this sense, it is a form
of communication whlich structures ideas in terms of
proviaing a model with thch characteristics may be
classifiled 4

MacDonald-Ross (1977) argues that the function  of

graphics 1s to display conceptual infyrmation whether it be

numerical, logical, spatial, or temporal He suggests that
f Kl
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the invasion of <cognitive psychology by ideas from
artificial xntelllgénce 1s significant for a theory of
graphic communication in that the graphic format s a
representation for problems of a certain class Simon
(1969) has stated that, ‘“one of the key step; in solving a
problem s to vrepresent {t so as to make the solution
transparent"” Loewe (1971) has argued along simtlar lines
that the transparency of the problem situation directly
affects the possibility of iInsightful learning. In this
sense, graphics allow people to manage certaln tasks that
would Dbe lmposslble'or difficult If represented verbally or
In text alone. ¢

There are nu;erous functional classifications of such
tllustrative materials as diagrams, maps, charts and other

non-represeﬁtational drawings Duchastel (1978) proposés a

three-part classificatton:

1) Attentional-creates interest and motivation;
2) Explicative—explains concepts not expressable in words;

3) Retentional-increases retention and recall of concepts.

The retentional function of illustrations 1s based on Paivio
(1971) who argues that human memory of pictures 1is less
degradable than that for verbal Information.

MacDonald-Ross (1977) offers a four-part classification:

1) lconic-shows what ob)ects look like and labels parts;
2) Data display-displays results of empirical observation;

3) Explanatory-shows logical relationships between fdeas;
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4) Operational-helps user perform specified tasks

MacDonald-Ross agrees with Duchastel (1978) that the
functions of {llustrations can, and often do,overlap

Levin (1981) proposes a seven-function classification
which includes similar categories to those of both Duchastel
and MacDonald-Ross. While other classifications have been
propysed (Levie and Lentz, 1982), it is the commonalities
and not the differences between them which stand out These

commonalities include

1) Motivation-{llustrations create interest and draw
attention to material;

2) Explication-illustrations explain or show }elatlonshlps
between concepts ghich would be otherwise difficult or
impossible to communicate;

3) Retentlon~lllu5trations help in the retention and recall

of conceptual and factual information.

Diagrams depict the organization and structure of the
key concept; fn a content area. In this sense, they are
logical pictures. Winn and Holliday (1981{ in a review o;
research on learning from diagrams, conclude that dtagrams
help by showing, “which concépés go with which others,
aiding generalization and discrimination by replacing
critical verbal (information with graphic devices such as
lines and arrows" (p 22) Hollliday (1976) found that

‘learning lmprovedo 307 when science students were 'glven a

relevant diagram. In another study, however, students did
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better when presented with a flow diagram only rather than
with the diagram and text components (Holliday,,1§76b). High
school students were presented with block word and picture
word diagrams depicting the carbon dloxide, oxygen, water
and nitrogen cycles. Some students received a textual
version in addition to the diagrams.

Winn (1980) found that block word diagrams facilitated
the organization of content more accurately than did text
alone for hlgh-verbal learners. There was no difference for
low Lerbal learners, amd Uiﬁn (1981) suggests that matertials
used in science curricula should be designed in terms of the
abilities of the speglflc population wusing them. He
emphasizes that both pictures and,dlégrams can facilitate
the learning of discrimination and generalization skills 1in
addition to showing representations of concepts
realistically and the relationships between them. Winn
(1952) suggests as well that diagrams can show the sequence
of concepts in terms of step—b;Lstep processes such as food
chains and insect metamorphosis. He concludes that the
effective use of diagrams must 'sake into account the
functional aspects of pictortal elements, conceptual
grouping through layout, and coﬂceptual sequencing.

Graphfc organizers are schemgtlc representations of the
relationships between concepts. In addition, they are a
type of advance organizer i{n terms of activating and
providing relevant prior knowledge. This review has already

discussed the inconclusive research findings concerning the

efficacy of advance organizers. One critical review of
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- advance organlzer ~studies (Barnes and Clawson, 1975)
sgggested that perhaps more research should address the area
of ndn-iextual organxzer; or graphic‘ organizers

In this sense, Bernard et al (1981) found that both an
image and a verbal organizer facilitated learning of’ a short
text passage compared to a no-organizer control. l The
authors conclude that contextual retentional images and
thelir verbél counterparts are particularly useful when
learners do not possess fprior knowledge in°the subject ar;a.

Two reviews (Moore and Readence, 1979; Barron, 1980)
concluded that results of graphic organizer studies are
small o; mixed at best.

. Illustrations facilitate learning by Improving both the
compfehenston and retention of material! (Levie and Lentz,
1982). In addition, illustrations can provide information
which is not or cannot be included in text.

In terms of graphics within a CAl environment, Rigney
and Lutz (1976) lnvestlga:ed the effects of presentlng\'
concepts r?bated to eleckrochemistry via a sys;em of
interactive animated computer graphics. Graphic analogies
were designed to supplement the verbal description of
concepts related to a simple cell or battery. Each of two
groups of ugdergraduate students received etther a textual
description with graphlcradJants or simply the textual
description with textual elaboration supposedly paralleling

the graphic component Results showed both better recall and

recognition test scores in addition to more positive student
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attitudes for the graphic group compared to the group that
had received only textual! materjals

A more recent study (Alesandrint andn Rigney, 1981)
Involved similar instructional content and lesson strategy,
but added a pictorial review component in which learners
actively 1Interacted with a graphic display via a touch-
sensitive screen. Their objective was to create a model of
a working battery by rearranging images of the battery
" components {llustrated on the screen. The authors state
that such an exercise allowed the learéer to practice all of
the concepts taught during the lessq; ftself A control
grodp engaged {in 30 minutes of game playing against the
compdt;r. ‘ '

‘"Results 1ndicat§d that leaéners in the pitctortal
lesson/review group recognized significantly more items on
the pictorial test than those who had been exposed to a
verbal lesson and no review. However, as the authors admit,
when time-on-task is taken i{nto account the advantages of
such an instructional strategy become less than clear.

Though there 1s a lack of research ifnto the
instructional effects of graphics in CAL, several studies
have investigated the differential effects of alternative
}evels of graphic ;lsplays. King (1975) studied the effects
of computer graphics in the teaching of the sine-ratio

concept. He found no significant differences between groups

receiving:
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1) CAl text only,
2) CAI text and still graphics;

3) CAI text and animated gfaphlcs

He concludes that perhaps the learﬁlng. task was nof
difffoult enough to be sensitive to the effectsl of the
graphics used.

Moore et al (1979) compared the effects of three levels

of .graphic displays:

1) Low level: boxed alphanumerics and schematics;
2) Medium level. line drawings,;

3) High level: line drawings and animation.

There was no significant difference found between groups
exposed to the different display levels in terms of
retention "®r lesson completion time. Moore et al (1979)
conclude that addition of more realistic or sophisticated
graphics does not insure an increase in learning. They add
tﬁat the question which should be asked about the role of
graphtcs 1In CAlI 1s not one concerning the degree oOf
complexity involved, but rather the question of what are the
appropriate circumstances in which to use graphics They
stress that CAl‘s greatest potential 11;5 in its adbtlity to
ingividualize instruction using lJ?eractlve techniques 1n
this sense, the use of interactive graphics, they conclude,
warrants further {nvestlgatlon ‘ -

McKenzie et al (1978) agree that {t s |In the

interactive capabllity of the computer especially as _this

14
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felates to graphics where CAL <can have the gre?tesx
potential impact in terms of individualizing Instruction'
They <concede that the use of graphics in education 1s not
new. However, the combination of graphic capability and
interaction, they emphésize, makes for a powerful learning
tool because the student is farced into an active mode. The
authors state that it is active interaction and not passive
reception that leads to effective reinforcement of l;arned
material l They suggest that a large portion of the science
curriculum consl§ts of a set of  1nter~d§£sndent laws,
describing functional relationships between qbservable and
derived quantities. Such relationships, they conclude, are
more easll} understood in graphical than analytical form
apd, therefore, the use of tnteractive graphics can max.imlze
understanding Toplcs such as symmetry, waves ) and
statistical distributions because of their - intrinsically
gr#phlc nature are naturally given to such graphic
presentation.

While much of the experimental evidence doe; not support
the wuse of graphics tn CAL, there are staunch advocates of
graphics—-oriented CAL environments

In this sense, the effective use of computer graphtics
in education has been championed if somewhat nonexperiment-
ally by Alfred Bork at the Educational Technology Center of
the University of California Bork has argued repeatedly
for increased application of computers in education because,

he states, " The computer 1is the first technological

innovation that enables us to move back to a more Socratic-
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like environment in which the teacher can respond fully to
each student” (Bork, 1981).

Bork 1i1dentifies two- principle aspects of'graphlcs .1n
learning envlrbnments, both - of ‘which Bave been noted

previously:

1) As a conveyer of information that might not have been or
could not have been conveyed in a non-iconic medium;
2) As a motivational tool to assist in orfentating students

towards learning.

D
<

He does not ﬁmphaslze any thoretlcal base for his
récommendatlons, and one gets the impression that he is
speaking on an intuitive level, though one tempered by a
fair degree of experience.  Bork has expressed reservations
concerning the ae?llcatlon of the sclentific experimental
paradigm to gduca{lonal research (BoEf? 1977). He adds
that there are no simple rules concerning the use . of
pictures in learning and that a good teacher’s fntuition®and
experience in specific subject domafﬁi~a§$ crucial finputs
fnto the instructional development proce;;. '

Bork emphasizes the particular quality of graphics Eo
display information that is inherently ptctorial. - He gives

as an example a program called MOTléN which i{llustrates the

properties of planets orbiting a sun (Bork, 1981). In

°
’

addition, he states that graphics can help students build
intuition 1in physical situations such as in calculations of

velocities in space. By plotting various aspects of such
r

systems, the student is provided with a range of experiences
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and develops intuttions about how systems behave.‘ Bork
('1977) <champions the use of graphics in the development of
problem solving skillsj Interactive computing, he stresses,y
can prov;de studentsawith insight i{nto how problems are

A

practically solved by showing them how to organize'xp attack
on the problem. ' Graphic visualization of a path through a{
'problem can sémetimes prevent tﬁe stbdent from wanderinj
ingo areas which ére not germane to the problem at hand.
Bork encourages'his.st&dents to repfesenf problem situations
diagrammatically in terms oF‘generalina a map or series of
maps of ‘possible processes and outcomes. “ ,
Bork does not ignore the fact that graphics in CAL can
support and augment textual material.” The presentation of
"information in both lconic and textual forms igodesirable he
‘says (Bork, undated). Unlike the printeq bopk, graphics and
text can be interwoven {n tlﬁe to re]nfo;ce and explicate
relevant material.‘ Graphics and texé caqyevolve over a
period of time to ai? the student in understanding dynamic
phenomena. |
In addition, he emphasizes. the use of 'graghtcs In
presenting students with an overali view or'organizer of a
particular learning area (Bork, 1981). .Iﬁ tﬁis sense,. he is
arguing for the application of effective graphic organizers
presented -1nterag§iveLy via computer. This i1s a new a;ea
and one 1in whldﬁ’much fruttful research could perhaps be
conducted., He has used block AIagrams to tllustrate anor
content areaé. Fér example, in the prograﬁ?SPACE, a map

r

shows the pedagogical organization to the student providing
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him with a "megl factlity in terms. of concepts, advice,
problems and a free-play component . N
. ' R
, . . Bork sees textual& layout as an. lp ortant graphic
?

s v vartabie indterms of ‘& tlmizlng readablllty,\ memorabllity’
= N - 'Y

. and motivatton (Bork, npuSllshed) He suggests numerous
s gu!dellnesn for textué{jlayout both 1in terms of spatlal and q

4 2
N temporal varlables.\ ‘ﬁe urges the se‘of large areas of

/ ’ blank 'space, §horfllinesb~fllttfe hyphenaton,’ ‘ an& natural

d

. B phrase parsing He suggests placing pauses af ter crltlcal

words and the uge of*blinking to emphaslze portions o{ text°
v )

He remuﬂub the reader th§¢fmo£1vay10n'can be lncreased( py
™ A varylng tne style of ‘the dlsp)a”,ln terms of size of type,
N : . o o * I .
A ’ Fon&; and alfgnment. Bﬂrk‘ehphaslzes over and above these
.o . L "oe ) ‘ ,

‘ ‘ recomﬂbhdatlonS' that‘bdth graphic and textual material can

° .

L\and shoukd be controlled by the student tn order that she-

e fe;l po;?ortable with the development of the lesson
[ ] .
L This ﬁectlon has concluded that ,researcp into the
. ! ’ v 14 - . , -~ ’
' { effectivg use of graphics within a CAI or CAL environment is

oo ) aimost {on-ext'stant and° that what iesearch does EXISt
es

Jittlﬁ.signlflcant benefit from its implementation, )

. However, aue to the meagre.égdy of curﬁgnt research,' it !

- would be pre—maiure to come to any definitive concluslons at

e “this pplnt /Further rese;:ch i's cer;ainly called For‘ into
L LR

\ . - the appropriate and eFFectlve use oﬁ graphics ln CAl or CAL

: \\ . promises

gnvironments. ‘ ;’ _ -
. 3

. ! . ' R '—” “ ‘I R - N ) l l , .
NG e I ¢ L e
\ ) J— ; i N 3 3 L] . ( , R -



Conclusion
A

; o ‘ y
This review has - addressed “a broad range of topics

related to the focal concerns of the teaching of computer

3

solving activity. It opened by reviewing research directed
.- - ’ . -
towards the problems that novices encounter in the learning

of a first computer language in terms,of planning, coding,

' aﬁdw‘debugglhg computer ‘programs. This was followedvgy a

-

-7
Y, discuss;pﬂ,‘ of learning outcome _as a function of
- N ' ' ° ‘LJ

. N . L
,teaching/learning strategy, in\rhlch research concluded

»

that “ operation learners (Pask, 1§7Gp'tenqgto develop to a

—

’gr;ater extent ,than comprehensign learners, the

I}

. magﬁostruéfuﬁes of a language which subiéquently permit them

. \\—~f$é/:ybre successfully assemble language .strugtures {nto

\ » -

effective-algorithms (Coombs et al, 1982). ) ~

Computer programﬁéyg was viewed as a class of} problem

solving actlvlty'by several researchers (Hoc, 1977, Papert,

wo;k'of Card, Maoran, and Newell (1983) suggesting that most
kY i . .

* . . §
coghitive activities degelop from problem solving behaviour

t

programming to novices entall§'3 pro%lem solﬁqng*~approacﬁ.
The p;ogramming language,\ Logo, 1anaTtlcular, wés examined
: T in this light. The assertion that progfamming gn Logo leads

to trans?er of problem solving abllltlgé/was found to be “ a
: o [

~

contentious one. 'Resqarch methodology in Logd problem
S, . \ :
-? solving was cFiticized for 1ts lack of experimental
) ' - ) , ’,
‘ roo ' . L. : .
1 K . '
- Al « '

programming skills, and their subsequent Uﬁe' in problem

1980; Green, 1980;‘Bro?:ig '1983; Kglman et al, 1983). The

« was seen as §upportat1ve~df the view that the teachihgl,of”
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precision-and control (Krasnor and Mitterer, undated), and
saome convincing argument against the ability ' of Papert’s

unstructured ‘“plagetian'” environments to foster transfer of
® ‘ .
general problem solvi{ng abtlity was presented (Léron,

L4

undatdd) -

2 .
The use of conceptual models to simplify and 1{lluminate
’ [l

computer system{ ¢and’ languages was determined to be an

effective instructional strategy by many researchers
. P ' . A

IMiller, 1974, Mayer, 1975, 11976, 1979, 1981, Sime et al,

1977, Myers, 1980; Young, 1981; Moran, 1981a, 1981b, Howe

1
anf‘Ross, 1981, Du Boulay et alt 1981). The literature on

3

aqvénce organizers was less conclusive but research into the
application of .conceptual and concrete models as advance

organizers appéared to yteld positive results in terms of

.

far transfer of conceptual knowledge and skills to novel

situations (ﬂayé{, 197S, 1976, 1979, 1981; Royer and Cable,

1975, 1976, Haye;\@nd Bromage, 1980).
. . #

3 .
'Finally, research 1into graphics and text in CAL was
lncihgluslve, primarily because of the small number of

studies directly addressing this area. The studies that are

. . o . ’
extant argue for a less than significant effect for graphics

3 ’ "
in CAL or CA{l environments. It was concluded, however, that

Further research is required before strong conclusions can

4
. 4 4
’ +

be drawn. E J ! &

14



The

objective

78

CHAPTER 111
)
Hypotheses

of this thesis was to determine the

effectiveness of an instructional strategy for teaching

abstract

strategy

programming concepts to novice programmers The

involves

the use of models presented graphically

on a microcomputer VDT screen, - either immediately before or

immediat

processi

ely after

a basic CAL lesson’ on word and list

LY

ng The review of literature has presented research

-

supportative of the use of conceptual and concrete models as

afids towards) the teaching of computing concepts (Mayer,
- o .

1975, 1976, 1979a,

and 0’Sh
! et;al,

investig
advance
19814,
1976).
4 The
concrete
on pape

. untested

& (o]

1981, Mayer and Bromage, 1980, Du Boulay

1981, Du Boulay and Howe, 1981, Du Boulay

ea, 1978,
1981) The position of these models has also been
ated, .and research supportative of their usE as

organizers

Mayer and

majority

physical

has been cited (Mayer, 1975, 1976, 1979a,

Bromage, 1980, Royer and Cable, 1975,

} {
of this research has utilized el\ther

I\

models or graphic/textual models printed

r. This thests attempted to exploit the virtually

lﬁstrucilonal potential of animated computer

. £
graphics 1in presenting a series of graphic models specific

-

to Logo word and Iist operations. While the research into

the instrsctional benefits of both computer graphtics (Moore

and Nawrocki,

Readence

) 1979)

1978) and graphic organizers (Moorg and

has\” been gither non-e;lstent or

’

L 4 . \ v

g

e
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disappointing, there has been virtually no research into the
apprication of models présented grgphlcally via the
microcomputer This thesis attempted such an appltication.
Research has established the efficacy of wutilizing
advance organizers and mode’ls under certain clrsrmstances

énp with certain learners, specifically, for presefting new,

technical information to lower-abi{lity students (Mayer,
1979b) In EL

dditton, stud/es have concluded that

\

a4

illustrations, - tncluding graph/c;a dlagrams,“ and maps do

facilitate both cbmprehension and refentloﬂ’ (Levie and
(e
Lentz, 1982) . The author undertook, .therefore, to exploit

Z}ne factlitative effects of organizers, models, and graphics

P . 4
in the 'testing of several specific hypotheses.
) y

~ 3

1) The use of 'models presented gréphl&@lly either before
or after a CAL lesson will lead to great(r comprepen?lon and
1

retention of lesson content, compared to a CAL lesson with
f 4 *
X

/

no models.
' 1

2) The use of models presented graphically either before

dbr after a CAL lesson will lead to greater transfer of
] . .

learning't& novel problem solving situations, compared to a

¢

CAL lesson with no models.

35 The‘use of hodels presented graphically as an advance

organizer prior to a CAL lesson will lead to increased
q'comprehension and retention of lesson content, and to
‘ increased tr%nsffr of learning'to novel oproblem solving

siﬁuatl;ns, compared to either a no-model or a post-lesson

model instructional strategy.

|

-
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Rationale for Hypotheses

The rationale for Hypotheses ! and 2 may be found in the
\ ’ wh

restsrch cited previously involving concrete and conceptual
\

. modeﬁx presented as part of the. overall. instructional

strategy (Du Boulay and O’Shea, 1978,‘ 1981; Du Boulay and
Howe, 1981; Du Boulay et al, 1981; Howe and Ross, 1981). -
These researchers believe that providing a sxmplified‘moael
oF; the computer, variously termed”; jgrkual or notiPnal

machine, can . make abstract programming. concepts more

concrete and meaningful, and hence lead to increased
comprehension Sng retenttion. The use of models to

externalize the otherwise hiddeh bxocesses fnvolved in many

programming operations 1is thus seen as: a3 potentially

effective instructional strategy for a population of novlce//

'
computer users.

. 4

The rationale for Hypothesis 3 is derived from the wgrk
of Ausubel (1978), Mayer (1575, 1976, 197% 1979a, 1a’gb,
1979¢c, 1981), Mayer Jad Brommége (1980), and Royer and éable
(1975, 1976). These researchers have combined the concept
of céncrete or conceptual model ylth that of the advance
organizer. Their research indicates that the use of models

as advance organizers does have a facilitative effect on the
LI .
learning and reténtion of abstract ar technical information.
. oA -
Mayer"(lsel) has emphasized from Greeno (1980) and Simon

(1980) that novice programmers lack domain-specific
knowledge. One technique, he argues, for improving novices’

understanding " of technical or abstract material s -to
. -

1




‘81

[y

provlﬁb them thh a domaln-specific framework or model that
can be used to assimilate new information. The presentatl&n
of the concrete models prior to instruction is seen as one
way of providing this domalnjpﬁeclflc fraagwork.

Mayer (1981) argues further that the use Ji concrete
models as advance organizers facilitates the transfer ' of
learning to novel problem solving sltuati&ns, coﬁpared to
instruction with no models or to a stratégy using "models

after‘ instruction. . Hypothesis 3 dlrectl@ addresse§ ,thls

contention withinea CAL environment.

Definitions - ~

For the purpbses of the present sfudy, the following

-

gefinttions apply: . . )
\ . v ,A’ v M ‘ &

Comprehension |, ‘ ! ]

s

Comprehenslbn includes those obJectlzes,‘ benhaviours, or
responses which represent an unq;fstandlng of the‘ literal
message contained in a communication, without necessaéily
relating it to other materfal ‘or seeing - its fullest
implications (Bloom et al, 1956).

*

Retention . ' ,

Retention‘ involves the Pelative permanance of what s
learned when tested in situations essentially duplicating

those of the original learnlhg (Hilgard and Bower, 1966).

)

_‘9‘
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Transfer of Learning

Transfer of learning Wplies the use of learned
&
lnformatlgn” in problem solving tasks which are different

from what was explicitly taught (Mayer, 1981).

Problem sélvtng'*

Prob?gm solving s a Aprocess by whtchi the learner
discovers a combination of previously learned rules which
can be applied to achieve a sblutlon for-a novei situattion.

This process produces hlghe}-order rules which allow the

learner to solve problems of a similar type (Gagne, 1977).

Advance orqganjzer "

An advance organlizer is a deliberately prepared set of
ideas presented 54 a higher level of abstractton,
generality, or -inclusiveness to the learner in advance of

meaningful learning in order to provide relevant anchoring

-concepts to which new less inclusive material may be

' {
" subsumed (Ausubel and Robinson, 1969).

Concegtuél mode |
A conceptual ﬁodel ls a definite representﬁtion ar

métaphof’whlch guides a learner’s actions and helps him/her

to interpret a system’s behaviour (Young, 1981).

) ‘” .
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Graphic model

A graphic model 1is a sch;ﬁatlc representation of a
concrete or conceptual model, wusing lin:s, planes, and

animation. °

Novice programmer

A novice programmer i{s a naive user or L non-expert in
computer technology who has little or no experience in

caomputer programming and who, fherefored lacks domain-

speciflc knowledge -(Mayer, 1981).

¥

P i
,Y ° '
. .
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_’CHAPTER v

. _ Method

Population and Sample

s
g

The population for the study comprised graduate and

undergraduate students from the Education Departments of
N

Concordia and McGill Universities. They were novice
programmers. in the sense previously defined, that {s they
were naive users %; non-experts in computer technology with

little; or no previous programmi'ng experjence. They were
Lo

-

typtcally students completing an ﬁndergraQuate degree {n
educatioh, a Diploma in Combuter Assisted Learning, or a
Masters Degree I!n Educational-Technology. ﬂ

Subjects were drawn from a poo} of three classes, two
from Concordia University and one from McGill - University.
All three classes were introductory ({n nature. Course

-

contef't included the study of computer literacy, evaluation

of sof tware, and simple programming (BASIC and Logo
turtlegraphics). SubJecf; had not received any instructijon
in word and list processing. ,

The sa&ple was selected from the three classes on a
volunteer basis. Students were’ ranaomly assigned to one of
two tre;tment groups'(Group A and Group B), or to a control
group (Group C). Group size varied between ‘1l and. 15
subjects, for a total of 41 sub jec'ts.

,
i
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Design P

, A 3 X 2 factorial design was used, dlth one between-
group factor (Instructional Strategy) and one wlthln-group“
factor (Retention Interval). - Two evaluation instruments

were  administered, “an

immediate and a delayed (one week)
pasttest The two -posttests contained parallel but not
identical items. All three groups received both posttests.
In addition, all groups recel&ed the same basic content in
a CAL lesson delivered via a network of 1BM Personal
Computers located in Concordia Unfversity’'s Computer Center.

All groups received an aptitude test in the form of a
formal operations measure (FOM, Tomlinson—-Keasy and
Campbell, wundated). This measure, which was used as 2
cov§r1ate in the analysis of data, was tncluded in order to
allow a more focused set of conclusions to be drawn in terms
of any differential learning effects between high and low
ability students. Mayer (1981) <c¢claims that 1t is low
ability students who benefit most from conctete and graphic
models because higher-ablility students already possess
'their own sets of models. Hartley and Davies (1978) on the
other hand believe that high ability students can derive the
greater benefit because they are more capable of
interpreting and using the models. FOM was-used {in this
study because formal. operations are assumed to underly
coﬁprehension and transfer in mathematically and logtcally
related activittes such as word and list processing.

.

Treatment Group A received, 1in addition to the basic
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content, a series of models presented graphically in a CAL
package _as "an adJance organizer, immediately before the
basic lesson. This series of models paralleled the
content presented within the basic CAL lesson itself
.Treatment Group B received, 1in addition to the  Dbasic

content, a ‘serfes of models presented graphically in a CAL

packabe immediately after the presentation of the . basic

lesson. This :serles of models was {dentical to that

received by Treatment Group A with the difference being that.

it was presented after and not prior to the basic lesson.
The control group, (Group C), received the basic CAL

lesson only. A forced review of the content in this lesson

was included to equalize time-on-task between the three

groups, and to minimize fhé possible effects of repetltloﬁ

on performance in terms of Groups A and B.

Procedure

Kl

Subjects were informed by the author that they were’

3

'particlpatkng in a study attempting to determine effective
instructional strategies for the teaching of programming
concepts. Each of the three classes involved in the skudy
arrived at the testing room on ‘separate .days. Due to
experimental constraints, randomization was ndt based on
covariate scores. Instead, randomization was effected by
 assigning individual subjects to one of the three groups.
Subject 1 was assigned to Group A, subject 2 to Group B and

SO on. Subjects were run through thelr respective




treatments in balrs, each pair at an IBM Personal Computer
equipped with a keyboard fbr entry and a colour graphics
monitor. There was no time.limit and students were provided

with a menu at the end of the lesson from which thgyy could

* ’

review a part or all of the lesson content. Average " time

A

spent at -the computer was 30 mlnuteg.

Directly after.finishing the lesson, . each sybject was

)

administered the immedlate posttest, . conslsting of 50,
mthl}le chofce and short answer {items. . - Agaln, ‘no  time .

limit was «imposed, and the averagé time spent completing the

posttest was 35 minutes. _After .completing: the posttest,

1

each subject was excused from the testing room. One week

. later, the subjects were administered the delayed“posttest
in their respéctlve classrooms. “The author was not present

{

"during this period.

Materials ) Y

Basic CAL Lesson )

The basic lesson comprised a CAL package covering éért
of the word and list processing subset of the programming
language Logo. The lesson {tself, was de;eloped folléwlng
the basic principles .of instructional design (Dick and /
Carey, 1978) and programmed in IBM-LCSI Logo.
' Logo wuses operatlons‘or procedures to manipulate words

and lists. Words and lists are called obJecté. The basic

lesson introduced eight Logo operations, defined thelr
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’ * functions,» and prqylded examples of their application 'to :'
° | }eal, words and lists. . Students were asked to respond to [~ |
qyestlohse py typjng‘at’tﬁe keyboard what they believed the' P

s 3 4 >

effect of each Logo'operatlon had on speciflic words and

lists. ' . .. < ’
The eight Logo operations were: FIRST , . .
. ’ LAST o ' -
. ) ‘ BUTFIRST R

- - . BUTLAST B S

) . FPUT ° ‘ ) o
. . , ' LPUT ‘ :
ot WORD .

SENTENCE 4 T

L) \’ f "
Each of tpese;operatfons takes an input and outputs a . .

. speciflc Logo object (word or 1list). For -‘example, the
; , . .

- , operation FIRST ;iakes a word or list as lnpuf and outputs

e
e

' the first character of the word, b( the first word of 'the

list. The  operation LPUT takes an object and a.list “as .
o ~{pput and outputs a new list formed by. putting the oblect'a$ ) .
' the end of the list. The operation SENTENCE takes any

number of words or lists as input and outputs a’singlg 1ist : N

made up of this input.

The "presentation of each operatiogl occupied

o

’ . approximately two to three screefs. A functéonal definition
. » v

was provided followed by several“examples of the effect of
. . »
the ‘operation on various inputs. The examples focused upon

— individual - lines of code rather than complete Logo
' proc%dures (programs) because it was the specific effect of.

the operation on its inpyi that the“lesqon was attempting to
' . . k
¢ exemplify, and not a broader explanation of the Logo

°

. language. \ : o,

@
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The  eight .4peratlohs “rngluded in the l{éson were

\ -

_selected Ffrom a much broaders suite 'of operations and

- «
c;\mands contained within the Logo\languago. The operations,,

]

- \ +
selected for the study, "however, ‘had one distinguishing

Feat“’e: 3they all transformed specific Input into specific
output In a manner jxat ;ould\be‘ readily modeled in a
gréphlc manner. Because they'all transformed words and
lists 1into neﬁ words and lls;s, the autho: felt that these
ope“tlons were good candidates F?r the study. : Logo
operatiaons not included {n the study, such as COUNT, do not
necessarily transform Qords and lists, but‘perform other,
f@lated tasks (COUNT outputs the pumber of elements in a

list). - ™

-

-

N

Graphic Models

The serlies of models presented in the CAL packages,
was designed to simulate graphically what Logo is doing 1in
transforqan{” fnput to output for each of the eight
operations previously enumerated. The models, also
programmed in Logo, visually reproduced on the screen the
operations performed by Logo 6n words and lisks durting such
operations as searching ;hrough'la word or list for a
ﬁarticular charact;r or uo}d, concatenation, testing of
words and lists against other words ‘and 11sts, and
ou;putting sp¢c1§§c,parts of words and lists.

The student was able to éee how any oboratlon altered a

4
given word, 1ist, or 1list ‘of words and lists. These

‘.
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operations were modeled using strings of boxcars, fozrlng
A =

":nrd tratns" capable of by#hg*manlpulated by a switching

yard of Logo ppefﬁtlons.‘

-

manipulated in fretght yards is one that is presumed to be

The concépt that trains are

1
.

¥
fami Aar to 9&! population, and was thus seen as an

.appropriate contrete mod:) (presented graphically) of ‘Logo

word and list operations.

. "~
The student actl,ely used the models Dby lnputting

his/her own, wprds and lists which appeared on the voT

monitor, each character or word carried within its own

boxcar. Such a "train" of boxcars was then subjected to
the specific Logo operation being currently modeled as the
train passed tfirough a "switching yard". A new train
emerged from the yard, altered by the specific operation
exercised upon it.

. For Jxample (see Appendix 8), the graphic model of the
operation BUTFﬁhST'(BUTFIRST takes a word or list as ;nput
and outputs a few word or list minus the first character or
word), showed a trailn of characters or bords (eg. THIS 1S
A LIST) {n the upper portion of the monitor. The student
was asked to activate the BUTFIRST operation via the
keyboard, and a new train abbreviated by the ¢first wo;d
appeared in the lower portion of the screen (eg. IS A
LIST). In terms of its use as an instructional resource,
the series of graphic models could be lnterpruied as a
graphic organizer available to the student first learnlhg
LogJ’word and list processing befére, during, and after the

more abstract presentation of the language. In a sense, |t

k
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¢

could ( Sg considered a "graphic simulation of abstract
¢ S

. L3

processes, allowing students to "play" graphically in a more
concrete environment. The student. would be gerﬁltteq gto
experiment with varyigg inputs acteg upont by speclific

fndividual operatgons" or comblnatlons‘ of operations,
resulting ’,ln immediately vérlfiabl‘ output. \ Such a
;1mulatlon would provide the student with feedback ‘of
specific operations on fpeclflc inputs. In creating an
environment {in which ;Re.student is able to. experiment at
" his/her lefsure://tﬁe graphic simulation might encourage
acthe partlclﬂQtlon in an area of programming that can be
difficult for some students fo visualize and understand.
\Fof gho present study, however, the appllcatldn of the
series of graphic models was more strictly controlled and
manipulated {n terms of the exberlmcntal design previously
described.

Both the basic lesson and the graph}c models underwent a
series of tryout/revision cycles recom;onded by Nathenson
and Henderson (1980) for the formative evaluation of novel
instructional materials. Students soloctﬁg from the
population were .fun on an individual ibasls through‘ the
material, revisions were-thon,made based on these tryouts,
after whlcb.addlt}opal tryouts with different students were
undertaken.  Four subjgcts participated in this tryout/
revision e;aluatlon. o ’

The major changes to the ngterral durlng‘thls process of

evaluation 1involved ‘the clarification of definitions and'

question items, \tpe fe-arranqonont of several screens 1in
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terms of text and graphlcsu and the elimination of certain
distracting elements Q&thtn the programs (bllnk&ﬁg cursor,
fnappropriate use of colour, distracting sound effects). In -

-~

N 3
addition, a suite of sub-routines was written)to augment the

t {

error-handling capabllities of the programming itself, {n
or:er that the programs would not be intercupted try
unanticipated student input. ) Sub-r;uttnes were written to
protect the programs against the possiblity of students
pressing the return'key more than once, pressing the return
key with n%.lnput, and inputting sentences and words whose '
length could not bi handled because of graphic limitations.
The programs were written in TBM PC Logo, Version 1.0,

using a structured, block by block approach. In this
manner, programming time was drastlcally'reduéed by 'vlrfue
of the fact tﬁat each of the thro; programs required was L

assembled Ffrom suifles of previously-written programp blocks, '

each of which performed a specific Function.

Evalvation Jnstruments

The immediate and delayed posttests contalned test items
evaluating both comprehension and retention, and transfer to
novel problem solving situations (see Appendix A). In terms :
of the literature on the use of models as an atd to problem
solving 1in computer programming, transfer has been deflined
as' the ability to solve programming problems that are
different from those presented in the lesson but which can

be solved using the information provided (Mayer, 1981).
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Comprehension and retention problems {nvolved the direct
use Oof information provided within the lesson. - Transfer

o

‘problems, on the other hand, involved the application or
interpretation of lesson content to novel sttugtlons.f As
previously noted, the two tests contained parallel but not
identical {tems.

Anf ftem which evaluated comprehension and retention
’ presented the student with a specific function (eg. Takes a
list of words as input and outputs"tho 1ist minus the first
word) and\askod for the name of tho.Logo operation which
performs the functian. Aléernatlvely, the studontu was
presented with two lists of words, and asked to identify the
Logo operation which was used to transfaorm the #first 1list
into the second. '

Items which evaluated transfer to novel problem solving
situations pres:nttd problems which had not been directly
covered within the instructional matertal, although the
student would have recetved all the {nformation necessary in
order to solve them. Several transfer Ltems presented the
student with two lists of words, and asked ﬁln to ldentify
.the specific combination of Logoioperatlons which was - used
to transform the first list into the second.  For leample,
the student was presented with these two lists: {This 1s a
real puzzler) and (is a real), and asked to ‘ldontlfy‘ the
combination of operations which took the first 1ist as input
lnd‘output the second.

Alternatively, several transfer items presented the

student with a 1ist of words and a combination of Logo

»
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‘opén@ttons, and ' required the identification of the ontpdt

>
11st. For example, the student Mgh‘t have beaen p!‘l.lll\tid

with this 1list: (This is the end) and this combination- of
- ’ !

operations: BUTLAST BUTLAST, and be asked for the new list

resulting from the application of the operations.

v

The ttems in both posttests were classified according to ‘

whether ~they’ tested fOf comprehension and retention or
transfer to novel problem solving sttugtlons. This
classification- was intended to bhe used in the analysis of
dltl in an attempt to identify any }osultlnd Troat‘ont "X
Llarnlng Outcomo interactions.

The tesxlng instryments were also fornlth.ly evaluated
in conjunction wltn tho lolson materials. -Several cycles of

student tryout/revision led to naJor cningos in both the

number and’ the difficulty of the 1;..@ ' InlthS\ tryout

revealed that severil items were 01th0r tbo ﬂlfilcult or too

v o

easy, and these were roplacod by other ttohs In agdition,

the weighting of the tests was ‘altorouvﬁﬁfﬁ that items

N -

. (A
ttstlng for transfer of learning Voro nqrc broplncnt A, ThLS

was done ({n an attonpt to uako twi lnisrqnonts smore
) L /\
sensitive to «ffects _of troltnont on problou solving skills.
{ .
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CHAPTER V : .
/ . Resylts - '
N S L
' : ) s I
Introduction and Hypotheses : 3 “

il

The general hypothesis of Fhll study gtited that the
provision of models in the teaéhlnb'of b§ogrammlng Tanguages
Wwould concretize the otherwise abstract concoébs tnvolved tn
such 'qporatlonl as word and llst‘v processing, and
consequently have a positive effect on' both '1ho
comprehension and the ability to u;e a language in problem
solving situations. a

v

Specifically, three hypotheses were put forward: .
1) The wuse of graphic models either before or-after a CAL
lesson would lead to greater comprehension and retention of

.
N
?

lesson content, compared to a CAL lesson with no models;
2) The use of graphlc models either before or after a CAL
lesson would lead to greater transfer of learning to novel
problem solving situations, compared to a éAt‘les%on with no
models;
) %
3) The use of graphic models presented prior to a CAL lesson
as an advance organizer, would lead to both IncCreased
Eolprrhonslon and retention, and increased trans;er,
compared to either a no-model or a post-lesson model
‘

instructional strategy.

These hypotheses divide the performance measure into two

components: a comprehension/retention and a transfer

component. The rational for such a division, as previously

!
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stated, ts ‘foqnd in the literature on the teaching of
programming with graphic and concreta mddels (Mayer, ‘1975,
1976, 1981), wespecially as thls~ relates to"ﬁl use of
advance organizers. The hypothesis that the application of
models as advance organizers produces 2 gifferential
learning effect 1in favour of transfe¥ skills, has been

tested and found credibdle. The present study attempted to’

repiicate prior research within a CAL envoronment.

+

Xpgrime

J

A two-way analysis of covariance (ANCOVA) with ropcatsd
measures was coﬁducted 2% the basis for the xntefprotgglon
of the test data and the determination of the valldlty‘ of
the hypotheses. The between-subjects factor, lnstructloaal

'Strategy, contained three levels: 1) A: Advance organizer
graphic model; 2) B: Post organizer graphlic model, and 3) C:
No graphic model. . The within-subjects factor, Retention
lbtorval, contatned two levels: 1) Immediate; and 2) De-
layed (one week). As discussed ]n the previous section, the

_ score in the FOM test was used as the covartiate.

The &epen&ent measure, Learning Outcome, was originally
divided into two variables: 1) Comprehension / Retention and
2) Transfer, 1In order to directly address the hypotheses.
The r!sult“of a principal components analysis (Gnanadesikan,
1977) on these variables, revealed only one significant
{actor faccounting for 747 of the varjance) to which

both contributed quually *( Factor Score Coefficients:

L]
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Couprihensl&n!ﬂctontlon 58, Transfer .58, Correlaaton
Coefficient between variables: .48, p < .002). A
discriminant analysis performed on the dependent variable
furtl;r confirmed this conclusion, in that no significant
dtscrlmlrant functions were uncovered (Chi-square: 9.2026,
p > .65). | Based don thes; analyses, 1t was decided to
combine both.Compnhenslon/Retontlon and Transfer lnt.’o one
variable by summing each subject’s scores on both. The
variable thus obtalned will be heretofore called the
dependent variable.

?s was previously mentioned, the lmmedlage posttest
consisted of 50 multiple choice and short answer i(tems. The
lutho;i concluded that this number was unnecessarily large,
and consequently, an abbreviated version consisting of 25
items was extracted from the immediate posttest. Parallel
ftems, ©based on this version, were written for the delayed
posttest. A reliability test was run to determine both the
reliabilty of the instruments themselves and any appreciable
loss in relifabflity due to the abbreviation process:
Reliabjlity coefficlents for the full and reduced {mmediate
posttest were .90614 and .B82793 respectively. While this
roprosent§ a reduction, it was felt that the abbreviated
version was adequate to the task. The analysis from this
point on 1s Dbased upon results from these abbreviated
evaluation instruments.

Pearson Corretlation was used to determine the predictive

power of the covartate. Table 1 shows the correlation

coefficients between the FOM tes:t results and the immedtate
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posttest results for each of the three groups, as well-as

-~

\, that between the FOM test an the combined group scores on

d

the depfndent measure. ~ Significant . coefficlients are
D Gy
indicated with an asterisk. As may be observed, the

significant correlation coefficients suggest that FOM may be
a significant predictor of performance on the evaluation
instruments used in this' study. |
The means and standard deviations of Groups A, B, and c
“on the dependent variable are summarized i{n Table 2. The
figures contained within brackets represent the Iimmediate
posttest meaﬁs and standard deviations for subjects who took
both the immediate and delayed posttests. For descrlptlve‘
purposes only:’ the combined performance measure has been
presented {n the two-level format originally intended, 1in
addition to the single measure formed from the combined
values. Exémlnatton of the meansland standard doviltlons
reveals a ;ubstantlal difference in group means for the
immediate posttest scores, with the Transfer component of
these scores exercising the greater 1nfl§enc¢ in  this
differente (Means: Group A = 34.27;, Group B = 29.07; Group
¢ = 25.18). Thougnga rigid statistical analysts d;es not
permit further analysis in this direction, the high Group A
mean does indicate some support for the hypothesis that
griphic models presented as advance ;rganlzors do Influence
in a positive dtrectloa, " performance on transfer of

learning more than on comprehension or retention

The results of the two-way ANCOVA with repeated measures

-
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~ _Correlation Coefficients Between FOM and Immediate Posttest .
" .« ¢ i .
\ r
Groups n Corr. Coefficient P
A 14 ~. 0204 . 945
8 15 ® 5146 ., - 080
¢ 11 * 7176 ..013 ’
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Table 2 ) ‘ ’
|.
. Posttest Group Means and Standard Deviations - Raw Scores
m d
Posttest (Immedfate)
Groups n Comp/Ret. Transfer Total ﬂ.
X SD X s ° X SD
A 15 8.60 1.18 25.67 6.51 34. 27 7.09
(14) (8.57) (1.22) (25.14) (6.42) (33.71) (7.01)
B 15° 8.80 0. 86 20. 27 9.02 29. 07 9.15
(12) (8.83) (0.94) (18.92) (9.35%) (27.75) (9.55%5)
“c 11 8.27 1.79 16.91 8.41 25.18 9.48
(9) (8.22) (1.86) (16.89) (9.18) (25.11)(10 24)
: b
Posttest (Delayed) :
Groups n Comp. /Ret. . Transfer Total
X sD X SD X $0
A 14 7.78 1.42 23.07 8.46 30.86 9.27
8 12 8.58 1.16 21.87 9.15 30.25 9.68
c 9 8.33 1.58 19.44 8.73 27.78 9.54
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are presented tin Tablé :; As may be obser'ved, there 15 a ‘b
' significant {nteraction (F = 3.98, p ¢ .03). In order to

test the assumption of homaogeneity of the regresslon
»

» <

equations (of no covarigte—by-Factor tnteraction), the *
procedure suggested by Nle{ Hull, Jenkins, Stelﬁbyenner, ané
Brent (1975, pp. 381 - 383) was followed. Regression of ¢
posttest with trﬁafhent group, FOM, and freatment grobp by
FOM yielded an R square of .41046; regression of posttest

. \
with treatment group and FOM ylglded an R square of .30859.

Thus,
- . &

2 2 i S

¢ (R -R SN 7 (kD o+ k2 + K1K2)
inter full no inter , - .

2 -7
, (1 -R ) / AN = K = 1) .
full ’

= 0.050935 / 2 : : L

'0.016844 / 35

¢
g

3.024

which is nat significant at the o{ = .05 level.

(F (2, 35) > 3.23). ‘
. 05

A graph of adjusted graup means 159presented in Figure 1
. : @
which suggests a net loss in performance for Group A and a

net gain for Groups B and C, ‘between the lmmedlatﬁ and

~— -
b

Na—
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Table 3

ANCOVA (Repeated Measures) Summary - Results

Source ss df MS F p

Group (G) 410.59 2 205.30 1.58° . .222

1~-ST Covar 831.53 1 831.53 6.40 017

Error 4027.63 31 129.92 -
‘ Repeated (R) 10.03 1 10.03 .64 . .428

R x G ( 123. 84 2 61.92 3.98 . 029

Error 498.36 32 T 15,87

L)
Q
Table 4

Adjusted Cell Means for Dependent Variable {

Immediate Delayed
Group Coon Posttest Posttest
. A 14 33.96 31. 11 -
B 12 * 25.65 28. 15
c - N 27.52 30. 19
r
/ 4/{.
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del;yed posttests. This result prompted further analytical
comparisons in an attempt to determine the locus of this
interaction.

Following the procedure suggested b; Keppel (1973, PP
442 - 454) for an{lytlcal comparisons in mixed designs, two
oneuay' ANOVA's were subsequently performed {n order to
determine simple main effects for each of the two posttest;,
in terms of the between group factor. Table 5 presents the
results of the ANOVA for the immediate posttest, and as may
be observed, there is a slgnlfic;nt F value (F = 3?71,
p. <.05). Table 6 presents the results of the ANOVA for the
delayed postfest, which iin this case ylelded a non-
significant F value, (F = .305, p >.05). It was therefore
concluded that there were significant ngup differences on
the immediate posttest bul none on the delayed posttest.

Pursuant to these analyses, a post hoc analysis (Keppel,
1973, pp 442 - 4%4) was undertaken on the immediate posttest
scores itn an attempt to pinpoint . significant group
differences. Scheffe tests revealed that Group A was
significantly different (p { .08) from Groups B and C.
Groups B and C were not significantly AIFierent. Such a
result lends support to the hypothesis that graphic models
do facilitate certain cate}orles of learning when they are
pre;ented ‘f advance organlzers; prior to more traditional
instruction. In spite of thfs, the drop in the mean for
Group A over a one-week period does Introduce serious

doubts as to the permanence of this effect.
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CHAPTER VI

Discussion

The results . of this study, while not entirely
encouraging, do argue for a closer look at the application

of graphic models within instructional sttrategies directed

t
towards novice programmers. Specifically, group means in
the immediate posttest were higher for the two groups
A
(Groups A and B) that received graphic model, and

significantly hlbher for the grouﬁ that received the model
as an advance organizer. Such findings are supported by
prior resgarch into thg appltcation of models as advance
organizers (Mayer, 1975, 1976, I?Bi; Royer and Cable, 1975,
1976).  The provisfon of a ‘concpptaal bridge between
famlliar existing material and material ihat is new or
technical app:ars to have some positive effect on the
learning of a programming language. This might be due to
the effects claimed by proponent®pof advance ‘organijizers
(Ausubel, 1978; Mayer, 1979a, 1979b, 1981),‘ or to the
effects claimed by those supporting the provision of
conceptual windows into the workings 65 computer languages
(Sime and Fitter, 1978; DOu Boulay and 0’'Shea, 1978, 1981,
Howe and Ross, 1981). A more likely pdsglbl!ty ifs that both
strategies exercise some “influence, singularly and |In

h ]

combination, towards an’' Increase 1{n learning. Further
research |is roauiredﬁln order to individually study these

factors so as to be able to come to more meaningful
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concluslions

In terms of the present study, the performance of the
advance organizer group on the delayed posttest was both
unexpected and puzzling. It fs bosslble that the advance
organizer model provided an initial learning advantage which
decreased ovnr-thc period between the two posttests. The

performance of both the post-organizer and the no-model

groups remained fairly steady over this same period (see

v

Table 2). One interpretation of these \results favourable to
the present study, s that the provisiaon of a graphic model
as an advance organizer does have a significant effect on
inittal performance compared to a post-organizer model or
to no model!l at all. 1§ one wlghos to pursue this
interpretation, the problem of learning permanence becomes
one of 1including review and practice over the lon§ term
within the instructional strategy. The author iIs not aware
of any rese;rch addressing the effects of time and
forgetting on the ]earnlng from graphic and concrete models,
and certainly this is one area in which further research |is
called for.

Another interpretation of the unexpected results is that
the application of graphic models does not have a more
positive effect over a realistic and practtcal time
interval, (irrespective of any continuing review or practice
strategies. In other words, though it might have been
advantageous to provide the advance organizer group with
review and practice, it might have been Juil as advantageous

to provide- the other two groups with such support
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activities The question then {s whether or not review and
practice by all three groups would have led to more
effective and more permanent learning by any one. This
again is an area in which further research is called for.

The review of literature has enumerated fnconsistent
conclusions from research into both advance organizers and
problem solving. Such lncons}stency could stem from
problems in methodology and, indeed, there has been much
criticism of the manner in which studies are both designed
and carried out (Krasnor and Mitterer, wundated; Sheil,
1981).

The present study suffered from several design’ and
coperational Fflaws. The performance measures were d;slgnod
by the author, and pilot tested prior to their use in  the
study. However, because the Ameasures were |intended to
evaluate two categories of learning (Comprehension/
Retention and Transfer), a more intensive plilot test should
have been conducted in order that the independence of these
categories could be ascertained through factor analysis.
The fact that these categories w;ro found to be correlated
and contributing equalling to avslnqle factor, did limit
the ability of the study to properly address the hypotheses.
In combining these categories into one performance measure,
it was not possible to draw lnferential conclustons about
the type of learning facilitated by the treatments.
Inspection of group means does suggest that there may be a

differential effect Ffavoring Transfer over Comprehension/

Retention for Group A, and this is supported by prior
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research (Mayer, 1975, 1976, 1981). However, no
concluslons can be drawn from this as no statistical support
for this speculation was found

Another problem stems from the definitions of both
Comprehension/Retention and Transfer. The author defined
these ferns in @ manner conststent‘ with the definitions
found {n current research. . Unfortunately, many of these
definitions are less th;n precise, defining comprehension as
the ability to answer questions on material directly covered
fn instructton, and transfer of learning as the ability to
ipply presented material to new problem solving situations
(Mayer, 1981). A more exacting suite of definitions would.
have led to a mwmore discriminating set of performance
measures, and perhaps to the independence of the (Intended
learning categories.

Cperationally, tﬁe author would have 1iked to run
subjects on an individual basis through their respective
treatments, but limitations on time and equipment made this
impossible. The Ffact that subjects worked through the
materifal in pairs introduced a possibly new variable and
limits the generallzabilltyvof the results. In addition,
the author would have preferred larger cell sizes to help
offset the effects of the great range of ipndividual
variablity found in programming research (Sheil, 1981). The
relatively small number of subjects involved certainly did
not help 1In the discovery of any differences caused by
treatment alone. However, the significant differences found

on  the 1immediate posttest between the advance organizer

g
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group and the two other groups, 1in spite of the,small cell
sizes, could be interpreted as‘partlally\ supportative of

advance organizer and conceptual model theory.

3

Conclusion

|4

This study intended to ascertain the effectiveness of 10

instructional strategy for teaching abstract programming

concepts to novice progrimmers. In so dolng, it concluded

that the wuse of graphic models of these abstract con;epts
does have a sléniflcant effect on immediate performance. In
the longer run, however, this effect was found to be -
negligable, Such a dr;p in performance could be due to
rapid forgetting, a&h it was suggeszed that because little
research in this area has adaressed the problenm of
forgetting, perhaﬁs further {ﬁudy could be undertaken into
the effect of review and practice on learning from graphic
;odels.

Research has established, to a point, the efficacy of
using concrete and graphlic models within Iinstructional
strategies directed towards novice programmers. As the
author previously noted, virtually all‘of this research has
uflfﬂzed either concrete or two-dimensional paper models.
This study was an attempt to pursue this line of
investigation into a CAL environment. Because instruction
within CAL environments 1is becoming more and more an o
Zstabllshéd reality, the author believes that the use /;;

computer-presented graphic models should be pursued as a

s
1
B
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-

possibly frug&ful area of rescarcﬁ.

By cblblnlng the interactive, graphic capabilities of
the computer with the significant qalﬁs in perfaormance from
cﬁnceptual nodel; reported in the ljterature, the author

suggests that a powerful and o!fogtivo learning resource

could be developed. But before the development of such a

:resource, much reseiarch s required into the effect of

conceptual models (presented concretely or graphicalily) on
L)

different categories of learning, and over different periods

of time. Only in this manner, can the efficacy of this

instructional strategy be established.

@
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Name:

(Please Pr;bt).
iz

This quiz fs designed to assess your understanding of the
program on Logo word and list operations. Please try to

‘answer each question as accurately as_ possibdle. There 14

no time limit.

m




| | 7 12e

1. Which Logo operations will shorten a list by one word?

and

a
L

2. uWhich Logo

. :
! operation will add a word to the end of a
1i1st? ‘ )

3.  Wnich Logo operation will form a single list from
several smaller lists? .o

Which Logo operations will output one of the words fFEr
a list of words?

s °
and

which Logo operation will add a word to the beginning of
" a list? T

. . . 'CONT'D/
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For each of the following questions, you are given a word
ar 1list as input to a Logo operation. Indicate on the
OUTPUT . LINE, the NEW word .or list output from this
opergtién.(qu brackets and quotation marks where required.)

€. Input: ((Birds flya (ﬁabblté run) (Fish swim))
Operatjon: FIRST .

Output: l

7. Input: (2% 3Y 42) ‘ ,
Operation: BUTFIRST . - °
‘Qutput: - o ,

8. Input: ((Mary Jane) (Edward) (Billy Joe))
Operation: LAST
Output:

SL Input: "Pears (Apples Plums Grapes)
Cperation: FPUT
Output:

.

10. Input: ((Sky blue) (Wine red) (Canary yellow))
Operation: BUTLAST . .
Qutput:

1l. Input: "“WX "Y "Z
Operation: WORD
Output:

12. Input: "Hearts (Spades Diamonds Clubs)
Operation: LPUT:
Output:

13. Input: (Rye) "Barley (Wheat Oats)
Operation: SENTENCE

Output: °
+ ‘ .
14. Input: "Salling ‘ .
Operation: BUTFIRST : .
Qutput:

For each of the following questions, you are given a word
or list as input and a NEW word or 1list as output. 1Indicate
on the OPERATION LINE, the Logo OPERATION that output the
new word or list. , '

15. Input: "“ers (Crack) ' N
Output: (Crackers) . N\

Operation:

16. Input: ((Silver spruce) (Red fir) (Weeping willow))
Output: (Silver spruce) :
Operation:

CONT ‘D/
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17.Input: (Come out) (with) (your hands up.)
Qutput: (Come out with your hands up.)
Operation: N

18.Input: (3P 5Q 4R 2S)
_Output: (3P 5Q 4R)
Operation: .

19. Input: "10 (40 30 20)
Output: (40 30 20 10) -
Operation:

+20.Input: (Earth Air Fire Water)
Qutput: (Atr Fire Water)
Operation:

21.Input: "Mem “or "able
Qutput: "Memorable
Operation:

22.Input: ((Green bean) (Red pepper) (Chick pea)i
Qutput: (Chick pea)
Operation:

23.Input "Shoot
Qutput: "hoot -
Operation:

Place a check mark beside the COMBINATION 'of Logo
operations that will output the second word of a list.
(Remember, Logo executes operations from RIGHT to-LEFT.)

a) LASY BUTFIRST

b) FIRST BUTLAST - ' ’
c) FIRST BUTFIRST :

d) LAST BUTLAST

25. Place a check mark beside the COMBINATION of Logo
operations that will output the first character of the last
word of a list. )
a) FIRST FIRST
b) LAST LAST
c) FIRST LAST
d) LAST FIRST

o o '
26. Place a check mark beside the COMBINATION of Logo
operations that glll output the third word from the end of a
1ist. )

a) -FIRST BUTFIRST BUTLAST
b) FIRST BUTLAST BUTLAST
c) LAST BUTFIRST BUTFIRST : . o
d) LAST BUTLAST BUTLAST CONT.‘D/

y—
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For each of the following questions, you are given a word

list as input to a COMBINATION of

operations.

Indicate on the OQUTPUT LINE, the NEW word or }ist output
fraom this combination of operations

27.

28.

29,

30.

3L

32.

33,

34.

35.

36.

37.

38.

Input: (This is not hard)
Operations: FIRST BUTFIRST
Qutput:

‘Input: “Green "Apples

Operations: FIRST WORD
OQutput: .

Input: ((Muffin) (Apple pie) (Chocolate
Operations: LAST BUTLAST
Output:

Input: (The wine was sour.)
Operattions: LAST BUTLAST BUTLAST
Output:

Input: ((2P 4Q@) (3R) (2S5 5T))
Operations: FIRST BUTFIRST BUTFIRST
Outputf

Il

Input: "Hours (Miputes Seconds) (
Operations: LAST BUTFIRST LPUT
Output:

Input: (The) (Wizard) (of 02)

Operations: BUTFIRST BUTLAST BUTLAST SENTENGE

Qutput:

Input:"Under (In On)
Operations:' FIRST BUTFIRST FPUT
Output:

Input: (Stormy Weather)
Operations: FIRST FIRST
Output:

Input: "Ab (bra cada bra)
Operations: LAST LAST FPUT
Output: ‘

Input: ((A) (B) (T))
Operations: BUTFIRST BUTFIRST BUTFIRST
Output:

Input: '"na "tion "al
Operations: BUTLAST BUTLAST WORD

Output: >

CONT 'D/
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For each of the following questions, you are given a word

“or Iist as input and a NEW word or list as output. Indicate

on the OPERATIONS LINE, the COMBINATION of Logo operations

. that .output-the new word or list, Write the operations in

the ORDER -that would allow Logo to execute them.

39. Input: (Phantom of the Opera) ;
OQutput: the '

Operations:

40. Input: (This iIs not so easy.) ) i
Qutput: (not easy.) ' -
Operations:

41. Input: "Blue "Monday

* Qutput: B 7
tt : ) -
Ope’@\ ans ‘ N
42. Input: "Eyes (Ears Nose Throat) _
Output: (Eyes Ears Nose) _
Operations: -
~43. Input: (A B) (C) (D E) (F)
Output: (C D E) <
Operations: )
44. Input: "Robbd¥y (Great Train)
Output: (Trafn Robbery)
.Opérations: ‘ -
45. Input: (Black cat Blue bird) '
Qutput: (Black bird) \
Operations: }
46.'Input: "Egg "shell } ‘
Qutput: s :
Operations: . . '
47. Input: (2X 3Y 6P 4R 3Q) c,
Outplt: (3Y 6P 3a) ,
Operations: /

48. Input: "“C (N 2) ‘
+ Output: N i , -
Operations: ‘

49, Input: ((Gold watch) (Silver dollar) (Copper penny))

Qutput: dollar -
Operations: s

50. Input: '"Cape,"so
Output: "“apes
Operations: P

g ' ’ /END
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QUl1Z

This quiz s a shorter, altered version of the quiz you .~
viewing the program on Logo word and list
would like you to complete it in order to
determine how much you have retained over a period of
Thank you for your co - operation.
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For each of the following questions, you are given a

word or list as input to a Logo OPERATION. Indicate on the

OUTPUT LINE, the NEW word or 1list output from this
operation. (Usé brackets and quotation marks where required.)

1. Input: ((Kites fly) (Ships sail) (Trains roll))
Operation: FIRST
Qutput:

2. Tnput: ((Do Re) (Mi Fa) (So))
Operation: BUTLAST ,
Output:

3. Input: "2P "5@ "3R
" Operation: WORD

« Qutput:
4. lInput: “Blue (Red Green Yellow) .
Operation: LPUT
Output: __ '

5. ‘Input: (Apples) "Oranges (Pears Plums)

Operation: SENTENCE _
OQutput: '

’

For each of the following questions, you are given a
word or 1ist as input and a NEW word of list as output.
Indicate on the OPERATION LINE, the Logo OPERATION that
output the new word or 1list.

6. Input: ((Red oak) (White birch) (S1lver spruce)).
Output: (Red oak) ' .
Operation: ’

7. Input: (Wait) (for the) (bus here.)
OQutput: (Watt for the bus here.)
Operation:

" a. Input: "One (Faur Three Two)

OQutput: (Four Three Two One)
Operation: ~

9. Input: "2X "3y "4Z
Qutput: "2X3v4Z
Operation: .

10. Input *"Show "
Output: how
Operation:

CONT D/
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¢

Place a check mark beside the COMBINATION of Logo

operations that will output the last character of the last
word of a list. (Remember, Logo executes operations from
RIGHT to LEFT.)

a)
b)
¢)
d)

12.

FIRST FIRST
LAST LAST
FIRST LAST
LAST FIRST

Place "a check mark beside the COMBINATION of Logo

operations that will output the second word from the end of
a list. ’

a)
b)
c)
a)

13.

LAST BUTFIRST
LAST BUTLAST
FIRST BUTLAST
LAST FIRST

Place a check mark beside the COMBINATION of Logo

operations that will output the ¢third word from the
beginning of a list. '

a)
b
c)
)

v

FIRST BUTFIRST BUTLAST
FIRST BUTFIRST -

FIRST FIRST BUTFIRST
FIRST BUTFIRST BUTFIRST

For each of the following questions, you are given a

word or list as tnput to a COMBINATION of Logo operations.
Indicate on the OQUTPUT -LINE, the NEW word or 1l]lst output

4

14,

15.

. 16.

17.

18.

from this combination of Logo operations.

Input: “Red "Grapes
Operations: FIRST WORD
Qutput:.-

Input: "Ginger (vanilla Chocolate)
Operations: LAST BUTFIRST LPUT
Output:

Input: (The) (Duke) (of Kent)
Operations: BUTFIRST BUTLAST BUTLAST SENTENCE
Qutput:

bnput: "Down (Over Under)
Operations: FIRST BUTFIRST FPUT
Output:

Input: "in "tern "al
Operations: BUTLAST BUTLAST WORD
OQutput.:

CONT ‘D /
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For each of the following °questions, "ybu are given a
word or a list as Input and a NEW word or 1ist as . output.
Indicate on the OPERAJIONS LINE, the COMBINATION of Logo
operations which output|the new word or list. o

19. lnput: (From Here to Eternity

Qutput: to . . ¢
Operations: !
20. Input: (Thi; 1s not that clear.) . ¢ Y
Qutput: (not clear.) o : oL
Operations: ' ‘ : Co
21. Input: "Wave (The Third) J .
“Qutput: (Third Wave) ' ’ -
Operations: :

22. Input: (Red ball Blue beard)
OQutput: (Red beard) -
Operatians:

23.1nput: "Paper '"Dolls
Qutput: D p
Operations:

24. Input: (2A 3B 6M 4Q 3S) : N
Output: (3B 6M 3S) ‘
Operations:

2%. Input: “Town “err
Output: "“owner
Operations:

/END.

~
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{ . ==
:LOGO OPERATION: BUTFIRST object

>

'BUTFIRST will shorten your train by ONE boxcar,, the FIRST.

THIS 1S

o

-

JA '[; [LISTI

-

N
AN

::::::::j LOGO OPERATION: |
: |  BUTFIRST
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