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ABSTRACT 

 

        A Parametric Modeling Study of the Climate Change Impact on 

River Eutrophication and Water Quality  

   Xia Rui 

 

The potential impact of climate change on river eutrophication and ecosystems are 

emerging problems that are of great concern to international and domestic societies. 

Scientific research and developing methods to address these problems are challenging. 

This study aims to analyze the impact of climate change on algal bloom problems in 

large river systems by utilizing a parametric river eutrophication model that is 

established involving indicators of climate changes, hydrological regimes, water quality 

and nutrient loads. Specifically, the developed parametric modeling method is based on 

statistical and simulation methods including: Multiple Linear Regressions (MLR), 

Multiple Non-linear Regressions (MNR), Artificial Neural Network (ANN) based on 

Back-propagation (BP) algorithms, as well as an integrated river eutrophication model.  

 

The developed modeling method has been applied to the Wuhan section of Han 

River, which is one of major freshwater sources in China. The predicted probability of 

algal bloom occurrence for the next 40 years by the method is used to identify the 

impacts of climate change and human activities on the formation mechanisms of river 
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algal blooms under three scenarios. The principles of possible adaptation options are 

discussed in this thesis. 

 

The modeling results indicate the temperature is one of the direct factors 

contributing to river eutrophication and the change of river water quality. It has also 

been recognized that the climate change, which can alter water temperature and 

hydrological regimes, in conjunction with human activities can significantly influence 

water quality and the river ecosystem. The present study is expected to give theoretical 

supports and directions for further relevant research. 
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            CHAPTER 1 INTRODUCTION 

1.1 Overview 

The impact of climate change on water quality is of great concern to scientists 

and governments worldwide. With the economic growth and industrial development, 

‘greenhouse gases’, especially CO2, are emitted continuously to the atmosphere 

leading to global climate change (Rundgren et al., 2005; Lenihan et al., 2008). Global 

climate change is likely to have significant effects on the hydrological cycle (IPCC, 

1996). The hydrological cycle may become intensified, with more evaporation and 

more precipitation, but the extra precipitation is likely to be distributed unequally 

around the globe. Some parts of the world may see significant reductions in 

precipitation, or major alterations in the timing of wet and dry seasons (Arnell, 1999). 

Climate change can have far reaching consequences for water resources (Arnell, 

2003), water quality (Hejzlar et al., 2003; Webb et al., 2003) and the overall water 

ecosystem (Beaugrand and Reid, 2003; EA, 2005; Hiscock et al., 2004; Moss et al., 

2003; Sommer et al., 2004; Wilby et al., 2006). A strong climate and water-quality 

relationship was found between air and water temperatures and nutrient 

concentrations. The level of effective precipitation also appeared to exert a significant 

influence on water quality which is, in contrast with the influence of air temperature, 

less direct (Tibby and Tiller, 2007). Changes in water quality during storms, snowmelt, 

and periods of elevated air temperature or drought may exceed the thresholds of 
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ecosystem tolerance, and thus lead to aquatic ecosystem degradation. Continued 

climate induced stress would increase the frequency with which ecosystem thresholds 

are exceeded and thus lead to chronic water quality changes (Murdoch et al., 2000; 

Xia et al, 2010).  

 

The figure 1.1 indicates the interactions among climate change impacts on water 

cycles, water environments and ecosystems (Xia et al., 2010). It indicates that climate 

change impacts are shown in following major aspects: (1) climate changes will lead to 

variation of precipitations causing the change of hydrological regimes, and then 

impact the water quality; (2) climate changes will also lead to variation of 

temperatures causing degradation of water quality index coefficients and self 

purification capacity, and thus lead to the concentration of water quality changes; (3) 

climate changes will lead to extreme hydrological events and some unexpected water 

pollution may occur; (4) climate changes will lead to temperature increases, thus 

changing the algal growth rate which would cause the eutrophication problems.  
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Fig. 1.1 Interactions of “Climate Change - Water Cycle - Water Environment - 

Ecosystem” (Xia et al., 2010) 

 

Besides climate change impacts on water availability and hydrological risks, the 

consequences on water quality, eutrophication and the aquatic ecosystem are just 

beginning to be studied (Delpla et al., 2009). The existing and currently planned water 

projects as well as water resource programming in China do not account for the 

potential impact of climate change. One of major challenges is the lack of available 

and workable screening tools to assess such impact and thus adapt water management 

to include the potential impacts of climate change (Xia et al., 2010). Fortunately, 

climate change is increasingly recognized as an important regulatory factor, capable 
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of influencing water quality and the structural properties of aquatic ecosystems (Law 

et al., 2009). However, the impact mechanisms of climate change on water quality 

and ecosystem are still not fully understood.  

 

Currently, the dominant academic view seems to be that the main cause of water 

pollution and eutrophication is the large input of phosphorus (P) and nitrogen (N) that 

enters the aquatic ecosystem due to human influence (Elena et al., 2001; Klein et.al., 

2002). According to the European Environment Agency, “the main source of nitrogen 

pollutants is run-off from agricultural land, whereas most phosphorus pollution comes 

from households and industry, including phosphorus-based detergents.”(Klein et al., 

2002). Phosphorous is the primary agent in freshwater eutrophication, because many 

algae obtain N from the atmosphere so P is often the limiting nutrient (Sharpley and 

Sheffield, 2001). Thus, there has been a tendency that water eutrophication that leads 

to algal blooms is primarily caused by excess nutrients, particularly phosphorus 

(Gamini, 1997). However, an unhealthy water cycle and water temperature changes 

could also impact the internal loading of nutrients. For example, the sediments in the 

bottom of lake or river can act
 
as either sinks or sources for water-borne phosphorus. 

Sediments can increase water eutrophication risks due to variation of water 

temperature and water cycles even when external P sources are regulated (see Fig. 1.1) 

(Murdoch et al., 2000; Whitehead et al., 2009). Thus climate changes may also 

possibly impact water quality even if the external nutrient loads caused by human 

activity are taken into control. The Han River Basin (HRB) is a representative case 
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that water quality and the aquatic ecosystem are significantly impacted by both human 

activities and climate change. 

 

Generally, Algal Blooms (ABs) are common in motionless water such as a lake, 

fishpond or reservoir. However, algal blooms have occurred three times between 1992 

and 2000 in the Wuhan section of Han River which is the largest tributary of the 

Yangtze River in China. In recent times there also have been three reported algal 

blooms in years: 2002, 2008 and 2009 (Zhang, 2006). It is very unusual for algal 

blooms to occur in this kind of large and free-flowing water body. Some studies have 

shown that the cause of this eutrophication is the nutrient load due to human activities 

but also partially due to internal relationships between hydrological conditions and 

temperatures (Xie et al., 2004). Xia et al., (2010) also emphasized that the nutrient 

load, water temperature and hydrology regimes are the three main reasons that caused 

the Han river eutrophication. Zhang (2006) also pointed out the high variation of 

algae concentrations in the river is primarily caused by excessive nutrients, 

particularly phosphorus and sometimes nitrogen (Gamini,1997) though this can also 

be potentially impacted by sunlight and hydrological conditions. Therefore, the input 

nutrient load and climate change are the two key factors impacting on water 

eutrophication (Oberholster, 2009). However, China is known as a developing 

country with a large land area and population, and sometimes it is very hard to 

effectively control the nutrient load input or water pollution caused by human 

activities in a short time. This in turn makes it difficult to understand the impact 
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mechanisms of climate change on the river water quality and the river ecosystem. One 

of the key challenges of water resource management is to assess the impact of climate 

change on the water resource and the feasible adaptations to reduce adverse effects of 

economic and social developments.    

 

1.2 Research Objectives 

Accurately assessing the risks and liabilities related to the increased threat of 

algal blooms in rivers due to water pollution will be the key to provide the necessary 

information and support to policy makers. In order to make this information more 

useful for the prevention, detection and remediation of algal-bloom problems, it is 

necessary to predict the potential impact of climate-change caused by human 

activities such as pollution. Therefore, an integrated assessment of climate change 

impacts on river eutrophication and the aquatic ecosystem will be developed and 

performed as the following steps: 

 

1)  to establish a system modeling structure to the Han River algal blooms where the 

water eutrophication problem is terrible as a case study based on multiple inputs 

and a single output. Multiple inputs include: (a) nutrient loads, (b) temperatures, 

(c) hydrological regimes, and (d) water quality. The output is the total algal cells 

concentration which will indicate the severity of algal blooms. Corresponding data 

screening and preparation will be performed based on the historical pollution 

events and correlation analysis. 
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2)  to develop a parametric river eutrophication modeling systems which will include: 

(a) Multiple Linear Regressions (MLR), (b) Multiple Non-linear Regressions 

(MNR), (c) Artificial Neural Network (ANN) based on Back-propagation (BP) 

algorithms, as well as (d) an ecological (Dillon) model. All of the above models 

will be calibrated and validated using the monitoring data.  

 

3)  to quantify the contributions of impact of climate change and human activities on 

algal bloom problems in the large river systems based on the single-factor and 

integrated assessment under different scenarios. 

 

 4)  to make predictions in probability of algal bloom occurrence for the next 40 years 

based on the proposed modeling methods under three emissions scenarios. 

 

5)  to discuss the principles of possible adaptation options for how to solve the  

impact of climate change on water resources and what feasible actions should be 

taken to keep economic and social developments from causing adverse effects.   

 

 

1.3 Organization of the Thesis 

 

This thesis is organized in the following seven chapters: 
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The foreword has summarized the background and significance of the selected 

topic, as well as the objectives of this study; 

 

Chapter 2 reviews the traditional and most recent literature on climate change 

impacts on water quality. It then identifies some research gaps among published 

results and proposes what needs to be recognized in practice along with a detailed 

literature review of the previous research and models related to this topic. 

 

Chapter 3 introduces theoretical background and methodologies of parametric 

models, as well as a an empirical model related to water eutrophication.  

 

Chapter 4 provides detailed applications of all models described in Chapter 3 on 

real river algal blooms case studies. System model results will be analyzed and 

compared based on model calibration and validation.  

 

Chapter 5 demonstrates an single-factor and integrated climate change impact 

assessment based on the best available simulation results. In this section, not only the 

contribution of indicators will be computed but also the probability of algal bloom 

occurrence in the next 40 years will be forecasted, based on three emissions scenarios. 

 

Chapter 6 presents a discussion of overall result analysis; the contents and 
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principles of adaptation options and adaptability construction will be made.  

 

Chapter 7 concludes with a brief summary, a list of contributions and future 

research recommendations. 
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        CHAPTER 2 LITERATURE REVIEW 

2.1 Perspective of Climate Change Impacts on Water Quality and 

Ecosystem 

The impacts of climate change on hydrology have been studied extensively 

(Pfister et al., 2004; Middelkoop et al., 2001; Xia and Zhang, 2005; Xia and Zhang, 

2008; Xia et al, 2010). However, the focus of past studies has been on water quantity 

impacts (e.g., flooding and droughts) rather than on changes in water quality (Drago 

et al., 2005). Recently, the potential impacts of climate change on surface water 

quality and ecosystem have been increasingly acknowledged (Murdoch et al., 2000, 

Whitehead et al., 2009). The IPCC Fourth Assessment Report (Kundzewicz et al., 

2007) began to consider the impacts of climate change on water quality although not 

in great detail. The EU Euro-limpacs Project, a multi-partner, 20-million Euro 

research project, is investigating the impact of climate change on water quality and 

river, lake and wetland ecosystems across Europe (Battarbee et al., 2008). Also in 

China, one project funded by the Ministry of Water Resources is to analyze the 

impacts of climate change on Chinese water resources, including its impacts on water 

quality and water ecosystems. Results of previous studies have indicated that water 

quality can be directly affected through several climate-related mechanisms in both 

the short and long term (Tu, 2009; Park et al., 2009). These include the impacts of air 

temperature increase, as well as changes in hydrological factors amongst others 
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(Murdoch et al., 2000). The most immediate impact of climate change is expected to 

be in river and lake water temperatures which is influenced by air temperature 

(Hammond and Pryce, 2007). Hence, air temperature is the key variable affecting 

water temperature in most biological systems, and also strongly influencing water 

chemistry, biochemical reactions and growth and death of biota (Blenckner et al., 

2007; Malmaeusa et al., 2006). Tibby and Tiller (2007) analyzed over 15 years of 

water quality monitoring data from three lakes in western Victoria, Australia, and 

found that there are strong relationships between climate change and water quality in 

these lakes of varied size and salinity (Xia et al, 2010).  

 

Extreme events (e.g., floods and droughts), the frequency of which is predicted 

to increase, also modify water quality through direct impacts of dilution or 

concentration of dissolved substances. More intense rainfall and flooding could result 

in increased loads of suspended solids (Lane et al., 2007) and contaminant fluxes 

(Longfield and Macklin, 1999) associated with soil erosion and fine sediment 

transport from the land (Leemans and Kleidon, 2002). Lower minimum flows imply 

smaller volume for dilution and higher nutrient concentrations. Reduced dilution will 

increase organic pollutant concentrations, with increased biological oxygen demand 

(BOD), and hence lower dissolved oxygen (DO) concentrations in rivers 

(Prathumratana et al., 2008; Van and Zwolsman, 2008). Drought–rewetting cycles 

may impact water quality as it enhances decomposition and flushing of organic matter 

into streams (Evans et al., 2005). The impacts of climate change on water quality and 
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the aquatic ecosystem are getting more attention. However, there are still some 

problems that need to be improved in the future. There are a lack of studies 

differentiating the impacts of climate change and human activities. The impacts of 

climate change on water quality and the aquatic ecosystem through changing water 

regimes are still unclear, and most adaptations proposed before are idealistic or 

impracticable (Xia et al., 2010).  

 

Some recent studies (Xia and Zhang, 2008) have shown that human activities’ 

impact on water quality in China are very significant, largely due to population stress 

and economic development. Expansions in areas such as in urban and agricultural 

development, river development (i.e., water project construction), water use, and in 

particular overexploitation of ground water resources have caused an increase of 

human impact on water quality. The scarcity of water resources is aggravated by 

unequal spatial and temporal distribution due to huge population and booming 

economy. Recently, the deterioration of water quality and ecosystem health in rivers 

has become increasingly prominent. Changes in land use alter biological, physical and 

chemical processes in watersheds and thus significantly affect the quality of adjacent 

surface waters. In addition, sewage linked to human activities can directly destroy 

water quality and ecosystem health. Besides sewage, climate change can both mitigate 

and exacerbate the degradation of water quality. Moreover, when point source 

pollution is reduced in China, climate change is expected to result in increasing 

impacts in the future (Xia et al., 2010) 
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2.2 A Summary of River Algal Blooms 

Algal blooms are generally defined as eutrophication of water bodies due to a 

rapid increase or accumulation in the number of algae cells or phytoplankton in 

freshwater as well as marine environments (Yabunaka et al., 1997; Zheng et al., 2006). 

Algal blooms are often green, but they can also be other colors depending on the 

species of algae such as blue, yellow-brown or red and are most common in spring or 

early summer. According to the research from Environment Agency (EA), most of the 

algal blooms in water bodies are often diatom algae, blue algae (Cyanobacteria), 

green algae and etc.. This phenomenon is the result of an excess of nutrients, 

particularly phosphorus. Excess carbon and nitrogen have also been suspected as 

cause (Diersing, 2009). Algal blooms not only occur in freshwater but also in marine 

environments. Algal blooms may also include toxic events which are called Harmful 

Algal Bloom (HABs), such as “Red tide” which is often used to describe HABs in 

marine coastal areas. Those species are “a small subset of algal species that negatively 

impact humans or the environment” (Diersing, 2009). In some cases algal blooms are 

natural phenomena. However, in many parts of the world algal blooms are increasing 

due to human activities, and this can have a negative impact on wildlife as well as 

human health (Zheng et al., 2006) 

 

Freshwater algal blooms can also have a broad range of negative impacts on 

humans, animals, and aquatic ecosystems. The risks are as follows (Donnelly, 1997): 

 

http://en.wikipedia.org/wiki/Phosphorus
http://en.wikipedia.org/wiki/Carbon
http://en.wikipedia.org/wiki/Nitrogen


14 
 

1. Decaying algae depletes oxygen from the water, leading to low or no oxygen 

conditions where fish and other animals may be unable to survive. 

2. Some algae that contribute to blooms also produce toxins that threaten the safety 

of drinking water sources and can harm both humans and animals by 

contaminating the food chain. 

3. Algal blooms will also cause deterioration of water quality through the build-up of 

high biomass. They may degrade the aesthetic value of water bodies through 

floating algal masses and by generating an unpleasant odor. 

 

Although the threshold level of algal bloom is different depending the water 

body in question and environmental conditions, the threshold of an algal bloom was 

generally defined when concentration of chlorophyll in the water exceeds 30µg/L or 

when the number of algal cells exceeds 5 million per liter (Lu et al., 2000). 

Increasingly, algal blooms are a public health concern and an ecological problem in 

wetlands, waterways and oceans (World Bank, 2001). Biomass accumulation is an 

important process before the appearance of algal blooms, so the change of algal 

growth rate is of great significance for the early warning of algal blooms (Gamini, 

1997; Lu et al, 2000). 

 

As economic developments and human activities increase, there have been some 

studies indicating that river eutrophication and algal blooms have become a serious 

environmental problem. For instance, Australia experienced the largest recorded toxic 
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river algal bloom in history in November of 1991. In 1992 the first river algal bloom 

was formed in the Han River of China which is the largest tributary of the Yangtze 

River (Xie, 2003). The Department of Environmental Quality (DEQ) stated that in 

August 2007, an algal bloom occurred in the Potomac River off the coast of Colonial 

Beach in USA, and turned the water a reddish-brown color (Dunn, 2007). In 2009, a 

blue-green algal bloom occurred that extended some 1,000 km along the Murray 

River on the border of New South Wales and Victoria downstream from Hume Dam 

over a two month period. Recently, The Environment Protection Authority (EPA) has 

investigated several reports of a red substance forming slicks in the Derwent estuary 

in England. Despite the above events of river algal bloom occurring in different 

countries and environmental conditions, they all have similar circumstances of 

climate change and run-off of nutrients. For example, most of the above algal blooms 

occurred at a time of low river flow (around 200's ml/day) along with hot or still 

conditions. Therefore, the global climate change is likely to have significant effects on 

the hydrological cycle (IPCC, 1996), which is linked to potential river eutrophication 

problems.  

 

2.3 Previous Modeling Studies to Assess Climate Change Impact on 

Water Quality 

2.3.1 Statistical Models 

Multiple regressions analysis is a statistical method, the purpose of which is to 
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learn more about the relationship between several independent or predictor variables 

and a dependent or criterion variable. The general computational problem that needs 

to be solved in multiple regression analysis is to fit a straight line to a number of 

points. Over the past decades, the multiple regressions analysis as a “black-box” typed 

model has been widely used for analyzing and forecasting environmental problems in 

the social and natural sciences. It is a very useful and conventional statistical method 

which can be used to infer causal relationships between the independent and 

dependent variables in a proper mathematical expression. There have been a lot of 

water environmental cases studies applied for multiple regressions approaches. For 

instance, Biggs (2000) applied multiple regression model combining dissolved 

nutrient data for predicting the effects on algal biomass of streams and river 

eutrophication. He suggested that managing nutrient supply could not only reduce the 

magnitude of maximum biomass, but also reduce the frequency and duration of 

benthic algal proliferations in streams. Chesoh et al. (2007) applied regression model 

to predict the chlorophyll-A concentration as an index of potential occurrence 

eutrophication in Songkhla Lake in Thailand. A predictive statistical model has been 

developed for estimating when water quality conditions are conducive to high 

Chlorophyll-a levels, and the model provided a practical lake water management tool 

for eutrophication surveillance. Climate-change mediated eutrophication does not 

only apply to lakes and rivers. They emphasized that global warming will exacerbate 

water eutrophication. Most previous studies address these environmental problems by 

using multiple linear regressions or non-linear regressions approach. It is not common 
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to see these two models combined together to analyze the problems of river water 

quality. Moreover, the regression results from most of the above studies were not 

compared with another well-known simulation model which is the Artificial Neural 

Network (ANN) model. 

 

2.3.2 Simulation Models 

An Artificial Neural Network (ANN) is a powerful tool can be used to simulate 

any complex functions and nonlinear problems. A neural network usually consists of 

an interconnected group of artificial neurons, and it processes information using a 

connectionist approach to computation. ANNs are versatile tools to extract 

information out of complex data, and which have been implemented in diverse 

aspects such as in ecological modeling (Park et al, 2003; Lek and Gugan, 1999, 2000), 

predicting population and community development (Tan and Smeins, 1996; 

Recknagel et al., 1997; Chon et al., 2000), or patterning complex relationships (Lek et 

al., 1996; Tuma et al., 1996). Most of these studies used one of two ANNs: a 

self-organizing map (SOM) (Kohonen, 1982) for clustering input vectors, and a 

backpropagation algorithm (BP) (Rumelhart et al., 1986) for predicting biotic 

attributes with biotic and/or abiotic variables. The most well-known supervised ANN 

model solved this problem, which is the “back-propagation network (BPN)" 

developed by Rumelhart et al. (1974), Hinton and Williams (1986). The solution is 

that the errors for the units of the hidden layer are determined by back-propagating the 

http://en.wikipedia.org/wiki/Artificial_neuron
http://en.wikipedia.org/wiki/Connectionism
http://en.wikipedia.org/wiki/Computation


18 
 

errors of the units of the output layer. It is a multilayer feed-forward network based on 

the error back-propagation training algorithm. This method used a steepest descent 

back-propagation training algorithm, and the error of the output signal of a neuron is 

used to adjust its weights such that the error decreases and the error in hidden layers is 

estimated proportional to the weighted sum of the (estimated) errors in the layer 

above. However, there have not been many studies applying BP network on river 

eutrophication problems, The potential impacts of climate change included changes in 

snowfall, snowmelt, rainfall amount and intensities. The ANN was capable of 

identifying complex nonlinear relationships between input and output data sets 

without prior knowledge of internal structure of a system. However, most authors 

proposed the use of regression analysis or ANN as simulation models to deal with 

environmental cases, but the proposed approach wasn’t explained by any conceptual 

and mechanism model. This meant that the final results are without any knowledge of 

its internal workings. In contrast, a statistical model such as multiple linear and 

nonlinear regression may be employed to approximate a nonlinear system (Chen et al., 

1990; Leontaritis and Billings, 1985). But physical significance or structural 

information of the system will be lost if such black-box models are attempted 

(Gawthrop et al., 1993; Gray et al., 1998; Tan et al., 2002). Therefore, an integrated 

assessment model combined with a half physical representation can verify those black 

box models. 
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2.3.3 Water Eutrophication Models 

Compared to the above statistical model, a empirical model or sometimes called 

“semi-physical” typed model usually provides a physical representation, but some of 

the physics is approximated (Tan et al., 2002). This model is usually a combination of 

stochastic and deterministic models (Jacobsen et al., 1996). For application in water 

environments there have been many water eutrophication models. Vollenweider (1969) 

first published a nutrient loading model which describes the relationships between 

mean water depth and various measures of water quality in the last century, and 

Dillon (1974) simplified this theoretical formula based on finding correlations 

between the phosphorus retention coefficient R and sedimentation rate coefficient Kp. 

Thus those are typical water eutrophication models which are commonly recognized 

as empirical models or white box model (also called glass box or clear box) systems, 

where all necessary information is available (Aris, 1978). This kind of empirical 

model contains parameters of water quality and hydrological regimes, but could not 

indicate any climatic parameters such as temperature and precipitation. There has 

been some pervious research that tried to include such factors. For instance, Straten 

and Keesman (1991) successfully developed stochastic first-order error propagation 

based on the extended Kalman filter (EKF), and robust Monte Carlo set-membership 

procedure (MCSM) which are applied to water quality assessment, generating a 

projective forecast of the algal dynamics in a lake in response to management actions 

that force the system into a different mode of behavior. They emphasized that the 

grey-box models have larger predictive capabilities than black-box models. Sjoberg 
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(1999) proposed a grey box stepwise algorithm to identify a nonlinear model of a 

rotational system, and the initialization algorithm of the study improves the changes 

avoiding similar kinds of problems with local minima for nonlinear black box and 

grey box models. Madsen et al. (2001) proposed a grey box model which was set up 

to describe concentrations of total nitrogen and inorganic nitrogen. Taking 

denitrification into account allows descriptions of generalized approximations for the 

dynamic physical and biological system and quantification of the uncertainty of the 

results. Carstensen et al. (2006) established a nonlinear time series grey box model 

based on knowledge of the waste water treatment processes. Tan and Li (2007) 

developed an evolutionary simulation model identification methodology that makes 

the best use of a-prior knowledge on a clear-box model with a global structural 

representation of the physical system under study, whilst incorporating accurate 

black-box models for immeasurable and local nonlinearities of a practical system.  

 

Most of above researches were only focused on solving the eutrophication 

problems in lakes, reservoirs and other fields, and there have not been many specific 

case studies describing climate change impact on the algal bloom of the river or other 

large bodies of water. Moreover, climate change impact on the river water 

environment is a very complex system, which contains human activity (e.g. waste 

load), hydrological conditions (e.g. water flow rate, water level), temperatures and etc. 

So far, many of the relevant studies have separately analyzed the effect of human 

activities and global warming from this complex water environment system, but there 
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is a lack of comprehensive research to formulize the interaction between human 

activity and climate change on the river algal bloom. Therefore, an integrated climate 

change assessment approach based on the combination of statistical and simulation 

models will be proposed in the following sections. 

 

2.4 Summary 

This Chapter reviews the most recent literature on climate change impact on  

water quality. Typical modeling approaches and techniques used for the analysis of 

climate change impacts on the water quality are addressed, emphasizing the statistical 

and simulation modeling system which includes multiple linear regressions, nonlinear 

regression approaches, ANN and a water eutrophication models.  

 

The literature review indicated that there is a need for more studies: 

 

1. The previous research has indicated that water quality can be directly affected 

through several climate-related mechanisms on both short and long term. However, 

scientific works on this important issue are still very limited, and the focus of past 

works has been on water quantity impacts rather than on changes in water quality. 

The impact of climate change on water quality through changing water regimes 

and temperature are still unclear, and there are a lack of studies on climate change 

impact on water quality, especially for large river systems in China. 
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2. The impacts of climate change on water quality are getting more attention in 

recent years, but there have not been many systematical assessments refer to the 

interactions between human activities, temperature, water quality and hydrological 

regimes. There are also a lack of studies differentiating between the impacts of 

climate change and human activities. Quantifying contributions from human 

activities and climate change on river water quality has not been identified so far.  

 

3. Most of previous studies related to climate change are more focused on solving  

eutrophication problems in lake systems such as fishponds, small lakes and 

reservoirs. There have not been many specific case studies describing climate 

change impact on water quality in the large river systems.  

 

4. The statistical models such as regressions and ANNs are powerful for simulating 

and forecasting environmental problems. However, there is lack of a 

comprehensive modeling which addresses the application of climate change 

impact assessment on river water quality. Furthermore, most of the statistical 

models just imports the collection data to calculate the outputs without providing 

some necessary physical meaning, and lack sufficient support from concept or 

mechanism models.  

Therefore, in this study, it is possible to extend previous studies in the following 

areas: 
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1. This study can not only point out the direct impact of climate change on water 

quality in both short and long term, but can also quantify the contributions 

associated with climate change and human activities, as well as different 

hydrological regimes.  

 

2. An parametric river eutrophication system model can be developed based on 

application of both statistical and simulation data models. All modeling results 

will be compared for their advantages and limitations for water environmental 

assessments. The final assessment result can be applied to a real case study to 

address climate change impact on river water quality and eutrophication problems.  

 

3. The comprehensive modeling result not only indicates the relationships between 

multiple inputs to outputs, but also can provide some necessary physical 

conceptions to explain the mechanisms of climate change impacts on water 

environments. 

 

4. The emission scenarios analysis will be applied based on the overall results, which 

can be used to predict the future occurrence of probabilities in the next 50 years, 

thus corresponding implications to climate changes can be made as well.   
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CHAPTER 3 METHODOLOGIES 

 

3.1  Multiple-linear Regressions Model  

A multiple linear regressions (MLRs) method is a multivariate statistical 

technique used to model the linear correlations between a single dependent variable Y 

and two or more independent variables (x1, x2, …. , Xn) (Sykes, 1999). In multiple 

linear regressions, there are i
th 

explanatory variables (observations), and the linear 

relationship between the dependent variable and the explanatory variables is 

represented by the following equation 3.1 : 

 

Yi = b0 + b1X 1i + b 2X2i + … + bkXki  + ui   for i = 1, 2, ..., n      (3.1) 

 

where b0 is the constant term and X 1to X2 are the coefficients relating the i
th

 

explanatory variables to the variables of interest. Note that in this equation, the 

regression coefficients (or coefficients b) represent the independent contributions of 

each independent variable to the prediction of the dependent variable (Sykes, 1999).  

The equation can be expressed in a form of linear matrix:  
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The multiple regression models in matrix notation then can be expressed as: 

                   Y = Xb +u                             (3.3) 

 

where b is a column vector of 1 (for the intercept) + k unknown regression 

coefficients. Recall that the goal of multiple regressions is to minimize the sum of the 

squared residuals. Regression coefficients that satisfy this criterion are found by 

solving the set of normal equations 

X'Xb = X'Y                           (3.4) 

When the X variables are linearly independent (i.e., they are nonredundant, yielding 

an X’X matrix which is of full rank), there is a unique solution to the normal 

equations. Premultiplying both sides of the matrix formula for the normal equations 

by the inverse of X’X gives  

 

(X'X)
-1

X'Xb = (X'X)
-1

X'Y                   (3.6)    

or 

b = (X'X)
-1

X'Y                         (3.7) 

The last result in the equation 3.7 is very satisfying in view of its simplicity and 

its generality.  

3.1.1 Data Screening for Regression  

(i) Linearity Analysis 
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An important step before applying the multiple regressions approach is to 

assume that there is a linear relationship between dependent variable and the 

explanatory variables. Scatter plots should be checked as an exploratory step in 

regression to identify possible departures from linearity. Scatter plots are two 

dimensional graphs. It involves two variables, which are explanatory variable or 

Independent variable and response variable or Dependent variable. 

 

(ii) Correlation analysis 

Pearson (1908) developed a correlation method can also measure the correlation 

of linear dependence between two variables. Suppose we have two variables X and Y, 

with means X  and Y , respectively, and standard deviations SX and SY, respectively. 

The correlation can be computed as: 

 

YX

n

i i

SSn

YYiXX
r

)1(

))((
1





 

                     (3.8) 

 

Thus, the result between -1 and +1 can measure the degree of correlation between two  

variables, a positive value implies a positive association and a negative value implies 

a negative or inverse association (Mike, 2008; Paul, 2008). Usually, we can determine 

the strength of correlation by range as: (a) very strong correlations between 0.8 ~ 1.0; 

(b) Strong correlations between 0.6 ~ 0.8; (c) moderate correlations between 0.4 ~ 

0.6; (d) weak correlations between 0.2 ~ 0.4 and (e) moderate correlations between 

0.4 ~ 0.6. 
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The purpose of the scatter plot and Pearson correlation is to determine if any 

relationship between the variables is possible. The scatter plotting is usually 

performed even before data analysis is considered or before testing the regression 

fitting model. If relationships are nonlinear, there are two recourses (Mark, 2008): (1) 

transform the data to make the relationships linear, or (2) use an non-linear statistical 

model. In this study, the correlation coefficients larger than 0.4 (moderate correlations) 

will be taken as sampling data. 

 

3.1.2 Goodness of Fit 

Once the regression model has been established, the goodness of fit of statistical 

model describes how well it fits a set of the observation data. Measures of goodness 

of fit typically summarize the discrepancy between the observed values and the values 

expected under the model in question. Some useful indicators such as residual 

variance and coefficient of determination (R
2
) can be used to estimate the modeling 

efficiency. 

 

 (i) Residual Variance 

The goal of linear regression is to adjust the values of slope and intercept to find 

the line that best predicts Y from X (Sykes, 1999). More precisely, it is to minimize 

the sum of the squares of the vertical distances of the points from the line. 

 

Several regression statistics are computed as functions of the sums-of-squares 
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terms: 

SST = 



n

i

i yy
1

2)(  sum of squares, total; 

SSR = 



n

i

i yy
1

2)ˆ(  sum of squares, regression; 

SSE = 



n

i

i yy
1

2)ˆ(  sum of squares, error.              (3.10) 

The regression equation is estimated such that the total sum-of-squares can be 

partitioned into components due to regression and residuals (Markus, 2009): 

 

                      SST = SSR + SSE                           (3.11) 

 

(ii) Coefficient of determination (R
2
) 

Coefficient of determination, R
2
 (Sykes, 1999; Ethington, 2005), is an indicator 

of how well the model fits the data, for example: an R
2 

close to 1.0 indicates that we 

have accounted for almost all of the variability with the variables specified in the 

model. The calculation of R
2
 is 1 minus the ratio of residual variability. When the 

variability of the residual values around the regression line relative to the overall 

variability is small, the predictions from the regression equation are good. The 

explanatory power of the regression is computed from the sums-of-squares terms as 

following equation: 

R
2 

= 
SST

SSE

SST

SSR
1

                        (3.12)
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However, the value of R
2 

is related to the size of sample “n”, and R
2 

also increases 

with increasing sample size. Thus the adjusted R
2
 is one of the several statistics that 

attempt to compensate for this artificial increase in accuracy (Markus, 2009). the 

adjusted R
2
 given by: 

1

1
)1(1 2






kn

n
RR

                        (3.13)
 

,where n is the observation value and k is the explanatory variables 

 

3.1.3 Significance of Regression Test 

(i) Test on the whole regression model (F –test) 

This test checks the significance of the whole regression model and it can be also 

used to simultaneously check the significance of a number of regression coefficients. 

The F statistic is the regression mean square (MSR) divided by the residual mean 

square (MSE). If the significance value of the F statistic is small (i.e., smaller than 

0.05), then the independent variables can explain the variation in the dependent 

variable. If the significance value of F is larger than say 0.05, then the independent 

variables do not explain the variation in the dependent variable, and the null 

hypothesis that all the population values for the regression coefficients are 0 is 

accepted. In other words, an F-test with a significance level less than 0.05 indicates 

that at least one of the variables in the model helps to explain the dependent variable 

(Sykes, 1999). 
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For example:                  
E

R

MS

MS
F 0

                        (3.14) 

If the null hypothesis H0 is the true then the statistic F0 follows the F distribution with 

k degrees of freedom in the numerator and n-(k+1) degrees freedom in the 

denominator. The null hypothesis H0 is rejected if the calculated statistic F0 is such 

that : 

 
)1(,,0  knkafF

                     (3.15) 

 

(ii) Test on Individual Regression Coefficients (t-test) 

The t test is used to check the significance of individual regression coefficients in 

the multiple linear regressions model. Adding a significant variable to a regression 

model makes the model more effective, while adding an unimportant variable may 

make the model worse. The hypothesis statements to test the significance of a 

particular regression coefficient βj are: 

                            H0: βj = 0 

                            H0: βj ≠0 

 

The test statistic for this test is based on the t distribution (Mark, 2008): 
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T






                         (3.16) 

This test can measure the contribution of a variable while the remaining variables are 

included in the model. 
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3.2 Multiple Non-linear Regressions Model  

In practice, a very stark multiple linear regression model is not normally seen, so 

sometimes we need a system tool to simulate the nonlinear problems. The nonlinear 

regression approach is a method of finding a nonlinear model of the relationship 

between the dependent variable and a set of independent variables. Nonlinear 

regression can estimate models with arbitrary relationships between independent and 

dependent variables. In order to fit this, the linear least squares can be adapted to 

create new nonlinear variables from data. If new variable properly is constructed, the 

curved function of original variables can be expressed as a linear function of those 

new variables, and this transformation is often called linearization (Baker, 2006). 

There are some nonlinear regressions problem that can be moved to a linear domain 

by a suitable transformation of the model formulation. For example, consider a 

non-linear equation which is commonly used such as the constant elasticity model, 

application includes supply, demand, cost, and production functions. The constant 

elasticity equation (Baker, 2006): 

Y=AX
β
u                           (3.17) 

where X is some continuous variable that’s always bigger than 0; A is constant 

determines the scale; β is the elasticity of Y with respect to X; u is the error has a mean 

of 1 and is always bigger than 0. 
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Consider the nonlinear equation which will be always complex to calculate for 

multiple x variables. If we take the logarithm of both sides of that equation, we will 

get ln(Y) = ln(A) + b ln(X) + ln(u). For this equation, if create the variable ln(Y) and 

also a variable for the base-e logarithm of X, written as ln(X), we can use the regular 

least squares method to fit the curve Y = AX
b
 to sampling data (Baker, 2006). 

 

When applying this approach to a environmental problem, if there is more than 

one X variable, we have a general form of multiple nonlinear equations (ignoring the 

error) with several inputs (for example, there are three input variables X1, X2, and X3). 

We take a logarithm for both sides,  

          Y1=β 0 X1
β1

X2
β2

X
β3                               

(3.18) 

It becomes:               ln(Y) = ln (β0 X1
β1

X2
 β2

X3
β3

)                (3.19) 

and,                ln(Y) = ln(β0) + β1ln(X1) + β2ln(X2) + β3ln(X3)      (3.20) 

          where  y = lnY,  a = lnβ 0 ,  x1 = lnX1,  x2 = lnX2,  x3= lnX3, etc. 

The equation can be finally transformed to a linear equation    

    y = a +β1 x1+β2 x2+β3 x3 +…+βn xn             
            

(3.21) 

As with the growth-decay model, when the prediction of y has been calculated, 

we need to convert it to Y. This is done by raising e to the y power, because Y = exp(y). 

The exp function in Excel can be used to deal with this problem. Thus, we can use 

multiple linear regressions method to deal with the non-linear regression problem and 

in order to determine the coefficients of regression equation.   
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3. 3 Artificial Neural Network Model  

This study focuses the most well-known supervised ANN model, which is 

“Back-Propagation (BP) network" (Rumelhart, Hinton, and Williams 1986), and it is a 

multilayer feed-forward network based on the error back-propagation training 

algorithm. This algorithm uses steepest descent back-propagation training algorithm. 

The error of the output is used to adjust its weights such that the error decreases, and 

the error in hidden layers is estimated proportional to the weighted sum of the  errors 

in the layer above. 

 

                       Hidden layer 

                             (Weights) 

    

X1 -Nutrient loads                   

                                             Outputs (Y) - Algal cells 

X2 -Temperatures                 

 

X3- Flow regimes                   

 

           

 

         Fig. 3.1 Three layers back propagation neural network 

 

A typical BP neural network (Fig. 3.1) consists of at least three layers of units: an 

input layer, at least one intermediate hidden layer, and an output layer. In puts are 

independent variables (e.g. Nutrients, Temperature and etc.), output is dependent 

variable (e.g. algal cells). When a BP network is cycled, an input pattern is propagated 

forward to the output units through the intervening input-to-hidden and 

hidden-to-output weights (Kohonen, 1997; Khalil, 2006). This algorithm is based on 
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the error correction learning rule. The errors propagate backwards from the output 

nodes to the inner nodes. Back-propagation calculates the gradient of the error of the 

network regarding the network's modifiable weights (Paul, 1994). The basic principles 

of the back propagation algorithm are: (1) the error of the output signal of a neuron is 

used to adjust its weights such that the error decreases, and (2) the error in hidden 

layers is estimated proportional to the weighted sum of the (estimated) errors in the 

layer above. 

 

The typical calculation producers of BP network are as follows (Thiang, 2010; 

Xie et al., 2004): Assuming the neuron nodes for the input layer, hidden layer and 

outputs layer are N1, N2 and N3, respectively, the transfer functions of neurons of input 

layer and hidden layer are the Sigmoidal functions: 
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If there are P
th 

training samples ),,2,1,,( PpTI pp  ， 1N

p RI   is the input of the 

P
th 

sample, and 3N

p RT   is the expected outputs of the P
th 

sample. Then, the process 

of the input signal which is forward propagated from the input layer to the output 

layer can be expressed in the following equations: 
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where i =1, 2, …, N1; j =1, 2, …, N2; k =1,2, …, N2. Also, I

inet , H

jnet , and O

knet  

represent the net inputs of a certain node “i” of the input layer, “j” of the hidden layer 

and “k” of the output layer, respectively. F

jiW and S

kjW  represent the weights of node 

“j” of the hidden layer to “i” of the input layer and node “k” of the output layer to the 

“j” of the hidden layer . H

j and O

k  are the threshold value of node “j” of the hidden 

layer and “k” of the output layer, respectively. I

piO , H

pjO , O

pkO  indicate the outputs 

of a certain node “i” of the input layer, “j” in the hidden layer and “k” of the output 

layer , respectively, when the P
th

 sample is imported in the feed forward network. 

 

Obviously, after importing the input vector Ip, the input vector O

pkO

（ 3,,2,1 Nk  ）is probably different from the expect output Tpk（ 3,,2,1 Nk  ）, 

because the variation of weights and threshold values ( F

jiW , S

kjW , H

j , O

k ). Thus the 

error function can be defined as:  
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When the network structure is confirmed，the error function E also called energy 

function which is consisted weights ( F

jiW and S

kjW ) and threshold values ( H

j and 

O

k ) with its major variables. If we expect to minimize the error function, it becomes 

an unconstrained nonlinear optimization problem after combining all the equations 

above. Thus, we can have the iterative formula for weights and threshold values by 

using steepest descent method, that is: 

 

               )()1( nWOnW xy

p

pypxxy                      (3.46)           

)()1( nn x

p

pxx                         (3.47) 

         )()1()1( nWnWnW xyxyxy                        (3.48)         

 )()1()1( nnn xyxyxy                          (3.49) 

 

where   is the learning rate and   is the momentum factor. )(nWxy  indicates the 

n
th

 iterative value of weights between nodes x and y of any two neighboring layers in 

the feed-forward network, and it can be expressed as )(nW F

ji or )(nW S

kj . Similarly, 

)(nx  represents the n
th

 iterative value of a certain node x in the hidden layer or 

outputs layer, and it can be expressed as )(nH

j  or )(nO

k . For node x in the output 

layer:                                            

)1()( O

px

O

px

O

pxpxpx OOOT                       (3.50) 

For node x in the hidden layer,        
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In the above equation 3.51, node x' is in the higher layer of node x, and it explains the 

processing of error back-propagation. 

 

3.4 An Integrated River Eutrophication Model 

It is known that the input nutrient load is the main cause of water eutrophication, 

and the some river that occurred algal blooms almost has the same hydrological 

conditions (i.e., low flow rate and low water level) as the lakes. Thus, the Wuhan 

cross-section of Han River could be consider as a large lake system. In order to 

establish a primary hydrological mechanism model to analyze the impacts of 

hydrologic conditions (water flow rate, water level) and input P load on the river 

eutrophication system, the Vollenweider model which is the most common model 

used for lake eutrophication problem can be applied for this river case study.  

 

Vollenweider (1969) first published a nutrient loading model which describes the 

relationships between the mean water depth and various measures of water quality. 

Numerous researchers have modified the basic model or developed new models in 

order to derive nutrient loading rate criteria for water quality management purposes.  

 

Vollenweider (1975, 1976) and Dillon (1975) discovered that a lake’s response 

to the P loading also relates to the water residence time and hydraulic loading rate. 

Then, Vollenweider (1976) describes the statistical relationship of areal annual 

phosphorus loading to a lake normalized by mean depth and hydraulic residence time 
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to predict lake phosphorus concentration.  

 

Vollenweider (1969) described the mass balance of phosphorus in a lake as: 

 

      V VPKQPPQ
dt

dP
p 11

                (3.21) 

 

where V is lake volume [L
3
]; P is lake phosphorus concentration [M/L

3
]; t is time [T]; 

Q is annual volume of water discharged [L
3
/t]; Kp is net sedimentary loss coefficient 

[T-1].
 

However, the most difficult problem with this model is the determination of the 

sedimentation rate coefficient. All other parameters could be determined directly. 

Dillon (1974) recognized there was good correlation between the phosphorus 

retention coefficient R and sedimentation rate coefficient Kp, which can be 

determined directly as: (Vollenweider and Dillon, 1974; Dillon and Rigler, 1974a) 

 

   I
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PQ

PQ
R 




 11                     (3.22) 

 

where PI is the input phosphorus concentration and WI is the inflow discharge; Pout is 

the output phosphorus concentration and Wout is the outflows discharge. The equation 

can be written as (Vollenweider and Dillon, 1974): 
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where L is loading of total phosphorus; R is retention coefficient of total phosphorus; 

q = hydraulic eroding coefficient ; H = average water depth; P = average phosphorus 

concentration. 

 

     Compared to the statistical model, although the peculiarities of what is going on 

inside the system are not entirely known, a certain model based on both insight into 

the system and experimental data is constructed. This model does, however, still have 

a number of unknown free parameters which can be estimated using system 

identification (Nielsen, 2000). One example is the Monod saturation model for 

microbial growth (Wimpenny, 1997). The model contains a simple hyperbolic 

relationship between substrate concentration and growth rate, but this can be justified 

by molecules binding to a substrate without going into detail of the types of molecules 

or types of binding. This kind of modeling is also known as semi-physical modeling 

(Forssell, 2001).  

 

Fig. 3.2 Integrated river eutrophication model 

Eutrophication Model  

&  

Nonlinear Regressions 

 

Temperatures 

  (In Puts) 

Total Algae Cells 

  (Out Puts) 

http://en.wikipedia.org/wiki/Parameter
http://en.wikipedia.org/w/index.php?title=Monod_saturation_model&action=edit&redlink=1
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The Vollenweider or Dillon model in this study is an empirical model of water 

eutrophication with hydrological and water quality parameters, and it does not include 

any meteorological parameter such as temperatures. Therefore, in order to find its 

relationship to climate change impact on the basis of the mechanism model, a new 

integrated river eutrophication model (Fig. 3.2) which combines Dillon model and 

multiple non-linear regressions approach is established using following steps:  

 

First, general non-linear regression equation is: 

                    Y = α X1
β1 

X2
β2

 X3
2
 … Xn

βn
                      (3.24) 

Appling the indicators of phosphorus and temperatures into the nonlinear regression 

equation, we have:   

                         Yalgae = α P 
β1 

T
β2

  

Substituting Dillon (1974) equation, that is: 

Hq

RL
P

)1( 


                        (3.25)   

 we have an integrated river eutrophication model: 

                        Y algal =α 21]
)1(

[  T
Hq

RL 

                 (3.26)
 

Finally, an integrated river eutrophication model which combines multiple 

nonlinear regressions and Dillon method has been established, and it clearly identifies 

relationship between algal cells to hydrologic regime which are water depth (H), flow 

rate (Q), and waste nutrient load (L), also temperatures (T). Thus, the result could be 

considered a good explanation and validation to those statistical models. 
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3.5 Scenarios Analysis for Climate Change Impact Assessment 

Once the results of the regression models are established, finding how to analyze 

the climate change and human-mediated impact on algal blooms is a key step.  

 

 

     Fig. 3.3 Scenario analysis of climate change impact assessment 

 

The above figure (Fig. 3.3) shows the relationship between algal blooms and 

climate change, hydrological regime and human influences. In order to systematically 

analyze the impact of each indicator of the algal bloom, we need to determine the Δ L, 

ΔT and ΔQ to the output ΔA. Then the scenario analysis under different conditions 

can be applied to this model. It can then be divided into two stages which are the 

single-factor assessment and the integrated assessment. 
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3.5.1 Single Factor Assessment 

Single-factor assessment is where only one variable is changed while another 

two variables are fixed. Outputs are then analyzed so that the impact of that variable 

can be determined. For the Han River case study, there are several assumptions based 

on monitoring data and guidelines which are made during 1992 to 2000. Based on the 

yearly average of temperature (13.12°C) during 1992 to 2000, it is assumed that the 

temperature will increase by 2°C due to the global warming effect, which means the 

temperature will increase 15% regarding to yearly average value. In order to assess 

human activities and hydrological regimes, the based on this assumptions for the Han 

River case study, it was assumed that the flow rate will be decreased 15% which is 

approximated to 100 m
3
/s based on the yearly average flow rate due to evaporation 

increase, and input nutrient load will increase 15% which is approximately 1 

mg/m
2
.yr at same time because of economic and industrial development during 1992 

to 2000. In the worth condition, the climate change assessment will be applied on this 

case study as following steps: 

 

a) Assume the temperature (T) increases ΔT which is 2ºC during the years 1992 to 

2000, and the value of phosphorus load (P) and flow rate (Q) are fixed, then the 

impact of temperature on algal cells can be determined. The impact of flow rate and 

phosphorus load on algal cells can be also identified by fixing any other two 

indicators. 
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b) Assume the flow rate (Q) decreases. ΔQ which is -100 m
3
/s during the years 1992 

to 2000, and the value of T (temperature) and Lp  are fixed. Then, the impact of flow 

regime on algal cells can be determined;  

 

c) Assume Lp increases ΔL in 1 mg/ m
2
.yr during the years 1992 to 2000, and the 

value of T (temperature) and Q (flow rate) are fixed, then the impact of input nutrient 

loads on algal cells can be determined. Thus, this result will indicate the impact any 

single factor has on the river algal bloom. The same method can be applied on 

multiple nonlinear regression approach, ANN and Dillon models. 

 

3.5.2 Integrated Assessment 

In the most of situations multiple indicators will impact simultaneously, thus the 

integrated climate change assessment will be applied to the river eutrophication 

system. Similar to the individual analysis, integrated analysis changes two variables 

and another one is fixed. The analysis of the variation of the outputs can allow the 

impact of the variables to be determined. For example: 

 

a) Assume the temperature (T) and Lp phosphorus load both increase ΔT and ΔL 

which are 2ºC and 1 mg/ m
2
 yr during the years 1992 to 2000 respectively. The value 

of Q is fixed, then the impact of temperature and P load on algal cells ΔA1 can be 

determined.  
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b) Assume T and Q are both changing. ΔT and ΔQ are 2ºC and -100m
3
/s during the 

year of 1992 to 2000, respectively. The value of Lp is fixed, then the impact of 

temperature and flow regime on algal cells ΔA2 can be determined;  

 

c) Assume the Lp and Q are both variable. ΔL and ΔQ are 1 mg/ m
2
.yr and -100m

3
/s 

during the years 1992 to 2000, respectively. If the value of T is fixed, then the impact 

of flow rate and P load on algal cells ΔA3 can be determined.  

 

   If all indicators are changing at same time, the variation of total algal cells ΔA4 

can be finally defined. Therefore, the value of ΔA1, ΔA2, ΔA3, ΔA4 can be compared to 

qualify the comprehensive contributions of indicators.  
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3.6 Summary 

 

Fig. 3.4 Flow chart of multi-level climate change impact assessment  

 

As indicated in Fig. 3.4 (above), this chapter presents a development of multi-level 

climate change impact assessment model. In order to qualify the comprehensive 

contributions to the river water quality and ecosystems, a multi-level climate change 

assessment approach is developed to apply to this environmental problem based on 

following steps: (1) Establish a system modeling structure of a river eutrophication 

based on multiple inputs and a single output. Several inputs are possible in this system 

including: (a) nutrient load, (b) temperature, (c) hydrological regime, and (d) water 

quality. The single output is the total algal cell concentration which will be used to 
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indicate the level of algal blooms. Corresponding data screening and preparation will 

be performed based on the historical pollution events and correlation analysis. (2) 

Develop a parametric river eutrophication model that refers to modeling systems 

which include: (a) Multiple Linear Regressions (MLR), (b) Multiple Non-linear 

Regressions (MNLR), (c) Artificial Neural Network (ANN) based on 

Back-propagation (BP) algorithms, as well as (d) an integrated river eutrophication 

model. All of the above models will be calibrated and validated based on the 

monitoring data, the model with the best simulation result will be taken for individual 

and integrated assessment under different scenarios. (3) Quantifying the contributions 

of nutrient load indicators to river eutrophication. This method involves fixing the 

variables of hydrological regime and climate and then computing the output of algal 

cell concentration by changing the concentration of nutrient loads (e.g. TP, TN). (4) 

Quantifying the contributions of hydrological regime (e.g. water flow) to river 

eutrophication. This method fixes the variables of nutrient load and climate and then 

computes the output of algal cell concentration by changing the hydrological regime. 

(5) Quantifying the contributions of climate variation (e.g. temperature) to river 

eutrophication. This method involves fixing the variables of nutrient load and 

hydrological regime then computing the output of algal cell concentration by 

changing the climate (temperatures). (6) Quantifying the contributions of climate 

variations, nutrient load variation as well as  hydrological regime variation together 

to comprehensively assess their impacts on river eutrophication. (7) Forecast the 

probabilities of algal bloom occurrence in the Han river for next 50 years based on 
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three emissions scenarios. (8) Discuss the principles of adaptation strategies on how 

to solve the impact of climate change on water resources and what feasible 

adaptations should be taken to prevent adverse effects due to economic and social 

developments. In the following sections, this multi-level system approach will be 

applied to a real representative case study of the Han River in China in order to assess 

the impact of climate change and human activities on river water quality.  
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CHAPTER 4 A RESEARCH ON ALGAL BLOOMS OF 

THE HAN RIVER 

 

4.1 Study Area  

    The Han River (see Fig. 4.1) is the largest tributary of the Yangtze River. It 

originates from Ningqiang County of Shaanxi province, and covers approximately 

151 000 km
2
 with a total length of 1577 km (Yang et al., 1997; Shen and Liu, 1998). 

It is the most important water resource for industrial production and for people living 

in the Shan Xi and Hubei Provinces. The Han River goes through 14 cities, and 

receives about 700 million tons of industrial and municipal wastewater per year, of 

which 123 million tons is potable water before finally reaching Wuhan Yangtze River 

(Zhang, 2006). The Han River is one of major freshwater sources in China, and it 

plays a critical role in promoting the socioeconomic development of the Han River 

Basin (HRB). The rapid processes of urbanization and economic development 

brought about a swift deterioration of river water quality during the 1990s. The 

environmental capacity of the river is expected to decrease further and the water 

quality problem in the basin will become more prominent over time (Zhu et al., 

2008).  
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Fig. 4.1 Location of Han River in China (Lu et al., 2009) 

The Han River's water quality was considered to be consistently good in the 

1970s and 1980s. However, with recent population increases and economic growth, 

the development of water resources and hydropower resources on the Han River has 

been intensified by dam building. Consequently, the flow regime of the Han River has 

been altered to some extent (Lu et al., 2009). Since the beginning of the 1990s, 

regional development of industry and agriculture has seen a steady increase in 

industrial wastewater, agricultural fertilizers and domestic water emissions into the 

river. This has meant that water pollution has become a very serious issue in some 

parts of the Han River. In particular, the section of the river downstream of Wuhan 

has seen high algal cell density concentrations (Xie et al., 2004). Another important 

potential risk that could impact Han River water quality is the South-to-North water 

transfer project (see Fig. 4.2) 
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Fig. 4.2 China's South-to-North Water Diversion Project (Xie et al., 2004) 

The South–North Water Transfer Project is a multi-decade infrastructure project 

of the People's Republic of China to better utilize available water resources. This is to 

be achieved through the South-North Water Diversion Project (SNWD). Whilst the 

main thrust is to divert water from the Yangtze River to the Yellow sea and the Hai 

River, other spin-off plans are also loosely included. In China, Southern water is 

plentiful, northern water scarce, the Chinese Water Works Department conducted 

several studies on the project. After decades of study, the South-North Water Transfer 

Project settled on three different proposals for routes, and the Han River plays a 

critical role in the central route of SNWD project. Thus northern regions receiving 

water originating from the Han river would be severely impacted negatively if the 

source of the transfer water is seriously polluted.   
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Table 4.1 Status comparison of three algae bloom in Han River (Xie et al., 2004) 

 First algal bloom Second algal bloom Third algal bloom 

Time (y.m.d) 1992.Jan.14.～Feb.25 1998.Feb.16～Mar 2000.Jan.6～Mar 

Algae cells (10
4
/L) 1670 1900 1300 

The total density of algal cells has significantly increased in the Wuhan section of the 

Han River between 1992 and 2000 (Table 4.1) with algal blooms usually occurring at the end 

of winter and the beginning of spring. The most common algal species in algal blooms was 

found to be brown diatoms, followed by the green algae (Xie, 2004). It is more common for 

algal blooms in rivers to be made up of predominantly green algae. The unusual yellowish 

brown blooms on the Han river (Fig. 4.3) are caused by the high proportion of brown diatom 

algae, which also emit a characteristic foul smell.. 

    

  

            Fig. 4.3 Han River algal blooms (Xie et al., 2004) 
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The algal cell concentration (total numbers per liter) can indicate the intensity of 

an algal bloom. Lu et al. (2000) proposed that the level of algal cell concentration in 

the Han River should not exceed 500 x 10
4 

cells/L. The Wuhan section of the Han 

River was selected for this case study since it is important to the South-North Water 

Transfer Project, and its water pollution and eutrophication problems are serious. The 

Wuhan section of the Han River has the characteristics of a river bend. The width is 

400 meters in the high-water period, and it becomes around 100 meters in the drought 

period. Geographical coordinates of the Wuhan section of Han River are: East 

Longitude 113°56′21″ to 114°16′48″; northern latitude 30°40′11″ to 30°34′2″. The 

average yearly temperature is 16.3℃. January is the coldest month with average 

monthly temperature of 3.0℃, while the warmest month is July (28.8℃). Minimum to 

maximum temperature can be from -18.1℃ to 41.3℃. The annual precipitation and 

evaporation are 1204.5mm and 1449.5mm, respectively. The recent rapid onset of 

urbanization and economic development brought a swift deterioration of river water 

quality during the 1990s. The environmental capacity of the river is expected to 

decrease further and the water quality problem in the basin will be more prominent as 

time goes on (Zhu et al., 2008).  

 

4.2 Data Preparation 

    There were two sampling sites between the (A) and the (B) sections in a distance 

of approximately 7750m (Fig. 4.4). These two sections were selected because they are 
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located downstream of the Han River section where the algal bloom problem has been 

most serious in recent years. As it is also very close to the mouth of Yangtze River, 

the water quality in these sections will directly impact on the Wuhan city and the 

Yangtze River.    

 

 
                       Fig. 4.4 Sampling locations 

 

The monitoring indicators for this case study include: total nitrogen (TN), total 

phosphorus (TP), Dissolved Oxygen (DO), Chemical Oxygen Demand (COD), NH3, 

NO3, Kjeldahl Nitrogen (TKN), N/P ratio, temperature (T), flow rate (Q), water depth 

(H) and total algal cells. The total P and N concentrations are converted to yearly 

average nutrient loads using following equation: 

 

)(

)/(1000)/()/(
)./(.

2

33
2

mA

mLyrmQLmgTp
yrmmgLoadNutrient




    (4.1) 

 

Once the input nutrient loads are determined, the other input variables can be 
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indirectly imported to the regression models. Sampling data were analyzed using 

Excel 2007 and SPSS (version 13.0). We have 11 input variables (i.e. P load, N load, 

Q, h, T, NH3, NO3,COD, DO, TKN and N/P ratio). First, using SPSS Pearson 

correlations method, the correlation values between Y (algae cell concentration) and 

other variables were obtained (Table 4.4). Comparing the input data (i.e. input P and 

N load, Q, h, etc.) to output data (i.e. algae cell concentration), we can find some 

useful relations as following table: 
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Table 4.2 Correlations of all indicators for climate changes impact assessment 

 

   The above table 4.2 clearly indicates that algal cell density only has a strong 

positive correlation with the input P load (0.748) and water temperature (0.648), and it 
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also has a negative correlation with the water flow rate (-0.684). However, there is at 

most a weak correlation between algal concentrations and the rest of the variables. 

Thus those variables should be removed from our regression equation in order to have 

a more accurate result. Thus, the Pearson correlations coefficient is shown as a direct 

relation of the independent variable to each of the dependent variables and the result 

can be also verified on a scatter plot (Fig. 4.5) for linear correlation analysis. The R
2
 

of the linear equation is only showing good correlation in P-load, T and Q except the 

water flow rate which is a little lower, but still in an acceptable range.   
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Fig. 4.5 Scatter plot diagrams for all input variables 

 

In the Han River case study, the Pearson correlation method and the scatter 

diagram analyses can be applied to remove the insignificant variables. If the Pearson 

correlation coefficient is less than 0.5 and there also wasn’t any correlation on the 

scatter diagram, the variables will be removed from the analysis. Moreover, since the 

algal bloom in the Wuhan section of Han River is mainly composed of diatoms, Qu et 

al. (2000) conducted an experiment to study the influence of N and P on population 
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constituent of planktonic diatoms in water. The experimental result shows the 

concentrations of P tend to affect the population constituent of diatoms more 

significantly. Therefore, the water level, TN, N/P ratio, DO, COD and TKN will not 

be entered into the linear regression equations. Thus, as shown in Fig. 4.6, the algal 

concentration is calculated as the output of y1, the load (P) as input x1, the flow rate 

(Q) as input x2 and water temperature (T) as input x3, the final ternary regression 

equation can be estimated in the following equation: 

 

 YAlgae = β 0+β1Xp+β 2XQ + β3XT                          (4.2) 

 

Input Indicators            Groups                 Output  

 

Fig. 4.6 Multi-level climate change impact assessment 
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4.3 Model Results 

4.3.1 MLR Model Results With Calibration and Validation 

The final input and outputs has been determined using the method described 

above to prepare the results. Some important results are as follows: 

  

Table 4.3 MLR descriptive statistics 

 Variables Mean Std. Deviation Samples (N)  

Algae (10
4
cells/L) 349.1926 509.45877 54 

P-Loads (mg/m
2
.yr) .9587 .39872 54 

Temperature.(°C) 14.6130 6.01291 54 

Flow rate (m
3
/s) 724.6030 311.41340 54 

 

Above table 4.3 shows the mean values, standard deviations and number of samples 

(N) for each indicator. 

  

Table 4.4 MLR model summary 

 

a  Predictors: (Constant), q, P-Load, t 

b  Dependent Variable: Algae 

 

The R
2 

values indicate the model shows a good result. The coefficient of 

determination R
2 

is 0.715, and the adjusted R
2
 is 0.698.  

 

 

Model R R Square 

Adjusted R 

Square 

Std. Error of 

the Estimate 

Change Statistics 

R Square 

Change F Change df1 df2 Sig. F Change 

MLR .846(a) .715 .698 280.07318 .715 41.789 3 50 .000 
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Table 4.5 MLR coefficients 

 

Finally, the unstandardized coefficients have been determined. The significance 

value of the F statistic is small (less than 0.5) meaning the independent variables can 

explain the variation in the dependent variable, but the Sig.t value of constant term is 

0.602 (greater than 0.5 for this linear regression). This means the constant term is not 

significant to impact the output. Hence it can be removed in the final equation. Also 

we have noticed that the collinearity statistics are both in an acceptable range (small 

than10) indicating there is no significant multicollinearity. Therefore, we have the 

final linear regression equation: 

 

     
)/(0 . 5 2 6 X)(89.19)./(13.598)/10( 3

F

24

. smCXyrmmgXLY TPCon 
                                                                      

                                                               (4.3) 

  The above linear regression indicated the contributions of each independent 

variable (X) to the dependent variable (Y). For example, if temperature and flow rate 

are fixed, when input nutrient load is increases by 1 unit, the algal cells will also 

increase 598.13 (104/L). Same result can be applied to the temperature (19.89) and 

flow rate (-0.526).  

 

Then, importing all of the observation data to the linear equation, the forecasting 
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result of total algal concentrations with the observed values in the Wuhan section of 

Han River from 1992 to 2000 is shown in the following figures. 

               

 

             Fig. 4.7 Multiple linear regressions modeling result 

            (*note: negative simulation results corresponds to zero) 

 

The above figure indicates the observed values and the simulated values of algal 

concentration are well matched (adjusted R
2
= 0.698). From previous research the 

threshold for algal bloom in the Han River should not exceed 500 × 10
4
/L of total 

algal cell numbers (Lu, 2000). By drawing a warning line on the graph, it is clearly 

shown that the algal blooms occurred in years 1992, 1998 and 2000. These algal 

blooms were very accurately forecasted by matching to the monitoring data. We have 

also noticed that some forecasting values returned negative, and this error can be 

ignored since it did not happen in the year of an algal bloom.  

 

In order to verify the forecasting ability of this multiple linear regression model, 

the data from the years 1992 to 2000 will be divided into two parts for model 
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calibration and verification. The first part which is from year 1992 to 1997 will be 

used for model calibration. A new regression equation is established based on the data 

of the first six years. Then, sampling data from year 1998 to 2000 will be imported to 

the equation to calculate the average algal cell concentration to establish the 

credibility of the model by demonstrating its ability to replicate actual traffic patterns. 

At the end, this result can be compared to the monitoring data to indicate the 

forecasting ability.  

 

Table 4.6 MLR model summary (calibration) result 

Model R R Square 

Adjusted R 

Square 

Std. Error of 

the Estimate 

Change Statistics 

R Square 

Change F Change df1 df2 Sig. F Change 

MLR .821(a) .674 .643 223.64090 .674 22.005 3 32 .000 

a  Predictors: (Constant), Flowrate.Q, Load.P, Temperature.t 

b  Dependent Variable: Algae 

 

Table 4.7 MLR coefficients (calibration) 

 

 

From the table above the adjusted R
2
 is 0.643 and the model is well established. 

The constant should also be removed because sig. t (=0.337) is greater than >0.05. 

Thus, the calibrated molding equation is: 
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                                                           (4.4) 

 

 

 Fig. 4.8 MLR calibration from year 1992 to 1997 

                (*note: negative simulation results corresponds to zero)
 

   

Fig. 4.9 Goodness of fit for MLR calibration 

 

The above figures are the results of molding calibration. R2 value is 0.6735 

which is in a acceptable range. Then sampling data from year 1998 to 2000 will be 

imported to this calibrated equation to calculate the algal cells (Y). 
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              Fig. 4.10 MLR validation from year 1998 to 2000  

 

    

              Fig. 4.11 Goodness of fit for MLR validation 

 

This result with a high R
2 

(= 0.7057) clearly indicates that the predicted value of 

algal cells is closely matched to the real data, accurately forecasting the algal bloom 

from the years 1998 and 2000. 

 

4.3.2 MNR Model Result with Calibration and Validation 

This gave a similar result to the multiple linear regressions method. The multiple 
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non-linear regressions equation can be converted to the linear regression equation to 

analyze the impact of climate change. The following is the result of the SPSS test for 

the final model in which a very good coefficient of determination has been obtained. 

 

Table 4.8 Model summary (MNR) 

Mo R R Square 

Adjusted 

R Square 

Std. Error of 

the Estimate 

Change Statistics 

R Square 

Change F Change df1 df2 Sig. F Change 

MNR .924(a) .853 .844 .51763 .853 96.619 3 50 .000 

a  Predictors: (Constant), Flowrate.Q, Load.P, Temperature.t 

b  Dependent Variable: Algae 

 

The R
2 

value is 0.853, the adjusted R
2
 is 0.844 and the Sig.F is 0.000 (<0.05).  

 

Table 4.9 MNR coefficients 

 

 

In the nonlinear regressions model, the constant and the coefficients both passed the t 

verification, and they can be applied for the following linear equation: 

            

Y` =8.967 + 0.749 X1'+1.281 X2'- 1.109 X3'          (4.5) 
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If, Y'= lnYalgae ,  β' 0 = lnβ 0 ,  X1'= lnXP-load,  X2' = lnXflow rate,  X3' = lnXtemp 

 

Equation 4.5 can be rewritten as： 

Yalgae= Exp (8.967) (Xp-load
0.749

Xtemp
1.281

Xflow
-1.109

)        (4.6) 

Finally, the non-linear equation will be: 

Yalgal= 7843.54 Xp-load
0.749

XTemp.
1.281

Xflowrate
-1.109    

       (4.7) 

The final nonlinear regression equation is: 

            
109.13

281.1749.02
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 (4.8) 

 

Fig. 4.12 Multiple nonlinear regressions modeling result 

 

    The final multiple non-linear regression equation is established and the degree of 

fit is better than the linear regression model with an R
2
 value of 0.844. Some negative 

forecasting values shown in the result of the multiple linear regression model have 

disappeared. By drawing a warning line on the graph, it can be clearly seen that the 

algal blooms that occurred in year 92, 98 and 2000 have been very accurately 

forecasted. 
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    The same calibration and verification method for the multiple linear regression 

models will also be applied to the nonlinear model in order to verify the forecasting 

ability of the model. The data from 1992 to 1997 will be used for modeling calibration 

and establishing a new linear regression equation. Then, sampling data from 1998 to 

2000 will be imported to the equation to calculate the average algal cell concentration. 

Then the results are compared with the monitoring data to evaluate the forecasting 

ability of the model. 

 

Table 4.10 MNR model summary (calibration) 

Model R R Square 

Adjusted R 

Square 

Std. Error of 

the Estimate 

Change Statistics 

R Square 

Change F Change df1 df2 Sig. F Change 

MNR .910(a) .829 .812 .49120 .829 51.534 3 32 .000 

a  Predictors: (Constant), Flowrate.Q, Load.P, Temperature.t 

b  Dependent Variable: Algae 

 

    As shown in the above figures, the model shows a very good result with a high 

R
2 

(= 0.829) and adjusted R
2
 (= 0.812).  

 

Table 4.11 MNR coefficients (calibration) 

 

Finally, the unstandardized coefficients have been determined: 
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                                                            (4.8) 

 

               Fig. 4.13 MNR calibration from year 1992 to 1997  

 

 

             Fig. 4.14 Goodness of fit for MNR calibration  

 

The above figures show the results of molding calibration with high R2 value of 0.887. 

Then the sampling data from 1998 to 2000 will be imported to the calibrated equation 

to calculate the final output Y. 
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                  Fig. 4.15 MNR validation from year 1998 to 2000 

 

 

                Fig. 4.16 Goodness of fit for MNR validation  

 

The result (R
2 

= 0.9644) clearly indicates that the predicted value of algal cells is 

closely matched to the real data from 1998 and 2000. 

 

4.3.3 ANN Model Result with Calibration and Validation 

    In order to have a comprehensive comparison analysis result with the previous 
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regressions approaches, a typical 3 layer feed-forward BP network with only one 

intermediate hidden layer is applied to the Han River case study, and the input and 

output indicators are same as the regression model. The model is based on ANN 

FORTRAN programming which developed by Xie (1997), and some modeling 

parameters are shown in the following tables: 

 

Table 4.12 Results of parameters setting for the BP networks 

Neuron nodes in input 

layer 

Neuron nodes in hidden 

layer 

Neuron nodes in output 

layer 

3 4 1 

Total group of samples Number of groups for 

calibrations  

Number of samples for 

validations  

54 36 18 

Increasing factor Attenuation factor Limiting factor 

1.1 0.9 0.005 

Learning factor Error sum squares Iterations 

1.296871E-01 2.974093E-02 2000 

 

  Table 4.13 Connecting weights of hidden layers between in & out put layers 

Input layers W1 W2 W3 W4 

1 3.73621 .07690 -.32005 -2.35745 

2 -1.631611 -3.419686 .258331 1.312475 

3 -8.917010 1.186531 7.511460 1.603760 

Output layer 10.127720 -3.636879 -3.134717 1.658183 

Thresholds 2.438784 .613407 -.792894 -.697273 

 

    After 2000 iterations, the threshold value of output layer is computed as 0.241597, 

the error sum squares between the expected output and the calculated output of this 

BP model is 2.97% which is in an acceptable range. 

    The same calibration and verification methods used for the multiple linear and 

nonlinear regression models will be also applied to the ANN model in order to verify 
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the forecasting ability of this mechanism model. A new linear regression equation is 

established based on the first six years which is from year of 1992 to 1997.  

 

 

                    Fig 4.17 ANN calibration from 1992- 1997 

  

                    Fig. 4.18 Goodness of fit for ANN calibration 

    The above figure indicates the ANN has an excellent calibration efficiency with 

R
2 

of 0.967 indicating the modeling outputs is very closely matched to the 

observations. Then, sampling data from 1998 to 2000 will be imported to this 

equation to calculate the average algal cell concentration. 
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Fig. 4.19 ANN model validation from 1998 to 2000 

 

      

Fig. 4.20 Goodnees of fit for ANN validation 

 

    The R
2
 (Fig. 4.20) is 0.586 indicating that the forcasting ability of ANN model 

for the period is much less good than its calibration. Here, a very common statistics 

phenomenon known as “over-fit” has occurred. Overfitting occurs when ANN fits 

random error or noise instead of the underlying relationship, and it will generally have 

poor predictive performance as it can exaggerate minor fluctuations in the data. 
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4.3.4 Integrated Dillon Model Result with Calibration and Verification 

The average P concentration is calculated using following Dillon equation: 

 

I

out

II

outout

W

W

PQ

PQ
R 




 11

                (4.9) 

 

                         HQ

RL
P

)1( 


                          (4.10) 

 

Then, the general form of non-linear climate eutrophication model is established as:
 

                      

Y algal =α 21]
)1(

[  T
HQ

RL 

                   (4.11)
 

Similar to the nonlinear regression model, it is converted to the multiple linear 

regression equation and the coefficients are calculated. 

 

Table 4.14 Dillon model summary 

Model R R Square 

Adjusted 

R Square 

Std. Error of 

the Estimate 

Change Statistics 

R Square 

Change F Change df1 df2 Sig. F Change 

Dillon .850(a) .722 .711 .70459 .722 66.214 2 51 .000 

a  Predictors: (Constant), temperature, TP 

 

    As shown in the above table, the model also shows a good result. The R
2 
is 0.722 

and the adjusted R
2
 is 0.711. 
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Table 4.15 Dillon model coefficients 

 

    Finally, the unstandardized coefficients have been determined, after taking exp 

1.925, we have 6.852 for the constant. A new nonlinear regression equation is 

established: 

 

056.2946.0]
)1(

[852.6' T
HQ

RL
Y




           (4.12) 

 

Fig. 4.21 Integrated Dillon modeling result 

 

    The integrated Dillon model is established, and this equation can not only 

indicate the relationship between total algal cells and temperature levels, but also can 

show the correlation between hydrological regimes and waste load. For example it is 
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negatively correlated with water level (H), water flow rate (Q), and positively 

correlated to waste load (L). This integrated model can provide more information than 

statistical models and the degree of fit is better than the linear regression model with 

an R
2
 value of 0.711. The model very accurately forecasted algal blooms that occurred 

in the years 1992, 1998 and 2000.  

 

    The same calibration and verification procedures in earlier sections will be also 

applied to the integrated Dillon model in order to verify the forecasting ability of the 

mechanism model. A linear regression equation is established based on the sampling 

data in the first six years. Then, sampling data from 1998 to 2000 will be imported to 

the equation to calculate Y. The following is the comparison of forecasted values with 

the monitoring data to indicate the forecasting ability. 

 

Table 4. 16 Dillon model Summary (calibration) 

Model R R Square 

Adjusted 

R Square 

Std. Error of 

the Estimate 

Change Statistics 

R Square 

Change F Change df1 df2 Sig. F Change 

Dillon .838(a) .702 .684 .63784 .702 38.833 2 33 .000 

a  Predictors: (Constant), T, P 

 

 

Table 4.17 Dillon model coefficients (calibration) 

 

    The result indicats that the R
2 

value for the integrated Dillon model is 0.702 and 
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adjusted R
2
 is 0.684 showing good fit of the model. After taking exp(0.583) = 1.791, 

the nonlinear regression equation is: 

037.2368.0]
)1(

[791.1' T
HQ

RL
Y




                    (4.13) 

 

Fig. 4.22 Intergrated Dillon model calibration from year 1992 to 1997 

 

     

Fig. 4.23 Integrated Dillon model calibration 

 
The above figures show the result of molding calibration. The R2 value is 0.646 

which is in an acceptable range. Then sampling data from 1998 to 2000 will be 

imported to this calibration equation to calculate the final output Y. 
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Fig. 4.24 Validation of Dillon model from year 1998 to 2000 

 

 

Fig. 4.25 Validation of Dillon model 

    The R
2 

value is 0. 647, and it clearly indicates the predicted value of algal cells is 

also well matched to the real data, accurately forecasting the algal blooms from 1998 

and 2000. 
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4.4 Model Results Comparison Discussions 

 

                      Fig. 4.26 Model result comparisons 

             (*note: negative simulation results corresponds to zero) 

 

Table 4.18 Model comparison results 

 

     

By comparing the simulation results of the four models, as shown in Fig. 4.26 

and Table 4.18 above, the calibration and validation R
2
 results for MLR is 0.643 and 

0.705, respectively, which is a good result for a statistical model. However, the MLR 

method can often shows optimal results only when relationships between the 

independent variables and the dependent variable are almost linear. The modeling 

Models 

 

 

Fitting 

 

Linear 

regressions 

 

 

Non-linear 

regressions 

 

 

ANN 

 

Dillon Model 

Calibration 

R
2
 

0.643
 

0.887 

 

0.967 

 

0.646 

 

Validation 

R
2
 

0.705
 

0.964 

 

0.586 

 

0.647 
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result is not reliable for making prediction because it is rare to see a stark linear 

relationships in real environmental problems. The MNR model has the highest R
2
 

value (0.964) for validation and a good calibration R
2
 (0.887) which is the best overall 

result, and this proves that the MNR model can be used to model non-linear 

relationships and is appropriate for most real case studies. The ANN model had the 

highest R
2
 value for calibration (0.97) which proves this simulation model is powerful 

to automatically resolve non-linear complex relationships and difficult multiple 

dimensions problems. However, the over-fitting problem also occurred in this case, 

thus the forecasting result is variable when compared to good calibration ability. This 

is reflected in the low R
2
 value for validation (0.59) which is the worst in all the 

models. Moreover, the ANN can not reveal the contributions from input indicators to 

output, so it will not be used for forecasting at this time. The R
2
 for Integrated Dillon 

model is less than 0.65 which is a so good result for a semi-physical model. The major 

reason for the low performance is the conditions of input parameters based on the 

empirical model being too restrictive, so the simulating efficiency can be less than 

those statistical models. Thus, the nonlinear regression model (eq. 4.8) which has the 

best result both on calibration and validation will be selected for the climate change 

impact assessment in order to forecast the future occurrence of algal blooms more 

accurately. 
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4.5 Summary 

    In this study, four system modeling approaches including Multiple linear 

regressions model, Multiple non-linear regressions model, ANN and intregrated 

Dillon model are combined together and applied on a river eutriphication case study 

in China. All modeling results are calibrated and validated based on dividing of the 

monitoring data from 1992 to 2000. A comparsion of all the models shows: the linear 

regressions approach is the most simple to use; the non-linear regressions approach 

has the best performance on result simulating; the ANN model has a good value of 

modeling calibration but lacks validation accuracy due to over-fitting; and the 

intergrated Dillon model provides some part of the physical meaning of mechanisms 

but the simulating result is not so good because of the potential errors from too many 

parameters and constraints. Therefore, the river eutriohication model is developed 

based on statistical methods and simulation method. The model with best simulation 

result is the mutiple non-linear model, and this will be applied to the climate change 

impact assessment under different scenarios analysis.  
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CHAPTER 5 CLIMATE CHANGE IMPACT 

ASSESSMENT 

 

5.1 Single-factor Climate Change Impact Assessment 

    Since the nonlinear regression model has been considered the best model for both 

calibration and validation ability, this model will be used for climate change 

assessment under scenario analysis. The probability of algal bloom occurrence is 

based on following equation:  

 

                                 

                                                              (5.1) 

where ma is the occurrence of algal blooms, and Nt is total number of outcomes                    

 

    Assuming the temperature increased 2 degree Celsius from 1992 to 2000 due to 

globe warming, and input waste load P and flow rate are fixed, the following diagram 

was obtained: 

%100
t

a

N

m
p
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  Fig. 5.1 Assessments result for an increase of 2 °C in temperature 
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Table 5.1 Algal bloom occurrence if temperature increases by 2 °C 

Date (month) Observations * Temperature + 2 °C # 

1992.1 0 0 

1992.2 1 1 

1992.4 1 1 

1993.1 0 0 

1993.2 0 0 

1993.4 0 0 

1994.1 0 0 

1994.2 0 0 

1994.4 0 0 

1995.1 0 0 

1995.2 0 0 

1995.4 0 0 

1996.1 0 0 

1996.2 0 0 

1996.4 0 0 

1997.1 0 0 

1997.2 0 0 

1997.4 0 0 

1998.2 1 1 

1998.2 1 1 

1998.4 0 0 

1999.1 0 0 

1999.2 0 0 

1999.4 0 0 

2000.1 1 1 

2000.1 0 1 

2000.2 1 1 

 SUM (times) 6 7 

Probability 22.22% 25.93% 

*1 means algal blooms occurred and 0 mean not 

# is the assessment result if observed temperature increases by 2°C 

    The above Fig. 5.1 and Table 5.1 indicate that if the temperature increases by 2℃ 

and the rest of indicators remain at the same value, there are insignificant changes of 

algal bloom occurrence according to our model (from 22.22% to 25.93%). It shows 

that an algal bloom will occur in Jan 2000, and for some algal blooms such as April 

92 and Jan 2000, the average algal cell count will reach the threshold. However, it 
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exceeds the warning line after the temperature rise and the peak value also shows 

moderate increases in 1992 and 1998. Compared with the observed data the 

probability of algal bloom occurrence increases by 3.7% after increasing 

temperatures. 

    Assuming the waste load also increases by 1 unit (mg/m
2
.yr) from year 1992 to 

2000, and temperature and flow rate are fixed, we have the following: 

 

           Fig. 5.2 Assessments result for an increase of 1mg/m2.yr in P-loads 
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Table 5.2 Assessment result if P-load increases by 1 unit 

Date (month) Observation *  Ploads
 
+ 1 (mg/m

2
.yr) # 

1992.1 0 1 

1992.2 1 1 

1992.4 1 1 

1993.1 0 0 

1993.2 0 0 

1993.4 0 0 

1994.1 0 0 

1994.2 0 0 

1994.4 0 0 

1995.1 0 0 

1995.2 0 0 

1995.4 0 1 

1996.1 0 0 

1996.2 0 0 

1996.4 0 0 

1997.1 0 0 

1997.2 0 0 

1997.4 0 0 

1998.2 1 1 

1998.2 1 1 

1998.4 0 1 

1999.1 0 0 

1999.2 0 0 

1999.4 0 0 

2000.1 1 1 

2000.1 0 1 

2000.2 1 1 

SUM (times) 6 10 

Probability 22.22% 37.04% 

*1 means algal blooms occurred and 0 mean not 

# is the assessment result if observed P-load increases by 1 unit      

 

   The above figure and table indicate that if the input waste load P increases by 1 

unit (mg/m
2
.yr) and the rest of the variables stay at the same values, and there is an 

increased probability of algal bloom occurrence from 22.22% to 37.04%. For example, 

the algal cell concentrations in April 1995, April 1998 and Jan 2000 reach the warning 
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line. It is been also noticed that the peak value is also highly increased in 1992 and 

1998.     

 

If input P load increases by 1 unit, the algal blooms will, according to our model, 

occur in year 1995 as well as 1992, 1998 and 2000. There is also a potential risk of 

algal bloom in April 1994 and April 1999. The peak value was found moderately 

increased particularly in 1992 and 1998. Compared with the monitoring data, the 

occurrence probability in these 9 years after increasing the waste load is 44.4% which 

is an increase of 10%. 

 

Assuming the flow rate is decreased by 100 m
3
/s from year 1992 to 2000, and 

temperature and waste load are unchanged, we have the following diagram: 

 

 

Fig. 5.3 Assessment result for an decreases of 100 m3/s in flow rate 
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Table 5.3 Assessment result if flow rate decreases by 100 m
3
/s 

Date (Month) Observations *  Q - 100 (m
3
/s) # 

1992.1 0 0.5 

1992.2 1 1 

1992.4 1 1 

1993.1 0 0 

1993.2 0 0 

1993.4 0 0 

1994.1 0 0 

1994.2 0 0 

1994.4 0 0 

1995.1 0 0 

1995.2 0 0 

1995.4 0 0 

1996.1 0 0 

1996.2 0 0 

1996.4 0 0 

1997.1 0 0 

1997.2 0 0 

1997.4 0 0 

1998.2 1 1 

1998.2 1 1 

1998.4 0 0 

1999.1 0 0 

1999.2 0 0 

1999.4 0 0 

2000.1 1 1 

2000.1 0 1 

2000.2 1 1 

SUM (times) 6 7.5 

Probability 22.22% 27.77% 

*1 means algal blooms occurred and 0 mean not and 0.5 mean there is a potential risk 

# is the assessment result if observed flow rate decreases by 100 m
3
/s  

 

The result is similar to the result of temperature change. With the flow rate 

decreased by 100 m
3
/s, there was a small change in algal bloom occurrence 

probability, which increases from 22.22% to 27.77%. It should be noted that the algal 

blooms occur in 1992, 1998 and Jan 2000 according to our model. Also, there is a 
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potential risk of algal bloom in January 1992 with a value very close to the threshold. 

After increasing Q, the probability of algal bloom increases by 5.56%. 

 

5.2 Integrated Climate Change Impact Assessment 

In practice, the impact of climate change, hydrological regime change and 

human activities usually occur at the same time. In order to see the comprehensive 

results of their influences on algal cell concentrations, two of the indicators will be 

changed at same time with the remaining one indicator fixed. First, assuming 

temperatures increase by 2°C but flow rate decreases by 100 m
3
/s from 1992 to 2000 

and the input waste load P is fixed, the following diagram will be obtained: 

 

 

Fig. 5.4 Assessment result if T & Q both changes 
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Table 5.4 Assessment result if T and Q both changes 

Date (month) Observation * T & Q both changes # 

1992.1 0 1 

1992.2 1 1 

1992.4 1 1 

1993.1 0 0 

1993.2 0 0 

1993.4 0 0 

1994.1 0 0 

1994.2 0 0 

1994.4 0 0 

1995.1 0 0 

1995.2 0 0 

1995.4 0 0.5 

1996.1 0 0 

1996.2 0 0 

1996.4 0 0 

1997.1 0 0 

1997.2 0 0 

1997.4 0 0 

1998.2 1 1 

1998.2 1 1 

1998.4 0 0.5 

1999.1 0 0 

1999.2 0 0 

1999.4 0 0 

2000.1 1 1 

2000.1 0 1 

2000.2 1 1 

SUM (times) 6 9 

Probability 22.22% 33.33% 

*1 means algal blooms occurred and 0 mean not and 0.5 mean there is a potential risk 

# is the assessment result if observed flow rate decreases by 100 m
3
/s  

 

These results indicate that if temperature and the flow rate both change but the P 

load is fixed, there is a change of algal bloom occurrence probability from 22.22% to 

33.33%. It is predicted that algal blooms will occur in 1992, 1998 and 2000 and there 

is a potential risk in April 1995 and April 1998.  
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Assuming the temperature increases by 2°C and the input waste load P increases 

by 1 unit (mg/m
2
.yr) at the same time (1992 to 2000) while the flow rate is fixed,  

then the following diagram is obtained:  

 

 
Fig. 5.5 Assessment result if P-load and T both changes 
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Table 5.5 Assessment result if Temperature and P-load both changes 

 

Date (month) Observation * T & P both changes # 

1992.1 0 1 

1992.2 1 1 

1992.4 1 1 

1993.1 0 0 

1993.2 0 0 

1993.4 0 0 

1994.1 0 0 

1994.2 0 0.5 

1994.4 0 0 

1995.1 0 0 

1995.2 0 0 

1995.4 0 1 

1996.1 0 0 

1996.2 0 0 

1996.4 0 0 

1997.1 0 0 

1997.2 0 0 

1997.4 0 0 

1998.2 1 1 

1998.2 1 1 

1998.4 0 1 

1999.1 0 0 

1999.2 0 0 

1999.4 0 0.5 

2000.1 1 1 

2000.1 0 1 

2000.2 1 1 

SUM (times) 6 11 

Probability 22.22% 40.74% 

*1 means algal blooms occurred and 0 mean not and 0.5 mean there is a potential risk 

# is the assessment result if temperature and P-load both changes 

 

These results indicate that if temperature and the water waste load P both change 

and flow rate stays the same, and there is a large change in algal bloom occurrence 

probability, from 22.22% to 40.74% as predicted by our model. The algal blooms 

were predicted to occur in 1992, 1995, 1998 and 2000, and there is potential risk in 
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April 1995, April 1994 and April 1998.  

 

Fig. 5.6 Assessment result if Q & P-load both changes 
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Table 5.6 Assessment results if T and Q both changes 

Date (month) Observation * Q & P both changes # 

1992.1 0 1 

1992.2 1 1 

1992.4 1 1 

1993.1 0 0 

1993.2 0 0 

1993.4 0 0 

1994.1 0 0 

1994.2 0 0 

1994.4 0 0 

1995.1 0 0 

1995.2 0 0 

1995.4 0 1 

1996.1 0 0 

1996.2 0 0 

1996.4 0 0 

1997.1 0 0 

1997.2 0 0 

1997.4 0 0 

1998.2 1 1 

1998.2 1 1 

1998.4 0 1 

1999.1 0 0 

1999.2 0 0 

1999.4 0 1 

2000.1 1 1 

2000.1 0 1 

2000.2 1 1 

SUM (times) 6 11.5 

RISK (Probability) 22.22% 42.59% 

*1 means algal blooms occurred and 0 mean not and 0.5 mean there is a potential risk 

# is the assessment result if temperature and flow rate both changes 

 

These results indicate that if the flow rate and the waste load P both change while 

the temperature stays at the same level, and there is a significant increase of algal 

bloom occurrence probability by 20.37% (from 22.22% to 42.59%) as calculated by 

our model. The model predicted an algal bloom will occur in 1992, 1994, 1995, 1998 

and 2000.  
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Finally, assuming the all of the variables change from 1992 to 2000, the variation 

of algal cell concentrations are shown on the following graphs: 

Fig. 5.7 Integrated assessment results if P, Q and T both changes 
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Table 5.7 Integrated assessment result if T, P-load and Q both changes 

 

Date (month) Observation Q & P changes 

1992.1 0 1 

1992.2 1 1 

1992.4 1 1 

1993.1 0 0 

1993.2 0 0 

1993.4 0 0 

1994.1 0 1 

1994.2 0 1 

1994.4 0 0 

1995.1 0 0 

1995.2 0 0 

1995.4 0 1 

1996.1 0 0 

1996.2 0 0 

1996.4 0 0 

1997.1 0 0 

1997.2 0 0 

1997.4 0 0.5 

1998.2 1 1 

1998.2 1 1 

1998.4 0 1 

1999.1 0 0 

1999.2 0 0.5 

1999.4 0 1 

2000.1 1 1 

2000.1 0 1 

2000.2 1 1 

SUM (times) 6 14 

Probability 22.22% 51.85% 

*1 means algal blooms occurred and 0 mean not and 0.5 mean there is a potential risk 

# is the integrated assessment result if temperature, P-load and flow rate both changes 

 

The integrated result shows that if all the indicators are simultaneously changing, 

there is an increase of algal bloom occurrence probability by 29.63% (from 22.22% to 

51.85%), as predicted by our model. The algal blooms are predicted to occur in 1992, 
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1994, 1995, 1998, 1999 and 2000, and there is a potential risk in April 1997 and 

February 1999. The final results are summarized in the following Table 5.8: 

 

Table 5.8 Comprehensive result of scenario analysis 

     Indicator        

     

 (%) 

△T △Q △P △T +△Q △P +△T △P + △Q △P+△Q +△ T 

Probabilities 25.93 27.77 37.04 33.33 40.74 42.59 51.85 

Contributions 3.7 5.56 14.82 11.11 15.82 20.37 29.63 

 

 

 

Fig. 5.8 Integrated climate change impact assessment result 

 

The above Table 5.8 and Fig. 5.8 show the impact of each indicator on the 

probability of algal bloom occurrence. For the individual impact change assessment, 

the indicator with the greatest impact is the input P load variation. This is followed by 

the flow rate Q (5.56%) and the temperature T (3.7%). For the integrated climate 

change impact assessment, the greatest impact condition is when the input waste load 

P and the water flow rate and the temperature all change at the same time (29.63%). 
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With fixed temperature and changed input P load and flow rate, the probability of 

algal bloom is increased by 20.37%. If the flow rate Q is fixed and the input P load 

and the temperature are changed, the probability of algal bloom increases by 15.82%. 

If the input P load is fixed, and only the flow rate and the temperature are changed, 

the probability of algal bloom will increase by 11.11%. 

 

5.3 Climate Change Impact Scenarios Analysis  

In order to predict the future occurrence of algal blooms in the Han River, a 

model to simulate the impact of climate change on algal bloom is used. The 

Intergovernmental Panel on Climate change (IPCC, 2000) has analyzed the difference 

between observations and simulations based on a great amount of historical climate 

change data. Then, the data was used to simulate future climate change. In order to 

assess future climate change, the Special Report on Emissions Scenarios (SRES) was 

prepared by the Intergovernmental Panel on Climate Change (IPCC) in 2000. This 

report was based on data developed by the Earth Institute at Columbia University. The 

emissions scenarios described in the report have been used to make projections of 

possible future climate. The SRES scenarios were used in the IPCC Third Assessment 

Report (TAR), published in 2001, and in the IPCC Fourth Assessment Report (AR4) 

(IPCC, 2000; IPCC, 2007). The SRES scenarios had been used in the earlier IPCC 

Second Assessment Report of 1995. When they were developed, the range of global 

emissions projected across all forty of the SERS scenarios covered the 5th to 95th 
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percentile range of the emission scenarios literature (IPCC, 2000). The SERS are 

often related to a lot of regulatory factors (e.g. growth of population, economic 

development, technological progress, environmental conditions, globalization, etc.). 

There should be different emission scenarios corresponding to the different status of 

social economy development in the future (IPCC, 2007), and the CSIRO modeling 

groups in Australia developed a model for simulating the future temperature and 

precipitation outcomes based on the three emission scenarios, A1B, A2 and B1, which 

is similar to the current situation in China. The predicted future climate data are 

provided by the CSIRO modeling groups, the Program for Climate Model Diagnosis 

and Inter-comparison (PCMDI) and the World Climate Research Programmers 

(WCRP's). 

 

          

Fig. 5.9 Schematic illustration of the emission scenario groups 

 

As shown in the above figure 5.9 (IPCC, 2000), the scenario families contain 

individual scenarios with common themes. The six families of scenarios discussed in 

the IPCC's Third Assessment Report (TAR) and Fourth Assessment Report (AR4) are 

A1FI, A1B, A1T, A2, B1 and B2. Scenario descriptions are based on those in AR4, 

which are identical to those in TAR (IPCC, 2007). Each storyline assumes a distinctly 
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different direction for future developments, such that the four storylines differ in 

increasingly irreversible ways. Some key future characteristics such as demographic 

change, economic development and technological change will be covered (IPCC, 

2000). In this study, three scenarios, A1, A2 and B1, are selected based on suitability 

to the study area, and the description of characteristics are shown as follows (IPCC, 

2000; 2004;2007): 

 

a. A1 emission scenario 

The A1 scenarios are of a more integrated world. The A1 family of scenarios is 

characterized by: 

• Rapid economic growth. 

• A global population that reaches 9 billion in 2050 and then gradually declines. 

• The quick spread of new and efficient technologies. 

• A convergent world - income and way of life converge between regions. 

Extensive social and cultural interactions worldwide. 

 

There are subsets of the A1 family based on their technological emphasis: 

A1FI - An emphasis on fossil-fuels (Fossil Intensive). 

A1B - A balanced emphasis on all energy sources. 

A1T - Emphasis on non-fossil energy sources. 

 

b. A2 emission scenario 
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The A2 scenarios are of a more divided world. The A2 family of scenarios is 

characterized by: 

• A world of independently operating, self-reliant nations. 

• Continuously increasing population. 

• Regionally oriented economic development. 

• Slower and more fragmented technological changes and improvements to per 

capita income. 

 

c. B1 emission scenario 

The B1 scenarios are of a world more integrated, and more ecologically friendly. The 

B1 scenarios are characterized by: 

• Rapid economic growth as in A1, but with rapid changes towards a service and 

information economy. 

• Population rising to 9 billion in 2050 and then declining as in A1. 

• Reductions in material intensity and the introduction of clean and resource 

efficient technologies. 

• An emphasis on global solutions to economic, social and environmental stability. 



101 
 

 

Fig. 5.10 CO2, CH4, N2O and SO2 emissions scenarios (IPCC, 2000) 

 

In this study, the probability of algal bloom occurrences in the Han River can be 

determined based on the above emission scenarios: 

                           %100
T

A

m

m
p                         (5.1) 

where p is the probability of algal bloom occurrence; Am  is the algal bloom 

months; Tm is the total months in 10 years. Since only 3 months have been selected 

for each year, which are January to March, the total months Tm in 10 years will be 30. 

 

Since the algal blooms have occurred in 1992, 1998 and 2000, the emissions 

scenarios analysis will be applied to the following 10 years to see if the algal bloom 

occurrence is matched.  



102 
 

 

 

                   Fig. 5.11 Base year from year 1991 to 2000  

 

The predict result in above figure shows that algal blooms occurred in 1992, 

1998 and 2000 showing that the scenario is capable of forecasting river algal blooms. 

During the years of 1991-2000 in the Wuhan section of the Han River, the average 

precipitation in February was 1087.3mm and the average temperature was 16.15°C. 

The probability of algal bloom occurrence in these 10 years is 12.9%. 

 

In the following sections, monthly surface water temperature and hydrological 

flow rate of the years 1991~2000 are compared with the 2000s (2001~2010), 2010s 

(2011~2020), 2020s (2021~2130) and 2030s (2031~2140) to assess the probability of 

algal bloom occurrence applying the emissions scenarios when the input nutrient load 

and the flow regimes are fixed. Analyzed results are shown in the following Table 

5.9: 
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Table.5.9 Emissions scenarios analysis for the Han River Basin 

Indicators  

precipitation

（mm/year）  

Temperature

（°C）  

Time & probability of 

occurrence  

Average  Variation  Average  Variation  Year  Probability  

observation  1087.3  
1.36%  

16.15  
3.80%  

1992, 1998,2000  19.35%  

Baseline 1102.07  16.77  1992,1998, 2000  12.90%  

 

2010s  
-  -  -  -  2002, 2008 2009  -  

(Observation)  

A1B  

2010s  1129.84  2.52%  16.88  0.66%  2002, 2007,2009  12.90%  

2020s  1360.99  20.50%  16.97  0.53%  2011, 2020  6.45%  

2030s  1240.26  -8.87%  17.19  1.29%  2029, 2030  9.68%  

2040s  1245.7  0.44%  17.94  4.36%  2,034,203,820,392,040  29.03%  

SUM     14.55%     6.85%     58.06%  

A2  

2010s  1025.64  -7.45%  16.86  0.54%  2009  3.22%  

2020s  1210.7  18.04%  17.27  2.43%  2012, 2019  9.68%  

2030s  1269.56  4.86%  17.26  -0.06%  2023,2026, 2027  16.13%  

2040s  1038.7  -18.17%  17.82  3.24%  2031, 2033, 2040  22.58%  

SUM      -2.73%     6.15%     48.39%  

B1  

2010s  1131.82  2.62%  17.4  3.76%  2002, 2009  6.45%  

2020s  1231.79  8.83%  17.3  -0.57%  2013, 2015  9.68%  

2030s  1385.03  12.44%  16.96  -1.97%  2026  3.23%  

2040s  1414.43  2.12%  17.34  2.24%  2039  3.37%  

SUM     26.02%     3.46%     22.59%  
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5.3.1 A1B Scenarios Result 

  

 

Fig. 5.12 A1B emission scenario result from year 2000 to 2040  

(*unit for the X-axis is month, for Y-axis is the total algal cells concentration 10
4
/L) 

 

During the 2010s, the average precipitation is predicted to be 1129.84 mm and 

the average temperature is predicted to be 16.88°C. Compared with the base year, the 

precipitation and the temperature are increased by 2.52% and 0.63%, respectively. 

The river algal blooms occurred in 4 months for three years (2002, 2007 and 2009). 

Thus the probability of algal bloom occurrence from 2001 to 2010 is 12.9%, as 

predicted by the model. This result is well matched with the real historical algal 

bloom years that are 2002, 2008 and 2009.  

 

During the 2020s, the average precipitation is predicted to be 1360.99 mm and 

average temperature is 16.77°C. Compared with the base year, this is an increase of 

precipitation of 23.5 % and a decrease of temperature of 0.05%. The river algal 
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blooms occur in 2 months of the year of 2012 and 2019 according to the model. 

Under this model, the probability of algal bloom occurrence from 2011 to 2020 is 

6.45%.  

 

During the 2030s, average precipitation is predicted to be 1240.26 mm and the 

average temperature is predicted to be 17.19°C. Compared with the base year, 

precipitation is increased by a predicted 12.154% and the temperature is increased by 

2.47%. River algal blooms are predicted to occur in 3 months in 2029 and 2030. Thus 

the probability of algal bloom occurrence from 2021 to 2030 is predicted to be 9.68%. 

 

During the 2040s, the average precipitation is predicted to be 1245.7 mm and the 

average temperature is predicted to be 17.94°C. Compared with the base year, the 

precipitation and the temperature increases are predicted to be 13.17% and 6.95%, 

respectively. River algal blooms are predicted to occur in 9 months in 2034, 2038, 

2039 and 2040. Thus the probability of algal bloom occurrence from 2021 to 2030 is 

predicted to be 29.03%. 
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5.3.2 A2 Scenarios Result 

 

Fig. 5.13 A2 emission scenario result from year 2000 to 2040 

(*unit for the X-axis is month, for Y-axis is the total algal cells concentration 10
4
/L) 

 

During the 2010s, the average precipitation is predicted to be 1025.64 mm and 

the average temperature is predicted to be 16.86°C. Compared to the base year, 

precipitation decreases 6.93% and temperature increases 0.5% in the model. River 

algal blooms only occurred in 1 month in 2009. Thus the probability of algal bloom 

occurrence from 2001 to 2010 is 3.22%. In this scenario, only the algal bloom year of 

2009 matches the monitoring data. 

 

During the 2020s, the average precipitation is predicted to be 1210.7 mm and  

the average temperature is predicted to be 17.27°C. Compared to the base year, 

precipitation is predicted to increase 9.86 % and temperature by 2.95%. River algal 
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blooms are predicted to occur in 3 months in the year of 2012 and 2019, respectively. 

Thus the probability of algal bloom occurrence from 2021 to 2030 is 9.68%. 

 

During the 2030s, the average precipitation is predicted to be 1269.56 mm and 

the average temperature is predicted to be 17.26°C. Compared to the base year, 

precipitation increases 15.2% and temperature increases 2.9% according to the model. 

River algal blooms occurred in 5 months in 2023, 2026 and 2027. Thus the 

probability of algal bloom occurrence from 2021 to 2030 is 16.13% in this model. 

 

During the 2040s, the average precipitation is predicted to be 1038.7 mm and the 

average temperature is predicted to be 17.82°C. Compared to the base year, 

precipitation decreases 5.17% and temperature increases 6.2%, according to the 

model. River algal blooms are predicted to occur in 5 months 2031, 2032, 2032, 2033, 

2035 and 2037. Thus the probability of algal bloom occurrence from 2031 to 2040 is 

predicted to be 22.58%. 
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5.3.3 B1 Scenarios Result 

 

 

Fig. 5.14 B1 emission scenario result from year 2000 to 2040 

(*unit for the X-axis is month, for Y-axis is the total algal cells concentration 10
4
/L) 

 

During the 2010s, the average precipitation is predicted to be 1131.82 mm and 

average temperature is predicted to be 17.4°C. Compared to the base year, 

precipitation increases 2.7% and temperature increases 3.73% according to the model. 

River algal blooms occurred in 2 months in 2002 and 2009 according to the model. 

Thus, in this system, the probability of algal bloom occurrence from 2001 to 2010 is 

6.45%. In this result, the algal bloom years of 2002 and 2009 matches the real 

monitoring data. 

 

During the 2020s, the average precipitation is predicted to be 1231.79 mm and 

average temperature is predicted to be 17.3°C. Compared to the base year the model 
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predicts that precipitation increases 11.7 % and temperature increases 3.16%. River 

algal blooms occurred in 3 months in 2013 and 2015 according to the model. Thus the 

probability of algal bloom occurrence from 2021 to 2030 is 9.68% in this system. 

 

During the 2030s the model predicts the average precipitation to be 1385.03 mm 

and the average temperature to be 16.96°C. Compared to the base year, precipitation 

increases by 25.67% and temperature increases by 1.14%, according to the model. 

River algal blooms only occurred in 1 month in 2026 according to the model. Thus, in 

this system the probability of algal bloom occurrence from 2021 to 2030 is 3.23%. 

 

During the 2040s, the average precipitation is predicted to be 1414.43 mm and 

the average temperature is predicted to be 17.34°C. Compared to the base year, 

precipitation increases by 28.34% and temperature increases by 3.78%, according to 

the model. River algal blooms are only predicted to occur in 1 month in the year of 

2039. Thus the probability of algal bloom occurrence from 2031 to 2040 is predicted 

to be 3.23%. 

 

 

5.4 Summary 

In this study, an integrated climate change assessment is performed under three 

emission scenarios. Table 5.9 in the previous section summarizes climate change and 
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probability of algal bloom occurrence in the 40 years from 2001 to 2040 for the Han 

River. The results indicated that: 

1. The algal bloom occurrence probability under A1 scenario is 58.06% from 2001 to 

2040, which is the highest among all three different scenarios. According to the 

characteristic of A1B model, the economy grows rapidly and the global 

population reaches 9 billion in 2050, and they would contribute to the climate 

change impact. The average temperature and precipitation will be increased by 

6.85% and 14.55%, respectively, which are the highest variation in those three 

scenarios during the 40 years. Therefore, the algal bloom risk is high in this 

integrated and well-developed word.  

 

2. The result of A2 scenario has the second highest risk of algal bloom which is 

48.39%. The temperature is increased by 6.15% and the precipitation is decreased 

by 2.73% during these 40 years. Since fertility patterns across regions converge 

very slowly, this results in continuously increasing global population. The 

economic development is regionally oriented primarily and the per capita 

economic growth and technological change are more fragmented and slower than 

in other storylines. Thus the areas with faster economic development would have 

more contributions to climate change than those more slowly developing regions 

under this scenario.  

 

3. The B1 scenario corresponds to a convergent world with the same global 
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population that peaks in midcentury and declines thereafter, as in the A1 storyline. 

This scenario predicts rapid changes in economic structures toward a service and 

information economy, with reductions in material intensity, and the introduction 

of clean and resource-efficient technologies. The emphasis is on global solutions 

to economic, social and environmental sustainability including improved equity, 

but without additional climate initiatives. Precipitation and temperature are 

increased by 26.02% and 3.46%, respectively, during 40 years which is the 

slowest of three scenarios 

 

4. These assessment results are useful for clarifying potential climate change and 

human activity effects on when the river system is eutrophied in the future, as well 

as providing support for related water pollution management and remediation 

decisions. 
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           CHAPTER 6 DISCUSSION 

 

    In the present research, the mechanisms and contributions of the main factors 

causing algal bloom in Han River have been studied, and an integrated climate change 

assessment has been performed based on monitoring data, collected information and 

investigation work. Contributions of key factors for the Han River’s algal bloom were 

analyzed by using a statistical model and simulation model of eutrophication. The 

results showed that nutrient loads along the lower section of the Han River is the 

predominant factor. Additionally, hydrological regime and temperature are also 

important factors affecting algal bloom. The Han River is characterized by slow water 

flow when its water level gets lower than the Yangtze River due to low precipitation 

and high temperatures. When the two factors happen simultaneously with higher 

temperatures in spring, algae grow quickly. The result of this case study indicates that 

the nutrient load, hydrological regime and temperature are key factors influencing 

water quality and the river ecosystem. Climate change is expected to affect water 

quality through influencing hydrological regimes. As a result, these changes lead to 

alteration of river water quality. Therefore, it is necessary and urgent to have a clear 

understanding of their contributions in response to climate change in scientific 

methods. 

 

 



113 
 

6.1 Model Analysis 

 A parametric river eutrophication model that is based on statistical and 

simulation methods is developed and applied to the Han River algal blooms case 

study. The final results show the multiple nonlinear regressions approach has the best 

calibration (0.828) and predictive ability (0.964), followed by the ANN (BP) network 

(calibration 0.967 and predictive ability 0.586). It is, then, followed by multiple linear 

regressions model (calibration 0.673 and predictive ability 0.705). The ecological 

model has the lowest calibration (0.646) and forecasting ability (0.647). All of the 

proposed models are able to predict to some extent the climate change impacts on 

river eutrophication assessment. The coefficients of each parameter clearly indicate a 

correlation between the dependent variables (Xn) and the independent variable (Y). For 

instance, it has been confirmed that river algal blooms are negativity correlated to 

hydrological regimes and positively correlated to temperature and the input nutrient 

waste load.   

 

This contribution analysis was not only performed using statistical system 

models, but also is verified by an integrated river eutrophication model. It can provide 

a part of basic conceptual mechanisms for researchers, although the simulating ability 

is quite unsatisfactory. This kind of model has too many constraints related to 

required parameters, so the final result would not be satisfactory if the initial data 

error is large. The statistical models have fewer or no constraints for inputs and 

outputs, so calibration and validation results are often better. Once the they are 
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validated by a physical or semi-physical model, it can provide reasonable results as 

well. Based on the final assessment result, the linear method usually only presents 

approximate results since it assumes the relationship for everything is linear and 

output results often show negative values. This is not reasonable in real-world cases 

because real time series data are mostly nonlinear due to the complicated nature of 

ecological systems. The nonlinear regressions model usually gives a better simulation 

result compared to the linear model since it is more reasonable in practice and the 

result can avoid negative values. On other hand, the ANN model is a powerful tool 

that is able to solve difficult pattern-processing problems involving non-linearity and 

multiple dimensions and it is usually good on molding calibration. However, 

sometimes it lacks accuracy for data forecasting due to its tendency to over-fit. In 

conclusion, the advantages and limitations of proposed models can be summarized as 

follows: 

 

a. Multiple linear regressions model 

Advantages are: 

 simple to use in application 

 often shows good results when relationships between the independent 

variables and the dependent variable are almost linear. 

 moderate calibration (R
2 

= 0.64) and validation (R
2 

= 0.7) results. 

Limitations are: 
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 needs data screening, the input parameters must be linearly correlated to 

outputs. 

 often inappropriately used to model non-linear relationships, thus it is limited 

when making predictions in real case studies.  

 a lack of explanation about what has been learned can be a problem. 

b. Multiple Non-linear regressions model 

Advantages are: 

 can be used to model non-linear relationships and is appropriate for most real 

case studies.  

 can be moved to a linear domain by a suitable transformation of the model 

formulation. 

 very good modeling result of calibration (0.89) and validation (0.97).  

Limitations are: 

 calculation process is much more complicated than the MLR, but some 

nonlinear equations (e.g. power functions) can be transformed to a linear 

formulation. 

 The major conceptual limitation of all regression techniques is that you can 

only ascertain relationships, but can never be sure about an underlying causal 

mechanism. 
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c. Artificial Neural Networks  

Advantages are: 

 able to automatically resolve non-linear complex relationships between 

variables without the need for prior assumptions about the nature of those 

relationships.  

 able to solve difficult pattern-processing problems involving non-linearity and 

multiple dimensions. 

 can be implemented in any application and allow fast processing of large 

amounts of information. 

 often good in model calibration (0.97) and has the abilities of promotion and 

generalization.  

Limitations: 

 It should be used with caution when developing predictive models because the 

prime disadvantage of ANN is that they are tend towards overfitting, also 

known as overtraining. This phenomenon can lead an investigator to 

misinterpret an ANN's good performance on a training/calibration data set.  

 It cannot indicate the exact contributions of each input indicator to the output, 

thus it is inconvenient for applying a single factor impact assessment; 
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d. Integrated river eutrophication model 

Advantages: 

 It is a semi-physical model that combines a empirical model and a statistical 

model, thus it can provide some physical meaning inside of the system already 

known. Results can explain the mechanisms of variables. 

Limitations: 

 Due to the conditions of input parameters being too restrictive, the simulating 

efficiency can be less than statistical models. 

 model requires more physical parameters related to water environments 

 

6.2 Discussion of Climate Change Impacts on River Algal Blooms 

The individual and integrated climate change impact assessment and the 

interactions and contributions of human activities, hydrological regimes and 

temperature to river algal blooms are determined. For the individual climate change 

assessment: the waste nutrient P load has the most significant impact (14.82%), 

followed by the flow rate (5.56%) and then by temperature (3.7%). For the integrated 

climate change assessment, it has been found that there is a significant impact 

(20.37%) when waste load increases and flow rate decreases at the same time. It is 

followed by increase of both waste load and temperature (15.82%). If temperature 
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increases but flow rate decreases, the impact is predicted to be 11.11%. Therefore, the 

interactions and contributions of each variable input to algal bloom can be 

summarized as follows: 

 

a. It is well proven that the human activity, which in this case is represented by the 

waste load, can play an important role on the growth and reproduction of algae. 

The impact factor for waste nutrient inputs into the system is 14.82% which is 

even higher than the sum of temperature and flow rate (11.11%). Also when the 

waste load is included in the integrated assessment, the impact of temperature 

(3.7%) is increased to 15.82%, and the impact of flow rate (5.56%) is increased to 

20.37%. If both temperature and flow rate are increased, the increased input waste 

load will increase the risk from 11.11% to 29.63%. Thus there is no doubt that the 

control of waste load is the key issue to minimize the probability of algal bloom 

occurrence. The primary source of phosphorus is industrial wastewater. In 

particular, where the Han River flows past a nitrogen fertilizer plant an excessive 

amount of phosphate is discharged to the river. Moreover, a large number of 

domestic water emissions reach the river. Relevant implications should be 

assessed and adaptations should be conducted.  

 

b. The hydrologic regime is the second most important impact factor in algal bloom 

formation, according to our model. The study result shows the flow rate is 

negatively correlated the total algal cell concentration, especially when the input 
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waste load and the flow rate change at same time, the probability of algal bloom 

occurrence will be significantly increased (20.37%). Moreover, with decreased 

flow rate and an increase in temperature, the impact is increased from 3.7% to 

11.11% and the impact of waste load is increased from 14.82% to 20.37%. Finally, 

if the input waste load and the temperature both change, the decreasing of flow 

rate will increase the algal bloom risk from 15.8% to 29.63%. The monitoring data 

clearly shows that when the algal blooms occurred in 1992, 1998 and 2000, the 

water level and the flow rate were low resulting in a localized, semi-stagnant 

environment. The water flow dilution effect was greatly reduced resulting in 

stagnation in the fixed total amount of nutrient load, causing an increase in the 

concentration of nutrients which in turn led to algal bloom conditions. In addition 

the accumulation of phosphorus in the river sediment (caused by settlement to the 

bottom and the formation of a river silt layer) which provides sufficient 

phosphorus to accelerate algal bloom formation. 

 

c. It is clearly shown that the impact of temperature (3.7%) does exist and is 

sufficient to increase the likelihood of algal blooms. When the temperature 

increases, the impact of flow rate on algal bloom formation (5.56%) increases to 

11.11%, and the impact of waste load (14.82%) also increases to 15.82%. 

Furthermore, when the flow rate and waste load both change and the temperature 

increases, the impact factor will increase from 20.37% to 29.63%. This indicates 

that temperature plays a key role in river eutrophication according to this model, 
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especially when the input load and the flow rate are both within a danger threshold. 

Compared with the historical data, the result of this study has confirmed that 

temperature has significant impact on the growth of diatoms. From the collected 

data, the water temperature in 1992 has increased significantly compared to 1991, 

and the highest temperature in 1998 and 2000 reached 32°C, which is almost the 

highest recorded in history for the Han river. Therefore, it is easy to see That 

increased temperatures can lead to an increased risk of algal bloom occurrence.  

 

6.3 Implications for Water Quality and Ecosystem Management 

Even though climate change could significantly alter water eutrophication and 

ecosystem, it is predicted under our model that human activities contribute much 

more than climate change to algal blooms in the Han river. This implies that adaptive 

management can minimize some climate-change impacts on not only water quality 

but also the aquatic ecosystems. Because many of impacts of climate changes are not 

predictable, in order to deal with the climate changes that are taking place now and to 

prepare for those that are likely to happen in the future, more flexible institutional 

arrangements are needed in order to adapt the changing conditions, a necessary tool is 

the water quality and ecosystem management plan. This should take into account all 

significant pressures and impact of human activities on the aquatic environment. 

Specific and practical management options should be chosen for different regions.  
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In order to avoid adverse impacts of climate change on water quality and aquatic 

ecosystems, certainly the most important and well-known method to protect aquatic 

ecosystems is reducing contaminant levels. Therefore, it is vital that both point and 

nonpoint pollution sources should be strongly restricted. The adaptation options 

should also improve the ability to moderate, cope with and take advantage of the 

consequences of climate change. Moreover, because of uncertainty over future 

climate variability, management responses should have built-in flexibility to ensure 

that current coping strategies are consistent with future climate change. Adaptability 

of this nature requires environmental change monitoring and modeling, and the 

strengthening of basic research and practice. Management innovation is also 

necessary for better adaptability. In addition, relevant education and training can raise 

awareness and encourage more people to pay attention to this issue.  
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            CHAPTER 7 CONCLUSION 

 

     In the present study, a set of parametric river eutrophication models have been 

developed for assessing the contributions of climate change and human activity 

impacts on river water quality. An integrated climate change assessment was applied 

to a real river eutrophication case study of the Wuhan section of Han River in China. 

This study has provided much data and information, including an overview of 

international research on this issue and some of my personal opinions related to 

climate change on water quality. A system modeling structure of river eutrophication 

based on multiple inputs and an output was established, in which variables include 

nutrient load, temperature, hydrological regimes, water quality, and total algal cell 

concentration. The statistical and simulation models were conducted based on system 

approaches of (a) Multiple Linear Regressions, (b) Multiple Non-linear Regressions, 

(c) Artificial Neural Network based on Back-propagation algorithms, as well as (d) 

the integrated river eutrophication (Dillon) model. All above models are calibrated 

and validated based on the monitoring data, the multiple non-linear regressions model 

is taken for individual and integrated climate change assessment under different 

scenarios since it has the best simulation result. The contributions of nutrient loads, 

temperature and hydrological regimes to the algal blooms are quantified by adjusting 

any of the variables. The final climate change assessment result indicates that the 
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input waste load has the greatest impact (14.82%) on river algal blooms, which means 

that human activity plays an important role on the growth and reproduction of algae, 

and control of the waste load is the key issue to minimize the probability of 

occurrence of algal bloom. The hydrologic regime is the second important impact 

factor (5.56%). The study result shows the flow rate is negatively correlated to the 

total algal cell concentration. The impact of temperature (3.37%) was low, but can 

have a high impact when input load and flow rate are both in a danger threshold. 

Finally, the probabilities of algal bloom occurrence in the Han River for next 40 years 

was forecasted based on three emissions scenarios.  

 

    Based on the climate change assessment result, it is proven that water quality and 

eutrophication can be impacted significantly by climate change. However, scientific 

works on this important issue are very limited. More and deeper scientific research 

should be conducted in the near future. Based on the Han River case study in China, it 

is concluded that the degradation of river water quality and eutrophication is mainly 

influenced by human activities, and can be exacerbated by climate change. Climate 

change can affect water quality through not only working on water temperature but 

also altering hydrological regimes. Finally, specific and practical adaptation options 

and positive ways to enhance adaptability should be proposed to decision-makers. 

 

 

 



124 
 

 

7.1 Contributions of the Research 

  The research contributions of this present thesis are summarized as follows: 

 

1) As we know, the effects of climate change on river water quality is a valuable topic 

but also very complex and full of challenges. So far most current research tends to 

be more focused on climate change impact on water quantity (e.g., flooding and 

droughts) rather than on changes in water quality. Relevant scientific research and 

practices are important for effective responses and management of water 

environments. In this study, an assessment framework related to climate change 

and human activities has been developed through examining  appropriate 

statistical and simulation modeling methods to comprehensively quantify their 

contributions to river water eutrophication.  

 

2) This study presents the application of statistical and simulation models, which 

include Multiple Linear Regressions, Multiple Non-linear Regressions, Artificial 

Neural Networks and an ecological model, in order to quantify the contributions 

of climate change and human activities impacts to river water quality based on a 

case study of algal blooms in a large river system in China. The new ecological 

model can be considered as a semi-physical empirical model and was considered 

useful for providing some necessary meaning of mechanisms compared to other 
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statistical models. Previously, this water eutrophication model has been only 

applied to water eutrophication studies in lakes and has never been used for rivers. 

Here, we see its possible applications in climate change impact on large river 

systems. 

 

3) The comprehensive modeling results indicate the overall relationships of climate 

change impact on water quality, but also individually evaluate the impact of 

human activities and variation of hydrological regimes on river algal blooms, 

based on an integrated climate change assessment.  

 

4) A single-factor assessment and an integrated climate change assessment has been 

conducted based on the modeling results. It can quantify the contributions of 

temperatures, hydrological regimes and human activities to river water quality 

based on the information of monitoring data in past, but is also able to forecast the 

probabilities of algal blooms occurrence in the Han river for next 40 years based 

on three emissions scenarios. This can provide useful and reasonable information 

about water environmental management for decision-makers in the future. 

 

5). This study discussed the principles of adaptation strategies on how to solve the 

impact of climate change on water resources and what feasible adaptations should 

be taken to keep economic and social developments from causing adverse effects. 

The present study is expected to give theoretical support and directions for further 
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relevant research, and this assessment approach can also be applied in other 

environmental problems, such as the climate change related water contamination, 

air pollution, solid waste management, etc.  

 

7.2 Future Studies 

   This section highlights the scope of future work which may be conducted on the 

basis of the work presented here. 

 

1. Although this study analyzed water quality and climate data of 9 years from 1992 

to 2000, only information in the spring time (January to March of each year) is 

available due to the nature of the algal bloom phenomenon. For further studies, 

long term continuous monitoring in different regions is still required to support 

basic data in order to give a more comprehensive analysis of climate change 

impact. 

 

2. More efforts should be taken to separate the impacts of climate change from 

human activities based on more long-term monitoring data, although it is 

complicated. Meanwhile, to get a better understanding of the issue, it is suggested 

to obtain more information about the alteration mechanisms of hydrological 

regimes by climate change. 
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3. The over-fitting phenomenon that has occurred in the ANN application in this 

study is problematic. In order to avoid this pitfall, validation of the ANN model 

with a data set not used during training is essential. Techniques such as early 

stopping, cross-validation and bootstrapping can be used to in future studies to 

minimize the modeling errors. 

 

4. A new integrated river eutrophication model was developed in this study, but the 

prediction ability is not satisfactory compared with the statistical model. Future 

studies should be applied in this direction to improve this empirical equation to 

yield better results.  

 

5. Only one statistical model, which is the multiple nonlinear regressions approach, 

has been used for forecasting the future climate change impact on the river water 

quality in 40 years. It is also suggested for the decision maker to combine the 

statistical model and simulation models to establish a comprehensive fuzzy risk 

assessment by taking a interval value of two models. 

 

 

 

 

 

 



128 
 

 

 

 

 

REFERENCE 

Arnell, N.W., 2003. Relative effects of multi-decadal climatic variability and changes 

in the mean and variability of climate due to global warming: future stream 

flows in Britain. Journal of Hydrology, 2(7), 195-213. 

Arnell, N.W., 1999. Climate change and global water resources. Global 

Environmental Change, 9, S31-S49. 

Afifi, A.A., Azen, S.P., 1979., Statistical analysis. Computer oriented approach, 

Academic Press, New York, USA.  

Aris, R. 1994. Mathematical modeling techniques, IEEE Transactions on Knowledge 

and Data Engineering, 2(3), 311– 319. 

Biggs, B.F., 2000. Eutrophication of streams and rivers: dissolved 

nutrient-chlorophyll relationships for benthic algae, Journal of the north 

American Benthological Society, 19(1), 17-31. 

Belevitch, V., 1962. Summary of the history of circuit theory, Proceedings of the  

Institute of Radio Engineers (IRE), Troy, New York, 848-855. 

Battarbee, R.W., Kernan, M., Livingstone D., 2008. Freshwater ecosystem responses 

to climate change: the Euro-limpacs project. In: The Water Framework 

Directive-Ecological and Chemical Status Monitoring., John Wiley & Sons Ltd, 

Chichester, 313-354. 



129 
 

Beaugrand, G., Reid, P., 2003. Long-term changes in phytoplankton, zooplankton and 

salmon related to climate. Global Change Biology, 9, 801-817. 

Blenckner, T., Adrian, R., Livingstone, D. M., 2007. Large-scale climatic signatures in 

lakes across Europe: a meta-analysis. Global Change Biology, 13(7), 

1314-1326. 

Brien, R. M., 2007. A caution regarding rules of thumb for variance inflation factors, 

Quality and Quantity, 41(5), 673-690. 

Chen, S., Billings, S.A. and Grant, P.M., 1990. Non-linear system identification using 

neural networks, Computational Intelligence Society, (9)3, 407-429. 

Chakra, R.C., 2010. Back propagation network soft computing course lecture. An 

online textbook. American Mathematical Society, Retrieved September 5th, 

2010, from http://www.myreaders.info/03_Back_Propagation_Network.pdf. 

Chesoh, S., Lim, A., Tongkumchum, P., 2008. Model predicting chlorophyll-A 

concentration as an index of potential occurrence eutrophication in Songkhla 

Lake, Proceedings of Taals 2007, The 12th World Lake Conference, 834-839. 

Carvalho, L., Kirika, A., 2003. Changes in shallow lake functioning to climate 

changes and nutrient reduction. Hydrobiology, 5(6), 789-796. 

Carstensen, J. Henrik, M., Niels, K.P., Marinus, K.N., 2006. Grey Box modeling in 

two time domains of a wastewater pilot scale plant, Environmetrics, 4(2), 

187-208. 

Dillon, P. J., & Rigler, F.H., 1974. The Phosphorus-Chlorophyll relationship in lakes. 

Limnol, Oceanogr, 17,250-254. 



130 
 

Dillon, P.J., & Kirchner, W.B., 1975. The effects of geology and land use on the 

export of phosphours from watershed, Water Res, 9, 135-149. 

Drago, J.A, Breke, L., 2005. Evaluating effects of climate change on source water 

quality of lake Cachuma, California. The Environmental & Water Resources 

Institute (EWRI). DOI: 10.1061/40792(173), 474. 

Delpla, I., Jung, A.V., Baures, E., 2009. Impacts of climate change on surface water 

quality in relation to drinking water production Environment International 

doi:10.1016/j.envint.2009.07.001. 

Donnelly, T.H., Grace, M.R., Hart, B.T., 1997. Algal blooms in the Darling-Barwon 

River, Water, Air, & Soil Pollution, 99, 487-496. 

Dunn, M., 2007. Algal bloom in the Potomac River, Technical Report. Center for 

Earthquake Research and Information, Department of Environmental Quality, 

University of Memphis, Tennessee, USA. 

Durai, S.A., Saro, E.A., 2006. Image Compression with Back-Propagation Neural 

Network using Cumulative Distribution Function. World Academy of Science, 

Engineering and Technology, 7(5), 5. 

Diersing, N. (2009). Phytoplankton Blooms, The Basics. National Oceanic and 

Atmospheric Administration (NOAA), Woods Hole Oceanographic Institute, 

USA. 

Evans, C.D., 2005. Modeling the effects of climate change on an acidic upland stream. 

Biogeochemistry, 74, 21-46. 

Environment Agency (EA), 2005. Effect of Climate Change on Salmon Fisheries. 

http://www.springerlink.com/content/0049-6979/


131 
 

Science Report W2-047/SR, Environment Agency, Bristol, 52. 

Elena, M.B., Stephen, R.C., Nina, F.C., 2001.Human Impact on Erodible Phosphorus 

and Eutrophication, Bioscience. A Global Perspective, 51(3), 227. 

Environment Agency (EA), 2011. Toxic Blue-Green Algae and Other Algal Blooms, 

Pond contamination. Technologies for Public Safety in Critical Incident 

Response Conference &Exposition 2004, Homeland Security, New Orleans, 

LA. 

Forssell, L., Lindskog, P., 1997. Combining Semi-Physical and Neural Network 

Modeling, An Example of Its Usefulness, Technical reports from the Automatic 

Control group, Linkoping University, Sweden. 

Gamini, H., 1997. Freshwater algal blooms and their control: Comparison of the 

European and Australian Experience, Environmental Management, 51(2), 

217-227. 

Gawthrop, P.J., Jezek, J., Jones, R.W. and Sroka, I., 1993. Grey-box model 

identification, Invited Paper, Control-Theory and Advanced Technique, 9, (1), 

139-157. 

Gray, G.J., Murray-Smith, D. J., Li, Y. and Sharman, K. C., 1996. Structural system 

identification using genetic programming and a block diagram oriented 

simulation tool, Electronics Letters, 32, (15), 1422-1424. 

Hammond, D., Pryce A.R., 2007. Climate change impacts and water temperature. 

Environment Agency Science Report SC060017, Bristol, UK. 

Henrik, A.N., Henrik, M., 2006. Modeling the heat consumption in district heating 



132 
 

systems using a grey-box approach", Energy and Buildings,38 (1), 63–71. 

Hejzlar, J., Dubrovsky, M., Buchtele, J., 2003. The apparent and potential effects of 

climate change on the inferred concentration of dissolved organic matter on a 

temperate stream. Science of the Total Environment, 3(10), 143-152. 

Hiscock, K., Southward, A., Tittley I., 2004. Effects of changing temperature on 

benthic marine life in Britain and Ireland. Aquatic Conservation: Marine and 

Freshwater Ecosystems ,14, 327-331.  

Hua, Z,S., Bian, Y.W., Liang, L., 2007. Eco-efficiency analysis of paper mills along 

the Huai River: An extended DEA approach. Omega, 35, 578 -587. 

Intergovernmental Panel on Climate Change (IPCC), 1996. Climate change 1995. The 

Science of Climate Change Technical Report. Cambridge, Cambridge 

University Press, UK. 

Intergovernmental Panel on Climate Change (IPCC), 2000. Summary for 

policymakers, Emissions Scenarios, A Special Report of IPCC Working Group 

III, UK. 

Intergovernmental Panel on Climate Change (IPCC), 2001. Contribution of working 

group III to the Third Assessment Report of the Intergovernmental Panel on 

Climate Change, Cambridge University Press, UK. 

Intergovernmental Panel on Climate Change (IPCC), 2007. Solomon, Contribution of 

working group I to the Fourth Assessment Report of the Intergovernmental 

Panel on Climate Change, Cambridge University Press, UK. 

Iranmanesh, S., Mahdavi, M.A., 2009. A differential adaptive learning rate method 

http://www.grida.no/publications/other/ipcc_sr/?src=/climate/ipcc/emission/
http://www.grida.no/publications/other/ipcc_sr/?src=/climate/ipcc/emission/
http://en.wikipedia.org/wiki/IPCC_Third_Assessment_Report
http://en.wikipedia.org/wiki/IPCC_Fourth_Assessment_Report


133 
 

for Back-Propagation Neural Networks. World Academy of Science, 

Engineering and Technology, 50-52. 

Jan, H.B., 1997. Analysis of extreme hydrological events in a monsoon climate 

catchment: the Hongru River, China. Hydrological Sciences, 4(2), 311-323. 

Jacobsen, H.B. and Madsen, H., 1996. Grey Box modeling of oxygen levels in a small 

stream. Environmetrics, 7(2), 109–121. 

Klein,G., 2002. Eutrophication and Health Assessment Report, World Health 

Organization (WHO) Regional Office, European Communities. 

Kohonen, T., 1997. Self-Organizing Maps. Springer Series in Information Sciences 

(3rd ed.), ISSN: 0720-678X, 30.  

Kundzewicz, Z.W., Mata, L.J., Arnell, N.W., 2007. Freshwater resources and their 

management. In: Climate Change 2007, Impacts, Adaptation and Vulnerability. 

Contribution of Working Group II to the Fourth Assessment Report of the 

Intergovernmental Panel on Climate Change (ed. by M. L. Parry, O. F. Canziani, 

J. P. Palutikof, P. J. van der Linden & C. E. Hanson), 173-210. Cambridge 

University Press, Cambridge, UK. 

Lane, S.N., Reid, S.C., Tayefi, V., 2007. Interactions between sediment delivery, 

channel change, climate change and flood risk in a temperate upland 

environment. Earth Surface Processes and Landforms, 32, 429-446. 

Leemans, R., Kleidon, A., 2002. Regional and global assessment of the dimensions of 

desertification. In: Global Desertification. Do Humans Cause Deserts? (ed. by J. 

F. Reynolds & D. M. Stafford-Smith), 215-232. Dahlem University Press, 



134 
 

Berlin, Germany. 

Lu, D.Y., Liu, P.G., Fan, T.Y., 2000. Water Bloom in downstream of Han River, 

Research of Environmental Sciences,13(2),29-31. 

Lu, G.B., Wang, J., Wang, H.J., Xia, Z.Q., 2009. Impacts of human activities on the 

flow regime of the Hanjiang River. Research of Environmental 

Sciences,15(1),12-13. 

Le, T.D., Madsen, H., Rasmussen, B. and Somod, B. 2001. Modeling and analysis of 

nitrogen in Randers Fjord. IMM. Technical University of Copenhagen. 

Technical report , 60, Denmark. 

Leontaritis, I.J. and Billings, S.A., 1985. Input-output parametric models for 

non-linear systems. Part I: deterministic non-linear systems. International 

Journal of Control, 41, 303-328. 

Law, T., Zhang, W., Zhao, J., 2009. Structural changes in lake functioning induced 

from nutrient loading and climate variability. Ecological Modeling, 220, 

979-997. 

Li, C., Li, S., Zhang, D., Chen, S., 2004. Cryptanalysis of a chaotic neural network 

based multimedia encryption scheme. Advances in Multimedia Information 

Processing PCM 2004 Proc., Part III, Lecture Notes in Computer Science., 

Springer-Verlag, 333: 418-425. 

Lenihan, J. M., Bachelet, D., Neilson, R.P, 2008. Simulated response of conterminous 

United States ecosystems to climate change at different levels of fire 

suppression, CO2 emission rate, and growth response to CO2. Global and 



135 
 

Planetary Change, 64, 16-25.  

Longfield, S.A., Macklin, M.G., 1999. The influence of recent environmental change 

on flooding and sediment fluxes in the Yorkshire Ouse basin. Hydrological 

Processes, 13(7), 1051-1066. 

Lotter, A.F., Birks, H.J.B., 1997. The separation of the influence of nutrients and 

climate on the varve time-series of Baldeggersee, Switzerland. Aquatic Sciences, 

59(4), 362-375. 

Malmaeus, J.M., Blenckner, T., Markensten, H., 2006. Lake phosphorus dynamics 

and climate warming: a mechanistic model approach. Ecology Modelling 190 

(1-2), 1-14. 

Mark, T., Mark., E., 2008. Multiple Linear Regression, Cathie Marsh Centre for  

Census and Survey Research, Applied regression analysis (2nd ed), Manchester, 

UK. 

Middelkoop, H., Daamen, K., Gellens, D., 2001. Climatic change impact on 

hydrological regimes and water resources management in the Rhine basin. 

Climatic Change, 49, 105-128. 

Moss, B., McKee, D., Atkinson D., 2003. How important is climate? Effects of 

warming, nutrient addition and fish on phytoplankton in shallow lake 

microcosms. Journal of Applied Ecology, 40, 782-792.  

Nong, Y., Vilbert, S., Chen, Q., 2003. Computer intrusion detection through EWMA 

for auto correlated and uncorrelated data. IEEE Trans. Reliability, 52(1), 75-82.  

Nielsen, H.A., Madsen, H., 2000. Predicting the Heat Consumption in District 

http://www.imm.dtu.dk/~han/pub/efp98.pdf


136 
 

Heating Systems Using Meteorological Forecasts, Department of Mathematical 

Modeling, Technical University of Denmark. 

Park, J.H., Duan, L., Kim, B., 2009. Potential effects of climate change and variability 

on watershed biogeochemical processes and water quality in Northeast Asia. 

Environment International, doi:10.1016/j.envint.2009.10.008. 

Park, Y.S., 2003. Applications of artificial neural networks for patterning and 

predicting aquatic insect species richness in running waters, ecological 

modeling, 160, 265-280. 

Murdoch, P.S., Baron, J.S., 2000. Potential effects of climate change on surface-water 

quality in north America. Journal of the American water resources association 

36(2), 347-366. 

Markus, K., 2009. Trends and variability in vertical ozone and temperature, Multiple 

Linear Regression Model Description and Application, New Zealand. 

Neter, J., Wasserman, W.,  Kutner, M.H., 1990. Applied Linear Statistical Models, 

3rd Edition, Irwin, Boston, MA..  

Oberholster, P.J., Botha, A.M., Myburgh, G.J., 2009. Linking climate change and 

progressive eutrophication to incidents of clustered animal mortalities in 

different geographical regions of South Africa, African Journal of 

Biotechnology, 8 (21), 5825-5832. 

Pfister, L., Kwadijk, J., Musy, A., Bronstert, A., Hoffmann, L., 2004. Climate change 

land use change and runoff prediction in the Rhine-Meuse basins. River 

Research and Applications, 20 (3), 229-241. 



137 
 

Patricia, M.G., 2008. Eutrophication and Harmful Algal Blooms, A Complex Global 

Issue, an Introduction to the Global Ecology and Oceanography of Harmful 

Algal Blooms, International Journal of Oceans and Oceanography, 2(1), 

157–169. 

Prathumratana, L., Sthiannopkao, S., Kim, K.W., 2008. The relationship of climatic 

and hydrological parameters to surface water quality in the lower Mekong River. 

Environment International, 34 (6), 860-866. 

Rundgren, M., Bjorck, S., Hammarlund, D., 2005. Last interglacial atmospheric CO2 

changes from stomatal index data and their relation to climate variations. Global 

and Planetary Change, 49 (1-2), 47-62. 

Russell, S. and Norvig, P., 2003. Artificial Intelligence: A Modern Approach. 2nd 

Edn. Prentice Hall, Inc., New York, USA. 

Rumelhart, D.E., Hinton, G.E., Williams, R.J., 1986. Learning representations by 

back-propagating error, Nature 323, 533 - 536 

Sommer, T.R., Harrell, W.C., Solger, A.M., 2004. Effects of flow variation on channel 

and floodplain biota and habitats of the Sacramento River, California. Aquatic 

Conservation 14, 247-261.  

Silver, M., Press, W. H., Flannery, B. P., Teukolsky, S. A., Vetterling, W. T., 2008. 

Linear Correlation, Numerical Recipes in FORTRAN: The Art of Scientific 

Computing, 2nd ed. Cambridge, England: Cambridge University Press, 630-633, 

UK. 

Sharpley, A., Sheffield, R. 2001. Phosphorus management: bridging the interface 

http://www.amazon.com/exec/obidos/ASIN/052143064X/ref=nosim/weisstein-20
http://www.amazon.com/exec/obidos/ASIN/052143064X/ref=nosim/weisstein-20


138 
 

between agriculture and environment. USDA/EPA Livestock Environmental 

Stewardship Handbook, 42, USA. 

Shoemaker, D.P., Garland, C.W., Nibler, J.W., 1996. Experiments in Physical 

Chemistry, The McGraw-Hill Companies Inc., New York, USA. 

Sykes, A.O., 1999. An Introduction to Regression Analysis The Inaugural Coase, from 

http://www.law.uchicago.edu/files/files/20.Sykes_.Regression.pdf. 

Shen, D., Liu, C., 1998. Effects of different scales of MR-SNWTP on the downstream 

of the Danjiang Kou reservoir. Acta Geographica Sinica, 5(3), 341-348. 

Tibby, J., Tiller, D., 2007. Climate-water quality relationships in three Western 

Victorian (Australia) lakes 1984-2000. Hydrobiologia, 591, 219-234. 

Thian, H.K., Rendy, P., 2010. Artificial Neural Network with Steepest Descent 

Backpropagation Training Algorithm for Modeling Inverse Kinematics of 

Manipulator. World Academy of Science, Engineering and Technology, 60, 

671-674. 

Tan, K.C. and Li, Y., 2002 Grey-box model identification via evolutionary computing. 

Control Engineering Practice, 10 (7). 673-684.  

Tu, J., 2009. Combined impact of climate and land use changes on streamflow and 

water quality in eastern Massachusetts, USA. Journal of Hydrology,379, 

268-283. 

Vliet, M.T.H., Zwolsman, J.G., 2008. Impact of summer droughts on the water quality 

of the Meuse river. Journal of Hydrology, 353, 1-17. 

Vollenweider, R.A., 1968. Scientific fundamental of the eutrophication of lakes and 



139 
 

flowing water, with particular reference to phosphorus and nitrogen as factors in 

eutrophication. OECD Technihal Report. DAS/CSI/68.27, 159. 

Vollenweider, R.A., 1969. A manual on methods for measuring primary production in 

aquatic environments. IBP Handbook No.12. 213. 

Vollenweider, R.A., 1975. Input-output models with special reference to the 

phosphours loading concept in limnology. Schweizeriche Zeitschrit fur 

Hydrologie, 37, 53-83. 

Webb, B.W., Clack, P.D., Walling, D.E., 2003. Water-air temperature relationships in a 

Devon river system and the role of flow. Hydrological Processes,17, 3069-3084. 

Whitehead, P.G., Wilby, R.L., Battarbee, R.W., 2009. A review of the potential 

impacts of climate change on surface water quality. Hydrological Sciences, 54 

(1), 101-123.  

Wilby, R.L., Whitehead, P.G., Wade, A.J., 2006. Integrated modeling of climate 

change impacts on water resources and quality in a lowland catchment: River 

Kennet, UK, Journal of Hydrology, 330 (3-4), 204-220. 

Wimpenny, J.W.T., 1997 . The Validity of Models, Adv Dent Res, 11(1 ),150–159. 

Werbosm, P.J, 1994. The Roots of Back-propagation. From Ordered Derivatives to 

Neural Networks and Political Forecasting. John Wiley & Sons, Inc., New York, 

USA. 

World Bank, 2001. China: Air, Land, and Water. The World Bank, Washington, D.C. 

20433, USA.  

World Bank, 2006. China water quality management–policy and institutional 



140 
 

considerations. The World Bank, Washington, D.C. 20433, USA.  

Xia, J., Zhang, L., 2005. Climate change and water resources security in North China. 

In: Wagener T. Regional Hydrological Impacts of Climatic Chang, Impact 

Assessment and Decision Making, Wallingford, USA. 

Xia, J., Zhang, Y,Y,. 2008. Water security in North China and countermeasure to 

climate change and human activities. Physics and Chemistry of the Earth,33(5), 

359-363. 

Xia, J., Cheng, S.B. , Hao, X.P., XIA, R., Liu, X.J., 2010. Potential Impacts and 

Challenges of Climate Change on Water Quality and Ecosystem: Case Studies 

in Representative Rivers in China. Journal of Resources and Ecology,1(1), 

31-35. 

Xie, P., Xia, J., Dou, M., 2004. Research into the effects of the middle route of 

China’s south-to-north water transfer project on water bloom in the middle 

downstream of Han River and the countermeasures part I: an analysis of the key 

factors generating water bloom in Hanjiang River. Natural Resources,19(5), 

545-549.  

Yang, Y., Zhou, N., Guo, X., 1997. The hydrology characteristics analysis of HanJiang 

up-streams. Hydrology, 2(21), 54-56. 

Yabunaka, K., Hosomi, M., Murakami, A.N., 1997. Application of a Back propagation 

artificial neural network model formulated to predict algal blooms. Water 

Science and Technology, 36 (5),89-97. 

Yen, J.C., Guo, J.L., 2002. The design and realization of a chaotic neural signal 



141 
 

security system. Pattern Recognition and Image Analysis, Advances in 

Mathematical Theory and Applications, 21 (3), 70-79. 

Zhu, Y.P., Zhang, H.P., Chen, L., 2008. Influence of the South-North Water Diversion 

Project and the mitigation projects on the water quality of Han River. Science of 

the Total Environment, 406(1-2), 57-68.  

Zhang, Y.H, Hu, H.Y, Wu, L., 2006. Wuhan section of the Han River Water Bloom 

analysis and prevention recommended the formation of eutrophication, 

Environmental Science and Technology,(3) 6,56-58. 

Zheng, J.J, Zhong, C.H, Deng, C.G., 2006. Discussion on definition of algal bloom, 

Water Resources Protection, 22(5), 34-37. 

Zhang, H., Guo, H.X., Liu, X.H., Duan, L.J., Cheng, X.M., Cui, L.X., 2011. 

Assessment and Prediction on the Eutrophic State of a Drinking Water Source, 

Life Scienc, 8(1), 86-92. 

 

 

 

 

 


