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Abstract

Optical Fiber Networks:
Wavelength Division and Code-

Division Multiplexing

Fakher Ayadi, Ph.D.
Concordia University, 1994

The general subject of our research is the use of optical fiber in Local Area Networks
(LANs) and Metropolitan Area Networks (MANSs). There are two basic topologices
these applications, single-hop networks and multihop networks. The latter operate in
much the same fashion as well established store-and-forward packet-switched networks,
but at a much higher rate. In both networks, Wave Division Multiplexing wheieby sepa-
rate channels are grouped around distinct wavelengths in the fiber passband is used. The
data rate on each of the WDM channels may be as high as one gigabit/sec. Although this
rate is high, it is still low enough to permit processing of control information by clectionic

means.

We first propose a new logical topology, the bilayered ShuffieNet, which is shown to
achieve a higher efficiency compared to the conventional ShuffleNet. This network will be
studied under uniform and nonuniform traffic. We also propose a method of using WHM
cross-connect in the implementation of two different multihop networks, the ShuffieNet
and the Manhattan Street Network. The WDM cross-connect is a device based on integrat-

ing a two-dimensional array of Bragg diffraction cells. This device can be used in various



iv

wavelength routing networks application and overcomes the mujor problems related to the
conventional star coupler. In the second part of the study, we introduce the optical CDMA
for the case of noncoherent and coherent detection. Also, a new configuration is proposed
in order to increase the number of users in optical networks at the same time using optical
CDMA. This configuration uses a hybrid WDMA/CDMA system with the addition of
allowing different users to use the same code. The throughput performance of this new
configuration known as partial CDMA is analyzed and compared to the conventional con-

figuration.



Acknowledgment

I would like to express my deep and gratitude to my thesis supervisors Di LE Hayes
and Dr. M. Kavehrad for their invaluable assistance and constant guidance thiough this
research, and for their advice and constructive criticism during the preparation of this the-

SiS.

1 am deeply grateful to my family for their support and patience, especially my par-
ents who gave the best of themselves so that my brothers and | had the best of everything
1 would also thank my wife for her encouragement and suppoit throughout the prepatation

of this thesis.

I would also like to express my appreciation to the University Mission of FTumsia for

its support through my studies.



vi

I dedicate this work
to
my parents
and

my wife



Vil

Table of Contenients

LiSt OFf FIGUIES ccveuireeretiieeciiercsncsnnressntisstnnecssnniscissesssssesisssssesssssissaens xiii
List Of TAbBIeS ...ttt e \iX
List of Abreviations ........ccceceeueeeee veesessessasssnusssentasasesesttensetertsnnseenraesaasasnns XX
List of Principal SYMDOIS .....uveeviereicirennrniineneennnienscsnsecnissonsssnenssnnnnns XXi
Chapter I:  INtroduction ........cioneneennienieninnecsninnnsssnsese. |
LT MOUVATION it e e s o
1.2 Contribution of Thesis ... i e 3
1.3 Thesis OULIINE ....cooiiiiiii ettt ettt e 4
Chapter 1I:  Overview of Optical Fiber Networks .......cvveuennnnnens 6
2.1 Optical Network DevVICeS .....ooviiirieniriciiciiiie e 6
2,11 Optcal fIDEIS..ccirieiiie it s O
2.1.1.1 Transmission CharaCterisStics o iiemnineereieeerr e Y

2.1.1.2 Properties and Impact of the Optical Fiber..........c.coccovnnnn, 10

2.1.2  Opical SOUMCES .ivvirriiiiieireiesie ettt 11
2.1.2.1 Light Emitting Diodes (LED)..c..coocoiniiiniiii i, 12

2.1.2.2 LLASEIS oottt et er et e sttt e et 12

2.1.3  Light DeteCtOrsS ..cvvecierieiiiecrine ettt e 13

2.1.3.1 PIN PhOtOQELECIOIS 1vvvvevvreevevereeearsersrensursrosesassnesssreessasnsnmnssnssresenes 14



viii

2.1.32 A\'/alanche Photodetectors (APD) ..o 14

2.2 Detection Methods in Optical Communication .........ccceevivienniiiininennienne. 15
2.2.1 Principle of Direct Detection ......coceeee voverinniivieiriinies coreeevieeeene e neeneneeas 15
2.2.2  Principle of Coherent Detection .......ccceevvvniniiniieniiineeeseencr e sanes 16
2.3 Physical ConfIgUrations ,.......cccovvveeeiniciniiiiiiie e 18
2.3.1  Basic ConfigurationsS........cccvvveveeieerierenieenirenesnnnesnsneessesesssesessessneressans 18
2.3.1.1 Bus Configuration .........ccoceevinverinneinninnienese et srsneiaens 18
23.1.2 Tree Configuration .......cocovviiiiiniiinie e ese s e 19
23.13 Star ConfigUIAtioN.......eveecviiir ittt ettt s evaas 20

2.3.2  Compound Configurations.......c..coceeveerrerniionieienuieenesseeseesesssressessnnssenes 21
2.3.2.1 WDM cross-connected Star toPOIOgY ....coecceeveieeeeveeie e 22

2.4 Optical Networks: Logical Configuration.........oveecerinicvenienineneeeeenenenne 24
2.4.1  Multihop NetWOTKS ...vvireevenriieiee sttt sae s e 24
2.42  Single-Hop NEtWOTKS ...coeiiriiiininiiiiie et sne e 24
24.2.1 WDM Single-Hop Networks .......ccovivinninieninnnesceeeee 25
2422 CDMA Single-Hop NEtWOTKS .....cccooniiuemeiereiieneenenricnesnireeeee 27

2.5 DISCUSSION cocviiii ettt st ereees st est s s ss st aa st st sass b e e se s s e sbanssssanes 28

Chapter I1I: Bilayered ShuffleNet: A New Logical Configu-

ration for Multihop Lightwave Networks .........cccueu..... 30

3.1  Multihop Networks: Logical Configuration........ccceueereeerienreenresevereneesuenerenenns 30
3.1.1 The General Perfect ShuffleNet.......cccceevvnriniinennrenniiereceeer e 31
3.1.2  Manhattan Sreet NEtWOrK ........ccoeevierrvmniersnsiiessssecsssseresassssesrssesenssseseas 31

3.1.3  Shuffle Ring NEtWOrK .....ccc.cvoviieiiieieiiniiinee et saens 33



ix

3.2 Bilayered ShuffleNet: Logical Configuration ... 15
3.2.1 Bilayered ShuftieNet: General Form ..o aN

321 Number of Stations as a Function of the
Number of Hops....oioieeie e N
3.2.1.2 Expected Number of HOPS...ovooviiiiiiiiiec i h
3213 Channel EffICIency cooieeeiiec e 40
3.3 COMPUIISOI .oetiriritetie et re e etie e et eteesr et ebeba e et s et s st ces s sbe e sabe e cenennene 42
3.4  Performance Calculation . ......o.ovvieeeienenirniiic i, RN
3.4.1 Presentation of the Node in the Bilayered ShuftfleNet ... 44
3.4.2  Traffic Evaluation ... s 46
3.43 Delay Components.....ooe et e e e 47
3.4.4 Numerical Results. ... e 44

3.5 Performance of the Bilayered ShuffleNet Under Nonunitorm

T 1 ettt et ee et et ee e eetaees e eeesan s seasesseasensnaneese s bbebebearanssas aeeeaessbenranssenes oo 51
351 NetWOTK Parameters e iiieieee vt et esereete s s e ave aeee a0 D2

3.5.2 Fixed load patterns with random load intensity variation:

an extreme-value-type analysis. ... 33
35.2.1 Order SEALISHCS cuevvevieereeereesreneeee et s ceeen 0
3522 Expected value and variances of order statis-

tics from a standard normal population ... 85
3.5.3 Numerical results .....cccuviviireiieierene e 56

3.6 DISCUSSION veuteieettereirenererssneerresannassosssassnsssnesesessssnnnssassnessenassssanesssessionsesanrnessasens 70



Chapter 1V: Signal Flow Graphs for Path Enumer-
ation and Deflection Routing Analysis

in Bilayered ShuffleNet .....uceuieevnrerninrninieiireaeneenneee 72

A1 Path ENUINICTALION coeee et eeeeeeeeeeveseersaneessessnsasssennsesseesessnnsenssesrssnnssnnsesesenses 73

4.1.1 Path Enumeration for the case of the conventional Shuf-

4.1.2 Path Enumeration for the case of the Bilayered

N 1103 5 120 < ST RO UUP RO RPPRSPRPRRIY & o
4.1.3 Path Enumeration for the case of the SR_Net c..cccvoeevvieivniiiccinvevinene 81

4.2 Study of the Bilayered ShuffleNet and the SR_Net under deflec-

HOM ROULIME. coviiii ittt st 84

4.2.1 Performance analysis of the conventional ShuffleNet with

defleCtion TOULINE. cooviiiirieree et e e e er s 84

4.2.2 Performance analysis of the Bilayered ShuffleNet with

deflection TOUtING. ..ot i e s 87
4221 The lower bound MOAE] ... e oe et ee s ee e e aes 88
4222 The more realistic MOAE] ...t reeereeierrerreeaeesevarennnes 89

4.2.3 Performance analysis of the SR_Net with deflection rout-

g2 91
1B ttir e strereroete e aseeer bt aeaberaese e tessat e e bt e e s sn bbb Raae e sebee e b s et e s b es

4.3 Performance Comparison and DiSCUSSION ...cccvvviiiiiiiiiininnienniisineie e 93
Chapter V:  Application of WDM Cross-connects

to Different Multihop Networks........... ceresssesssssrnsessasaseses 30

.1 INtTOAUCHION ot et eeee et ee et eeeeeeeeeeeeesssessesessaeaecessassssnaeasseassnreseenseseseanersnss DO

5.2  WDM cross-connected Star tOPOlOZY......ccoevvuvrieniiemnreennienniniininniennnnieneeiens 97




X1
5.3 Application of WEM Cross-connect to Multthop Networks.... 0y
5.3.1 ShuftfieNet Implementation using WDM Cross-Connect.. .. o

5.3.2  Implementation of MSN using a WDM Cross-Connect

StAT COUPIET ot e 100

5.3.3 Bidirectional Manhattan Street Network Implemen-

TALIOM ceiviiiiitie ettt ee s e ire e b ee e sttt e e s et e taeane baerae ey e A
5.3.4 Bidirectional ShuffieNet implementation ... s o, Sl

5.4 Application of WDM Cross-connect to the Bilayered

ShuffleNet ..o C 17

5.4.1 Implementation of the SR_Net ... . 10X
5.5 Adaptive structure based on Pyef. i s RO 1 11
5.5.1 Network re-Configuration......cccoeevvecnneiieoieniniie e« e ill
5.5.2 Physical implementation..........ccccooviiiiiiiiniii R
5.6 DISCUSSION ceuiriiieiee ettt st e et . HIS
Chapter VI: The Use of CDMA in Optical Networks ...................... 116
6.1 Introduction to Spread Spectrum in Multiuser Networks ... 117
6.1.1 Properties of Direct Sequence Code .......oveniiiniiiniinn 1Y
6.1.1.1 Properties of M-SEqUENCES .....ooovvviiriiiiiene e 120
6.1.1.2 GOld SEQUENCES.....coovereeiieriiiiec et 122

6.2 Optical CDMA ...t 125
6.2.1 Noncoherent Optical CDMA Sequence Design ... o 125
6.2.2 Coherent Optical CDMA ... 129
6.2.3 Optical CDMA by Spectral Encoding of LEDs....ooooi 130

6.3 Network Architecture for CDMA Optical Networks ..o e, 132



xil
6.3.1 A CDMA model for Optical NEtWOIKS .......cccovvueeeiiniiiiinensiniecniinn, 132
6.3.2 The hybrid WDMA/CDMA SyStem. ......cccouvinivereiiinnnniiniiirenns 133
6.3.3  The Partial CDMA SYSteM .....cooviiiiiiiiiiiit et cne e 135
6.3.4 The New System Configuration.........ccoeuirmrenereceerienenineeeneceee sovaens 135

6.4 The Characterization of Different Parameters of the Proposed

SYSIBIM ettt e ettt e e et sb bbb et a e bt 137

6.4.1  Throughput AnalysiS.....ccccveiieiininiiniiniiee e seeesnnons 139
6.4.1.1 Throughput of the Conventional System.........cccccoeviriciennnnne. 139
6.4.1.2 Throughput of the partial CDMA system........ccocovvivevnirncecnnnnen 144

6.4.2 Throughput Per CIUSIET ......ccceciiiimiiiniiiitirrer s 148
6.4.3  Network Throughput........ccccciviiiiniiiinnienc et seeae s 149
6.5 SUIMMATY ottt ettt s e sr bttt e besaee e e srasraen 150

Chapter VII: Conclusions and Suggestion for Fur-

ther Research ......oiicincecnineccncneecenseccssane cerssssesene .151
To1 CONCIUSIONS cvevveiieireiecieeeee e ree e e cerereessteeseebeseestesbs s e sassebserees senserssnssessnuons 151
7.2 Suggestion for further reSearch..........ccovvvveeeiiiiiinneeeer s seeirseee v 153



xiii

List of Figures

FIGURE 2.1 Single mode fiber bands.........covvveveiiiiiiiie e e 10
FIGURE 2.2 Direct deteCtion....cc.ccvicinimrermmiiirenceniiiiiitese e ee st snnensnnes 16
FIGURE 2.3  Coherent deteCtion .......coccevemmmiinniniemriiniie e et e 17
FIGURE 2.4  COherent reCEIVELS ....cccoirireermrimiiniieniieine st s s s e stnnesee e 17
FIGURE 2.5 Bus CONfIgUration .....cccocevvevemieiinieereeiisiiineeseseniniiene e seenesssnnsssnnconnans 19
FIGURE 2.6 Tree CONfIZUIAtION ...ccccviviieeienririenns e veiecinireies et ae e seesbesaasanenns 20
FIGURE 2.7  Star CONfIgUIAtION .....occoiiivinit it e ee it s e 21
FIGURE 2.8 The Tree-Star-Tree Conflguration.....c..cociin v sesennine e 22
FIGURE 2.9 Different physical configurations used for the imple-

mentation of an optical fiber network. ......cccoceivnt i, 23
FIGURE 2.10 Optical CDMA communication SYStEIMS. .......c.uevimneriicrveriimiirminiescnmiens 28
FIGURE 3.1 An 18-user (P=3, k=2) ShuffleNet........cccoeiiiiiiniiii, 32
FIGURE 3.2 The logical configuration for a 16-user Manhattan

Street NEtWOrK. cooooeeeiiieien et s s i3
FIGURE 3.3 A 64-N0AE SR_NEL...ccoiiitieiieiieivirre e et sttee s e e aesvsrebt e et e s e eeeniraseeaaanironaas 35
FIGURE 3.4 A (2, 3) bilayered ShuffleNet N=24. .....ccoooriiirmi 36

FIGURE 3.5 A tree growth of a (2, 3) bilayered ShuffleNet N=24. ..........c.cooeiinniins 37



xiv
FIGURE 3.6 A tree growth of a (2, 4) bilayered ShuffieNet N=64. .........c..cc.cviiennnnin. 38
FIGURE 3.7 Bilayered ShuffleNet channel efficiency fora large P..........ccccoenineneenne, 41

FIGURE 3.8 Comparison of the E|hops] of the ShuffieNet with P=2,

bilayered ShuffleNet and the ShuffleNet with P=4..............cooeivvnviiennnnnn. 44
FIGURE 3.9 The node model. .........cccoceiiiniiniiniiiiiininn et 45
FIGURE 3.10 The QUtPUL INE. ..cceiiiiiiiieeiieesitirereee it ennt e s sreresessaanre e esse e snnesessensanns 45
FIGURE 3.11 Performance rasults for the case of P=2, k=10. ....ccoocvvrvveriviiinniniiiiinnnn. 50

FIGURE 3.12 Performance results for the case of the bilayered Shuf-

fleNet and the SR_Net with optimum routing ........ccceeeeeeeerieccnvcnnnirienen. 50

FIGURE 3.13 Performance results for the case of the bilayered Shuf-

fleNet and the SR_Net with deflection routing .......ccccceeeviiivirecvcinnineinnnen. 51

FIGURE 3.14 Mean traffic intensity on the worst channel for a)N=8
DIN=18 and C)N=24. ..ot ettt e e e v ve st e nbene 58

FIGURE 3.15 Probability that the traffic intensity on the worst chan-
nel is greater than the channel capacity a) N=8 b)

N=18and C)N=24 ...ttt e 61

FIGURE 3.16 Largest p for which P, is no greater than 10% a)
N=8b) N=18and €) N=24. .......cccoovrririiiirrsctinc s o 63

FIGURE 3.17 Mean traffic intensity on the worst link for p equal to
a)30% b)50% and c¢)70% of the maximum throughput of

an individual user for different N but with equal P=2. .........ccecueeveeruennne. 66

FIGURE 3.18 Mean traffic intensity on the worst link for B equal to
30% for different N (V=8, N=18 and N=32) and same



XV

K eQUAl 10 2.\ ettty e s e e 6O

FIGURE 3.19 Mean traffic intensity on the worst link for p equal to

30% for different N (N=24, N=81 and N=192) and

SAME A equal 10 3. eiiiiiiiiiri 67

FIGURE 3.20 Largest p for which Pg, is no greater than 10" a)

FIGURE 4.1

FIGURE 4.2

FIGURE 4.3

FIGURE 4.4

FIGURE 4.5

FIGURE 4.6

FIGURE 4.7

FIGURE 4.8

FIGURE 4.9

L=3D)L=4and ) L=5 ...ttt e 69
EXamPple NetWOTK ......vorieeiieneeiieieiciiiie et 73
Modified example NELWOTK ........eeevrinieiceriirine it s eneens 74
A 64-user conventional ShuffleNet. ... 76
A 64-user bilayered ShuffleNet. .....coooviiinniin e, 79
A 64-10dE SR_NEL....cociiticiitiereecne st s 83
State transition diagram for a 64-node ShuffleNet .........cccooocoiii 86

The average number of hops versus probability of

deflection for the case of SHUfFIENEL........ooovriiireeii e 87

State transition diagram for a 64-node bilayered Shuf-

fleNet under the first @SSUMPLION. ....ccovviiiiiiiiii e 88

Average number of hops versus probability of deflec-

tion for the case of bilayered ShuffleNet for the first

FIGURE 4.10 State wansition diagram for a 64-node bilayered Shuf-

fleNet under the second assUMPLioN. ..ot 90

FIGURE 4.11 Average number of hops versus probability of deflection



xvi
for the case of bilayered shuffling in the second case..........ccceeuuenrinnnil. 91
FIGURE 4.12 State transition diagram for a 64-node SR_Net. .......c..ccocvrniiiiiiiinniinininn, 91

FIGURE 4.13 Average number of hops versus probability of deflec-

tion for the case of the SR_UNEL ..ot e e e 92

FIGURE 4.14 Average number of hops versus probability of deflec-
tion for the case of the bilayered ShuffieNet and the
SR_Net fOr the fIFSt CASE. coecvvnviriiirerrrierieriiirerieesirereiiisrsereseersssraenssseisarans 93

FIGURE 4.15 Average number of hops versus probability of deflec-
tion for the case of the bilayered ShuffleNet and the
SR_Net for the second Case. .....coccovviieiiiriiniueieee e eerrieeesee e setse e 94

FIGURE 5.1 A WDM CIOSS-COMNECL. «veeeeeiueiieirevearinneesiiitietnesseasssmeasssstnnsnnsossssensnsrsensaens 98

FIGURE 5.2 Single Bragg cell tuned to A;. From N incoming wave-
lengths in the x or 2z direction, only ?u‘. will be
deflected by 90° and all other A, (i#j) will propa-

gate in the X OF Z diTECHION. .c.covivvirieicieieeirce e e e st e 98

FIGURE 5.3 Implementation of an 8-users ShuffleNet using four
2X2 BragE-CelIS..cciniiritiiieee sttt et stries e et saetit et e s e e e e s ne 100

FIGURE 5.4 The logical and physical configuration for a 16-user

Manhattan Street NEEWOTK. ..v ciiiii et e eeierieeseseeeesesssessensassessssnnnsnssssses 101

FIGURE 5.5 The implementation of a 16-users MSN using WDM

cross-connected Star tOPOIOZY. c.vvvvuriiiiietiviniieeriinreiniresrraeeae e s sesesnens 102
FIGURE 5.6 The network unit interface........ccoeeceereerrueninrecrenisnnisssesesseeseereessvesenes 103

FIGURE 5.7 Bidirectional ShuffleNet connectivity graph arranged



XVvit
I BROUPS. oottt et e, 105

FIGURE 5.8 The connectivity of the bidirectional ShuffleNet using

4x4 WDM cross-connect Str COUPLET. ..o 105
FIGURE 5.9 The tree growth of an 8-users bidirectionat ShuffleNet.....cccoovvevvveennn.e.. 106

FIGURE 5.10 Bilayered ShuffleNet connectivity arranged in 16

BIOUDS. ettt ettt st ae s bbbt s bt s a bt ae st es et a st s etreae s s 108

FIGURE 5.11 SR_Net connectivity arranged in 16 groups. .......ccceeeevvevrcnviinecininennnnn 100

FIGURE 5.12 The mapping of the first eight groups of tne bilayered
ShuffleNet into SR_NEt ....cooereviiiiiiriic e e 112

FIGURE 5.13 The mapping of the logical connection into eight non-

INEETfEMING EIOUPS.coviviviicitiieii ettt e 13

FIGURE 5.14 The first physical implementation for the optimum

CONFIEUTAtION Lo veeiitiiieieerieeeeeesinteeerotie e sttrae et beetes s eesseesreebesrasamesbassreinn 114

FIGURE 5.15 The second physical implementation for the optimum

CONFIZUTALION ..ottt eiere et e s era e ebennse st er e e st e e aa e sbebe e ees 115
FIGURE 6.1 Maximal length sequence enerator . .....ovuiieriinereneninieeniessreeens 121
FIGURE 6.2 Gold code Zeneration......c..cc.uvueerevieieninneiinnininrcenesseniseisaesies nveseeens 124

FIGURE 6.3 Block diagram of the correlation process for either conven-
tional processing or optical processing. The coefficients g,
take the values +1 or -1 for conventional processing and

the values 1 or O for optical processing. .......covevevveniinccniiciniic e 126

FIGURE 6.4 Signal-to-Interference ratio versus number of simultaneous

users both for conventional processing using Gold



xvill

sequences of length N=127 (upper curve) and for optical
processing using prime code sequences of length N=121

(JOWET CUTVE). ..cuviveeeiieeeiceee e ee e sttt et s sabas e s st ot s e rbe s as 127
FIGURE 6.5 Two opticai orthogonal codes. ..., 129

FIGURE 6.6 Schematic diagram of the proposed optical CDMA

SYSTEIM. 1ievuuiivurereierreteerienianecessssessaberseesssrasseasasessasassnrassessssanerssesasanseneeronne 131
FIGURE 6.7 Optical fiber CDMA model ... e, 133
FIGURE 6.8 The hybrid WDMA/CDMA SYSIEM ...ooviiiniieiiiiiiiieriicenie e 134
FIGURE 6.9 The partial CDMA SYSteIML ..cocvimmiiiniiiniiiennieniine e et 136
FIGURE 6.10 The new system cONfigUration. ........ccccoiiiieeniiiiniiiinieseie et 137

FIGURE 6.11 Probability of receiving a correct packet as a function

of the number of SIMUITANEOUS USEIS. ..vrrrreiereirinnereiienirernecrressreresnsasrseees 141

FIGURE 6.12 Probability of Bit error as a function of the number of

SEITIU L AT O S USBTS. «evunreeriireeeereeeerenseeesestsiensrssssmresrasesssosenstosasseonsasnnsineeess 142

FIGURE 6.13 System throughput for different values of K and

using the real Model.......cceovvvieememiiniiiniiiii e 142
FIGURE 6.14 System throughput using the step function model........cccoviiinniinniincn 143
FIGURE 6.15 Algorithm for finding the values of PK(C). .............................................. 146
FIGURE 6.16 System throughput for K =15 oot 148
FIGURE 6.17 Throughput per cluster for different configurations..........cccevviiiieiicennnn. 149

FIGURE 6.18 Network throughput ... 150




TABLE 2.1

TABLE 2.2

TABLE 3.1

TABLE 3.2

TABLE 3.3

TABLE 3.4

TABLE 3.5

TABLE 4.1

TABLE 4.2

xix

List of Tables

Typical characteristics of diode light sources...................
Typical characteristics of junction photodetector........coevieveveinnnee..
A 24-user ShuffleNet, 1Gb/s user tranSmission rate ............coovevenen..

Network size for the case of P=2 and P =3 as a func-

tion of K. .oeeeevvecianee
Numerical parameters for the bilayered ShuffleNet................occ.e.

Deloading factor computed from data in Figure 320 (a)

When N1=.05 e e e

Deloading Factor computed from Data in Figure 3.20 (a)

when N1=2 ...

First 10 terms of the transfer functions of the 64-user con-
ventional ShufficNet. Upper row: power of D, table entries:
coefficient for that term (number of paths), leftmost col-

umn: number of nodes with that transfer function. .......ceeeenvinn,

First 10 terms of the transfer functions of the 64-user bilay-
ered ShuffleNet. Upper row: power of D, table entries: coef-
ficient for that term (number of paths), leftmost column:

number of nodes with that transfer function. ...ceeviiiieeeceeiinnereens

R

A5

.43

.64

6Y

.70

Ny

&()



APD

ASK

XX

List of Abreviations

: Avalanche Photodetector.

: Amplitude-Shift Keying

DS/SSMA : Direct-Sequence Spread-Spectrum Multiple Access

Fox

LAN

MAN

MSN

NUI

WDM

CDMA

LED

TDM

SR_Net

OoCC:

SIK

: Fiber Optic Crossconnect.

: Local Area Network.

: Metropolitan Area Network.
: Manhattan Street Network.

: Network Unit Interface.

: Wave Division Multiplexing.
: Code Division Multiple Access.
: Light Emitting Diode.

: Time Division Multiplexed.
: Shuffle Ring Network.
optical orthogonal code

: shift inversion keying



E[L]

XXi

List of Principal Symbols

: core radius

: light velocity

: frequency

: the number of columns in the ShuffleNet
: refractive index

: number of modes

: the expected queue length for the higher priority traffic
: the total bandwidth used by one source

: achievable capacity

: bit rate per wavelength

:the average number of captured packets

: is one pass through a link

: the higher priority delay

: the lower priority delay

: the processing delay

: the total delay

: the expected queue length for the lower priority traffic

G(1)(2): the higher priority generating function



XXii

G(2)(z) :the lower priority generating function

x|

>))

}‘local
H

n

: the expected number of hops

:Maximum number of simultaneous users

: the number of links in the ShuffieNet

: the average number of i-to-j traffic pairs

: the total number of stations

: the number of arcs going out from each station

: probability of deflection

: probability of a successfully ransmitted packet
: input power at the input port

: channel throughput

: signal to interference ratio

: pulse duration

: the total number of physical channels

: the Wth-order statistic

: the amount of traffic destinated for each station
: free-space optical wavelength

: the locally generated traffic per link

: mean

: channel utilization efficiency

: standard deviation




XXiil

: the number of wavelengths covered by each optical amplifier
: spectral width of the source

: the total amount of traffic on each link

: the spectral bandwidth

: the traffic generated by one source

: the through traffic



Chapter I

Introduction

1.1 Motivation

Optical fiber has become the preferred transmission medium for the terrestrial links of
telecommunications systems. Single mode fiber, which has superio: transmission quality
because of absence of modal noise [1] and low loss, offers an enormous bandwidth: thou-
sands of GHz. Various access techniques such as wavelength, time, space, and code divi-
sion multiplexing have been proposed to tap this enormous bandwidth [2]. Using the
available technology, multichannel-multihop lightwave networks are specially designed to

achieve efficient use of the channel bandwidth.

Optical fiber networks consist of a physical distributed optical topology, and a logical
connectivity graph among the nodes. The key property of the optical fiber networks in cer-
tain implementations is the relative independence between the logical interconnection pat-
tern among nodes and the physical topology or fiber layout. There are two possible logical
configurations for the interconnection pattern among nodes: the muiltihop configuration

.where a message may have to hop through several intermediate nodes before reaching the
destination and a single-hop configuration where all nodes communicate with one another
in one hop. Among all possible physical topologies, we mention the bus topology, the tree

topology, the star topology, and all combinations of these topologies (example: tree-star-

tree topology).

In multihop networks, messages traveling from a source to a destination are relayed
via intermediate nodes when there is no direct connection. Several virtual structures can

be used such as the ShuffieNet [3] and the Manhattan Street structure. One of the impor-
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tant parameters related to this kind of network is the expected number of” hops or the aver-
age number of hops required for a message to reach its destination, This expected number
of hops can be reduced using bidirectional configurations such as the bidirectional MSN
or by another configuration that duplicates the connectivity so as to achieve better perfor-

mance without the modification of existing logical configurations.

When multhop networks are implemented using basic topologies, such as the bus, the
star, the tree, or compound configurations, such asthe tree-star-tree configuration [-4], they
introduce two major problems. First, the number of different wavelengths needed in the
network is very large. Second, even with the use of optical amplifiers, network size is lim-
ited by inherent power splitting of the required passive couplers used to interconnect vari-
ous nodes. To overcome this problem, wavelength division multiplexing cross-connect
plays an important role in wavelength routing in multihop networks. One way to imple-
ment such a wavelength routing device isto use the WDM cross-connect star design based
on the Bragg diffraction grating. In the sequel, the use of this device will be demonstrated

for all different multihop network configurations.

In single-hop networks, all nodes must communicate with one another in one hop.
This requires a significant amount of dynamic coordination among the nodes. All the users
in the network share a common physical topology (one among those mentioned above). In
this case, the bandwidth offered by the optical fiber can be effectively exploited by group-
ing several simultaneous transmissions on the same phy sical link. Several users may inde-
pendently access a common communication channel using code division multiple access
(CDMA) modulation. This multiaccess scheme does not use time or frequency allocation.
Users may transmit without the delay inherent to some multiaccess protocols. In the
direct-detection optical CDMA channel, interference immunity is achieved by the assign-
ment of rapidly varying, on-off waveforms or signature sequences, which constitute a set
of orthogonal codes. The use of a more efficient sequence such as the Gold sequences by
using a coherent transmission scheme and a +1/-1 waveforms using PSK modulation,

insure a larger number of simultaneous users in the network. Most of the research concen-




trates on the probability of tit error in fiber optic CDMA networks, and it is assumed that

the communication links are being used to transmit messages continuously (or for a very

long period of time). There is limited research on the performance of fiber optic packet

CDMA networks and on throughput calculation. Hence, extending the result of a simple

CDMA system for the case hybrid Wavelength CDMA networks and partial CDMA sys-

tems can considerably increase the number of users in such networks with the same net-

work resources.

1.2 Contribution of Thesis

The main contributions of the work are summarized as follows:

1.

1o

A new logical topology, the bilayered ShuffleNet, has been proposed. A general
form of the tree growth as a function of the number of hops is found. Using this

result, the expected number of hops is found.

An analysis of performance under uniform and nonuniform traffic of this new con-
figuration indicates a significar.i improvement for the case of the bilayered Shuf-
fleNet compared to the conventional case. A similar comparison between this new

configuration and the SR_Net is also carried out.

. The signal flow graphs for path enumeration analysis in bilayered ShuffleNet and

SR_Net show that the routing strategies in this case can provide alternative paths
to reach a node in case of deflection routing due to congestion or link failure, with
increased reliability, recoverability, and reduced delay. This results is an advantage
for the bilayered ShuffleNet when the probability of deflection is higher than a cer-
tain threshold because the bilayered ShuffleNet offers shorter alternative paths
than the SR_Net.

A new adaptive configuration which uses the combination of bilayered and
SR_Net logical configuration. This configuration will minimize the average

expected number of hops as a function of the probability of deflection.



5. The cross-connect technique is applied to different n.ltihop Networks. Using this
technique the total number of wavelengths used in the conventional NxN star cou-

pler is reduced to only P or 2P wavelengths depending o= the configuration used.

6. A new network architecture for CDMA optical networks is proposed. This contig-
uration uses the combination of hybrid WDMA/CDMA system and partial CDMA
system. The performance of this new configuration has been analyzed and com-
pared to the conventional configuration. The number of users in this contiguration
can be increased considerably without a loss in performance compared to the con-

ventional configuration.

1.3 Thesis Outline

The intention of this thesis is to offer a discussion of various aspects of optical net-
work architecture such as the introduction of a new logical configuration for multihop net-
works, which is called the bilayered ShuffieNet, and another configuration for single-hop

networks, which uses optical CDMA.

Chapter 2 gives an overview of various optical devices and detection methods that
can be used in optical fiber networks. Then, we review the different physical contigura-

tions used to implement the various logical configurations.

Chapter 3 presents a new logical configuration for multihop lightwave networks. This
configuration uses the same number of users and number of columns as the conventional
ShuffleNet with the addition of a second layer of connectivity between stations. The study
of this configuration under uniform and non-uniform traffic is a part of the performance
analysis. We also present a comparison between this new configuration and other multihop

configurations.

In chapter 4, the signal flow graphs for path enumeration analysis in bilayered Shuf-

fleNet shows that the routing strategies in this case can provide alternative paths to reach a



node in case of congestion or link failure, with increased reliability and recoverability, and
reduced delay. The performance of this network and the SR_Net in terms of the expected

number of hops as a function of deflection probability is also evaluated.

In chapter 5, the cross-connect technique is applied to different multihop networks
such as the conventional ShuffleNet, the Manhattan Street Network, the bilayered Shuf-
fleNet and the SR_Net. Using this technique, the total number of wavelengths used in the

conventional physical topologies is considerably decreased.

Chapter 6 presents the use of CDMA in optical networks and the new configuration
proposed in order to accommodate a larger number of users in such a network. The perfor-
mance of this configuration in terms of throughput is carried out. The results show that by
a small reduction in the total throughput, we considerably increase the total number of

users with the same complexity.

Finally, concluding remarks and directions for future research are given in chapter 7.




Chapter 11

Overview of Optical Fiber

Networks

In this chapter, we will discuss a number of fiber optic components that can be used in
the implementation of an optical fiber network. In general, an optical network consists of a
physically distributed optical topology, and a logical connectivity graph among the nodes.
The logical configuration determines the means of connecting stations together. In the next
section, we will discuss a number of optical network devices, then, we present each of the
different physical topologies that can be used in the implementation of an optical fiber net-
work. A simple classification of all these topologies is also included. Finally, we present
each of the different classes of optical fiber networks: the multi-hop and the single-hop

networks.

2.1 Optical Network Devices

In this section, we review some optical devices for networks such as optical fibers,

light sources and light detectors.

2.1.1 Optical fibers

The transmission of optical signals via optical fibers was first proposed by Kao and
Hocklam [5] in 1966. At the beginning, the losses or attenuation in tibers were in excess of

1000 dB/km. However, after a great deal of research, the current excess loss has been



reduced to 0.2 dB/km [6]. Further research show that an ultra-low-loss fiber with a loss
less than 0.01 dB/km for non-silica-based fibers was theoretically possible {7]. This low
loss together with the high bandwidth is the basis for the current interest in fiber as a trans-

mission medium.

When an optical signal is launched into the fiber from the source, all rays having
angles between 90" and the critical angle are allowed to propagate. All the other rays
exceeding the critical angle are evanescent waves, i.e., the waves are severely attenuated
as they propagate along the fiber. The allowed direction corresponds to the modes of the
optical waveguide. The mode is a complex mathematical and physical concept describing
the propagation of electromagnetic waves. This concept can be summarized in the follow-

ing points.

Each mode corresponds to a specific direction of the ray travel and has a unique trans-

verse field pattern.

» The modes are the resonances of the waveguide for ray directions that are inclined with

respect to the boundary normal.

» The effective refractive index of a given mode can be found from a mode chart. The

longitudinal propagation factor can also be obtained.

« Two orthogonal polarizations exist, denoted as transverse electric and transverse mag-

netic modes.

« The number of allowed modes increases with core thickness and with the difference in

refractive indices between the core and the cladding of the fiber.

« For a sufficiently thin core, the optical fiber can support only a single mode. This corre-

sponds to the single mode fiber.



There are two principal types of fibers that are used in optical fiber communications:
step index fibers and graded index tibers. These fibers are fabricated by varying the mate-
rial composition of the core [8]. In the case of step index fiber the refractive index of the
core is uniform throughout the fiber cross-section except at the core-cladding boundary. At
the boundary the refractive index undergoes an abrupt change (or step). In a graded index
fiber the core refractive index varies as a function of the radial distance from the center of
the fiber [8]. Step index and graded index fibers can be further classified into single mode

and multimode fibers.

In the single mode fiber, only one mode is allowed to propagate. In multimode fibers
the propagation of optical energy is allowed in many modes. The number of modes a fiber
can support depends on the physical parameters of the fiber and the frequency of the signal
to be transmitted. The relation between the number of modes in a fiber and physical

parameters of the optical waveguide is given by [9]:

[ &%)

~ 2 za 2 2
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where

N : is the number of modes (integer part)
a : is the core radius
A :is the free-space wavelength

ny : is the refractive index of the core

ny: is the refractive index of the cladding
Essentially, there are three sets of standard fiber dimensions:

o For graded-index multimode fibers, a cuiz diameter of 50 pm and a cladding diameter

of 125 pm.



«» For step-index fibers, a core diameter of 200 pm but an unspecified cladding diameter.

« For single mode fibers, a core diameter of 5 um.

2.1.1.1 Transmission Characteristics
From a transmission performance point of view, single mode fibers have a clear
advantage over any other transmission medium including the multimode fibers, as the dis-

tance becomes large.

First, the single mode fibers present a typical attenuation characteristic as shown in
Figure 2.1, which gives the variation of attenuation with the wavelength of the optical sig-
nal. The attenuation in the case of single mode fibers is primarily caused by the intrinsic
Rayleigh scattering of the doped fused silica, which is proportional to the inverse of the
4th power of the wavelength. Beyond 1600 nm, a rapid increase in the attenuation is due to
the intrinsic infrared tail of the material used in the fiber. Other sources of losses can be
mentioned such as the Hydroxyl (OH) absorption losses and excess losses caused by
waveguide imperfection and metallic impurities. These losses are negligible, and can be
eliminated completely in certain cases. For example, the absorption loss of the Hydroxyl

(OH) ion at 1380 nm is zero [10].

Multimode fiber losses have the same fundamental limitations as single mode fibers,
however, they are generally higher than those of the single mode fibers because of the
higher dopant concentrations and a higher sensitivity to microbending losses particularly

of the higher-order modes.
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FIGURE 2.1 Single mode fiber bands

2.1.1.2 Properties and Impact of the Optical Fiber

Single mode fiber has become the preferred transmission medium for telecommunica-
tions, because of its practically unlimited transmission bandwidth over very long, unre-
peatered distances. The single mode fiber propagation exhibits a low dispersion of the

transmitted pulse [9], and this kind of fiber does not suffer from intermodal dispersion'.

Furthermore, single mode fiber has two low-loss regions near 1300 nm and 1500 nm,
and offers an enormous transmission bandwidth: thousands of GHz are available [ 10] as
shown in Figure 2.1. These advantages make the use of single mode fibers very attractive

for Metropolitan Area Networks (MAN).

Multimode fiber is preferred to single mode fiber for low bandwidth and low trans-

mission distances such as local loops and telephony and Local Area Networks (LAN),

1. Intermodal dispersion, or pulse spreading, is caused by the difference in the propagation times of light
rays that take different paths down a fiber.
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which have less need for high performance because of the distance. Multimode fibers and
LEDs have been used in LANs operating at rates <100 Mbps. Since multimode fibers
have a larger core diameter than single mode fibers, it is easier to launch optic power from

an LED into a multimode fiber than a single mode fiber.

The single mode fibers are always excited with Laser diodes because of their narrow
core diameter. At the same time, single mode fiber presents certain limitations. The trans-
mission rate on a single mode fiber can be limited by fundamental energy considerations.
Consider the simple point-to-point optical link, consisting of a transmitter coupled to a
receiver via a lossless fiber. To detect a transmitted bit, the receiver requires a minimum
amount of optical energy, E. In the ideal case, £ is independent of bit rate, so operation of
the link at a rate B requires a power level of E.B at the receiver. We conclude that for a
transmitter with output power P, the maximum (power-limited) transmission rate is P/E.
This power problem makes it difficult to translate many high-capacity networking con-
cepts into practical photonic implementations. For example, the absence of amplification
will place a limit on the splitting that can take place for a given physical topology due to

the power problem.

Although photonic technology is capable of supporting many Tb/s of throughput, the
digital electronic components at the nodes of the lightwave network, which typically oper-
ate at rate of 1 Gb/s or less, can drastically limit total throughput. This situation is the elec-

tronic bottleneck [11].

2.1.2 Optical Sources

The principal optical sources used in fiber optic communication systems are Laser
diodes and Light Emitting Diodes (LEDs). The operation of these two sources are dealt

with in the following sections.



2.1.2.1 Light Emitting Diodes (LED)

The LED is simply a P-N junction diode. It is usually made from a semiconductor
material such as Aluminum Gallium Arsenide (AlGaAs) or Gallium Arsenide Phosphide
(GaAsP). LEDs emit light by spontaneous emission; light is emitted as a result of the

recombination of electrons and holes.

2.1.2.2 Lasers

Laser is the abbreviation for Light Amplification by Stimulated Emission of Radia-
tion. The medium for lasing can be a gas, a liquid, a crystal or a semiconductor [¥]. For
optical communications the Laser sources employed are semiconductors. The Laser is

similar to LED. In fact, below a certain threshold current a Laser acts the same as an LED.

The major difference between LEDs and Lasers is that the power emitted from un
LED is incoherent, whereas that from a Laser is coherent. In a coherent source, the optical
power is generated in an optical resonant cavity. The optical power radiated from this cav-
ity is highly chromatic and the output beam is very directional. In an incoherent source
such as an LED no optical cavity exists for wavelength selectivity, consequently the out-
put radiation has a broad spectral width. The coherent optic power from Laser can be cou-
pled into single mode or multimode fibers. However, the optical power output from an

LED because of its incoherency can only be coupled into a multimode fiber [&].

In selecting an LED or a Laser diode as a source there are certain advantages and dis-
advantages for each type of device. Some of the advantages of a Laser over an LED are

(5] [8]:
» A faster response time. This implies faster data transmission rates are possible.

 The spectral width of a Laser is narrow, which implies less distortion due to dispersion.
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 The optic power that can be coupled from a Laser is greater, consequently, greater

transmission distance is possible.
Some of the disadvantages of Lasers are:
» Fabrication of Lasers is more complicated.

« The optical output is strongly dependent on temperature. As a result, the transmitter cir-

cuitry is more complicated than for the LED transmitter.

The choice of a particular optical source depends on many factors. As an aid in select-
ing a particular diode for fiber optic communication, the characteristics of optical sources

are summarized in Table 2.1.

TABLE 2.1 Typical characteristics of diode light sources

Property LED Laser Diode Single Mode Laser Diode
Spectral width (nm) 20-50 1-5 <0.2
Rise time (ns) 2-250 0.1-1 0.1-1
Modulation bandwidth < 300 < 2000 2000
(MHz)
Coupling efficiency very low moderate moderate
Temperature sensitivity low high high
Circuit complexity simple complex complex

2.1.3 Light Detectors

The purpose of the light detector is to convert an optical signal to an electrical signal.
The signal is then amplified and processed further. If the chosen detector has good charac-
teristics, such as linearity and responsivity, the requirements on the rest of the signal pro-
cessing circuitry are less stringent. The two main photodetectors used in optical fiber
communications are silicon positive-intrinsic-negative (PIN or p-i-n) photodiodes and

Avalanche photodiodes (APD).
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2.1.3.1 PIN Photodetectors

PIN photodetectors are the most common type of detectors employed in optical tiber
systems. Basically, a PIN photodiode operates in a fashion which is just the reverse of an
LED. Most of the photons are absorbed by electrons in the valence band of the intrinsic
material. When photons are absorbed, they add sufficient energy to generate carriers and

allow current to flow out of the device.

2.1.3.2 Avalanche Photodetectors (APD)

In the ideal situation, for a PIN diode, if every incident photon produces a hole-elec-
tron pair, then at wavelength of 1um, the responsivity is about 0.8 A/w [12]. Most of the
receivers operate with input power levels as low as few nano watts. Thus, with PIN detec-
tors, the photocurrent generated would be very small; in the order of few nano amperes.
Such a small current would be severely corrupted by the amplifier noise. To increase the
number of electron-hole pairs generated for each incident photon an avalanche photodiode

is used.

An avalanche photodiode has a high electric field region (avalanche region). In the
avalanche region, carriers move randomly and occasionally collide with ions, thereby pro-
ducing new carriers. The newly created carriers gain sufficient velocity, thus producing

some more carriers. This phenomenon is called the avalanche effect [8).

The avalanche effect multiplies the primary photo current by a random gain factor,
thereby increasing the effective responsivity of an APD by a random gain factor G. As a

result, the receiver sensitivity is also increased.

The carrier multiplication achieved by this method causes noise, since the gain factor
is random [12]. This randomness in the avalanche process produces an effective noise,
which limits the receiver sensitivity of the APD devices. However, for a certain range of

gain factor, the effective noise of the APD is less than that produced by amplifier noise;



15

consequently, the APD offers significant benefits over a PIN detector [12]. The typical

characteristics of PIN and APD's are shown in Table 2.2.

TABLE 2.2 Typical characteristics of junction photodetector.

Material Structure | Rise Time ns Wavelength nm Gain
Silicon PIN 0.5 300-1100 1
Germanium | PIN 0.1 500-1800 1
InGaAs PIN 0.3 1000-1700 1
Silicon APD 0.5 400-1000 150
Germanium | APD 1 1000-1600 150

2.2 Detection Methods in Optical Communication

In optical communication two detection schemes are available, direct detection, and

coherent (heterodyne or homodyne) detection.

2.2.1 Principle of Direct Detection

Direct detection of light pulses implies a photo detection that converts light energy
into electrical signals. The detection mechanism is based on photon counting. In the case
of binary transmission, a one or a zero is translated into the presence or absence of optical
energy. This mechanism is illustrated in Figure 2.2. This single pulse description can be
extended to an entire data wave by assuming that superposition holds for optical fiber
transmission. When an Avalanche detector is used to gain optical amplification, fluctua-
tions get larger as the average value gets large; consequently, losses cannot be neglected.
Thus, one of the chief motivations for turning to coherent techniques is to minimize this

loss in detector sensitivity [13].
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2.2.2 Principle of Coherent Detection

Figure 2.3 shows the principle of coherent detection. The optical process is similar to
radio heterodyning using an average power detector. A weak signal is first combined using
a partially silvered mirror or an optical fiber coupler with a locally generated wave or
Local Oscillator (LO) signal. The combined wave is then detected using a photodiode,
which can be viewed as an ideal square-law device since its output current is proportional
to the optical intensity [14]. The result of this mixing process is a modulation of the aver-
age detector photo-current at a frequency equal to the difference between the frequencies
of the signal, Ajcos (o +p ), and the LO, A cos (w, r+p, ).

I 1 1

photo = iAf + 5Ai,+ASA,0cos { (w, - W)+ (p,-p,) ] (2.2

The new optical signal is called the Intermediate Frequency (IF) signal. When the sig-
nal and LO frequencies are identical, the process is called homodyne detection and the
information appears directly at baseband frequencies (i.e., near zero frequency), otherwise
the process is called heterodyne detection. Figure 2.4 shows the basic elements of hetero-
dyne and homodyne optical receivers. Notice that for heterodyne and homodyne recep-
tion, respectively, frequency and phase tracking are required. The term coherent is used in

optical communications literature to refer to any heterodyne or homodyne process.
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Since the amplitude of the IF signal is proportional to the product of the input signal
and the LO amplitudes, the IF power can be made arbitrarily large compared with ampli-
fier noise by increasing the LO power. This means that a weak signal mixed with a strong
local oscillator wave results in an effective signal gain proportional to the local oscillator

amplitude, which can be substantial. This optical gain is extremely valuable since it
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increases the signal strength before the signal reaches the detection stage and becomes
subject to the inevitable noise from components after detection [ 15]. Compared to direct-
detection receivers, the heterodyne receivers are about 10 dB more sensitive but require
the added cost and complexity of a high-power, optical LO, as well as polarization diver-
sity or control of the signal to assure efficient mixing with the LO. For direct detection,
this 10 dB difference can be made up by using an optical amplifier so there is little differ-

ence and both detection methods will have a similar performance.

2.3 Physical Configurations

There are many physical configurations that can be used to implement an optical fiber
network. The configurations considered here can be grouped into two classes: basic and
compound, based on the topology of their data networks. We also take into consideration
the WDM cross-connect star topology, which replaces the passive star coupler and can be
used to implement different multihop networks with the advantage of reducing the total

number of wavelengths and increasing the number of users in the network.

2.3.1 Basic Configurations

There are three basic configurations; the bus, the tree and the star. The classification
of these three configurations is based on the maximum number of users that the configura-

tion can accommodate.

2.3.1.1 Bus Configuration

The bus contfiguration differs from the others by the virtue of the fact that the network
is based on a linear bus topology. Traffic from each station is first irjected into the “talk
side” of the bus, via directional couplers, then broadcast to the receivers on the “listen
side™, via a second set of couplers as shown in Figure 2.5. Although attractive for use with
coaxial cable-based networks such as Ethernet, the architecture has a drawback with fiber

because it wastes signal power. In a N-station network only PIN? useful power is delivered
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to each receiver. For any linear arrangement of N taps, the end-to-end loss in dB is given

by [16]:

L = -10Nlog (1 —a) —10Nlog (B) (2.3)
where a correspond to the coupler power splitting ratio and B the coupler excess loss. For
typical values o = 0.1 and B = 0.8, and for a power margin in the order of 40 dB, the max-
imum number of users for a bus configuration is limited to 8 users. Optical amplifiers can
be used to ameliorate this difficulty to make the bus more viable by increasing the power
efficiency by up to P/N. However, due to many time-overlapped transmissions that occur
in the bus, the maximum number of users in this case cannot exceed 482 with the appro-

priate choice of a, B and the amplifier gain [16].

Talk Side

==
=
213

4

Listen Sid

FIGURE 2.5 Bus configuration

2.3.1.2 Tree Configuration

The number of stations in a tree configuration (Figure 2.6) is a power of 2. Because of
the power splitting, the maximum number of stations supported by this kind of configura-
tion is equal to 16 for the same power margin as in the case of the bus; by using amplifica-

tion at the root of the tree this number can reach a total of 512 [17].
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FIGURE 2.6 Tree configuration

2.3.1.3 Star Configuration

The third basic configuration to implement a photonic network is the star topology. In
this configuration, we use an NxN star coupler (where N is the number of stations) where
the transmitters and the receivers are connected to the star coupler via a set of fibers as
shown in Figure 2.7. The main advantage of the star architecture over other LAN architec-
tures such as bus where various stations are coupled in succession to a single fiber, is its
small excess loss such as the dividing losses in the star coupler or in the splitters, taps, fil-
ters and line losses. For example, the excess loss for an N-station star increases only loga-
rithmically with N, while that of an N-station bus increases linearly with N [!8]. The
difference in loss can be quite significant, especially for large values of N. The maximum
number of users that can be accommodated in such a configuration can reach up to 1000

users, which is much larger than the case of bus and tree configur:  ns[18].



21

v

T
T Passive
R T Star
4 }i R Coupler

FIGURE 2.7 Starconfiguration

2.3.2 Compound Configurations

The basic configurations described in the previous section can support a limited num-
ber of network stations. The technique of interconnecting several trees with a passive
modular star, as shown in Figure 2.8, is an effective way of increasing the total number of
stations. The number of stages in a modular star is logy S where S is the number of ports
[18]. Each stage introduces a 4 dB attenuation. Using the assumptions in the previous sec-
tion, a system with a four-stage star (S = 16) and with a three-level tree can support
8Xx16 = 128 stations without requiring amplification. This is a major improvement with
respect to the 16 stations in a tree. If amplification is used, the modular star permits a dra-
matic increase in the total number of stations. Assuming that amplifiers are used at the
inputs and the outputs of the star, a configuration with a 10-stage star (1024 inputs and
outputs) or the equivalent star that uses the Free-Space planar guide, and a 3-level tree

becomes feasible (from a power budget standpoint). This configuration supports up to

16384 stations [19].
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FIGURE 2.8 The Tree-Star-Tree configuration.

2.3.2.1 WDM cross-connected star topology

The wavelength division multiplexed (WDM) cross-connect [21] is used to replace
the conventional NxN passive star coupler. This device plays an important role in wave-
length routing networks, where the path that the signal takes is uniquely determined by the
wavelength and the port through which it enters the network. The fabric of the network
consists of an array of wavelength-selective devices connected in a specific pattern in
order to obtain the required interconnection between the nodes of the network. The imple-
mentation and the use of this device will be discussed in more detail in Chapter 4. In sum-
mary, classification of different physical configurations is presented in Figure 2.9. These
physical configurations can be used for both single-hop or multi-hop networks. The choice

of one configuration over the other depends on the number of users in the network.
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Compound Configurations

/
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FIGURE 2.9 Different physical configurations used for the implementation of an optical

fiber network.




2.4 Optical Networks: Logical Configuration

For a given source-destination pair a message may have to hop through several inter-
mediate nodes before reaching the destination, this corresponds to the multihop case. Oth-

erwise, if all nodes communicate with one another in one hop, this corresponds to the

single-hop case.

2.4.1 Multihop Networks

In multihop networks, the connectivity between any arbitrary pair of nodes is
achieved by having all the nodes also acting as intermediate routing nodes. The intermedi-
ate nodes are responsible for routing data among lightwave channels such that a message
on the transmitting side has to go through one or several nodes to reach its destination. A
number of different multihop architectures is possible. An example of these, we have the
ShuffleNet, the Manhattan Street Network and the SR_Net [26]. All of these architectures

will be discussed in the next chapter.

2.4.2 Single-Hop Networks

Single-hop networks refer to networks where a message, once transmitted, reaches its
destination directly without being routed through different nodes in the network or being
converted to electronic form on the way. In single-hop networks, all users share the same
transmission medium (same physical configuration). Generally, in a WDM single-hop net-
work each user transmits on a unique wavelength different from others. All transmissions
are broadcast to all stations and at each station, a tunable optical filter selects one of the
wavelengths for reception. This requires rapidly tunable lasers and/or filters over a wide
wavelength range with a high-selectivity. It also requires a significant amount of dynamic
coordination between the nodes. Given that the tuning ranges of current optical compo-
nents are limited, and that their current tuning times are significantly long, the total num-

ber of wavelengths used in single-hop networks and consequently the maximum number
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of users is limited. Another alternative for the single-hop networks is the use of optical
CDMA which apparently can accommodate more users without using sophisticated proto-

cols [27].

2.4.2.1 WDM Single-Hop Networks

The system considered here can be configured as a broadcast network in which all of
the inputs from different nodes are combined in a WDM passive star coupler or any other
physical configuration, and the combined optical information is broadcast to all users in
the network. In this system, there are no intermediate nodes; consequently, a significant
amount of dynamic coordination is required among the nodes. The transmitting node and
the receiving node must be tuned to the same wavelength during the transmission time of a

packet in order for the packet to be received [28], [29].

For an effective WDM network to be developed, each user should be able to transmit
into multiple WDM channels, or receive from multiple WDM channels, or both. Accord-
ingly, a great amount of effort is being devoted to design of tunable transmitters (lasers)
and tunable receivers (filters), which can operate over a wide range of WDM channels and
the channel tuning (switching) operations of which can also be performed very quickly
(ideally in a few nanoseconds or less) [30]. In the case of tunable lasers, a tuning range of
100 nm and a switching time of 1.8 ns can be achieved depending mainly on the technol-
ogy adopted. There are thermally tuned lasers, mechanical lasers and lasers with an

acousto-optic tunable filter within the cavity [28], [31].

For WDM single-hop systems several different classifications are listed in [31].
Among these, there is a classification depending on whether the transmitter of each node is
tunable or not. The other classification is based on whether pretransmission coordination
is required or not. Based on the first classification, each node can have one of four possible

configurations, the first set of these configurations employs fixed transmitters and fixed
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receivers. This limits the number of users in the network but there is no requirement for
having a control channel. The LAMBDANET is an example of the networks that use this
configuration [32]. Due to the restriction on the number of users, this configuration is
mainly used in multihop networks where each user has access to a limited number of users
in the network. The second configuration empioys tunable transmitters and tixed receiv-
ers. This configuration may not require coordination via a control channel. The Fiber
Optic Crossconnect (FOX) [33] is an example of networks that use this configuration. The
third configuration employs fixed transmitters and tunable receivers. In this configuration,
if each node is assigned a different channel, a simple access protocol can be used. An
experimental version of this configuration falls under the RAINBOW project of IBM
[33].The last configuration employs tunable transmitters and tunable receivers. This con-
figuration is the most flexible in accommodating a scalable user population but it also has

to deal with the channel-switching overhead of the transceivers [30)].

The second consideration based on whether or not pretransmission coordination is
needed leads to two different classes. If pretransmission coordination is required, the net-
work uses a single or several shared control channels through which nodes that have a
packet to transmit coordinate their transmission requirements and then transmission can
occur through a number of data channels [1], [30]. In the absence of pretransmission coor-
dination, the control channel is not required and the coordination is performed either in a
preassigned fashion or through contention-based data transmission on the regular data
channels (e.g., requiring nodes to either transmit on or receive from pre-determined chan-
nels) (28], [32], [36], [37]. As aresult, for a large user population whose size may be time-
varying, pretransmission coordination may be the preferred choice, although most experi-
mental demonstrations and prototype WDM systems belong tc the non-pretransmission-

coordination category.
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2.4.2.z CDMA Single-Hop Networks

Optical code division multiple access (CDMA) has been proposed as a second alter-
native to take advantage of the large bandwidth of single-mode fiber. It maps low-informa-
tion-rate electrical or optical signals into high-rate optical sequences to achieve random,
asynchronous multi-access {39]. In optical CDMA, many nodes transmit simultaneously
in the same frequency band. Accordingly, signals must be designed to reduce interference.
In order for the signal waveforms not to interfere, heir bandwidth would be several orders
of magnitude greater than the information bandwidth 1/7 of the digital modulation; T
being a bit duration. In order to do this, each bit is sub-divided into a number of binary
“chips”. The chip sequence constitutes a code that permits a bit stream broadcast on a net-
work to be selected by means of a correlation process at the receiver destination. A large
number of chip codes can be assigned to different users. The set of optical sequences

essentially becomes a set of address codes or signature sequences for the network.

The advantage of CDMA is that, it is a true tell-and-go protocol. When one node
wants to send traffic to another node, prior coordination is required only with that node.
Multiple users can simultaneously access the channel with no waiting time, in contrast to
other asynchronous protocols like CSMA or CSMA/CD where each user must wait for the
channel to become idle before gaining access [27]. A CDMA network is also highly scal-

able and modular.

A typical fiber-optic CDMA system is shown in Figure 2.10, the network is supported
by a physical configuration, which is the star topology. A total of N users share a NxN star
coupler. For each user, the transmitting side consists of an information data source fol-
lowed by a laser and an optical encoder. This encoder maps each bit of the output informa-
tion into a very-high-rate optical sequence. The output of the encoder is then coupled into
the star coupler. At the receiving side, the sequence would be compared to a stored replica

of itself (correlation process) and to a threshold level at the comparator for data recovery
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{40]. Each user can use different sets of optical sequences depending on the destination of
the message. These optical sequences essentially become a set of address codes or signa-
ture sequences for the network. A CDMA receiver has the ability to extract the data with

the desired optical pulse sequence in the presence of all other users’ optical pulse

sequences,

OPTICAL i 4 Optical —»  OPTICAL
OR : : OR
ELECTRICAL | : ELECTRICAL
Data : Optical Optical ; | Data
Souce [+ *|CDMA CDMA i | Recovery
#1 : Encoder Decoder : #l
[ ] é é [ ]

: NxN :

L4 ' ' i
! Optical '

. : Star Couplers i .

Data : Optical Optical : Data
Source |=——4—F! CDMA CDMA | ——| Recovery
#N : ; T
e Optical :

FIGURE 2.10 Optical CDMA communication systems,
2.5 Discussion

The use of the optical technology in the implementation of networks leads to the
design of several network architectures in order to exploit the 30 THz bandwidth of a sin-
gle mode fiber. Two general classes of optical networks can be identified: the single hop
network and the multihop network. In the single-hop network each message once trans-

mitted, reaches its destination directly without being routed through different nodes in the



29

network or being converted to its electronic form on the way. The huge bandwidth can be
exploited in this case either by using WDM or by using CDM. In multihop networks, each
message has to go through one or multihop in order to reach its destination, for this case,
WDM is used mainly. Different architectures are presented such as the ShuffleNet, the

MSN and so on. The choice of architecture is mainly related to the application of the net-

work.

In the next chapter, we introduce a new logical configuration for multihop networks.

This configuration will add another set of connections to the existing configuration of the

ShuffieNet.



Chapter III

Bilayered ShuffleNet: A New Logical
Configuration for Multihop Lightwave

Networks

Multichannel-multihop lightwave networks are designed to achieve efficient use of
the channel bandwidth using the available optical technology. As examples of multihop
lightwave networks, we have the ShuffleNet and the Manhattan Street Network. In this
chapter, we present an overview of different multihop networks; then, we present a new
logical configuration for multihop networks, which will improve the performance of such
networks in a certain respect. The study of this configuration under uniform and non-uni-
form traffic is a part of the performance analysis. We also present a comparison between

this new configuration and other multihop configurations.

3.1 Multihop Networks: Logical Configuration

In multihop networks, the connectivity between any arbitrary pair of nodes is
achieved by requiring all the nodes also to act as intermediate routing nodes. The interme-
diate nodes are responsible for routing data among lightwave channels such that a mes-
sage on the transmitting side has to go through one or several nodes to reach its
destination. A number of different multihop architectures are possible. In order to make a
comparison, we shall consider the expected required number of hops for 4 packet to reach

its destination in each of these networks.
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3.1.1 The General Perfect ShuffleNet

In this section, we introduce the ShuffleNet connectivity graph in which stations are
arranged in k columns, each consisting of P¥ stations [3]. Each of the P* stations in a col-
umn has P arcs directed to P different stations in the next column. If the stations in a col-
umn are numbered from O to PX-1, station j has arcs directed to stations i, i+1...., and i+P-
1 in the adjacent column; where i = (j mod P!y P. There are a total of PX*/ directed arcs
to connect 2 successive columns. All the columns are arranged in a fixed shuffle pattern.
with the last column connected to the first to form a cylindrical pattern. The total number

of stations is given by

N = kP, k=1,2.... P=12.. (3.4)

Figure 3.1 shows the connectivity of an 18-station (P=3, k=2) ShuffleNet, where the

first column is repeated on the right to show the cylindrical nature of the connectivity
graph. Let A be the number of hops, and n(h) be the number of stations h hops from the

source,

, P 1<h<k-1
n{h) = L ek ' ' (3.5)
PPk, k<h<2k-1

Hence, the expected number of h.aps between two randomly selected stations is given

by

kp* (P-1) 3k=1) =2k (P*-1)
2(P-1) (kP =1)

H = E[hops] = (3.6)

3.1.2 Manhattan Street Network

An NxM Manhattan Street Network (MSN) is a regulai mesh structure of degree 2
with an even number of rows and columns and is not cefined for an arbitrary number of
nodes [42]. There are two links arriving at and leaving each node. Logically, the links

form a grid on the surface of a torus. Unidirectional communication links connect its
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nodes into N rows and M columns, with adjacent row links and column links alternating in
direction. An example of a 4x4 Manhattan Street network is shown in Figure 3.2. This
structure was originally proposed as a metropolitan area network in [42], {43], but it can
be considered as a virtual topology for multihop lightwave networks. The maximum

length of the shortest path between any pair of nodes is given by [47]

N;M+ 1, if % and g are even
dma.r = { N+M . (‘-7)
7 otherwise

FIGURE 3.1 An 18-user (P=3,4=2) ShufflcNet
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FIGURE 3.2 The logical configuration for a 16-user Manhattan Street Network.

The expected number of hops between two randomly selected stations is given by:

( I—Vﬂ(N+M+4)—4
4 if both Eand -M-—are even
NM -1 ’ 2 2
HM—(N+M+4)—M—4
4 ; M
AT s 1f-2—=evenand—2—=odd
E[hops] = | NM (3.8)
— (N+M+4)-M-4
4 ifM—even andli—odd
NM -1 ’ 2 2
M(N+M+4) -N-M-2
4 ifﬁl—oddandn—d—odd
‘ NM =1 T2 2

3.1.3 Shuffle Ring Network

In this section, we consider the Shuffle Ring Network or SR_Net in the general case
where P can be equal to 2,3,.... and not limited to the case of P=2 as shown in [48]. An (1,
k, P) SR_Net has a total of kP" nodes; the connectivity graph consists of k columns of P"
nodes each, arranged with shuffle interconnections between the consecutive columns. An
important special case of the (1, k, P) SR_Net is the ShuffleNet when n=k and the same

connectivity is used (same P). There are a total of kP™! links in the SR_Net in order to
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interconnect all the stations. In the SR_Net, the address of each node can be denoted by a
two-tuple (<, r) where 0 <c <k and 0<»<P". Let (#.q. Fy2.ns 1) be the row index r
expressed in the base P notation, i.c., re {0,1,..,P},0<i<n Inan (n k, P) SR_Net,
each node (c, rpp...;p) has P output links connecting to the nodes
(c®L,r,_9..0,73:0), (c®1, Fp_aseves ¥ 1) 4oy and (¢ & Lr,_argP=1)
where ¢ @ | = (c+ 1) modk. Similar to the ShuffleNet and the bilayered ShuffieNet, the
SR_Net has a cylindrical pattern where the last column is connected back to the tirst col-

umn.

Let 4 be the number of hops, and n(h) be the number of stations 4 hops from the

source.

h

P | <h<sn-1
n(h) = P"; nsh<k—1 (3.9)
pr—pit. k<h<k+n-1

the expected number of hops between two randomly selected stations is given by:

_ kPP[(P-1) Qn+k—=1)=2k(P"-1)]

E[hop] .
o 2(P-1) (kPF-1)

(3.10)

The results obtained above for a general case of the SR_Net can be used for the case
of the ShuffleNet. By letting k=n in (3.9) and (3.10), we obtain the same results found in
(3.5) and (3.6). Given that the ShuffleNet is only a particular case of the SR_Net, we
choose the SR_Net in order to have more flexibility in the choice of the network configu-
ration. As an exampie, a network with size 64 can be presented in different ways; among
these, we have the (4, 4, 2) SR_Net which corresponds to a (2, 4) ShuffieNet and a (4, 2, 4)
SR_Net where the connectivity is doubled and the number of columns is kept the same,

this case is shown in Figure 3.3.
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FIGURE 3.3 A 64-node SR_Net

3.2 Bilayered ShuffleNet: Logical Configuration

The bilayered ShuffleNet connectivity graphs use the same connectivity graph as the
conventional ShuffleNet twice, once in each direction around a cylinder. For a (P, k) bilay-
ered ShuffieNet, the number of stations is equal to N = kPt arranged in & columns of P*
stations each. Instead of only connecting each station in the network to P different stations
in the next column, now we let each station be connected to a “mirror” image of stations
from the previous column; thereby, doubling the connectivity between stations [23]. In
this case, the connectivity graph of the ShuffleNet will look as though all stations are
wrapped around the same cylinder twice, one from left to right and one from right to left
(see Figure 3.4). The same set of connections is used in both directions. This will increase
the connectivity in the network and the total number of links will be double that of the

conventional ShuffleNet, i.e., equal to 2k P**/.
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FIGURE 3.4 A(2.3)bilayered ShuffieNet N=24.

As an example, we take the case of (2, 3) ShuffleNet (V = 24), the new bilayered con-
nectivity between stations is shown in Figure 3.4. If any station is allowed to transmit in
both directions, starting from station number 0 we can reach 2P=4 stations in the first hop.
In the second hop, we can reach 7 other stations and finally in the last hop we reach all the
remaining stations (12 stations) in the network. The tree-growth for this case is shown in
Figure 3.5. The maximum number of hops required in this case is equal to k=3 compared

to 2k-1=5 in the conventional case.
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We consider the case of k=4, which is slightly different from the previous example,

taking P=2 (N=64) and allowing each station to transmit in both directions. In this case, if

we start from the first station we can reach four stations in the first hop, seven stations in

the second hop. 12 stations in the third hop, 24 stations in the fourth hop, and finally 16

stations in the fifth (last) hop. For the case of k=4 the maximum number of hops is equal

to &+ 1=5 compared to only k for the case of k=3. The tree-growth for this case is shown in

Figure 3.6. In the next section, we compute the maximum number of hops required to

reach all stations in the network. As we shall see, it is necessary to distinguish between the

cases k being even and & odd.
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3.2.1 Bilayered ShuffleNet: General Form

R

In this section, we evaluate the general form of the number of stations as a function of

the number of hops, the expected number of hops, and the channel efficiency in the case of

the bilayered ShuffieNet.

3.2.1.1 Number of Stations as a Function of the Number of Hops

The general form of the number of stations reached as a function of the number of

hops for a given P and k is given by the following relations:

For k odd (k=3,5,7,....) we have h = k and

max
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(h+1)P"= (h-1)P"? ;h=1,2,...,k—;—1-
n(h) =S pe )P - Qh+1-k) P = (k-m) P"7? ;hz—k;l,...,k—l 3.1
k[P'-P" ) h=k
For k even (k=24,6,....) wehave h,, = k+1 and
( h h-2 o k
(h+1)P'= (h-1)P h=1,2.., 51
WP - (h-1)P" 2 =4
n(h) =« koo ) ' (3.12)
' h- h=a :
5“) P sh 2+1,...,k
gIPh-l_Ph—2] h=k+1

In the new configuration we decrease the maximum number of hops from (2k-1) to
only (k) hop (k odd). In the case of & even, the maximum number of hops will be (k+1)
instead of (24-1). For the case of k=2 we have 2k-1=k+1=3; hence, there is no decreas. in

the maximum number of hops.

3.2.1.2 Expected Number of Hops

After we have found the general form of the tree growth in the case of the bilayered
ShuffleNet, we evaluate the expected value of the number of hops required for a message

to reach its destination.

h
o> hn(h)
Efhops} = E o1 (3.13)
h=1
for the case of k odd we have:
k-1
(1 —P)sz+ (1-P)N-(1 —P)P"— (1 -P)zp"‘l_z(] -P
Elhops] = 3.14)

(1-P)*(N-1)

and for the case of & even we have
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3.2.1.3 Channel Efficiency

For the symmetric case and uniformly distributed traffic, the channel efficiency,n., for

the bilayered ShuffleNet is given by

1
n= m‘gp——s]— (3.16)

In Figure 3.7, we plot the channel efficiency as a function of &, for large P, for the
case of bilayered ShuffleNet and the case of the conventional ShuffieNet. From this figure,
we observe how the bilayered ShuffleNet achieves a better channel efficiency than the
conventional case due to the addition of a second set of connections, which decrease in the
maximum number of hops required to reach a station in the network. From the same tig-
ure, we also observe that this improvement applies for both cases k odd and & even with a
certain advantage to the case of k odd compared to the case ok & even (peaks in Figure 3.7
when k is odd) and this due to the decrease of the maximum number of hops in this case
from 2k - 1 to only £ compared to the other case where the maximum number of hops
decrease is from 2k - 1 to k + 1. The efficiency in both cases decreases as a function of &,
since increasing the number of columns, k, in the bilayered or conventional ShuffleNet
connectivity graph increases the expected number of hops required for a message to reach

its destination.
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FIGURE 3.7 Bilayered ShuffleNet channel efficiency for a large P

Using the same method described in the previous section, this network will use only
two wavelengths that can be reused in different links; this corresponds to the case of dedi-
cated channel where each user is equipped with multiple transmitters and receivers. In this
case, for a given N-user (P, k) bilayered ShuffleNet connectivity graph, the number of
transmitters 7 and receivers R will be equal to 2P for each case, and the number of chan- -

nels is given by

W= NXT = 2kP**! (3.17)

The total throughput and user throughput are given by n.W and “—NK where 1} is the
channel efficiency given by (3.16). Table 3.1 compares these two parameters in the case of
bilayered ShuffleNet and the conventional ShuffleNet [3] for the case of (P=2, k=3) a 24-

user ShuffleNet and a 1Gb/s user transmission rate.



TABLE 3.1 A 24-user ShuffleNet, 1Gb/s user transmission riate

N Tntal traffic rate ] User traffic rate
Conventional 0.3067 14.722 Gb/s 613 Mb/s
ShuffleNet
Bilayered Shuf- 0426 40.896 Gb/s 1,704 Mb/s
fleNet

The results presented in this table confirm the improvement already predicted by
passing from the conventional to the bilayered ShuffleNet because we not only double the
connection between stations, but we also improve the total end user throughput by more
than twice, which justifies the fact of doubling the connectivity for the case of the bilay-

ered ShuffleNet.

3.3 Comparison

The expected number of hops from a source to a randomly selected destination is also
defined to be the average distance, d,,,, between nodes [43]. The larger the average dis-
tance between the nodes in a network, the longer the packets will have to remain within
the network on the average, thereby consuming network resources: this directly translates
into a smaller throughput. Due to the importance of this parameter, we find it is important

to compare our results to the existing ones.

First, we compare our results to the case of the conventional ShuffleNet since we are
using the same N and same k. Then, we compare our results to other networks with the
same connectivity P. In this case, due to the fact that for the ShuffleNet N is always equal
to kP¥, it is difficult to pass from one ShuffleNet to another one while keeping the number
of stations the same while doubling the connectivity (P'=2P). For example, for P=4, the
minimum number of stations is 32 and there is inefficiency for smaller systems. To iden-
tify the better one of these two ways of comparison, the results are shown in Figure 3.8.
As predicted, the bilayered ShuffleNet achieves a better performance in terms of average
distance compared to the conventional ShuffieNet with the same N and same &, but this

result is not as good as that of the conventional ShuffieNet with the same connectivity P as
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the bilayered ShuffieNet. From the same figure, we see that the curve obtained for the
bilayered ShuffleNet is closer to the conventional ShuffieNet with a connectivity equal to
4 paths than to the conventional ShuffieNet with connectivity equal to 2. In this case, we
can confirm that the bilayered ShuffleNet has a performance comparable to a conventional
ShuffleNet with a doubled connectivity. We argue that the slight loss in the performance is
compensated for by the increased number of possible configurations (notice that in Table

3.2 and for a network size of up to 10,000, we have more N’s than N1’s).

TABLE 3.2 Network size for the case of P=2 and P’=4 as a function of k.

(P,k) N (P k) N1
(2.2) 8

(2.3) 24 4.2) 32
(2.4) 64

(2,5 160 4.3) 192
(2.6) 384

2.7 896 44) 1024
(2,8) 2048

(2.9) 4608 @“.5) 5120
(2,10) 10240
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FIGURE 3.8 Comparison of the E{hops] of the ShuffleNet with P=2, bilayered ShuffleNet
and the ShuffleNet with P=4.

3.4 Performance Calculation

We turn now to consider the performance of the bilayered ShuffleNet as measured by
delay as a function of throughput traffic. The delay of a message is defined as the time
interval between its arrival at the system and its exit from the system. This delay encom-
passes queuing, transmission, propagation, and processing delay. We shall carry through
an analysis of the delay under the assumption that circulating traffic has priority over
newly generated traffic. We also assume that the traffic is time division multiplexed

(TDM) and the message length is equal to the slot duration.

3.4.1 Presentation of the Node in the Bilayered ShuffleNet

The model of the node may be as shown in Figure 3.9, where the 2P input lines enter
through a processor that distributes the traffic to the output lines. The processor is just a
commutator since the traffic is TDM on the output lines. The output line queues are where

congestion would occur. The model used for each output line is shown in Figure 3.10. A
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discrete time statistical multiplexer is used for modeling our output line. Several assump-

tions are made:
1. Arrivals in the through traffic are governed by a binomial process.
2. Poisson arrival of the local traffic.

3. A priority discipline is used, where the !ocal traffic has a lower priority than the through

traffic coming from a distant station.

STATISTICAL ———"
MULTIPLEXER .

I

Local Traffic

FIGURE 3.9 The node model

r_=-|

Local Traffic

Line Traffic

FIGURE 3.10 The output line,
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3.4.2 Traffic Evaluation

In our evaluarion of performance, we assume each station trunsmits the same level of
traffic to every other station. If station i generates A messages per second for station j # i

then the total level of traffic generated by station i can be represented as:

hm.u

A = Z A k) n(h) (3.18)
h=1

where A (k) is the amount of traffic that is destined for each station at distance A and

n () is the number of stations at distance A.

The more hops a message takes to reach its destination, the more network resources it
uses. This is reflected in the amount of bandwidth required by a single source, which may

be defined as

hmJl

B = xz hn (h) (3.19)
h=1

From this equation, we notice that B is directly related to the expected value of h, in

the sense that B is equal to

B=AN-1)H (3.20)

H = E[hops] in the above equation, 4, is equal to k if k is odd or k+ 1 if k is

max

even. The total bandwidth used by all sources is equal to B multiplied by N the total num-
ber of users. Since there is 4 total of 2kPk+ ! links in the network; accordingly, each link
must carry

kP*B B

A= ——— = — messages / s (3.21)
2Pt 2P
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This is the total amount of traffic on each link. Of this, A'/2 P is newly generated. If
we follow the usual priority, the locally generated traffic A (N — 1) is split 2P ways for

each output trunk:

AP -1)  AN-1)

xlocul - 2P P (3.22)
and the through traffic on a line is equal to
Ap=A=Xp o (3.23)

This amount of traffic has priority over the newly generated traffic (lloml) as we
mentioned before, and will be held in consideration for the remaining part of our perfor-

mance evaluation.

3.4.3 Delay Components

The sources of delay are queuing, propagation, and processing delay at each node.
Further, given that the transmission speed may be so much faster than the processing,
there could be no traffic dependent delay within the nodes; consequently, one is required
only to consider the processing delay as the main source for additional delay within a

node.

Let G (2) be the generating function of the distribution of the number of class ¢

packets arriving in a slot, c=1,2. The generating function for the through packets has a

binnmial distribution

G(l) (2) = (1—q+q7)7p (3.24)

ATTF
2P

there is no channel multiplexing. For the locally generated traffic we assume that we have

where g = , and Tg is the frame duration, which is equal to slot duration since

a Poisson distribution
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AN-1)
ALY AT

G(z) (z) =¢ 2p 13.29)

For each message we have two kinds of queuing delay, the first queuing delay

encountered by a message is when it enters the system [44] and is given by:

2Tr
2

p
D, =T (E[L]-p,) + (3.20)

where E[L] is the expected queue length of the low priority packets [45], which is equal to
E[L] = G(z)'(l) [1 -G“)’(l)]

Gp)” (1) +4G )" (1) 1G )" (D)
2[1-G ()" (=G )" (D]

G(l)”(l)G(z)’(l)

+ ’ ’ I3
AT=G ., (DI1=G , (=G, (7]

(3.27)
AN =D T,

and p, is equal to 5P

At each of the subsequent hops an additional delay component is encountered. Thiy

delay [46] is equal to

2 1
D, = ATTF+ els) (I—F) (3.28)
272 2(1 = A Tp) '

If we add the processing and propagation delay (Dp), and transmission delay T,

which is equal to the slot duration at each hop, the total delay is given by

D =D,+D x (H-1)+ (Dp+T) xH (3.29)

Concerning the processing delay, we assume that it is proportional to the connectivity

P because the more connectivity is used, the more the processing delay becomes.



49

3.4.4 Numerical Results

The numerical results involve a comparison of the performance, in terms of the mes-
sage delay, for two cases. First, we try to compare between the conventional ShuffieNet
and the bidirectional ShuffleNet for the same configuration (same P and k). Second, we
compare between the bilayered ShuffieNet and the SR_Net with the same configuration
(N=64) when optimum routing is used and when deflection routing is used. The result
shown in Figure 3.11 gives the total delay as a function of the traffic generated by each
station. The bit rate per user is equal to 1 Gbit/s. It is observed that the traffic load
increases as we pass from the conventional ShuffleNet to the bilayered ShuffleNet. At the
same time, we have a decrease in the total delay due to a decrease in the expected number

of hops compared to the conventional case.

In order to make a fair comparison between the two different networks with the same
connectivity, we compare the bilayered ShuffleNet with the SR_Net for N=64 and the
results are shown in Figure 3.12 and Figure 3.13. In the first case, the results are obtained
under the optimal routing case where a message reaches its destination in the minimum
number of hops. In this case, the SR_Net performs better than the bilayered ShuffleNet
due to the fact that the average number of hops in the case of the SR_Net is lower than the
bilayered ShuffleNet (3.24 compared to 3.65). In the second case, the results are obtained
under the non-optimum case where a message is supposed tc be deflected with a certain
probability p. This case will be discussed in more detail in Chapter 4. A particular case of
this is to assume that a message will be deflected with a probability 1/2. This will increase
the expected number of hops for the case of the bilayered ShuffieNet and the SR_Net with
one hop and two hops, respectively. In this case, the bilayered ShuffleNet will perform
better than the SR_Nut because the alternative paths when deflection routing is used are

shorter in the case of the bilayered ShuffleNet than for the SR_Net.
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FIGURE 3.12 Performance results for the case of the bilayered ShuffieNetand the
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FIGURE 3.13 Performance results for the case of the bilayered ShuffleNet and the
SR_Net with deflection routing

3.5 Performance of the Bilayered ShuffleNet Under
Nonuniform Traffic

The bilayered ShuffieNet has been studied under the uniform traffic case. In the fol-
lowing. we consider the case of a nonuniform traffic distribution. Because unbalanced
loads can occur in a multitude of ways, our study is limited to the case of “extreme-value
analysis”. This case is an approximate analytical technique that assumes the distribution
of the loads is unique, but the intensity of traffic from individual users has a normal distri-
bution [50]. The probability that a given channel is overloaded can be evaluated given the
overall average and variance of the load intensity. Our results will also include a compari-
son of our new results to the results already found in [50] for the case of the conventional

ShuffleNet under the same conditions.



3.5.1 Network Parameters

In the bilayered ShuffleNet network, the number of users grows according to the same
formula, N = kP* k = 2, 3,4....,P = 2,3.4,... as in the case of the conventional
ShuffleNet, but the number of channels needed grows as W = 2kP** ! where each user
has 2P transmitters and 2P receivers, and k is the number of stages in the bilayered Shuf-
fleNet interconnection pattern. Notice that, the number of channels is equal to 2 times the
k+1

number of channels used in the case of the perfect ShuffleNet (kP"" ).

Different parameters are used to measure the performance of the network. These
parameters are based on the fact that each channel is operating at a 1Gbit/s. We start with
the total bandwidth offered by the entire network, which is equal to W x 1 x 1Gbit/s. 1 is
the *“channel utilization efficiency” under the assumption of a load-balancing routing algo-
rithm, and it is given by

I
n= E{hops]

(3.30)
This parameter uses a capacity measure associated with an individual user, rather than
one for the network as a whole. The “achievable capacity” is equal to the total bandwidth

offered by the entire network normalized to the bandwidth of a single tiber channel which

is equal to 1Gbit/s.

4

¢ = E[hops]

(330

This quantity is also equal to the total number of channels divided by the expected

number of hops due to the fact that there are a total of W channels where each one has a

1

channel efficiency of EThopsT”

Finally, we define the normalized quantity “throughput per user”, 7, which is equal to
the number of channels each user has access to, multiplied by the channel utilization effi-

ciency
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2P

T = EThops]

(3.32)

These network parameters for the case of the bilayered ShuffieNet can be compared
to the same parameters for the case of the SR_Net. From the above equations and for the
same network size, the only difference between the bilayered ShuffleNet and the SR_Net
is the average number of hops E[Aops], which is lower for the case of the SR_Net. Then,
the “‘channel utilization efficiency”, the *‘achievable capacity’ and the “throughput per
user”” will be higher for the case of the SR_Net than for the bilayered ShuffleNet. This

gives an advantage to the SR_net compared to the bilayered ShuffleNet.

3.5.2 Fixed load patterns with random load intensity variation: an
extreme-value-type analysis

In this section, we evaluate the effects of the statistical variations of the users’ mean
traffic intensity on the worst channel for the case of the bilayered ShuffleNet [24] in a way

similar to the case of conventional ShuffleNet as described in [50].

Assume that every user’s traffic intensity is a normally distributed random variable
with @ mean P and a standard deviation ©. This probability distribution is denoted by
N(p. o). Assume a uniform traffic patiern (i.e., each user’s traffic is uniformly destined to
all other users) and a uniform routing pattern (i.e., the routing is such that each channel is

used equally to carry the total traffic).

Let )‘,,j(] Si<N, 1 £j<N) and v, (1 <m<W) be the intensity from user { to
user j and the traffic intensity on channel m, respectively. Under the same assumptions as
in the case of conventional ShuffleNet [50], we assume independence between 7\‘.‘ j’s and
independence between v, ’s. These two assumptions lead to the following approximate

analysis of the traffic intensity on the worst channel.

Since each user’s traffic is uniformly destined to all other users, k‘.j is distributed

according to N(u/N, 6//N). Due to multi-hopping, the total traffic on each channel is the
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sum of a number of traffic streams generated by different users. Let M be the average
number of i-to-j traffic pairs that use a particular channel. Under the uniform trafhe pat-

terns, M is given by

_ N*Elhops] _ NE[hops]

M w 2P

(3.1

Therefore, vy is distributed according to N(M/N, JM c/./N ). Notice that for the same
network size M is larger for the case of the bilayered ShuffleNet than the SR_Net due to

the expected number of hops which is larger for the case of the bilayered ShuffleNet.

We are interested in looking at the performance of the worst of these W channels. Let
Y, be the Wth-order statistic of the sequence of random variables y | that is, Yy, is the
maximum of W normally distributed random variables with mean Mp/N and standard
deviation JM o/ JIT’ . This probability distribution is denoted by N(M /N, flﬁ 0/‘/_1\_/ ). The
distribution of Y, is the Wth power of the probability distribution N(M/N, JM al JN ).

Different parameters can be determined in order to characterize the traffic on the
worst link. Among these, we can evaluate 1) the mean traffic intensity on the worst link, 2)
the probability that the traffic intensity on the worst link exceeds the link capacity, 3) the
value of | for which such probabilities are small, and how these parameters can change as

the number of users in the network increases.

3.5.2.1 Order Statistics

The order statistics of the random variables x, are n random variables Y, defined as
follows [51]: For a specific outcome {, the random variables x; take the values x({).

Ordering these numbers, we obtain the sequence

x (D) g..2x, (0) s...5x, (§)

and we define the random variable Y such that
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Yy =x Q) <..sY, =x, () <..<Y, = x, (0) (3.34)

We note that for a specific Z, the value x;({) of x; occupies different locations in the above

ordering as { changes. We maintain that the density f;(Y) of the kth statistic Y is given by

n!

k-1 ek
Oty OU-FOIT M (.35)

fk(Y) =

where F (x) is the distribution of the independent, identically distributed random vari-

ables x;, and flx) is the associated probability density function.

In our study, we are interested in the maximum order statistic which corresponds to
Y .. To derive the distributi »n function of ¥, we note that the probability that exactly j of

the x;s lie in (=eo, y ) and (n-j) lie in (y, o) is:
)P oy 1= Fonm,

since the binomial distribution with parameters nand p = F(y) is applicable. Then:

FY.(y) = P(Y,=<y) fork = n
=X 'f)F"(y) [1-F(» 1" —ee<y<oo
Jj=n
= [F(» 1" - < y<oo (3.36)

3.5.2.2 Expected value and variances of order statistics from a standard normal
population

If a sample of 7 observations x{, X3,......., X, is drawn from a standard normal distribu-
tion, and the observations are arranged in an ascending order of magnitude X1y, X(2y,..v0ves
X(n), the ith value of the set {xm} is called the ith normal order. For the case of i = n, the

expectation and the variance of the maximum order statistic are given by

Elx (] = n [1f(x) F""'(x) dx (331)
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o0

Elx{m] = n [ () F7 (x) dr (338)

—

where f(x) =

1
—— ,
Jn

2
x —
and F(x) = J—l— 24t

Jn

If all the Y; are drawn from a normal distribution with mean p and a variance o,
iy ~H

-00

then every x, = will have a normal distribution with mean equal to zero and

a variance equal to one (N(0, 1)). In this case, the expected value of Y(n) will be given by

E [Y(n)] = GE[X(n)] +] (3.39)
Var(Y,,1 = 02Var(x(,,)) (3.40)

Certain values of E[x(,] and E[xz( )l can be evaluated using some numerical integra-
tion methods. In this case the result can be found for any value of » with any desired accu-

racy we want.

3.5.3 Numerical results

In the following, we present the numerical values of different performance measures
related to the random variable Yy, the traffic intensity on the worst channel. The distribu-
tion of Yy, is the Wth power of N(Mu/N, JIV! o/ JN ). The expected value of Yy is given
by:

E[Yy] = E[J%OX(W) +%u]

M M
= j—;oE[x(W)Hﬁu (a1

where E[xy,] corresponds to E[x(,)] when W = n.
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In order to show the sensitivity of different performance measures to the variation of
i and ¢ for fixed network sizes, in Figure 3.14 a)-c) we show the mean traffic on the
worst channel as a function of i and © for networks of size 8, 18, and 24, respectively. As
shown in (3.41), the mean traffic intensity on the worst channel increases with £ and ©.
The same results can be obtained for the case of the SR_Net, the only difference is that the
mean traffic intensity on the worst channel for the SR_Net is less than the case of the
bilayered ShuffleNet because of the direct relation with the value of M in the equation

(3.41).
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In the next step, we define P, as the probability that the traffic intensity on the worst
channel is greater than the capacity of the channel, which is assumed to '. 1 Gbits/s. The

result obtained is based on the following steps:

Prob(Yy>w)

1-Prob(Yy<a)

Yy-—ap o-a
= 1-Prob(—p—= bcE)
a—-
= ]—P"Ob(Z(W)ST:E)
%4
- 1—[Frob(2$aboau)]

(342)
where Z = N (0, 1), and by using the above equation P, can be evaluated. Figure 3.15
a)-c) shows the results for ditferent network size as a function of L and 6. We can see that
the probability that the tr.ffic intensity on the worst channel is greater than the channel
capacity will increase as 2 function of | for all values of N. This result can be evaluated
for any other channel capacity by using the same principle compared with the results
obtained in [50]. For the same n=twork size and for the same value of p and o, we see the
probability that the wraffic intensity on the worst channel is greater than the capacity of the
channel is much lower for the case of the bilayered ShuffleNet than the case of cunven-
tional ShuffieNet due to the fact that the channel efficiency in the case o bilayered Shuf-
fleNet is larger thar the conventional case. This implies that a much higher traffic level is
required before the traffic on the worst channel exceeds the channel capacity. By compar-
ing the same results for the case of the SR Net and the bilayered ShuffleNet under the
same condiaons, we can show an advantage for the case of the SR_Net because of the

channel efficiency which is larger for the case of the SR_Net.
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prob(traffic intensity on worst link > 1Gbits)

FIGURE 3.15 Probability that the raffic intensity on the worst channel is
greater than the channel capacity a) N=8 b) N=18 and c) N=24

The same results obtained in Figure 3.15 can be redrawn in a way to show the maxi-
mum individual user traffic intensity p, for which P, is no greater than 10”" as a func-
tion of L and o for networks of size 8, 18, and 24, respectively. The results shown in

Figure 3.16 a)-c) are based on the following:

w
- o -
10l =P =1- [Prob(ZS bé’“)] (3.43)
1
Probz< 2y = 110" (3.44)

Given that Z = N (0, 1), the value of it can be found using the Erflnv (inverse func-

tion of Erf).
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FIGURE 3.16 Largest l for which P, is no greater than 10 2) N=8 b)
N=18 and c) N=24.

In the following, we try to make a fair comparison that takes into consideration the
fact that the maximum throughput per user decreases as the size of the network increases
for the same value of P (for N=8, N=24 and N=64). However, this is not true for the case
when the size of the network increases by increasing P and keeping k the same as for the
case of N=8, N=18 and N=32. In this case, the maximum throughput per user increases as
the network size increases. For example, in the case of N=18 we achieve a higher user
throughput than in the case of N=8 due to the fact that P in this case is equal to 3 compared
to P=2 for the case of N=8. This leads to larger user throughput (see Table 3.3) due to the
fact that the increase in P compensates for the decrease in the channel efficiency in order
to have a larger user throughput which is equal to 2P x 1. The results of this comparison
are shown in Figure 3.17 (for the case when P=2 and different values of N: N=8§, N=24 and
N=64), in Figure 3.18 (for the case when k=2 and for different values of N: N=8, N=18 and

N=32), and in Figure 3.19 (for the case when k=3 and for different values of N: N=24,
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N=81 and N=192). The values of different performance measures are shown for | setto a
fixed percentage of the maximum throughput of an individual user. Figure 3.17 shows the
mean traffic intensity on the worst link as a function of ¢ and N for pt equal to 30, 50, and
70 percent of the maximum throughput of an individual user, respectively. We can observe
from this figure that for a fixed value of o, the mean traffic intensity on the worst channel
increases with N if the same conncctivity degree is used (same P and different k), but if
the connectivity degree increases (same k but different P Figure 3.18 and Figure 3.19}, the
mean traffic intensity on the worst channel is kept the same for different N given that we
keep k the same. The first case gives a more interesting result, and from these results we
can find the corresponding performance for any other V by only checking the value of 4.

For example, the performance for the case of N=192 is the same as the case of N=24.

TABLE 3.3 Numerical parameters for the bilayered ShuffieNet

k P N w Elhops] | N T CE E{XwW]
2 2 8 32 2 ) 2 16 2.0697
3 2 24 96 2.3478 4259 | 1.7027 40.8864 | 2.4930)
4 2 64 256 3.3810 2958 | 1.1831 757183 | 2.826Y
2 3 13 108 2.1765 4595 | 2757 49.626 2.5350
3 3 81 486 2.6000 3846 | 23076 186.9156 | 3.0281
2 4 32 256 2.2581 4429 | 3.5432 113.3824 | 2.826Y
3 4 192 1536 | 2.7120 3687 | 2.9496 566.3232 1 1.3627




n
N o

mean traffic intensity on worst link. Gbps
n

3.5

[N

n
1)

-
[3;)

mean traffic intensity on worst ink. Gbps
N

-

0.5

0.4 0.6 0.8 1
sigma

a)




66

3.5 1 A t Al

W

n
o

-
(S48

mean traffic intensity on warst link. Gbps
— N

05 5 ? . 1
0 0.2 0.4 0.6 08 1
sigma

¢)

FIGURE 3.17 Mean taffic intensity on the worst hink for | equal to a)309
b)50% and ¢)70% of the maximum throughput of an individual user for different N but
with equal P=2,

2 ~T T T T

mean traffic intensity on worst link. Gbps
©o o N
o)) ™ - [ Iy o ®

o
a

J 1 I 3

0.2 0.4 0.6 0.8 1
sigma

o
N

(=]

FIGURE 3.18 Me:n wraffic intensity on the worst link for L1 equal o 30% for
different N (N=8, N=18 and N=32) and same k equal 10 2.



67

-
o] %4
T
E
%
O
-9

-
()]
—7T

- N=8 : E : 655
]
?* N=18 - - - 36 -4
. : 38
f &

- -
N H

-

mean traffic intensity on worst link. Gbps

0.8

0.6

0.4

0'20 0.2 04 0.6 0.8 1
sigma

FIGURE 3.19 Mean traffic intensity on the worst link for [l equal to 30% for
different N (N=24, N=81 and N=192) and same 4 equal to 3.

Based on the results obtained in Figure 3.17 and in order to counteract this degrada-
tion, the maximum offered load by each user must be reduced. It remains to characterize

the amount by which the load must be reduced. Such characterization is shown in Figure

3.20 a)-c).
Letu_ .. D€ defined as the maximum individual user waffic intensity p for which
P . ireme 18 NO greater than 107%. The results in Figure 3.20 a)-c) show K orireme 2 @ func-

tion of the coefficient of variation, N1 = 6/, and N for L=3, 4, and 5, respectively.

Parameter, | corresponds to the value of g when 11=0 and is the maximum indi-

exireme

vidual user throughput.
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In order to better illustrate the information in Figure 7a), we compare the ratio of the
K. s emeaNd the maximum user throughput for a fixed value of the coefficient of variation,
n! = o/, for different values of N. This ratio corresponds to the deloading factor, and it
is the fraction by which the offered load from each user must be reduced relative to the
balanced-load case. The results are shown in Tables 3.4 and 3.5.

TABLE 3.4 Deloading Factor Computed from data in Figure 3.20 (a) when

n1=.05
Deloading
T ue X(reme Factor
8 2 1.56 18
24 1.7036 1.34 .7866
64 1.1831 0.96 8114




TABLE 3.5 Deloading Factor computed from data in Figure 3.20 (a) when

ni=2
Deloading
T Mo rome | Factor
8 2 95 A7
24 1.7036 .81 4755
64 1.1831 6 5071

70

Note that the deloading factor increases as the user throughput decreases by going
from N=8 to N=24 to N=64 for two different values of the coefticient of variation (1}=.05

and N =.2). This indicates that the necessary load reduction slowly decreases with network

size.

By comparing these results to the results obtained in [50] for the case of conventional
ShufflieNet for the same N and the same 11=.2, we see that the deloading factor for N=¥§, 24
and 64 is equal to 0.47, 0.4755 and 0.5071, respectively, compared to (.57, 0.62 and (.65,
respectively for the cons entional cese. The deloading factor is smaller for the case of the
bilayered ShuffleNet. Since the deloading factor is the fraction by which the offered load
from each user must be reduced relative to the balanced-load case, we can say that the
case of the bilayered ShuffleNet is closer to the balanced-load case than the conventional
ShuffleNet indicating that the bilayered ShuffleNet offers a better performance under the

case of nonuniform traffic than the conventional ShuffleNet.

The same conclusion still holds by comparing bilayered ShuffleNet and the SR_Net
with an advan.age to the SK_Net, which achieves a higher channel efficiency and a lower

expected number of hops for the same network size,

2.6 Discussion

The bilayered ShuffleNet is a multihop network which has been proposed as a means
of using the enormous capacity of the optical fiber in the local environment. Using this
new configuration, information bearing packets are switched from source to destination
through a uniform logical configuration of nodes. Transmission through the fiber is over

Wavelength Division Multiplexed (WDM) channels. This configuration uses the same
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number of stations and columns as the conventional ShuffieNet. By adding a new set of

connections, we improve the network performance in terms of expected number of hops.

Through this chanter, we have studied this new configuration under uniform and non-
uniform traffic. This configuration offers a large number of shorter alternative paths in
case of deflection routing. This feature is very important and will be discussed in the next

chapter.




Chapter IV

Signal Flow Graphs for Path
Enumeration and Deflection
Routing Analysis in Bilayered

ShuffleNet

In this chapter, we first apply the method of signal flow graphs to path enumeration
analysis in the case of the bilayered ShuffieNet and the SR_Net. This is another way to
evaluate the performance of the bilayered ShuffleNet compared to the conventicnal case,
and to the Shuffle Ring Network (SR_Net) [52]. The virtue of this approach is that it iden-
tifies the alternative paths between source destination pairs. We carry out the necessary
computations for the bilayered ShuffleMet and the SR_Net and compare to the conven-
tional case as shown in [53]. The signal flow graph is a weighted directed graph, which
has a one-to-one correspondence with a set of linear equations [54]. This method is similar
to the one used for calculaticn of the distance properties and error performance of convo-
lutional codes. It uses a labeling of the edges of the network graph, and the subsequent
solution for the transfer function of the resulting signal flow grazh. A Taylor series expan-
sion of the transfer function yields the number of paths of a given length between the

source and destination,

Second, we evaluate the performance analysis of the bilayered ShuffleNet and the

SR_Net with deflection routing in terms of the expected number of hops as a function of
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deflection probability. The analysis makes use of the connectivity properties ot siich net-
works to characterize the probabilistic behavior of a typical packet in the network in terms
of a simple discrete-time Markov chain with a speciic number of states, one of which is
an absorbing state. A comparative study between the bilayered ShuttleNet, the SR Net

and the conventional ShuffleNet using this approach is also shown.

4.1 Path Enumeration

In the following, we illustrate some of the discussed concepts by means of an exam-
ple. Consider the simple network shown in Figure 4.1. We are interested in finding the
number of paths from node a to node b at a distance A in the network, where the unit of
distance is one pass over one link. To do this, we remove the paths outgoing from the out-
put node b under consideration, making it a true sink, and add an auxiliary node «’, which
will serve as a source, providing a directed edge from this node to node a. Associating
weight 1 to this edge, and weight D to all other edges to obtain the directed graph n Figue
4.2. D is a dummy variable representing one pass through a link. In a signal flow graph,
the contribudons of the traversed edges are multiplicative, therefore this tormulation

enables one to represent the number of passes in terms of powers of 1)

FIGURE 4.1 Example network
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FIGURE 4.2 Modified example network

For each node, we write the node equations (i.e., the weighted paths that terminate at

the node), we obtain:

a=a" +Dd
b=Da+Dc (4.45)
c=Dd
d=Da+Dc
Solving this set of linear equations, b in terms of a’ is given by:
Da’
b = . (4.46)
1-2D"

from which the transfer function T}4(D) = b/a’ can be cbtained. By expanding the rational

function into a geometric series, one obtains

T,, (D) = —2 _ =D+2D°+4D°+ ... (447)

1-2D"

This series yields significant information on path length properties of the graph in Figure
4.2. It states that there is one path from node a to node b of length 1, two paths of length 3,
four paths of length 5, and so on. However, for more complicated graphs, the signal flow
graph method described above can be automated by using a symbolic evaluation package
like Maple!, or by using Mason'’s rule. By using this software we solve this set of equa-

tions, from which the transfer function of the output node b to the input node a can be



78

obtained. By expanding the rational function into a geometric series, this series vields the

same results obtained in (4.47).

In the following, we will show the results obtained for the case of the conventional
ShuffleNet and apply the same study for the case of the bilayered ShuffleNet and the
SR_Net. The number of users in the network is equal to 64, For the case of conventional
ShuffieNet and the bilayered ShuffleNet, this can be obtained by choosing P=2 and k=1,
For the (n, k) SR_Net, this can be obtained by choosing P=4, k=3 and n=2.

4.1.1 Path Enumeration for the case of the conventional ShuffieNet

Let us consider the case of a conventional ShuffleNet with 64 nodes as shown in Fig-
ure 4.4. The result of this study is already contained in [53] and shows the number of paths
from node O to any other node at distance h in the network. We present these wesults in
order to make a comparison between the case of the conventional ShuffleNet and othet

network architectures that we will study.

Seven distinct transfer functions are found and due to the symmetry in the network

different nodes have the same transfer function. We have:

for nodes 16 and 17

T,(D) = D+D*+15D" +225D" 4 ... (1 %)

for nodes 32, 33, 34, and 35

T,(D) = D*+3D%+45D" +675D" + ... (4.4%b)
for nodes 48, 49, 50, 51, 52, 53, 54, and 55
T,(D) = D*+7D7 +105D" +1575D" + ... (4.4%.0)

1. Registered Trademark of University of Waterloo
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for node | tonode 15

T,(D) = D*+15D* + 225D +3375D"0 + ... (4.48.4)

for node 18 to node 31

Tq(D) = 2D° +30D° +450D" + ... (4.48.¢)

for node 36 to node 47

T, (D) = 4D®+60D' +900D" + ... (448.0)

Finally, for node 56 to node 63

T,(D) = 8D" +120D" +1800D" + ... (448.¢)
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We show these results in Table 4.1. The 4" entry in the upper row of the table repre-
sents the superscript of D or the length of a path in the series, the number inside the table
represents the nonzero coefficient or the number of paths tor that term, and the numbets of
the leftmost column represent the number of nodes with that transter function.

TABLE 4.1 First 10 Terms of the transter functions of the 64-user conventional

ShuffleNet. Upper row: power of D, table entries: coefbicient for that term (number ot
paths). leftmost column: number of nodes with that transter function

1 2 3 4 5 6 7 8 9 10
2 1 1 15
4 1 3 45

1 7

15 1 15
14 2 30
12 4 60
8 8

Another step is to calculate the roral series for this network by multiplying cach seties
in Table 4.1 by the number of times they appear, and adding the resulting series. This

gives:

Tr(D) = 2D +4D*+8D" + 15D +30D° + 60D + 12007 + 12007 + 225D% ¢ (1 a)

These series give the number of paths of length 4 from node 0 to any other node regardless
of whether the nodes that are reached are distinct or not. A better approach is to have an
idea of the number of distinct nodes that can be reached at & hops, indicating that one net-
work can be considered superior to another. This information is obtained by adding the
leftmost column entries for the nonzero entries in the table for a particular power of /).

The series is equal to:

T'p(D) = 2D+4D*+8D° + 15D* + 16D’ + 16D° + 16D" + 150" + ... (a.50)
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4.1.2 Path Enumeration for the case of the Bilayered ShuffleNet

Consider the bilayered ShuffleNet with 64 nodes as shown in Figure 4.4. Seven dis-
tinct transfer functions are found, and due to the symmetry in the network different nodes

have the same transfer function. We have:

for nodes 16 and 48

T, (D) = D+2D"+20D° +328D" + 5072D° + ... (4.51.0)

for nodes 17 and 49

T,(D) = D+4D’ +24D° +352D + 5440D° + ... (4.51b)
for nodes 21 and 53
T,(D) = 4D*+24D" +432D" + 6629D° + ... (4.51.0)

for nodes 185, 19, 20, 22,23, 50, 51, 52, 54 and 55

T,(D) = 4D'+32D° + 480D +7424D° + ... (4.51.d)

for nodes 26, 31, 58 and 63

Ts(D) = 32D°+448D" +7040D° + ... (4.51.¢)

for nodes 24, 25, 27, 28, 29, 30, 56, 57, 59, 60, 61 and 62

T¢(D) = 32D°+512D" +7936D° + ... (4.51.0

fornodes 1, 2,3, 32,33, 34 and 35

T, (D) = 2D*+8D*+ 112D% + 1728D% + ... (4.50.0)
7

for nodes 5, 10, 15, 37, 42 and 47
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FIGURE 4.4 A 64-user bilayered ShulfleNet
Ty (D) = 8D+ 1120 + 1760D% + .. “.510)
Finally, for nodes 4, 6,7,8, 9, 11, 12, 13, 14. 36, 38,39, 40, 41, 43, 44, 45 and 46
Ty (D) = 8D*+ 1280° + 1884D" + ... (4.511)

These results are summarized in Table 4.2 the A" entry in the upper row of the table
represents the superscript of D or the length of a path in the series. The number inside the
table represents the nonzero coefficient or the number of paths for that term, and the num-

bers of the leftmost column represent the number of nodes with that transfer function
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TABLE 4.2 First 10) Terms of the transfer functions of the 64-user bilayered
ShuflleNet. Upper row power of D, table entrnies: coefficient for that term (number of
paths), lefunost column: number of nodes with that transfer function,

1 2 3 4 5 6 7 8 9 10
E ] 2 20) 328 5072
1 4 24 352 5440
4 24 432 6629
10 4 32 480 7424
4 32 4438 7040
12 32 512 7936
7 2 8 112 1728 26752
6 8 112 1760) 27328
1% & 128 1884 30720

Another step is to calculatc the total series for this network by multiplying each series

in Table 4.2 by the number of times they appear, and adding the resulting series. This gives

T, (D) = 4D+ 14D+ 60D’ + 248" + 860D + 3760D° + 14960D" + ...  (4.52)

Compared to the conventional ShuffleNet [53], the result is

T’ (D) = 2D +4D° + 8D + 15D+ 30D” + 60D% + 120D” + 120D" + 225D% + ..(4.53)

These series give the number of paths of length A from node 0 to any other node regardless
of whether the nodes that are reached are distinct or not. A better approach is to have an
idea of the number of distinct nodes that can be reached at 4 hops, indicating that one net-
work can be considered superior to another. This information is obtained by adding the
leftmost column entries for the nonzero entries in the table for a particular power of D. For

the bilayered ShuffleNet and the standard ShuffleNet respectively, this series is equal to:
Tp(D) = 4D+7D*+16D" +31D° +32D° + 310 + 220" + 3108+ ... (.54)

T'p(D) = 2D +4D°+ 8D +15D* + 16D° +16D°+ 16D” + 15D% + ... (4.55)

The above results show that the number of paths of a given length between source and
destination is larger for the case of bilayered ShuffleNet than for the case of conventional

ShuffleNet. This implies that the routing strategies in the case of the bilayered ShuffleNet
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can provide alternate paths to reach a node in case of a congestion or link failure, with
increased reliability, recoverability, and reduced delay. Table 4.2 also reveals distance
information about the network. The distance between two nodes is the power of the first
nonzero entry in the transfer function. The maximum distance is the column indes tor the
row whose first nonzero index is the largest in Table 4.2, which is equal to S for our case
compared to 7 in the conventional ShuffleNet. On the other hand, the weighted distance
(sum of distance of all nodes) of bilayered ShuffleNet 15 230 and that of the conventional
ShuffleNet is 292. This makes the average distance of BSN 3.65 whereas that of SN i
4.63.

A more interesting way of comparison is to compare this 64 node bilayered ShuftleNet to
a similar network which is a 64 node SR_Net where the connectivity is the same ot equal
to 4 and the number of columns is also the same. The connectivity graph of this SR Netis
shown in Figure 4.5. This connectivity is similar to the case of a ShuftleNet with £=.1,
From this point we can say that the SR_Net will perform better than the bilayered Shui

fleNet. By using the method of flow graph for path enumeration, we make the comparison

between the bilayered ShuffleNet and the SR_Net.

4.1.3 Path Enumeration for the case of the SR_Net

The same method applied for the case of the bilayered ShuffleNet is also used tor the

case of the SR_Net shown in Figure 4.5, and the following results are obtained:

From nodes 16 to node 19

T, (D) = D+48D° + 115200 + ... (4.50)

From nodes 2C to node 31

T,(D) = 64D° + 15360D" + ... (4.56.)

From nodes 32 to node 47

T,(D) = D*+192D"+ ... (456



From nodes 48 to node 63

T (D) = 4D +960D" + ... (4.56.)

From node | to node 15

Ts(D) = 16D* +3840D% + ... (4.56.4)

The calculation of the total series for this network provides the following results:

T, (D) = 4D + 16D + 64D + 240D + 960D’ + 3072D° + ... (4.57)

A comparison of (4.54) and (4.57) indicates an advantage for the SR_Net since paths
seem to be shorter in general. For example, for the bilayered ShuffieNet, there are seven
direct paths of length two between source and destination pairs while for the SR_Net there
are 16 such paths. However, if one considers alternate paths between source destination
pairs, the assessment of relative performance is somewhat different. Consider equations
(4.51)a-h for the bilayered ShuffleNet and (4.56)a-d for the SR_Net. For the bilayered
ShuffleNet, the length of secondary paths increases incrementally by two hops over the
shortest path while for the SR_Net the incremental increase is four. For example, for node

16, we have:
T, (D) = D+2D"+20D" +328D" + 5072D° + ...
for the bilayered ShuffleNet and

T, (D) = D+48D" +11520D0° + ...



v‘:" ’/’

\\\\' ":’\\\\’ '/A\\\\‘ l'/ ‘

A‘A’A

[+F
\. A
LS RS “"' <2k ¥ ‘m'v “‘.!‘o“"
\\y,:. I" 'ﬂ\"':v' ','ﬂ .’/ I~ ,‘q \\'{':\%"fl"l("lq

AR R
A \’I" A :,,;\"’ .'} ,«
z “.,,t'o'o;v,

Vil
J

\ \ 0"#
\f,\\Q ﬁ'{““' i a
\\ "} 23 ."' .4"', 9

., 00
%.\\,' e ‘ Vvl %I.Af‘oé

"0 n‘
\.l

I ‘\‘\-I

‘\
\., ‘ G

o“. :'/ S,
l‘// //

FIGURE 4.5 A06G4-node SR_Nut

t
, ”\\“ /\' ,0.\\ ' ‘;,\ ’ ).\\ \‘On
o \ ; ) n
m/llgui"l \‘ A‘ l/‘ ‘ /[/'N:’A\ ‘ A‘ //%u “‘\

-I/ M l,' inl
.«‘&\‘\\E// B
QN

\\ /

N3

for the SR_Net. For the bilayered ShuffieNet, the alternative paths are of lengths, 3, 5, 7,

...; whereas, for the SR_Net they are of length 5, 9, 13, ......

These results indicate that a

packet that is deflected from a path is more likely to find a shorter alternative path in the

bilayered ShuffleNet than in the SR_Net. Such deflections can be the result of trafic or a

breakdown of components. In the next section, when we consider performance under traf-

fic load, these observations will be quantified.
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4.2 Study of the Bilayered ShuffleNet and the SR_Net under
deflection Routing.

In this section, we evaluate the expected number of hops for the case of the conven-
tional ShuffleNet, the bilayered ShuffleNet and the SR_Net as a function of the probability
of deflection, which occurs when there is a collision between different packets contending
for the sume output channel during the process of routing. We are interested in this param-
eter because the larger the average distance between the nodes in the network, the longer
the packets will have to remain within the network on the average, thereby consuming net-
work resources; this directly translates into smaller throughput. if there is any deflection in
the network, several packets will be routed through a much longer path, which cause an

increase in the average number of hops and start consuming network resources.

For a 64-node network using the logical configuration of the bilayered ShuffieNet and
the SR_Net, the average number of hops is equal to 3.65 and 3.24 respectively and with no
deflection in the network (the minimum path is used). In this case, the SR_Net has the
advantage compared to the bilayered ShuffleNet. If there is a deflection routing in the net-
work, the results found in the previous section can bz applied. In this case, we take into
account the fact that for the bilayered ShuffieNet, the deflection index (the number of extra
hops taking by a message when is deflected) is equal to two; whereas, for the SR_Net it is
equal to four. These resuits indicate that a packet when is deflected from a path is more
likely to find a shorter alternative path in the bilayered ShuffieNet than in the SR_Net. In
the following, we try to summarize these results in order to evaluate the expected number
of hops as a function of the probability of deflection. The model used in this calculation is
based on the results obtained for the case of the conventional ShuffleNet [56] and is

described in the following section.
4.2.1 Performance analysis of the conventional ShuffleNet with
deflection routing.

In this section, we present the analytical relationships between Pdef and E[hops]) for

the case of the conventional ShuffleNet. In any (P, k) ShuffleNet, for each deflection it suf-
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fers. a packet simply takes & more hops to reach its destination. In this case. the “cnitical”
liodes for a packet are the nodes within diameter k fromi its destination. All other nodes ure

“non-critical” nodes where the packet will not suffer deflection.

Let us select a packet arbitrarily and observe the behavior of the “ragped™ packet. Let
our state space S = {0, 1, ...., 2k-1) be a collection of possible distances between the cui-
rent position of the tagged packet and its destination. Here, the distance is detined as the
minimum number of hops that the packet must make to travel to its destination in the

absence of deflection. Let

D, = Elnumber of hops when the tagged packet is at
distance i from its destination | probability

of deflection= P, |. Vie§ 4.5%)

The ShuffleNet is modeled as an absorbing Markov chain with space S, and state 0 iy

the absorbing state and each deflection increases the packet’s hops by A. Then, we will

have:

Dl=Pdl’fDl-]+k+(l—Pdt'f)Dl—l+l' 1.<_ISI\ (“ﬁq)

When the packet is at a distance more than & hops from its destination, it is at its “non-crt-
ical” node and therefore will not suffer deflection (i.e. Py r = 0) until it is k& hops from ity

destination. Hence,

D, =D+ (i-k), k+1<ig2k-1 (4.60)
Since state O is the destination of the tagged packet, we have D, = 0. Solving equa-
tion (4.59) and (4.60), we get

jr—K - =P, 1s)sk

k
1-P
D. = ( def) (4.61)

D+ (j-k), k+1<€j<2k~1
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In order to evaluate the expected number of hops, we note that for 1 <7<k~ 1, there are
P/ nodes at j hops away from a given node, and for 0 <j <k - 1, there are (P* - PJy nodes

at k + j hops away, the expected value is then given by:

1l

A-1 k-1
E [ hops] k‘ [2 PDi+ % (P"—P’)DH,]
kP -1 J=1 j=0

kP(1-P (=Pt
(kP =1) (1-P, 0" 1 (1-P+PP,,)

kPC k=1, k

+
k g k
kPE -1 2 (1=Pap

(4.62)

As an example, we take the case of a (2, 4) conventional ShuffleNet for a total of 64
users. For this case, the transition diagram is shown in Figure 4.6. The state number repre-
sents distance i, 0 £i<2k - 1, i.e., the number of hops that a packet must take from the

current node to its destination without defiection.

l Pdef Pdef Pdef Pdef

FIGURE 4.6 Suate transition diagram for a 64-node ShuffleNet

From this diagram equations (4.59) to (4.62) can be derived. The E[hops] as a func-

tion of the deflection for this case is given by:

2 3 4
73-62P, + 116P; ,— 88P;, .+ 24P
Efhops) = i x def def def def

(4.63)
63 (1P,
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and the results of this are shown in Figure 4.7. We note that for the case of no deflection
the E[hops]) is equal to:

lim OE [hops] = 4.6349. (+.04)
def

which corresponds to the result originally obtained for the conventional ShuffieNet [3].

140 Y T T T T

120t .

100+ .

E[hops]

60} g

4ot -

20} |

o] 0.1 0.2 0.3 04 05 0.6
Pdet

FIGURE 4.7 Theaverage number of hops versus probability of deflection for the case of
ShuffleNet

4.2.2 Performance analysis of the Bilayered ShuffleNet with deflection
routing.

In the case of the bilayered ShuffleNet, the same network architecture is used. The
only difference is the use of a second set of connections which allows a packet to reach its
destination in fewer hops. At the same iime, a packet can find a shorter path; which cost an
extra 2 or four hops in the case of deflection as we mentioned in our study in the first part
of this chapter. For the case of a 64 nodes bilayered ShuffleNet the maximum number of
hops is equal to 5; which means that state 5 is a *“‘non-critical” state and all the other states

are “critical” states. Since any deflection will cost an extra two or four hops for a packet to



88

reach its destination this means that the maximum number of states in the transition dia-
gram is equal to 6 or 8. In the first case, we assume that the only path chosen in the case of
deflection is the shortest path thereby obtaining the lower bound model. For the second
case, we corsider a more realistic model in which both deflection paths are allowed. This
leads to a maximum of 8 transition states. Those two models will be studied in the follow-

ing sections.

4.2.2.1 The lower bound model

In the case of the bilayered ShuffleNet, four output links are available. Two of these
are “‘non-critical links™ for nndes at a distance two, three and four. For nodes at a distance
tive, all four links are “non-critical links”. From our study in the first part (path enumera-
tion) we assume that the deflected packet will take the second optimum link or an extra

two hops to reach its destination with a probability of 1/2. The staie transition diagram for

this case is shown in Figure 4.8.

I Pdef 0.5Pdef ~ 0.5Pdef  (.5Pdef

FIGURE 4.8 State transition diagram for a 64-node bilayered ShuffleNet under the first
assumption,

From this diagram, the following equations are obtained:

Dy =Py Dy+ (1-Ps)Dy+1 (4.65)
Dy = 05P 4D+ (1=05P,,)D, +1 (4.66)
Dy = 05P 4, Dy+ (1-05P, )D,+1 467
Dy = 05P 1, D5+ (1=05P,,)Ds+ 1 (4.68)

Dg=D,+1 (4.69)
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where Dg is equal to 0, and by solving those equations all D,’s can be evaluated as a func-
tion of P4, only. In this case, the expected number of hops as functions of the deflection

probability is equal to:

4 3 2
4P, .~ 18P, + 145P, —298P  .+230
Elhops) = 68‘1 X d‘f4 d‘{ ‘;‘f def (4.70)
- Pdt’f_—lpdt'f-*- 18Pd¢’f_20Pd¢’f+h

Figure 4.9 shows the expected number of hops as a function of the deflection probability.

20 4

15

T

E[hops]

0 0.1 0.2 0.3 0.4 0.5 0.6
Pdet

FIGURE 4.9 Average number of hops versus probability of deflection for the case of
bilayered ShuffleNet for the first case.

4.2.2.2 The more realistic model

This model is based on the assumption that when a message is deflected, it will take
an extra two hops with a probability 1/2 or an extra four hops with a probability 1/2. This
model is the combination of the model for the case of the conventional ShuffleNet and the
lower bound model used for the bilayered ShuffleNet. The state transition diagram for this

case will have a total of 8 states and it is shown in Figure 4.10.
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05Pdef  (25Pdef  0.25Pdef  0.25Pdef

FIGURE 4 .10 Statc transition diagram for a 64-node bilayered ShuffleNet under the
second assumption.

From this diagram, the following equations are obtained:

D, = 05P,(Dy+Dy) + (1-P4,) D+ 1 (4.71)
D, = 0.25PM(D3 +Ds) + (1 —O.SPM)D, +1 4.72)
Dy =0.25P;,/(Dy+Dg) + (1-0.5P,,) Dy + 1 (4.73)
Dy = 0.25P 4, (Ds+Dy) + (1=05P ;) Dy + 1 (4.74)

Dy =D,;+1 (4.75)
Dy = Dy+2 (4.76.
D, = D,+3 (4.77)

1 43Py~ 109P, + 1206P], -~ 2552P -+ 3680
E [hops) = % X 7 3 =
Py = TPger+ 18P = 20P 4, +8

4.78)

Figure 4.7 shows the expected number of hops as a function of the deflection probability.
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0 0.1 0.2 03 04 0§ 06
Pdef

FIGURE 4.11 Average number of hops versus probability of deflection for the case of
bilayered shuffling in the second case

4.2.3 Performance analysis of the SR_Net with deflection routing.

In the case of the SR_Net, which is a more general case of the conventional Shuf-
fieNet, the maximum number of hops is equal to 5 for the case of a 64-node network. Any
deflection in the network will cause a packet to take four more hops to reach its destina-

tion. Figure 4.12 shows the state transition diagram, which has 6 states.

| Pdef Pdef Pdef

FIGURE 4.12 Suate transition diagram for a 64-node SR_Net,

From this diagram, the following equations are obtained:



Dy =PyDy+ (1-Pu,)D,+1 (4.79)
Dy =PaDs+ (1=Py D +1 (4.80)
Dy =D,+1 (4.81)
D,=D,+12 (4.82)
Dg = D,+3 (4.83)

where Dy is equal to (), and by solving those equations all D, values can be evaluated as
function of Py, only. In this case, the expected number of hops as a function of the deflec-

tion probability is equal to:

-
51 +20P, ,— 8P

Elhops] = —%x aef > def
(1 —Pd‘,f)

(4.84)

Figure 4.13 shows the expected number of hops as a function of the deflection probability.

20+ -

15} .

E[hops]

10F -

0 0.1 0.2 0.3 0.4 0.5 0.6
Pdef

FIGURE 4.13 Average number of hops versus probability of deflection for the case of
the SR_Net.
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4.3 Performance Comparison and Discussien

The deflection probability is mainly due to the collision between different packets
contending for the same output channel. The value of this probability (Pyep is function of
the traffic load, Py, will increase by increasing the traftic load. For a light traftic load Per
will have a maximum value of 0.1 to 0.2. For a heavy traftic load P 4orcan reach very eas-

ily a value of 0.9. For a normal value of traffic load Py, can have an average value of 0.5,

Using the results obtained in the previous sections, we can compare the expected
number of hops for the case of the bilayered ShuffleNet to the case of the SR_Net. Using
the assumption of only using the shortest path in case of deflection for the case of the
bilayered ShuffleNet (first assumption) and compared to the case of the SR_Net, we obtain
the result shown in Figure 4.14. By using the more realistic model of the bilayered Shuf-
fleNet and compared to the case of the SR_Net, the result obtained is shown in Figuie

4.15.

16 ¥ T 1 T
141 — SR_Net -
121 *** Bilayered ShuffleNet .

0 0.1 0.2 0.3 0.4 0.5

FIGURE 4.14 Average number of hops versus probability of deflection for the case of
the bilayered ShuffleNet and the SR_Net for the first case.
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FIGURE 4.15 Average numberof hops versus probability of deflection for the case of
the bilayered ShuffleNet and the SR_Net for the second case.

These results show that by increasing the Py, the expected number of hops increase
in both cases. However, after a certain value of Py,r which we call Py, the expected
number of hops for the case of the SR_Net becomes larger than the case of the bilayered

ShuffieNet in both cases. The result of this will be the following:

» For Pyyless than P,g,, or under a light traffic load it is more advantageous to use the
SR_Net than the bilayered ShuffleNet due to the fact that the average number of hops
required for a packet to reach its destination is smaller for the SR_Net than the bilay-

ered ShuffieNet.

* For a Py, greater than Py, or under normal or heavy traffic load it is more advanta-
geous to use the bilayered ShuffleNet than the SR_Net for the same reasons as

explained earlier.

Peq“, is much lower for the first case because a more optimistic model is used. This

model can be considered as lower bound model. P, in this case is equal to 0.1. For the
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more realistic, model P, is equal to 0.2.Based on this result, an adaptive configuration
using the Pyrcan be implemented. All the details of the study of this configuration and
the issue of physical implementation of several multihop networks using basic topologics,
such as the bus, the tree, and the star or the wavelength division multiplexing cross-con-

nect will be discussed in the next chapter.



Chapter V

Application of WDM Cross-connects to
Different Multihop Networks

WDM cross-connect is a device based on integrating a two-dimensional array of
Bragg diffraction cells. This device can be used in various wavelength routing network
applications and overcomes major problems related to the conventional star coupler. In
this chapter, we propose a method of using this device in the implementation of different
multihop topologies, such as the perfect and the bidirectional ShuffieNet, the unidirec-

tional and bidirectional Manhattan Street Network, and the bilayered ShuffleNet.

5.1 Introduction

When multihop networks are implemented using basic topologies, such as the bus,
the star, and the tree or compound configurations such us the tree-star-tree configuration
using optical amplifiers [4], they introduce two major problems. First, the number of dif-
ferent wavelengths needed in the network is very large. Second, the network size is lim-
ited by inherent power splitting of the required passive couplers used to interconnect

various nodes.

To overcome this problem, wavelength division multiplexing cross-connect plays an

important role in wavelength routing in multihop networks. One way to implement such a
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wavelength routing device is to use the WDM cross-connect star based on Bragg diftrac-

tion grating.

5.2 WDM cross-connected star topology

Wavelength division multiplexed (WDM) cross connects {21} are used to replace the
conventional NxN passive star couplers. The device plays an important role in wavelength
routing networks, where the path that the signal takes is uniquely determined by the wave-
length and the port through which it enters the network. The fabric of the network consists
of an array of wavelength-selective devices connected in a specific pattern in order to
obtain the required interconnection between the nodes of the network. One way to imple-
ment a WDM cross-connect star topology is to use wavelength multiplexers and demulti-
plexers as shown in Figure 5.1. This method involves a large number of interconnections
between various elements and will cause a large insertion loss. However, using the tech-
nology based on Bragg diffraction grating, all these multiplexers and demultiplexers can
be integrated on a single substrate. Several techniques for fabricating integrated-optic
wavelength multiplexers and demultiplexers have been reported [58]. Among these are
the single tuned-Bragg-cell shown in Fizure 5.2. This device has the wavelength selectiv-
ity on the entire bandwidth necessary for dense WDM. A single Bragg cell is a 2x2 wave-
length selective switch. To obtain an NxN wavelength selective switch, different 2x2
Bragg cells tuned to different wavelengths can be used to construct this device. As un
example, a 4x4 cross-connect network is implemented by using 16 Bragg-cells, four dif-

ferent Brag-cells, each re-used four times.



WDM WDM

Network Hub

FIGURE 5.1 A WDM cross-connect.

A, J#I

FIGURE 5.2 Single Bragg cell tuned to) . From N incoming wavelengths in the
x or z direction, only A, will be deflected by 90°and all other AG#i) will propagate in
the x or z direction.
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The advantages of using this approach are the following:

. k , .
)P wavelengths instead of PN or kP** ! wavelengthsin the conventional topology are
required, where P is the number of input/output pairs per userand MV is the total number

of users in the network.

2) The signal power loss due to the 1/N power splitting at the star coupler no longer

exists.

5.3 Application of WDM Cross-connect to Multihop Networks

5.3.1 ShuffleNet Implementation using WDM Cross-Connect

Consider a (P, k) ShuffleNet with P=2, k=2 and N=k%=8. This network can be
implemented by using 4 different 2x2 WM cross-connect star couplers, but only two
wavelengths are used in the whole network. Every 2x2 WDM coupler is shared by four
different stations, two in the transmitting side and two in the receiving side. Using the
grouping procedure described in [2], the four sets are (T}, T3, Rs, Rg), (T, Ty, R3, Ry). (Ts,
T4, Ry, R)), (T2, T4, Ry, Rg). The connection graph is shown in Figure 5.3. The members
of each group are connected to each other and with no connection between the members of
different groups. The same set of wavelengths can be reused for different groups. This will
reduce the number of wavelengths used in the network. For each group only P wave-
lengths can be used. By reusing these P wavelengths inall the other groups, the number of
wavelengths used in the network will be limited to only P wavelengths. For a (P, k) Shuf-

fileNet, the total number of groups that can use the same set of wavelengths is equal to

kPX 1,
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FIGURE 5.3 Implementation of an 8-users ShuffleNet using four 2x2 Bragg-
cells

5.3.2 Implementation of MSN using a WDM Cross-Connect Star
Coupler

The cross-connect technique can also be applied to the Manhattan street network [22].
As an example, we take the case of the one directional Manhattan street network with 16
users shown in Figure 5.4. The number of wavelengths used in the network can be reduced
to two by grouping the users in sets of four as in the ShuffleNet. By examining the connec-
tion graph as shown we see, for example, that stations one and six transmit to stations two
and five. If we continue checking the connections, we can have 8 sets of 4 different sta-
tions each with two on the transmission side and two on the receiving side where these
sets are: (T, Tg, Ra, Rs). (T, Tys. R3, Ryg), (T3, Tg, R4, R7), (T4, Ty3, Ry, Ryg), (Ts, T2,
Rg, Rg). (T7, Ty, Re, R11). (Tg, T4, Ryg Ry3), (Thy, The Ry2, Rys)-
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FIGURE 5.4 The logical and physical configuration for a 16-user Manhattan
Street Network.

By grouping these stations and using a 2x2 WDM lapped coupler, each station will
transmit on two different wavelengths and receive on the same two wavelengths because
the same two wavelengths are reused by the other stations in the network on separate
fibers. This network will use only two wavelengths. The connection graph is shown in
Figure 5.5. The same results obtained in the case of the ShuffleNet are applied to the uni-
directional Manhattan street network with different sets and different connections between

stations.



FIGURE 5.5 The implementation of a 16 users MSN using WDM cross-
connected star topology.

5.3.3 Bidirectional Manhattan Street Network Implementation

For the case of the unidirectional Manhattan-Street-Network, the reduction of the
number of wavelengths from 32 to two used in the conventional method can be affected.
We can also apply this result to the case of the bidirectional Manhattan street network
where each station can transmit to and receive from the same adjacent station, in contrast
to the unidirectional Manhattan street where a station can either transmit to or receive
from only one adjacent station. In the case of the bidirectional Manhattan-Street-Network,
each station will transmit to four different stations and receive from the same four stations.

This is an increase in the connectivity from P=2 to P=4, and this will increase the number
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of wavelengths used in the conventional method from 32 wavelengths to 64 wavelengths

by using a 16x16 star coupler and 4 different wavelengths for each user.

To reduce the number of wavelengths used in the bidirectional MSN the same tech-
nique used in the case of unidirectional MSN can be extended by adding the stipulation
that each station can either transmit ‘o or receive from each of the adjacent stations. For a
16 user nztwork this will duplicate the number of 2X2 WDM lapped couplers and each
user will have two inputs and two outputs. The first output is connected to a particular 2x2
coupler and the second output to a second 2x2 coupler. Since there are two different out
puts coming out from each transmitter and different fibers are used. the same two wave-
lengths can be reused for each output fiber. In this way, we only use two wavelengths in
the network instead of using only one fiber for each output and four wavelengths in the
network. In this case, each user has two inputs and two output links each operating on the
same two wavelengths ?\1 . and A, but different information is trunsmitted or received per
link. The network terminal interface shown in Figure 5.6 is equipped with two inputs and

two outputs each operating with the same two wavelengths A ;» and A,

L
NUI ‘
— " ]

XA X,

FIGURE 5.6 The network unitinterface

The connectivity graph of the network using this kind of network terminal interface is
similar to the case of unidirectional MSN. It uses 16 2x2 WDM cross-connect star cou-
plers connected to the corresponding input or output. This configuration uses only two

wavelengths in the entire network.
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5.3.4 Bidirectional ShuffleNet implementation

The results found earlier show by going from a unidirectional Manhattan street to a
bidirectional Manhattan street network, we increase the connectivity between stations.
Moreover, by using a slight difference in the network unit interface, we keep the number
of wavelengths in the network at two. We can extend these results to the case of Shuf-
fleNet by proposing a bidirectional ShuffleNet. The operation is similar to the bidirec-
tional Manhattan street network in as much as each port can both transmit and receive,
simultaneously. This change will increase the connectivity of the network implying an
increase in the amount of traffic that can be handled by the network. We also expect a
decrease in the expected number of required hops for a message to reach its destination.
At the same time, the number of wavelengths in the network can remain the same; only P

wavelengths in the network.

As an example, we take the 'case of a (2, 2) ShuffieNet where we form 4 groups of 4
stations each, these groups are shown in Figure 5.7. Each one of the 4x4 star couplers is
made by using eight Bragg-cells, four of which are tuned to A and four to A,. These eight
Bragg-cells are arranged in order to have a directional 4x4 WDM cross-connect star cou-
pler as shown in Figure 5.7. The connectivity graph for a (2,2) bidirectional ShuffieNet is

shown in Figure 5.8 where each station is equipped with two inputs and two output links.

For the next step, we compute the tree growth for the case of bidirectional ShuffieNet.
Our results for a limited set of cases show a clear gain in connectivity which affect the
way of reaching a station in the network. In the case of the unidirectional (2, 2) Shuf-
fleNet, station 0, for example, transmits to stations 4 and 5 and receives from stations 4
and 6. For the bidirectional ShuffleNet, this same station will transmit to stations 4, 5, and
6; thereby, allowing it to reach stations 1, 2, and 3 in two hops and station 7 in three hops

(see Figure 5.9).
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5\1

FIGURE 5.9 The tree growth of an 8-users bidirectional ShuffieNet.

This modification in the tree growth for the case of bidirectional ShuffieNet will

reduce the value of the expected number of hops which is given by

3+2x3+1x3 12
E[hops] = 7 == = 1714 (5.85)

compared to the unidirectional case where the expected number of hops is given by:

E [ hops) =2+2x£3/+2><3___174=2 (5.86)

This result can be extended to a more general case, to the case of k=2 and
{P=234,.....}. The maximum number of hops is equal to three. The number of stations
reached after a certain number of hops is equal to n(1)=3, n(2)=P*-1, and n(3)=P*-3 and

the expected number of hops will be equal to

5 11
E[hops] = 3 - m (5.87)
Compared to the normal case we get
5 5
E[hops] = 37 m (5.88)

This example shows an improvement in the expected number of hops needed for a

message to reach its destination leading to a better performance result in terms of delay as
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a function of the throughput traffic. This result is limited to the case of k=2 but more

research is under way to find similar results for any & and P.

5.4 Application of WDM Cross-connect to the Bilayered
ShuffleNet

The results found for the case of ShuffieNet, in terms of the application of the cross-
connect technique in the physical configuration, can be extended to the bilayered Shuf-
fleNet. As an example, we take the case of a (2, 4) bilayered ShuffleNet (64 users). Start-
ing with the conventional case, each station receives from two different stations located in
the adjacent column. In the bilayered case, each station will also receive from two other
different stations located in the next column. Using the conventional method, the 64 sta-
tions can be regrouped into 32 different groups each one with two transmitters from one
column and two receivers from the next column by considering only one direction. The
same can be obtained in the other direction (32 different groups). These 64 groups can be
overlapped; hence, we can use the fact that each station receives from two different sta-
tions in one direction and from two other different stations in the other direction to form
16 groups each with four transmitters and four receivers (two from the previous column
and two from the next column). These groups are shown in Figure 5.10 implemented in a
4x4 star coupler made by using 16 Bragg-cells, each four of which are tuned to a different
wavelength for a total of four wavelengths per star coupler. The same four wavelengths
can be reused by other groups for a total of four wavelengths in the entire network. The
connectivity for a (2, 4) bilayered ShuffleNet is cbtained by properly connecting the inputs

to the corresponding outputs.

The implementation of a (2, 4) bilayered ShuffleNet using the WDM cross-connect
star topology reduces the total number of noninterfering groups from 32 in the case of the
conventional ShuffleNet to only 16 in the case of the bilayered ShuffleNet by using 4x4

groups instead of 2x2 groups. If we turn-off all the links transmitting in the reverse direc-



108

tion, we will have the same set of noninterfering groups for a conventional ShuffieNet. In
terms of stability of the logical and physical topology, the bilayered ShuffleNet performs
better because it is very easy to pass from the conventional ShuffleNet to the bilayered
ShuffleNet since the same arrangement of the stations in the network is maintained, and by
using the WDM cross-connect it is possible to reduce the number of noninterfering groups
by a half compared to the conventional case. However, if we compare the case of two
ShuffleNets, one with connectivity P and the other with connectivity 2P where the number
of stations is the same (if it exists), this will require a new arrangement of the network in
terms of the logical and the physical topology and the set of the noninterfering groups will
not be the same. In summary, we find it is more attractive to use the bilayered ShuffleNet

compared to other logical configurations with the same degree of connectivity.
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FIGURE 5.10 Bilayered ShuffleNet connectivity arranged in 16 groups.

5.4.1 Implementation of the SR_Net

In this section, we are interested in the application of the cross-connect technique in

the physical configuration for the case of a (4, 2, 4) SR_Net. Using the grouping procedure
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described in [21]. we notice that for each column there are four different stations that
transmit to the same four stations in the next column. By doing this, for all the network,
the 64 stations can be arranged into 16 noninterfering sets, each set has 4 difterent trans-
mitters from one column and 4 different receivers from the next column. Each set of eight
stations will share a 4x4 WDM star coupler, four on the transmitting side and four on the
receiving side. The members of each group connect to each other with no connection
between the members of different groups. The same set of four wavelengths used by a spe-
cific set can be reused for different groups. This will reduce the number of wavelengths
used by the SR_Net to four wavelengths in the whole network. All the 16 groups are
shown in Figure 5.11 which are implemented in a 4x4 star coupler made by using 16
Bragg-cells, each four of which are tuned to a different wavelength for a total of four

wavelengths per star coupler.
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FIGURE 5.11 SR_Netconnectivity arranged in 16 groups.
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By observing Figures 5.10 and 5.11, we notice that the physical configuration is the
same for the bilayered ShuffleNet and the SR_Net. In both cases, the 64 nodes are
arranged into 16 noninterfering groups. Fach group is implemented in a 4x4 WDM cross
connect passive star coupler and a total of four wavelengths are used. The only difference
between Figures 5.10 and 5.11 is the mapping of the logical configuration to the physical
configuration. The set of noninterfering groups are not the same. For example, the first set
for the case of the bilayered ShuffleNet and the SR_Net is composed of (T, Tg, T33, Ty,
Ri6. Ry7, R4y, Rgy) and (T, Ty, Ty, Ty7, Ry, R17, R1g. R}9), respectively. This difference
is due to the fact that when a different logical configuration is used, the logical mapping of

the stations into the physical topology is not the same.

5.5 Adaptive structure based on P,

In order to have improved performance in terms of average number of hops as a func-
tion of Py,.r a new physical configuration should be found in order to accommodate both
logical configurations of the bilayered ShuffleNet and the SR _Net. This adaptive configu-
ration will take only the minimum value of the average number of hops from both cases as
a function of the probability of deflection. This optimum (adaptive) configuration will be

the following:

e For Pyerless than P, the logical configuration of the optimum structure is the same
as the SR_Net logical configuration due to the fact that the average number of hops
required for a packet to reach its destination in this case is less for the SR_Net than for

the bilayered ShuffleNet.

* For Py greater than P, the logical configuration of the optimum structure is same as
for the bilayered ShuffleNet, because the average number of hops required for a packet
to reach its destination in this case is less for the bilayered ShuffleNet than for the

SR_Net.
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In order to accomodate this adaptivity a central control processor is required in order
to measure the deflection probability or more appropriate to measure the traftic load, and

to control the process of reconfigurating the network.

5.5.1 Network re-configuration

As shown in Section 2, the bilayered ShuffieNet and the SR_Net have the same phys-
ical topology which consists of 16 4x4 WDM passive star cross-connects. The only differ-
ence is the logical mapping of different stations in this physical topology. In order to
verify if this physical configuration can handle both logical configurations, we map the
logical configuration of the bilayered ShuffleNet into the SR_Net configuration. In this
case, instead of assuming that each station will transmit to two different stations in the
next column and to two other stations in the previous column, we assume each station will
transmit to four different stations in the next column and follow the same set of logical
connection as the SR_Net. By selecting the first eight noninterfering groups of the bilay-
ered ShuffleNet and mapping them as an SR_Net, we form a new arrangement for the net-
work. The first column will be formed by stations (0, 1, 2, 3, 8, 9, 10, 11, 32, 33, 34, 35,
40, 41, 42, 43), the second column by stations (16, 17, 18, 19, 20, 21, 22, 23, 4%, 49, 50,
51, 52, 53, 54, 55), the third column by (4,5, 6,7, 12, 13, 14, 15, 36, 37, 38, 39, 44, 45, 46,
47) and finally the fourth column by (24, 25, 26, 27, 28, 29, 30, 31, 56, 57, 5§, 59, 60, 61,
62, 63). This arrangement is made in order to maintain the same logical and physical
arrangement of the eight groups. The mapping of the physical implementation of this eight
groups into a logical SR_Net structure is shown in Figure 5.12. As an example, stations (),
8, 32, and 40 are always transmitting to stations 16, 17, 48, and 49 for the case f bilay-

ered ShuffleNet and SR_Net. This result is true for the first eight groups.
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In the next step, we try to map the logical connection between columns two and three
and between columns four and one into a set of eight non-interfering group and compare
them with the already existing groups (group 6-16 of the bilayered ShuffieNet). This is
shown in Figure 5.13. The groups found are different from the existing ones. This means
that it is impossible to keep the same physical configuration for all remaining groups
(group 9-16). As an example, stations 16, 24, 48, and 65 should be connected to stations
32, 33, 0 and | in the bilayered ShuffleNet, but, by using the logical configuration of the
SR_Net stations these connections are impossible and a new group is formed by stations
16, 18, 20 and 22 that connect to stations 4, 5, 6 and 7. The rearrangement of the last eight
groups in order to accommodate the SR_Net logical configuration is shown in Figure 5.13.

By making this rearrangement, the bilayered ShuffleNet will become an SR_Net.
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FIGURE 5.13 The mapping of the logical connection into eight noninterfering groups

5.5.2 Physical implementation

The physical implementation of this adaptive configuration will require a certain
modification of the original topology formed by 16 4x4 WDM cross-connects in order to
accommodate both network configurations: the bilayered ShuffleNet and the SR_Net. The
results found in the previous section show that this modification will affect only half the
network. The other half will remain the same. In order to accommodate this change in the
network configuration, two solutions can be proposed. First, the use of a passive star cou-
pler will accommodate any change in the logical configuration for the last eight groups.
This will require a 32x32 passive star coupler and a total of 128 wavelengths. The physi-
cal topology in this is shown in Figure 5.14 and requires a total of 8 4x4 WDM cross-con-
nects and a 32x32 passive star coupler. Second, the use of two different sets, each set with

a total of 8 4x4 WDM cross-connect star couplers in addition to the existing ones, one set
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is used when the bilayered ShuffieNet configuration is required and the other set for
SR_Net configuration. The physical configuration is shown in Figure 5.15 requiring a total
of 24 4x4 WDM cross-connect star couplers. Each user in the unchanged set will be
equipped with two transmitters if it is connected to the transmitting side or with two
receivers if it is connected to the receiving side. In this case, the optimum configuration
will not require tunable receivers nr transmitters because the same physical topology in
terms of using 16 4x4 \VDM cross-connect star couplers is used for each case. In this
physical configuration, each user is equipped with the same four wavelengths as any other
user in the network. By switching from one set to the next we pass from one configuration
to another and there is no need for a new wavelength assignment. Only a logical assign-

ment of stations that share the same set exists.
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FIGURE 5.14 The first physical implementation for the optimum configuration
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5.6 Discussion

The WDM cross-connect can be used in the physical implementation of different net-
works such as the ShuffleNet, the MSN, the bilayered ShuffleNet and the SR_Net. For the
adaptive configuration this is still possible but this will require a complicated physical
topology or a combination of two different physical configurations such as the star and a
set of WDM cross-connects. The implementation of an adaptive configuration using only
the WDM cross-connect, which maps three or more logical configurations can be very
complicated. In this case, the choice of a conventional configuration such as the star, the

tree or the bus will be the appropriate solution.

This will bring us to the case of systems using the basic physical configuration where
all nodes can communicate with each other within a single hop, this correspond to single
hop systems. In the next chapter, we will focus on the use of optical CDMA in single-hop

systems.



Chapter VI

The Use of CDMA in
Optical Networks

One possible application of spread spectrum techniques that has been discussed in the
literature is code division multiple access (CDMA). In such a system, a group of individ-
ual signals can be multiplexed onto a common communication medium via a set of
orthogonal codes. In optical networks the number of available orthogonal codes is limited,
this automatically limits the number of users in such networks. One way to increase the
number of users in an optical LAN using optical CDMA is to use a hybrid WDMA/
CDMA (wavelength-division multiple access/code division multiple access) system
where the spread-spectrum technique allows multiple users sharing the same wavelength.
In the following we propose an enhancement of this approach, which increases the number
of users in the network. In this approach, known as partial CDMA, a number of users
share the same spread spectrum code. This can be presented as a network where all system
users are grouped into clusters and all users in the same cluster are grouped into cells
assuming that all users in a given cell use the same spread spectrum code. In this case, we
increase the number of users in the network without requiring the addition of more receiv-
ers. The increase in the number of users with this new scheme can be obtained at the price
of a reduction in the throughput. However, with an appropriate choice of system parame-
ters, the throughput reduction can be made insignificant compared to the increase in the

number of users.
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In the following. we give an introduction to spread spectrum in multiuser networks,
then we show how CDMA is used in optical networks due to the requirement of new sets
of optical orthogonal codes different from the conventional codes. Finally, we end this
chapter by showing the performance calculation in terms of the throughput of the new pro-

posed system configuration for overcoming the limitation in the number of users of an

optical network.

6.1 Introduction to Spread Spectrum in Multiuser Networks

Spread-Spectrum techniques are used to solve a wide range of communications prob-
lems. Among these problems we mention the fact of suppressing the effect of interference
related to jamming, in.erference arising from other users of channel, and self-interference
due to multipath propagation. Spread-spectrum can be used to hide a signal by transmit-
ting it at low power and making it difficult for an unintended listener to detect it in pres-
ence of background noise. Finally, spread-spectrum is used to achieve message privacy in

presence of other listeners.

Interference from other users arises in multiple-access communications systems
where a number of users share a common channel. At any given time, a group of these
users may transmit information simultaneously over the common channel to correspond-
ing receivers. Assuming that all users employ the same code for the encoding and decod-
ing of their respective information sequences, the transmitted signals in this common
spectrum may be distinguished by superimposing a different pseudo-random pattern, also
called a code, on each transmitted signal. Thus, a particular receiver can recover the trans-
mitted information intended for it by knowing the pseudo-random pattern, i.e., the key,
used by the corresponding transmitter. This type of communication technique, which
allows multiple users to simultaneously use a common channel for transmission of infor-

mation, is cailed code division multiple access (CDMA).
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The most common form of CDMA is Direct-Sequence Spread-Spectrum Multiple
Access (DS/SSMA) in which each user is assigned a particular code sequence modulating
the carrier along with the digital data. The DS/SSMA techniques are characterized by the

effect of spreading the bandwidth of the data signal.

In order to understand how a spread-spectrurm multiple access system operates, it is

necessary to know the required properties of the direct sequence code.

6.1.1 Properties of Direct Sequence Code

Spread-spectrum communications systems require sets of signals that have the fol-

lowing two properties:
1. each signal in the set is easy to distinguish from a time-shifted version of itself;

2. each signal in the set is easy to distinguish from a possible time-shifted version of every

other signal in the set.

The signals of interest for this particular application are periodic signals, which con-
sist of sequences of time-limited pulses. The periodicity allows simplifications in system

implementation. These pulses are all of the same shape, so that the signal can be written as

+ oo

() = Y x,Pp(t-naT,) (6.89)

n=—oo
where P is a unit amplitude rectangular pulse and 7. is the time duration of this pulse. If
x(1) =x(t+T) forall t, then T must be a multiple of T, and the sequence {x,) must be
periodic with a period which is a divisor of 7/T ... Suppose x(¢) and y(t) are periodic
signals, as described above. One of the most common and most useful measures of distin-
guishability between two signals is the mean-square difference. In order for the two sig-

nals x (¢) and y () to be very easy to distinguish, the mean-squared differences between
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them should be very large. It is not only required that x (#) be easy to distinguish from
y () bualso -x (#) be easy to distinguish from ¥ (f) . The measure of distinguishing for

this case is given by

T T T
1y tx(0)%dr =17 {j(yz(t) +x2(r)]dr.tj.r(z)y(z)dz} (6.90)
0 0 0

The first integral on the right-hand side of the above equation is the energy in x (7).,
0 <t <T,plus the energy in y (1), 0 <t <T. Thus for a fixed signal energy, y () is easy

to distinguish from both +x (¢) and -x (¢) if and only if the magnitude of the quantity

T
ro= J’x(r)y(z) dt 6.91)
0
is small.
For y (r) given by
+ oo
y(6) = z y.Pr (t=nT) (6.92)
n = —oo
it is easy to show that r is given by
N-1
r=T, 2 X, ¥n (6.93)
n=0

In general, according to the above equation, the inner product of the continuous time
periodic signal x (r) and y () is proportional to the inner product of the corresponding
vectors (X, Xy, .-, Xy_1) and (yg, yys o IN-1) - Furthermore, if T = [T, equation
(6.93) generalizes to

N-1

rey(® =T, z X,V (6.94)



The above discussion motivates the consideration of the periodic crosscorrelation

function for sequences (x,) and (y, ), which is defined by

N-1
0,,(1) = Y XV, (6.95)
n=10

From equation (6.94), we see that Tey (v) = TL.BX‘y (1) whenever T = IT.. In addi-

tion, for arbitrary values of T, r, . (t) can be determined from the periodic crosscorrela-

xy

tion function. For instance, for 0 <t < T,

Foy(D = T8, (IN+ (x-IT) [0, ,(I'+1) =0, (1] (6.96)

where /' is the largest integer such that I'T_< T.

Since the periodic crosscorrelation parameters for the continuous-time signals x (1)
and y (¢t) of equations (6.91) and (6.92) are completely determined by the crosscorrelation
function, the signal requirements described at the beginning of this section reduce to the

problem of having sets of periodic sequences with the following two properties:
3. for each sequence x = x (n) in the set, |9x‘ N (l)] is.mall for 1 <IN -1,
4. for each pair of sequences x = x(n) andy = y(n), IBM, (0)| is small for all /.

In the following, we will discuss different properties of several classes of sequences

such as m-sequences and Gold sequences.

6.1.1.1 Properties of in-sequences

The sequences that have received the most attention in the literature are binary maxi-
mal-length linear feedback shift-register sequences, which we refer to as m-sequences. As
the title suggests these are precisely the sequences of maximum possible period
N =2"-1 from an n-stage binary shift-register with a linear feedback. Let

h(x) = hx"+ X"~ bios h, _x + h, denote a binary polynomial of degree n where



hy = h, = 1 and the other h,s take on values 0 and 1. A binary sequence « is said to be

a sequence generated by h(n) if for all integers j

hot; ® hyu; | ® ... ®hu;_, =0 (6.97)

Here ® denotes modulo 2 addition (i.e., the EXCLUSIVE-OR operation). Replacing

Jj by j+n in the above equation, and using the fact that hy = 1, we obtain

Uisn = ht, ®h,_yu; ®..Shu,, _, (6.98)
From this, it follows that the sequence u can be generated by an n-stage binary linear

feedback shift register. For example, the shift register in Figure 6.1 corresponds to

hx) = C+xt+ 2348541,

U} Je—{Uprija—r{ Upsole—{ Tjale—{ T el

D)

FIGURE 6.1 Maximal length sequence gencrator

An n-order polynomial h(x) is irreducible if it is not divisible by any polynomial of
degree less than n but greater than 0. The period of sequence u generated by polynomial
h(x) is at most N = 2"~ 1. If h(x) is an irreducible polynomial of degree n, sequence u
has a maximal period N = 2" -1 and is called an m-sequence, and A(x) is called a primi-

tive binary polynomial of degree n.

Some properties of m-sequences that are useful in their application to spread spec-

trum are listed below:



I. The period of an m-sequence uis N = 2" - 1.

2. There are exactly N nonzero sequences generated by /(x), and they are just the N differ-

) -
ent phases of u; namely u, Tu, Ty, ..., ™1y,

3. Given distinct integers i and j, 0 i, j <N, there is a unique integer k, distinct from
both i and j, such that 0 <k <N and T'u @ Pu = T*u. This property is known as the
shift-and-add property.

4. A maximal-length sequence contains an additional “one” compared to the number of

“zero”. The number of ones in the sequence is equal to % (N+1)

5. The periodic autocorrelation function 9“ (1) is two-valued and is given by:
N, if Imod N=0
6.0, () = {
-1, if I'mod N#0

7. Let u and v denote m-sequences of period N = 2" - 1. The crosscorrelation function
2‘5 v (/) is equal to_ 19“‘ LU+N) and |6, ()|<N for all 1. Moreover,
Yo, (0 =1lad Y8, (O] = N+N-1.
1=0 1=0

6.1.1.2 Gold Sequences

One important class of periodic sequences that provides larger sets of sequences with
good periodic crosscorrelation is the class of Gold sequences [38]. A set of Gold
sequences of period N = 2" — 1 consists of N +2 sequences for which the periodic auto-

correlation function has the maximum value:

2)72] (6.99)

where | y] denotes the integer part of the real number y. Thus, for instance, each class of
129 Gold sequences of period 127 has a correlation bound of 17. In contrast, the largest

possible set of m-sequences of period 127 for which this bound holds contains only 6



sequences. Gold sequences have a three-valued correlation function taking on values from
{=1,-t(n),t(n) —2}.A set of Gold sequences can be constructed from appropriately

selected m-sequences as described below.

Suppose a shift register polynomial f(x) factors into h (x) h (1) where h(x) and
h (x) have no factors in common. Then the set generated by f(x) is just the set of all
sequences of the form o @ B where o is generated by & (x) and B is generated by h(y).
Now suppose, h(x) and h(x) are two different primitive binary polynomials of degree n
that generate the m-sequences u and v, respectively, of period N = 2" -1 respectively. If
y denotes a nonzero sequence generated by f(x) = h(x) h (x), then, from the above and
the second property of m-sequences, we get either y = Tuory= Fvory=Tu®T'v,
where 0<i,j<N-1 ond T'u®Tv denotes the sequence whose A element s

U, 4 ®v,, - From this, it follows that y is a phase of some sequence in the set G(u,v)

defined by

Gu,v) = {,vyu®Tv,u® Tzv, e U ED ™" ‘v} (6.100)
Note that, G (u,v) contain N +2 = 2" -1 sequences of period N. It is not difficult to
show that if we have two sequences y, and y, generated by f(x) . then fyl ® T’y2 isa

phase of some sequences of this set.

As we have stated earlier, each sequence with element {0, 1} represented by the
sequence ¢ = (0, ..., 0ty _ ;) is mapped into a sequence with element {1, -1} repre-
sented by the sequence a = (ay,...,ay_,) Where q; = (-1)* for 0 i <N-1; then,
adding modulo-2 of the sequences with elements {0, 1} corresponds to multiplying of the
sequences with elements {1, -1). Therefore, from the above, product of two Gold
sequence with an arbitrary shift is still another Gold sequences from the same set. This

means, the shift-and-add property also holds for Gold sequences.
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As anexample, take n =7, the polynomials 211 and 217 are a preferred pair of primi-

tive polynomials. Their product is the polynomial

flx) = A +X+1) (X +0+xP+x+ 1)

9 h]

14 8 4 2
=X +X4+x +x+x +x+x+1 (6.101)

which is represented in octal by 41567, as illustrated in Figure 6.2.

T g o T

e pa sy
L/

b) Single Shift-Registers Representation

FIGURE 6.2 Goldcode generation

According to Gold’s theorem, in this design, the corresponding shift register will gen-
erate 129, ie., 27 +1 different linear sequences of period length 127, ie, 27 ~1. The

maximum correlation valued for this set of sequences is 17. The generated codes in this
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example have a three-valued autocorrelation function and a three-valued crosscorrelation

taking values from the set (-1, -17, 15).

6.2 Optical CDMA

Optical code division muitiple access (CDM A) has been proposed as another alterna-
tive to take advantage of large bandwidth of single-mode fiber. It maps low-information-
rate electrical or optical signals into high-rate optical sequences to achieve random, asyn-
chronous multi-access among many users [39]. In the following, we will describe the

choice of such sequences for optical networks.

6.2.1 Noncoherent Optical CDMA Sequence Design

Optical processing will increase the processing speed. will allow more users in the
network (large N) and will increase the capacity of the network. However, a fundamental
difference exists between optical processing and conventional processing, which may use
tapped delay lines, for example. Using noncoherent optical processing, the levels in the
transmitted optical code sequence correspond to light pulses “ON" or “OFF" levels. This
corresponds to a | or a O for the value of the taps of the optical correlator. Using conven-
tional processing, the level of the transmitted code sequence corresponds to a positive or a
negative voltage and the taps are equal to +1 or -1. The resulting difference between the
conventional processing and the optical processing is shown in Figure 6.3. For this corre-
lator, the peak of the autocorrelation function is equal to the number of 1's in the code
sequence. The peak of the cross-correlation functions is equal to the maximum number of
coincidences of 1'sin all the shifted versions of the two code sequences. For this reason, a
new set of code sequences with fewer coincidences of 1's is needed for optical processing.
Codes or sequences that can be used in fiber-optic communication systems would not nec-

essarily maintain the same properties once correlated with (/1 sequences. Therefore, there
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is a need for a new class of signature sequences with fewer coincidences of 1°s. Two pos-

sible classes of optical codes can be taken into consideration.

Received One chip delay
coded data E
s(t)

a X (12

Correlator output

T(t)

+—M

FIGURE 6.3 Block diagram of the correlation process for either conventional processing
or optical processing. The coefticients o, take the values +1 or -1 for conventional processing
and the values 1 or O for optical processing.

The first candidate is a set of Prime codes of length N = P? derived from prime
sequences of length P obtained from Galois field GF(P), where P is a prime number [27].
The performance of this code in terms of simultaneous users with N=121 and using optical
processing is compared to Gold codes, which provide a larger set of orthogonal codes
N = 2"~ 1 by using an n-stage binary linear feedback shift register and using conven-
tional processing with N=127. The result of this is shown in Figure 6.4. The signal-to-
interference ratio (S/R) (interference is from multi-user transmission), for the Gold code

using conventional processing is given by [27]:

N3
SIR = 4[ 5 } (6.102)
(K-1) (N+N-1)

and for Prime code using optical processing the SIR is given by [27]:
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FIGURE 6.4 Signal-to-Interference ratio versus number of simultancous users hoth for
conventional processing using Gold sequences of length N=127 (upper curve) and for optical
processing using prime code sequences of length N=121 (lower curve).

The second new class of codes is called *“Optical Orthogonal Codes™, or OOC's for
positive systems or specially for fiber-optic CDMA systems [39]. In general, an (F, M, } .
A.) optical orthogonal code [39], [40], is a family of (0O, 1) sequences of length £ and
weight M with auto- and cross-correlation constraints A and A . In this case, M is the
number of 1’s in the sequence. For a given integer number F (code length) and weight M
where M(M —1) < F-1land A =A_ =1, one canconstruct at most N QOC’s, where N
is upper bounded by [39]

Ns[ F-1 } (6.104)
MM-1)
where the symbol | x } denotes the integer portion of the real value x. The rules for con-

structing families of N O0C’s have been described in [39], [40]. Figure 6.5 shows two



OOC's, A and B, with a length of F = 32 and a weight of M = 4, suchthat A =X _ =1 are
constructed. The first code A4 as shown in Figure 6.5a is represented by placing a pulse at
the Ist, 10th, 13th, and 28th chip positions. This code is designated as { 1, 10, 13, 28}. The
second code B shown in Figure 6.5b is represented by placing a pulse at the 1st, 5th, 12th,
and 31st chip positions; the code is designated as {1, 5, 12, 31}. One bit of information T
is divided into 32 equal chip times T, i.e., ¥ = T/T. = 32. The “fundamental rules” that
ensure OOC’s A and B to have periodic autocorrelation peak (K) and low periodic correla-
tion ( < ?»”) at any other time shift, with 7. as the unit of time shift, can best be explained
from set theory (see [40)]). From the above example, a maximum of two codes can be con-
structed by choosing F = 32 and M = 4. For a large value of F (F =1000) at most 84 O0C’s

can be constructed under the condition of Ka = 7&( =1[62].

Based on the same technique, a new set of codes called the tempo-al codes can be
constructed. These codes are based on the fact that the auto- and the cross-correlation side-
lobes are bounded by 2 (A=A = 2). In this case, the constraint on the number of users
becomes [62]

(F-1)(F=2)

105
NEwor=n =2 (6109

which is considerably higher than for OOC. For the same parameters mentioned above (F
= 1000, M = 4), a maximum of 41 500 codes can be constructed compared to only 84 in
the fi,st case. It is shown [62] that the temporal codes may increase the number of users in

the network considerably without a significant loss in the performance.
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FIGURE 6.5 Two optical orthogonal codes.

6.2.2 Coherent Optical CDMA

The use of CDMA to address a multiplicity of users in a coherent optical network was
proposed in [63] and the feasibility of spreading-despreading using a Mach-Zehnder elec-
tro-optic modulatur was demonstrated in [64]. The modulation schemes, namely binary
phase-shift keying (PSK) and on-off keying (OOK) can be used as in [65]. This coherent
optical CDMA scheme employs some other orthogonal codes. These codes are well-corre-
lated binary sequences due to using +1/-1 sequences. The correlation constraint can be
made zero. Furthermore, a well-correlated +1/-1 sequence typically has about the same
number of +1°s and -1+ while a good optical orthogonal code has many more O’s than 1’y
in each codeword [66] The Gold code, which uses a +1/-1 sequence and takes advantage
of the well-correlated sequence provides a large set of sequences, a total of N + 2
sequences (N = 2"- 1) for each sequence of period V. As an example, for N =31 (n=5) a
total of 32 different sequences can be constructed using Gold codes with coherent detec-

tion compared to only 5 OOC using the same sequence length with direct detection. Using
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coherent detection as in PSK, lack of ‘‘negative components’ is no longer a limitation for
the optical transmission technology and this will allow us to use the well-correlated +1/-1
sequences that offer a larger set of orthogonal codes with the same number of chips as the

Gold codes.

6.2.3 Optical CDMA by Spectral Encoding of LEDs

An optical CDMA system based on amplitude spectral encoding of low-cost broad-
band sources such as light-emitting-diodes (LED) requires only standard optical elements
and simple direct-detection receivers [67], [68]. It is shown that by using a single unipolar
m-sequence of period V and by assigning the N cycle shifts of this sequence to NV different
subscribers, a complete orthogonality between the users can be achieved provided that the
spectrum is properly equalized. For N = 511, up to 200 users can transmit asynchronously
with an average error probability equal to 10"°[671. Furthermore, since the spectral width
of an LED is independent of the modulating signal, the so-called spreading gain is inde-

pendent of the data rate, a major advantage in CDMA systems.

The schematic diagram of this system is shown in Figure 6.6. All users are connected
through a passive star coupler. A simple unipolar m-sequence is used in order to encode
the spectrum of LED’s. The autocorrelation of the unipolar sequence (x) = (xg. X1, ..., Xn.1)

of period N is equal to [67]:

N-1
O.(h) = Y xxi4p (6.106)
i=0

resultingina @ _(0) = (N+1)/2fork=0and © (k) = (N+1)/4fork=110N-1.

A receiver that computes:
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N-1

N-1
Z= Zo.r,x,“— Y (1=x)x,, =20 (k) -0 (0)
1= 1=0

= 22X (N+1)/4-(N+1)/2 =0 (6.107)

will reject the signal coming from the interfering user having sequence (v),. This is true
for any k and it can be achieved by assigning the N cycle shifts of a single m-sequence to
N different subscriber users without any interference. Complete orthogonality between the

users is theoretically achieved [68].

Encoding of broadband sources by the well known temporally nondispersive lens and
grating apparatus is shown in Figure 6.6. After direct intensity modulation of the LED
according to the data, the signal is reflected from the grating where the different wave-
lengths are angularly dispersed and focused by the lens on the plane of the specially pat-
terned amplitude mask. A second lens and grating recombine the unfiltered spectral

components into a single optical beam, which is then sent to all the receivers via a passive

star coupler.
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FIGURE 6.6 Schematic diagram of the proposed optical CDMA system.



The receiver needs to compute Z in (6.107). This is done by using two photodetectors,
one to receive Y x,x,, , and the other to receive » (1 -x,)x,, , and subtracting the out-

puts. To do that, two masks that transmit complementary frequency bands are needed [68].

6.3 Network Architecture for CDMA Optical Networks

In the following, we will present different architectures used in order to increase the

capacity of an optical network in terms of the number of users.

6.3.1 A CDMA mode! for Optical networks

The application of CDMA protocol to an optical network may be presented by the
baseband CDMA model shown in Figure 6.7 and directly applicable to a passive star net-
work topology {70]. This model consists of U users where the u-th user's binary data
sequence B, (f) is a sequence of unit amplitude unipolar rectangular pulses (bits) of dura-
tion T. The u-th user is assigned a code waveform A,(t), which consists of a periodic
sequence of unit amplitude unipolar rectangular pulses (chips) of duration 7. The u-th
user's code sequence has a period N, = T/T chips so that there is one code period per data
symbol. The modulation operator ‘m’ causes the transmitted signal to comprise the origi-
nal sequence or its complement according to whether the current data bit is a 0 or a 1,
respectively. This form of data modulation is referred to as sequence inversion keying

(SIK).

The input of the correlator receiver r(f) consists of the signa! sequence S;(¢) plus the
sum of (U-1) equal power interference sequences i,(f) and the receiver Additive White
Gaussian Noise (AWGN) process n(r), which has a double-sided power spectral density of

a height N,/2. The expression for r(z) is given by:

v
r(n) =n()+S,() + 2 i, (0 (6.108)

u=1
u#i
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FIGURE 6.7 Optical fiber CDMA model

A general expression for the signal Z,(T) at the output of a cormrelator matched to the

unipolar signal sequence A, (1) is given by:

T
z(T) = [rhr@ar (6.109)
0

where h(?) is a bipolar version of A, (1) for the optical system. In this case, the auto- and
cross-correlation functions obtained in the SIK optical system with a bipolar reference

have the same relative values to those obtained in a SIK bipolar baseband CDMA system
[70].

6.3.2 The hybrid WDMA/CDMA system.
One way to increase the number of users in an optical CDMA network is to use 4
hybrid WDMA/CDMA (wavelength-division multiple access/code division multiple

access) system where the spread-spectrum technique allows multiple users to share the
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same wavelength. This system can be presented as a network where all the users are

grouped into clusters and each of the users in a given cluster uses a different code. Figure

6.8 illustrates a block diagram of this architecture.

In this architecture, multiple groups of users would typically be wavelength multi-
plexed on the network with a wavelength spacing larger than 1 nm. Multiple users can
then share a single-carrier wavelength by using their own unique code sequence. If there
are N users per cluster, this means that the network capacity compared to a WDMA sys-

tem using M different wavelengths would then simply be multiplied by N for a total of

N.M users in the network.

Cluster 1

liaa

Passive

Star

Coupler

’ Data

Cluster M

FIGURE 6.8 The hybrid WDMA/CDMA system



135

6.3.3 The Partial CDMA System

Another way to increase the number of users in an optical network. by only using
optical CDMA, is to allow many users to use the same spread spectrum code. The network
configuration was first introduced for personal communications in order to increase the
number of users in such an environment. This configuration can be adapted to LANs using
optical fiber with the use of a passive star coupler as the broadcast medium. In order to
show the idea of using the same code for different users and to simplify the study of this
new configuration, we assume that all system users, N, are grouped into M cells, with m
users in each cell [72]. All users within a particular cell transmit their data using a com-
mon code in a contention mode of operation. Two users from different cells use different
codes. Since all the users in a given cell use the same code to communicate with a particu-
lar receiver corresponding to that cell, intra-cell collisions occur. In this case, the receiver
is able to capture only the first arriving packet with a certain probability and all the
remaining packets are treated as interference. This phenomenon is called the delay capture
[74]. Figure 6.9 illustrates a block diagram of this architecture. For M codes and m users
per cell, this means the network capacity will increase by m for a total of m.M users in the

network.

6.3.4 The New System Configuration

The combination of these two techniques allows us to considerably increase the total
number of users in the network. The methodology can be used in a MAN. This system can
be presented as a network where all the users are grouped into clusters and all the users in
the same cluster are grouped into cells and within the same cell all the users use the same
code. Figure 6.10 illustrates the block diagram of this architecture. The total number of
users in this network will be equal to the number of clusters N multiplied by the number of
cells per cluster M multiplied by the number of users per cell m for a total of m.M.N users.

As an example, if N = 20 and M = 100, m should be equal to 5 in order to have a total of
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10,000 users in the network. The determination of all these parameters is related to many
other considerations such as the bit rate, the code length, the chips rate and the required

total number of users. The characterization of all of these is shown in the following.

cell |

cell 2

ca Passive

Star

Coupler

FIGURE 6.9 The partial CDMA system.
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FIGURE 6.10 The new system configuration.

6.4 The Characterization of Different Parameters of the
Proposed System

In order to characterize the new system, different parameters should be determined.
These parameters are: the number of clusters, the number of cells and finally the number

of users per cell. The first parameter can be determined by knowing the maximum rate of
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the sequences generated. Generally, the maximum sequence rate is limited to 10 Gchips/s
due to the use of an electro-optic modulator as well as other electronic components. At
this sequence rate, multiple clusters would typically be wavelength multiplexed on the
network with a wavelength spacing larger than 1 nm. Based on this, a maximum of 100
_different wavelengths can be used to cover all the useful bandwidth of the optical fiber,
which allows us to use a maximum of 100 different clusters. In the following, we assume
the number of clusters in the network will be equal to 20, which is a reasonable and a real-
istic choice for such a system architecture. At a sequence rate of 10 Gchp/s and with a
spreading gain between 100 and 250, we obtain a bit rate ranging from 40 to 100 Mbit/s.
However, different techniques can be used in order to increase the chip rate without
decreasing the bit rate. The simplest one is probably to cascade G phase modulators as
done to obtain an optical AND gate [79]. For example, by using three cascaded phase
modulators each driven by a sequence of length equal to 85 at 10 GHz, a sequence length
of 255 is obtained for an individual bit rate of 117.6 Mbit/s [76]. This will be quite suffi-
cient for a MAN. The choice of the sequence length depends on the modulation scheme;
which determines the number of simultaneous users for a given probability of error. By
using the sequence inversion keying (SIK) modulation scheme, the optical system using a
pseudorandom sequence of length 127 can allow up to 7 simultaneous users for a 1076
probability of bit error [69]. For the same probability of bit error and using a sequence of
length 255 and by using ASK modulation, only 11 simultaneous users are allowed [76]. In
the following, we assume the sequence length of 127 will be used and up to 7 simulta-
neous users are allowed. By using 20 clusters, each one will accommodate 500 users, by
using 100 different codes. The 500 users will be divided into 100 different cells, each cell
will accommodate 5 users. Other combinations can be used in order to accommodate those
500 users. A complete analysis of the throughput of the partial CDMA system (one cluster
in the complete system) will determine the number of users that can use the same code

within one cell for a certain degradation of the throughput.
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6.4.1 Throughput Analysis

In the following, we will analyze and compare the partial CDMA system to the con-
ventional system using different codes for different users. The analysis is based on a slot-
ted Direct-Sequence Spread-Spectrum Multiple Access (DS/SSMA) [70]. For a given slot,
many packets can be transmitted without any collision if the number of simultaneous users
(number of packets) is less than a certain value. Otherwise, no packet is successfully trans-

mitted and a retransmission is required.

6.4.1.1 Throughput of the Conventional System

The CDMA channel traffic can be modeled as a Poisson process with (AT) packets
per slot (newly generated as well as retransmitted packets) for an infinite number of users,
but for a finite number of system users U, the CDMA channel traftic can be modeled as a
binomial process with p = AT packets per slot per user, where A is the packet arrival rate
(number of newly generated as well as retransmitted packets per second) per user. For a
large U, both the Poisson and the binomial model give very similar results [72]. However,
for our study we will consider the binomial model. In this case, the occurrence probability

of K packets in a slot is [78]:

P(K) = L%JPK(I—p)U'K (6.110)

The channel throughput for the conventional system using a different code for euch

user is given by [78]:

U
S= Y K-P(K)- P, (K) (6.111)
K=1

where P(K) is given by (6.110) and P, (K is the probability of no collision (probability of
correctly receiving a packet from a user, given that there are K simultaneous transmis-
sions). The probability of no collision, which is known as the probability of packet suc-

cess, depends basically on the CDMA channel model considered. In order to facilitate the
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analysis, we first assume a simple CDMA channel model in order to compare the perfor-
mance of the two different proposed systems. In this CDMA channel model, no transmis-
sion error occurs if the number of simultaneous transmissions does not exceed a certain
threshold, denoted by K,,,. If more than K, packets are transmitted during a slot, all pack-
ets suffer from collision and are thus destroyed. This is known as the step function COMA
channe! model, as the conditional probability of packet success versus the number of inter-
fering transmissions is a step function. Mathematically, this channel model can be repre-

sented by:

1 for K<K m
Pnc(K) = { (6.112)
0 otherwise

Second, we propose a practical system based on the results given in [69], where the

probability of a successfully transmitted packet is given by

K-1) N -1/29+F
Pnc(K) = [I—Q[(§T+E_Z) jH (6.113)

had 2
xp(-1-/2
exp ( ) 4

Jon

X
Figure 6.11, P, is plotted as a function of K showing that as K increases, P,,.(K) decreases

where U = 127, Ep/N, = 20dB, L=1024 data bits and O (x) = J t. In

to zero.

One way to choose K, is to evaluate the probability of bit error as a function of the
number of simultaneous users. For a probability of bit error less than 10, the model pro-
posed here can accommodate up to 7 simultaneous users, so K, can be determined. Figure
6.12 shows the probability of error as a function of the number of simultaneous users.
Also, we can evaluate the system throughput using the real model but with different values

of K,,,. The result of this comparison (see Figure 6.13) shows that the choice of K,,, = 25 is
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enough to model the system, there is no need to continue the computations up to U. The

throughput is given by:

U -1172
_ U) K,y U-K|, Al (2(K=-1) Ny
S Kzz,lK(K pT(1-p) [1 Q[(§T+E;) (6.114)

Pnc

1 1 1 )
0 5 10 15 20 25 30
Number of simultaneous users

10

FIGURE 6.11 Probability of receiving acorrect packet as a function of the number of
simultaneous users.
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Finally, we propose another way to do this by modeling the system using the set func-
tion modei. In this case, we vary K and at the same time we ¢mpare the system through-
put using the step function model and the system throughput using a real model, which
uses the general fon.. of the probability of correctly receiving a packet from a user, given
that there are K simultaneous transmissions. For the same parameters mentioned above, a
choice of K, = 17 offers a similar system tl roughput \-ith the use of a very simplitied
model, which is the step function model. Figure 6.14 shows the system throughput using
the real model and compared to the system throughput using the step function model for

different values of K,,. In this case, the system throughput is given by:

K, K,
S = ZKP(K) = ZK(%)pK(]—p)U—A (6.115)
K=1 K=1

In the following, we assume K,, = 17 and a step function model will be used in order

to simplify our calculations without any loss of accuracy.
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FIGURE 6.14 System throughput using the step function model
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6.4.1.2 Throughput of the partial CDMA system

. s b i l-
For a finite population of users, if \we assume m = U/M > Ky, which s the case in rea

ity, the throughput using the step function model is given by [72]:
Kn

Sp= 3, CkP(K) (6.116)
K=1

where P(K) is given by (6.110) and Cy is the average number of captured packets for a

given number of simultaneous users K. The computation of this is given in the following:

Evaluation of C K

We first define the following:
¢t = (L el

o= (B2 Y el 2
[

[
M= (MMM SeelM

where IJ'. is the j'th user of the i’th cell. There is one code per cell, and there is a receiver

associated with each t;i. Suppose that K packets come from C different cells, then

K = EK:' (6.117)

where K is equal to the number of packets that come from cell i. If C=M, then all K;’s are
greater than zero. If C <M, then we have C non-7cro K;’s and (M-C) zero K;’s. The prob-
ability that K packets come {rom C different cells with K| packets from cell 1, K packets
from cell 2, etc... is given by:

X! K. K, Ky

p(Kl.Kz,...,KM) = K—l'—mpl p2 pM (6.118)
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where p, is the probability that a packet comes from cell i. Assuming that p, is equal to 1/

M for all i, equation (6.118) will be equal to:

K!

—K
—M (6.119)
KK Ky,

p(Kl'K:’.""'Kﬁ’) =
WhCreK = K1+K2+...+K‘w.

Once we find the combinations, then the probability of & packets coming from C dif-

ferent cells can be computed as:

(6.120)

P1(<p) _ {;Pr{lj/c_,\} for 1 £C <min (M, K)

0 atherwise,

where /; ¢ g is the j'th possible cgmbination for a given C and K and is represented as

Liycx= (1! r 1~C) where 2 Ijs = K. The probability of a given combination is

J VA ¢
given by: =1
MM M , R i
Prilijcgt = 2 Y YpK =1,K =l K =1) (6.121)

Wi g
All the possible combinations and the calculation of the P ,((C) for 1 <C <K and
1 £K<K,, could be found by a computer program. The flowchart of the program we used
is shown in Figure 6.15. To illustrate the main idea of this algorithm, we give a simple
cxample to better understand the computation of the P,((C’ for different C' given K and M.
Suppose we want to compute P,(f) for K = 4, thus we need to compute P,;”. P;z’ , P;”
and Pi‘” . In the computation of the probability that four packets come from one cell,

Pi” , the only possibility is all four packets come from a given cell. Then

M Mo
P = Y pk, =4 =Y — = (6.122)
L=

I
5T 3
ot MM
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—»{ForK=1:K,

Y

—» ForC=1:K
Find all possible combinations
2 C 1,2 ,C
(1L, L 10), Uy I3 d5),
c
Where zl,s =K

s=1

l

Find the probability of each combination

MM M
Pril,cxt = 2,02

1o 1-
1 2 C
,)(Kll=IJ,K"2=1]',...,K"C=IJ')
K! 1
where P (K, Ky .o, Ky) = KKyl Ky (K

(c)
Py’ = ZPr{IJ/C‘K}
J

where the assumption is over
all the possible combinations

v

Yes C <min (K, M)?
¢No Yey _ (o)
M <R __»PK = (0 for
- M<(C<K
iNo
Yes
K<K, 7 je—0

No

FIGURE 6.15 Algorithm for finding the values of PK(C) [723.
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In the computation of the probability that four packets come from two different cells,
" . LR B
Pi“) , there are two possibilities. 1) One packet come from one cell and three packets

comes from another cell. 2) Two packets come from one cell and two other from another

cell. Then

(6.121)
In the computation of the probability that four packets come from three different cells,
Pf') , the only possibility is one packet comes from a given cell, one packet comes from a

second cell and two others come from a third cell. Then

P 2 Z Zp(K =LK, =2) (6.124)

=liy=i+1liy=1
iy# i)
iy# i,
Finally, in the computation of the probability that four packets come from four different

cells, P;‘” , the only possibility is all four packets come from four different cells. Then

(4) 2 z Z Z p(K 1,1(“: 1,K,‘=1) (6.125)

=li=i+ly =0+, =5+1
After the evaluation of PK ) for all possible combinations, the average number of

captured packets for a given number of simultaneous users K is given by:

K
Z CPl((C) (6.126)
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Figure 6.16 shows the results obtained for the case of K,,, = 15 and M = 15, 30, and
45. The result obtained for each case is compared to the conventional case of using one
code per user. As M increases, the performance of the new system improves and becomes

closer to the conventional case.

10 T T T T T
S+ __ Conventional COMA -
8f --. M=15, Km=15 .
7+ veer M=30, Km=15 -

0000 M=45, Km=15 .

Throughput (pkts)/siots
1S4

o] 5 10 15 20 25 30
Offered traffic (pkts/slot)

FIGURE 6.16 System throughput for K,=15

6.4.2 Throughput per Cluster

Calculation of the throughput per cluster is based on: First, the number of users per
cluster is equal to 500. Second, a real model with K,, = 15 and a sequence length of 127 is
used in order to evaluate the throughput. Finally, we use several combinations between the
number of cells and the number of users per cell, and for each case we evaluate the total
throughput. The result obtained is shown in Figure 6.17. First, we compare the results
obtained for the case of using the configuration (M = 100 and m = 5) to the ideal case of
using one code per user, we see that we obtain a reduction of the maximum throughput by

almost 5%, which is not too much compared to the reduction by 5 of the number of differ-
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ent receivers. In the second configuration, we reduce the number of receivers by 2 for the
price of another reduction of 5% in the throughput. Finally, by using the third contigura-
tion (M = 25, m = 20) and compared to the first configuration, a reduction of only 14% in

the throughput but with using 25 different receivers compared to 100,

10 L T T T T

- === Gonventional CDMA 1
-~ Ma100, Km=t5 1
... M=50, Km=a15 ]

000 M=25, Kmei5 8

Throughput (pkts)/slots
o

0 5 10 15 20 25 30
Offered traffic (pkts/slot)

FIGURE 6 .17 Throughput per cluster for different configurations.

6.4.3 Network Throughput

The calculation of network throughput uses the same parameters as for the case of the
calculation of the throughput per cluster, with the addition of using a total of 20 clusters in
the network. The result is shown in Figure 6.18. Network throughput is shown for many
different combinations of the number of users per cell and the number of cells per cluster.
From this result, we see that with a small reduction of the network throughput we can
accommodate more users in the network by allowing several users to use the same code.

We also can allow another reduction in order to reduce the complexity of the network in
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terms of using a smaller number of different receivers at the receiving side. In this case,

we reduce the number of cells and we increase the number of users per cell.
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FIGURE 6.18 Network throughput

6.5 Summary

In this chapter, we have studied different optical CDMA schemes that can be used for
optical CDMA networks. We have also proposed a new configuration, which uses one of
the proposed schemes in order to increase the number of users in optical networks. This
configuration uses a hybrid WDMA/CDMA system with the addition of allowing different
users to use the same code. The throughput performance of this new configuration known
as partial CDMA has been analyzed and compared to the conventional configuration. The
analysis shows that the number of users in this new configuration can be increased consid-
erably without a loss in the performance compared to the conventional configuration. With
an appropriate choice of system parameters, the throughput reduction can be made insig-

nificant compared to the increase in the number of users in the new configuration.



Chapter VII

Conclusions and
Suggestion for Further
Research

7.1 Conclusions

The use of the optical technology in the implementation of networks leads to the
design of several network architectures in order to exploit the 30 THz bandwidth of a sin-
gle mode fiber. Two general classes of optical networks can be identitied: the single hop
network and the multihop network. In the single hop network, a message, once transmit-
ted, reaches its destination directly without being routed through tandem nodes in the net-
work or being converted to its electronic form on the way. In multihop network, a message
has to go through one or several hop to reach its destination, in this case WDM is used
mainly. Different architectures are presented such as the ShuffleNet, the MSN and so on.

The choice of architecture is mainly related to the application of the network.

In Chapter 3, we introduced a new property that can be added to the conventional
ShuffleNet, which is the addition of a second layer of physical connectivity in order to
improve the performance of multihop networks in terms of maxir.ium number of hops and
channel efficiency. The results show that by using this new configuration, called the bilay-
ered ShuffleNet, we decrease the maximum number of hops required for a message to
reach its destination from 24-1 to k for an odd k and to k+1 when k& is even. This will affect
the general form of the number of stations reached as a function of the number of hops for

the case of the bilayered ShuffleNet. This reduction will also decrease the expected num-
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ber of hops, and increase the channel efficiency compared to the conventional Shuffle Net.
The numerical results in terms of message delay show what we had expected which is a
reduction in the total delay and the increase of the total traffic generated by each station for
two different sets of (P, k) for the case of bilayered ShuffieNet compared to the conven-
tional case. The study of this new network under the nonuniform traffic shows that the
effect of load imbalance due to traffic intensity variability is to reduce throughput per user
by a certain factor relative to the balanced-load situation. The results are similar to the case
of the conventional ShuffleNet but with a certain improvement in terms of mean intensity
on worst link, the probability that the traffic intensity on the worst channel is greater than

the channel capacity, and the amount of throughput recuction (relative to balanced load).

In chapter 4, the signal flow graphs for path enumeration analysis are applied to dif-
ferent networks such as the ShuffleNet, the bilayered ShuffieNet and the SR_Net. The
above analysis shows that the number of paths of a given length between source and desti-
nation is larger for the case of the bilayered ShuffieNet compared to the case of conven-
tional ShuffleNet. This implies that the routing strategies in the case of the bilayered
ShuffleNet can provide alternate paths to reach a node in a case of congestion or link fail-
ure, with increased reliability, recoverability, and reduced delay. The same performance
can be obtained by using a conventional ShuffleNet with higher connectivity. However,
often it is not possible to find the correct configuration with the same number of nodes and
with a higher connectivity. By comparing the bilayered ShuffleNet to the SR_Net, we
found that the former offers alternative shorter paths in the case of message deflection than
the latter. This implies that the routing strategies in the case of the bilayered ShuffleNet
can provide alternative shorter paths to reach a node in case of congestion or link failure,
with increased reliability, recoverability, and reduced delay due to the fact that the mes-
sage is free to go forward or backward in the case of the bilayered ShuffleNet. The analy-
sis of these networks under deflection routing shows the advantage of the bilayered
ShuffleNet in terms of expected number of hops as a function of the deflection probability
compared 1o the SR_Net which has the same connectivity. An adaptive configuration

could be used to minimize the expected number of hops as function of the Pg,r This con-
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figuration will use the combination of both structure of the bilayered ShuffieNet and the
SR_Net.

In chapter 5, the WDM cross-connect is used in the physical implementation of differ-
ent networks such as the ShuffieNet, the Manhattan street network and for all different
modified versions of these two networks. The advantage of this method is to reduce the
total number of wavelengths required to just two or four wavelengths instead of PN in the
conventional case without restricting the maximum number of users in the network. We
also show how an adaptive configuration can be implemented using either WDM cross-

connect or the combination of WDM cross-connect and the usual passive star coupler.

In chapter 6 we proposed a new configuration in order to increase the number of users
in optical networks and using optical CDMA. This configuration uses a hybrid WDMA/
CDMA system with the addition of allowing different users to use the same code. The
throughput performance of this new configuration, known as partial CDMA, has been ana-
lyzed and compared to the conventional configuration. The analysis shows that the number
of users in this new configuration can be increased considerably without i loss in the per-
formance compared to the conventional configuration. With an appropriate choice of sys-
tem parameters, the throughput reduction can be made insignificant compared to

increasing the number of users in the new configuration.

7.2 Suggestion for further research

The implementation and the design of new multihop architectures involves the devel-
opment of several optical components in order to overcome all the problems related to the
multihop implementation, such as the total number of wavelengths for each configuration,
which can be solved using the WDM cross-connect. For the implementation of an adaptive
distribution, the use of the WDM cross-connect leads to a complicated physical structure.
The direction of further research will involve the incorporation of new advances in tech-

nology into this kind of network.
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In our study of the single-hop network, the performance calculation of fiber-optic
CDMA packet networks in terms of throughput calculation is limited to the case of using
Gold codes and ASK modulation. The analysis of our new system architecture using other
optical CDMA schemes such as OCC or spectral encoding can be suggested as part of fur-

ther research in the area.



(1

2]

{31

4]

[5]

[6]

(7]
(8]
9]
[10]

(11]

[12]

(13]

References

S. E. Miller and L. P. Kaminow, “Optical Fiber Tele communication 11,” New York:
Academic Press, 1988, chap.2.

M. 1. Irshid and M. Kavehrad, “A WDM Cross-Connected Star Multihop Optical
Network.” ICC" 92 Conf.Proc., pp.1451-1455,

M. G. Hluchyj and M. Karol, “ShuffleNet: An Application of Generalized Perfec
Shuffies to Multihop Lightwave Networks,” INFOCOM'8S8 Conf.Proc., pp. 379-
390, March 1988.

J. F. Hayes and F. Ayadi, *‘Local Optical Distribution,” INFOCOM' 92 Conf.Proc,
pp. 68-74, May 1992.

J. M. Senior, *“Optical Fiber Communications Principles and Practice,” Prentice
Hall, 1985.

Technical Staff of CSELT, “Optical Fiber Communications,” McGraw Hill Book
Company, 1980.

C. H. L. Goodman, “Solid-State Electron. Dev.,” vol. 2,pp.129, 197¥.
G. Keiser, “Optical Fiber Communications,” McGraw Hill Book Company, 1 983,
J. C. Palais, “Fiber Optic Communications,” Prentice Hall, 1984.

I. P Kaminow, “Non-Coherent Photcnic Frequency-Multiplexed Access Net-
works,” IEEE Network Magazine, pp. 4-10, March 1989.

P. S. Henry, “High-Capacity Lightwave Local Area Networks,” [EEE Commun,
Mag., Vol. 27, No. 10, October 1989.

H. Kressel, “Semiconductor Devices for Optical Communication,” Springer
Series in Solid-State Sciences, Springler Verlag, Vol. 39, 1980.

J. Salz, “Modulation and Detection for Coherent Lightwave Communications,”
IEEE Commun. Mag., vol.24, no.6, June 1986.



[(14]

[15]

(16}

[17]

[ 18]

(191

[20]

[21}

122]

[24]

156

R. A. Linke, “Frequency Division Multiplexed Optical Networks Using Hetero-
dyne Detection,” IEEE Network Mag., March 1989,

S. T. Personick, “Fiber Optics Technology and Applications,” AT&T Technical
Journal, vol. 66, Jan./Feb. 1987.

P. E. Green, Jr., “Fiber Optic Networks,” Prentice ! "all, 1993.

M.Gerla and L. Fratta, ““Tree Structure Fiber Optic MAN’s,” JEEE J.Select. Areas

Commun., vol.6, no.6, July 1988.

A. M. Saleh and H. Kogelnik, “Reflective Single-Mode Fiber-Optic Passive Star
Couplers,” J.Lightwave Technol., March 1988.

J. F. Hayes and F. Ayadi, “Performance Calculation for an Ontical Metropolitan
Area Network”, Computer Communications, Vol. 17, No. 1, pp. 17-24, January
1994.

M. I. Irshid and M. Kavehrad, **A WDM Cross-Connect Star Topology for Multi-
hop Lightwave Networks,” J.Lightwave Technology, vol. 10, no.6, June 1992.

M. Tabiani, M. Kavehrad and M. L. Irshid, “A Novel Integrated-Optic WDM
Cross-Connect for Wavelength Routing Networks,” GLOBCOM’92 Conf.Proc.,

December 1992,

F. Ayadi, J. F. Hayes and M. Kavehrad, “WDM Cross-Connect Star Topolo2zy for
the Bilayered ShuffleNet,” The Canadian Conference on Electrical and Computer

Engineering, Vancouver, September 1993.

F. Ayedi, J. F. Hayes and M. Kavehrad, “Bilayered ShuffleNet a New Logical
Configuration for Multihop Networks,” GLOBCOM'93 Conf.Proc., November
1993.

F. Ayadi, J. F. Hayes and M. Kavehrad, “A WDM Cross-Connect Star Topology
for the Bilayered ShuffleNet,” J.Lightwave Technology, vol. 2, no. 9 September
1994,

R. Ramaswami, “Multiwavelength Lightwave Networks for Computer Communi-
cation,” I[EEE Comun.Mag., vol. 31, no. 2 1993.



[26]

[27)

(28]

[29]

(30

(31

(32]

[33]

(34]

(35}

[36]

1587

F. Ayadi, J. F. Hayes and M. Kavehrad, “Optical Fiber Networks: Single-Hop and
Multihop System™, to published in the Canadian Journal of Electrical and Com-

puter Engineering.

P. R. P.ucnal, M. A. Santoro, and T.R. Fan. “Spread Spectrum Fiber-Optical Area
Network Using Optical Processing,” J.Lightwave Technology, vol. LT-4, no. §,
May 1986.

C. A. Brackett, “Dense Wavelength Division Multiplexing Networks: Principles
and Applications,” IEEE J.Select. Areas Commun., vol.8, no.8, August 1990,

G. Coquin, K. W. Cheung, and M. Choy, “Single and Multiple Wavelength Opera-
tion of Acousto-Optically Tuned Lasers at 1.3 microns,” Proc. Ilth IEEE Int’l.
Semiconductor Laser Conf., Boston, MA, pp. 130-131, 198&.

I. M. Habbab, M. Kavehrad, and C. -E. W. Sundberg, “Protocols for Very High-
Speed Optical Fiber Local Area Networks Using a Passive Star Topology.”
J.Lightwave Technology, vol. LT-S, De« ember 1987.

B. Mukherjee, “WDM-Baced Local Lightwave Networks Part I: Single-Hop Sys-
tems,” IEEE Network Mag.,May 1992.

M. S. Goodman et al., “The LAMBDANET Multiwavelength Network: Architec-
ture, Applications, and Demonstrations,” IEEE J.Select. Areas Commun., vol.8,
no.8, August 1990,

N. R. Dono et al., “A Wavelength Division Multiple Access Network for Comi-
puter Communication,” IEEE J. Sel. Areas in Commun., vcl. 8, pp. Y83-994. Aug.
1990.

E. Arthurs et al., “Multiwavelength Optical Crossconnect for Parallel Processing
Computers,” Elect. Lett., vol. 24, pp. 119-120, 1986.

P. W. Down and K. Bogineni, “Simulation Analysis of a Collisionless Multiple
Access Protocol for a Wavelength Division Multiplexed Star-Coupled Conhgura-

tion,” 25th Annual Simulation Symp., Orlando, Fla., April 1992.

I. Chlamtac and A. Ganz, “Channel Allocation Protocols in Frequency-Time Con-
trolled High Speed Networks,” IEEE Trans.Commun. vol.COM-36, pp. 430-440,
April 1987.




(37]

[38]

[39]

[40]

f41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

158

A. Ganz and Z. Koren, “WDM Passive Star Protocols and Performance Analysis,”
INFOCOM' 91 Conf.Proc, pp. 991-1000, April 1991.

R. E Ziemer and R. L. Peterson, “Digital Comminications and Spread Spectrum

Systems,” Macmillan, New York, 1995.

J. A. Salehi, “Emerging Optical Code-Division Multiple Access Communications
Systems,” (EEE Network Magazine, pp,31-39. March 1989.

J. A. Salehi, “Code Division Multiple-Access Techniques in Optical Fiber Net-
works - Part I: Fundamental Principles,” IEEE Trans.com, vol. 37, no. 8, August
198Y.

M. G. Hluchyj and M. Karol, “ShuffleNet: An Application cf Generalized Perfect
Shuffles to Multihop Lightwave Networks,” INFOCOM'88 Conf.Proc., pp. 379-
390, March 1988.

N. F Maxemchuk, “Routing in the Manhattan Sueet Network,” IEEE Trans.Com-
mun. vol.COM-35, pp. 503-512, May 1987.

B. Mukherjee, “WDM-Based Leccal Lightwave Networks Part 1I: Multihop Sys-
tems,” IEEE Network Mag., July 1992.

D. Towsley, “The Analysis of a Statistical Multiplexer with Nonindependent
Arrivals and Errors”, IEEE Trans.Com , vol.COM-28, no.1, January 1980.

J. F. Hayes and F. Ayadi, “Local Optical Distribution”, INFOCOM'92 Conf.Proc,
pp. 68-74, May 1992,

J. F. Hayes, “Modeling and Analysis of Computer Communications Networks”,
New York: Plenum Press, 1984, chp.5S.

T. Y. Chung and D. P. Agrawal, “On Network Characterization of and Optimal
Broadcasting in the Manhattan Street Network,” INFOCOM' 90 Conf.Proc, pp.
465-472, June 1990,

A. K. Choudhury. “A Comparative Study of Architectures for Deflection Rout-
ing,” GLOBCOM'92 Conf.Proc., pp. 1911-1920, December 1992.



(49]

[50]

[51]

(52]

(53]

[54]

[55]

[56]

(57

(58]

[59]

[60]

159

F. Ayadi. J. F. Hayes and M. Kavehrad. “Performance of the Bilayered ShuftleNet
Under Nonuniform Traftic”, I7th Biennial Symposium on Communications.,

Queen’s University, May 1994,

M. Eisenberg, and N. Mehravari, “Performance of the Multichannel Multihop
Lightwave Network Under Nonuniform Traffic,” J. Selected Areas in Conm vol.
6. no. 7, August 1988.

A. Papoulis, Probability, Random Variables, and Stochastic Processes,” Third Edi-

tion, McGraw-Hill Series in Electrical Engineering, 1991.

A. Krishna and B. Hajek. “Performance of Shuffle-Like Networks with Deflec-
tion,” INFOCOM' 90 Conf.Proc, pp. 473-480), June 1990.

E. Ayanoglu, “Signal Flow Graphs for Path Enumeration and Deflection Routing
Analysis in Multihop Networks,” GLOBCOM'89 Conf.Proc., pp. 1022-1029,
December 1989.

L. A. Zadeh and C. A. Desoer, “Linear System Theory: The State Space
Approach,” McGraw-Hill, New York, 1963.

F. Ayadi, J. F. Hayes and M. Kavehrad, “WDM Cross-Connect Star Topology for
the Bilayered ShuffieNet™, The Canadian Conference on Electrical and Computer

Engineering, Vancouver, September 1993.

S. G. Chan and H. Kobayashi, “Performance Analysis of ShuffleNet with Deflec-
tion Routing,” GLOBCOM'93 Conf.Proc., December 1993,

A. K. Choudhury, “A Comparative Study of Architectures for Deflection Rout-
ing,” GLOBCOM' 92 Conf.Proc., pp. 1911-1920, December 1992

K. Wagatsuma, H. Sakaki and S. Saito, “Mode Conversion and Optical Filtering
of Obliquely Incident Wave in Corrugated Optical Waveguide Filters,” IEEE J.
Quantum Electronics, Vol QE-15, pp. 632-637, 1979.

A. Krishna and B. Hajek. “Performance of Shuffle-Like Networks with Deflec-
tion,” INFOCOM' 90 Conf.Proc, pp. 473-480), June 1990.

L. A. Zadeh and C. A. Desoer, “Linear System Theory: The State Space
Approach,” McGraw-Hill, New York, 1963.



[61

[62]

[63]

[64]

{65

[66]

[67]

[68]

[69]

170}

|71]

[72]

160

J. A. Salehi, “Emerging Optical Code-Division Multiple Access Communications
Systems,” IEEE Network Magazine, pp,31-39, March 1989.

M. Azizoglu, J. A. Salehi and Y. Li, “Optical CDMA via Temporal Codes,” I[EEE
Trans. Commun. vol.COM-40, mo. 7, July 1992

G. Fouchini and G. Vannucci, “Using spread spectrum in high capacity fiber opti-
cal network,” J.Lightwave Technol., pp. 370-379, March 1988.

G. Vannucci and S. Yang, “Experimental spreading and despreading of the optical

spectrum,” [EEE Trans.com, vol. 37, no. 7, July 1989.

S. Benedetto and G. Olmo, “Performance evaluation of coherent optical code divi-

sion multiple access,” Electron. Lett., 12th August 1991.

F. R. K. Chung, J. A. Salehi and V. K. Wei, “Optical Orthogonal Codes: Design,
Analysis, and Applications,” IEEE Trans. on Iny. Theory, vol. 35, no. 3, May
1989.

D. Zaccarin and M. Kavehrad, **An Optical CDMA System Based on Spectral
Encoding of LED,” IEEE Photonic Technology Lett., vol. 4, no. 4, pp. 479-482,
April 1993,

D. Zaccarin and M. Kavehrad, “Optical CDMA by Spectral Encoding of LED for
Ultrafast ATM Switching,” ICC' 94 Conf-Proc, May 1994.

T. O’Farrell, “Throughput analysis of CDMA protocol with channel sensing and

overload detection for fiber optic LANSs,” Electronics Letters, 14 June 1993.

T. O’Farrel and M. Beale, “Code-division Multiple-access (CDMA) techniques in
optical fiber LANS,” Proc. 2nd IEE National Conf. on Telecomm., 1989 (York,
United Kingdom).

R. Rom and M. Sidi, “Multiple access protocol: Performance and analysis,”

Springer-Verlag, 1990.

C. Trabelsi and A. Yongagoglu, “*A reduced Complexity DS-CDMA System for

Personal Communication Networks,” Journal of Vehicle Technology.



{73}

(74]

(751

[76]

[77]

(78]

[79]

L6l

M. Kavehrad. F. Khaleghi and G. Bodeep. "An Experiment on a CDMA Subcar-
rier Multiplexed Optical Fiber Local Area Network,” IEEE/LEOS Photonic Tech-
nology Lerters, July 1992,

M. Soroushnejad and E. Geraniotis, **Probability of Capture and Rejection of Pui-
mary Multiple Access Interference in Spread-Spectrum Netwaorks,” IEEE Trans

Commun., Vol. Com-39, No.6, pp. 986-994, June 1991,

L. Kleinrock and F. A. Tabagi, “*Packet switching in Radio channels: Part L-caries
sense muitiple access modes and their throughput-delay characteristics,” IFEL

Trans. Commun., Yol. Com-23, pp. 1400-1416, 1975.

D. Zaccarin and M. Kavehrad, “Performance Evaluation of Optical CDMA Sys-
tems Using Non-Coherent Detection and Bipolar Codes,” J. Lightwave Tech , Vol.
12, No. 1, January 1994,

G. Vanucci, “Combining Frequenc y-Division and Code-Division Multiplexing in
a high-Capacity Optical Network,” I[EEE Network Mag., vol. 3, pp. 21-30, Match
1989.

D. Raychaudhuri, “Performance Analysis of Random Access Packet-Switched
Code Division Multiple Access System,” IEEE Trans. Corimun., Vol. Com-29,
no.6, pp.8§95-901, June 19§]1.

M. lJinno, “'49.6 Gb/s Electro-optic Demultiplexing Using Cascaded ON/OFF
Gates,” IEEE Photon. Technol. Lett., vol. 4, pp. 641-644, June 1992,



