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Abstract
Performance Analysis and Design

of Optimized Static Random Access Memory (SRAM)

Dewan Jahangir

High speed, low power & area, and reliability are important design gouls in high-
performance Static RAM. The SRAM design varies in multi-dimensions (block, row,
column) and type of implementation of other peripheral circuits. Therefore, in general, the
performance analysis of the whole structure s particularly  difficult. A more
comprehensive model rather than the general RC delay model is required in order to
achieve realistic designs,

In this thesis, a new Precharge circuit called Power Down Y-controtled PMOS
(PDYCP) load precharge circurt is designed. Our PDYCP precharge circuit reduces power
consumption by a factor of three over that of a conventional Y-controlled load (YCL). A
design methodology of SRAM with an analytical model such as area, delay and power
consumption suitable for module generator is developed. The performance of the SRAM
is analyzed using Elmore’s delay model which is confirmed with SPICE results. An
optimized design of SRAM using Khun-Tucker optimization criteria iy presented.
Furthermore, a design aid tool for optimized design of SRAM is developed which is writien
in ‘C’. Some optimization results are tabulated under various array sizes and load

conditions.
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Chapter 1
INTRODUCTION TO
SRAM DESIGN: An overview

1.0 Introduction

Memories are devices which can store information. There are two kinds of memory
in general, such as volatile (data is erased when power is turned off) and non-volatile
(retains data even if poweer is turned off). Semiconductor RAMs are volatile.
Semiconductor RAMs are of two types: static (SRAM) and dynamic (DRAM). The SRAM
capacity has quadrupled every two or three years in circuit and process technology|7]. The
fastest access speed reported is 15ns with 4-Mb CMOS SRAM [1]. In SRAM, information
is stored in the static structure of a cross-coupled inverter (latch-storage), while in DRAM
information is stored in a capacitor. SR AM does not need to be refreshed but DRAM must
be refreshed in a regular interval otherwise data will be corrupted. The advantages of a
SRAM overa DRAM are its high speed, low power dissipation and high reliability. SRAMs
are used in high speed applications such as in main and cache memory for computers, or
test pattern memory in VLSI testing applications. They are also used for low power
applications for holding data with battery backup in portable computers, memory cards and

data terminals.

1.1 Motivation

Optimization in SRAM design is essential in many applications such as Embedded
RAM, Cache Memory, Module Generators where the designer has to match the specific
design goal. The optimization problem is related to the design requirements, circuit

topology and modeling technique. Area, delay and power consumption are three



imperative factors for performance trade-off in VLSI. Accurate modeling of the signal
path declays in the circuit is important for high performance integrated circuit design.
Although a device level simulator like SPICE can provide detailed and accurate delay
information and optimization for small circuits, the analysis becomes more complicated
and the computation time increases rapidly for large circuits specially for SRAM.
Therefore, analytical delay model is required in general to solve the optimization problem
in SRAM.

There have been two methods of general delay models, macromodeling [27] and
transistor level models using RC tree modeling [18]. In macromodeling the whole circuit
is partitioned into different sub-circuits instead of individual devices. The use of
macromodeling is limited to circuits with reguiar logic gates (i.e. NAND’s, NOR'’s,
XORs, eic.). The RC wree delay model is most successfully used for circuits with arbitrary
resistances and capacitances. In the RC approach, a nonlinear MOSFET is modeled in
terms of linear RC element. In general, the RC delay model suffers from accuracy and
deviates far from SPICE simulation results. Inaccuracies in RC delay model results from
neglecting the nonlinearities of the MOS transistors and from difficulties in including
input waveform effects [26]. The solution to these problems can be offered by
incorporating fit constants and including the effect of ramp input into the model.

Developing an efficient analytical model and goal directed optimization algorithm
for automatic generation of transistor sizes in SRAM with low computational complexity
is one of the aims of this thesis. As regards to computation time (for both man and
machine) we decided to use RC tree delay model to develop a tool for optimized design of
SRAM. As far as the accuracy of the model is concern we regression fitted our RC delay
model with numerous SPICE simulation results for various SRAM array sizes and finally
obtained a comprehensive RC delay model with fair agreement with SPICE. Moreover,
we include in the model the analytical expression for the effect of ramp input to the signal

delay. The maximum deviation of our model from SPICE simulation is 10 percent. The
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important characteristics of our modeling and optimization tool are its accuracy,

robustness and modularity.

1.2 Organization of the Thesis

As stated earlier, the primary objective of this research is to develop a design aid tool
for optimized design of SRAM to fulfill design criteria specially for embedded class of
RAM. The circuits of interest for optimization are word driver, precharge and sense
amplifier which has significant contribution on the access speed, overall chip area and
power dissipation. However, the optimized design of other peripheral circuits are obtained
from numerous SPICE simulation experience.

In chapterl, we investigated the design of SRAM cell and other peripheral circuits.
Organization and operation of SRAM is briefly described. The design criteria for SRAM
cell is also studied. Different types of decoding, precharge and sensing techniques are also
depicted. We discussed our designed Power Down Y-controlled PMOS (PDYCP) load
precharge circuit and also compared the performance using PDYCP and conventional Y-
controlled load (YCL) precharge. The comparison reveals the excellent amount of power
saving using PDYCP precharge.

Chapter 2 is devoted to modeling and analysis of SRAM using Elmore’s RC delay
modeling approach. The delay models specially for word, precharge, read and write are
obtained. The RC delay models are regression fitted with numerous SPICE simulations
and thus comprehensive delay models are obtained which confirms to SPICE simulation
results with very little error (less than 10%) Comparison of our analytical models with
SPICE for different SRAM array structure are depicted.

In chapter 3 we describe the area model of SRAM which is used by our optimization
algorithm.

In chapter 4, power consumption in SRAM using PDYCP and YCL precharge are

studied in terms of analysis and SPICE simulation. We compare power consumption using



both the precharge circuit techniques for any SRAM array size for read, write and standby
time. Our results show that using PDYCP precharge technique power consumption in
SRAM is reduced by a factor of three in comparison to YCL precharge.

Chapter 5 deals with optimization in SRAM design. We assume area is linearly
related to power. Using the delay and area models in chapter 2 and 3 respectively we
developed optimized design parameters for different circuits in SRAM. Since the
unconstrained based optimization is insufficient to solve the optimization problem in
general, we followed constrained based optimization. We used the well known Kuhn-
Tucker optimization criteria to solve the problem. An algorithm for optimized design of
SRAM is also discussed. Various results are tabulated using our approach which shows
that with a little compromise in delay a significant amount of area can be saved.

Using our modeling and optimization formulas we developed a design aid tool for
optimized design of SRAM. Chapter 6 presents a design example for a 4 k x1 bit (64x64)
SRAM using our tool. We also present a layout for the 4 k x 1 bit SRAM using our results.

Finally, in chapter 7 we summarize our works in this thesis and identify future

rescarch problems that can be derived from this thesis.

1.3 Basic SRAM Architecture

A typical SRAM architecture is illustrated in Fig. 1.1, The chip is organized with
densely pached cell arrays in the form of a matrix. Each memory cell can store one bit of
data. Around the cell array are the row decoder, column decoder, precharge circuit, data
multiplexors, read/write circuits, control circuit and 1/0 buffers. The memory array consists
of 2Mx2N ity of storage, where M and N are the number of address bits. The purpose of
row and column decoders is to determine which cell to address for read/write. The row
decoder addresses one row (word) of 2N bits out of 2M words. The column decoder

addresses 28 of 2N bits of the accessed row, where K is the number of output bits. The

purpose of a precharge circuit is to precharge bit lines and the data bus and thereby improve
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the cell stability and expedite the read operation. The data multiplexors or column selectors
select the column of the cell that is being addressed for read/write. The sense amplifiers are
used to speed up the access (read) time of the memory. The clock generator generates the
internal timing control signals for the precharge circuit and the sense amplifier. The address
transition detection (ATD) technique is used to enhance the control of the chip. The ATD
pulse generator triggers the clock generator to provide internal synchronization. The
function of the 1/0O drivers is to buffer the data to or from the external world.

In Fig 1.1 we assumed a single block SRAM. However, in a chip there may be single
or multiple blocks of cell arrays with other peripherals. The total number of blocks in a chip
depends on the word size, total memory capacity, performance measure (access speed,
power consumption) and layout issues. A number of different architectures and floor plans

can be found in the literature (see for instance, [1-12, 28-30)).

1.4 Static Random Access Memory (SRAM) cells

A SRAM cell in general may be of a four-wransistor (4T) or a six-transistor (6T or full
CMOS) type as shown in figure 1.2.(a) & 1.2.(b) respectively. The selection of any of the
4T or 6T configurations mainly depends upon two aspects such as, cell area and stability of
the cell. Those two aspects are inter-related, to ensure the stability of the cell it is required
o increase arei. The total cell area in @« SRAM occupies at least 50% of the overall chip
arei. The cell stability determines the Soft-error Rate[15] for the case of R-load cell and
Stauc-Noise Margin,

The 47T (R-load) cells are used in some high density SRAM design. As in Fig. 1.2(a)
the pull-up resistance is made with a special process requiring low area. But as reported in
(9. 13} the Static-Noise Margin (SNM) of the R-1oad cell becomes much lower than the full
CMOS one atlow supply voltage. So. to have sufticient noise margin the R-load cell has to
be made Larger. Also. for a high density SRAM the resistance of the cell R-load must

incredse inorder to maintain a constant SRAM standby current. As a result, it becomes

6
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more and more difficult for a R-load cell to retain cell data. This is because the resistance
of the R-load becomes so high that the R-load can not supply enough current to hold the
high-level voltage of the memory cell node.

Comparatively, the 6T cell is more robust and stable because of the presence of a
PMOS load transistor which supplies sufficient leakage current to hold a stable cell state.
The following are the advantages of @ 6T SRAM over a 4T SRAM:

1. Higher noise margin.

2. Excellent data retention capability because of the active pull-up PMOS
transistors.

3. No D.C. path exists in the cell, thus very low standby current can be obtained.

4. Since the cell stability can be achieved easily, the speed optimization can be

achieved by increasing access transistor width.

1.4.1 Organization and Opcration of a SRAM

A functional description of the memory operation is depicted in Fig. 1.3(a), showing
the general organization of a SRAM. Fig. 1.3(b) illustrates a simplified circuit diagram for
read and write operation of a SRAM. The bit and bus lines are precharged and equalized by
the precharge circuit. The read operation is initiated by the precharge cycle. During
precharge the row and column decoders and sense amplifiers are disabled. As shown in Fig.
L.3(b) we used our newly designed Power Down Y-controlled PMOS (PDYCP) load
precharge circuit which is explained in Section 1.7.2. Here, the operation of the PDYCP
circuit is controlled by address transition detection (ATD) and a column decoder. When
ATD=1 and Y,=0, the bit and bus lines are precharged to Vy4=5 volts The address is
decoded by two address decoders: row (X) and columin (Y) decoder to select a cell for read/
write. The word line is locally connected to all the cells which belong to the same row. The
bit lines are laid into columns and connect all the cells which belong to the same column.

The timing ¢y cle starts with the chip select signal (CS) as active low. The read/write control
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signal (RAV) determines a read/write operation. For the sensing scheme we used a
differential current mirror sense amplifier (CMSA) because of its high differential mode
gain, low common mode gain and good common mode noise-rejection ratio (CMNRR). As
soon as a small difference in potential between a pair of bit lines happens, it is amplified by
the sense amiplifier in a full swing and fed to the output buffer. An important issue here is
the position of the column selectors. If the column selectors were placed after the sense
amplifiers, more amplifiers would be required which increases power dissipation and area.
As shown in Fig. 1.3(b), multiple bit lines are connected to the common data bus and feed
to a single sense amplifier which is connected to the data bus. In high speed SRAM there
is usually one or a few columns dedicated to a sense amplifier. Finally, data outputis fed to
the output pin by an output buffer. Input data comes through the same pin and goes through
the input buffer. The sense amplifier is bypassed during a write operation, and the write

buffer directly feeds the memory cell selected by the column and row decoders.

SRAM cell operation:

The key element in SRAM is the SRAM cell which can store information in its static
structure as long as power is available in the chip. Asin Fig. 1.2(b), the cell, being a cross-
coupled inverter, with node 4 (S}) containing a ‘0” or ‘1’ the complementary value will be
stored at node 5 (S;). Here, the transistors Ny and Ny are called aceess transistors, Ny
and N arc called driving transistors. The operation of the cell is as follows: when the word
lire is selected then the access transistors N, and N,y conduct. The cell can be inone of
the two stable states, either ‘0" or 1°. For state ‘0’, the transistors Ny and Py are in
conduction but N> and Py are in non-conduction. In this case the voltage at nodes 4 and 5
will be ‘0" and ‘1" respectively. On the other hand, for state *1°, transistors Py and Nyp will
be conducting and P, and Ny will be non-conducting which will ensure an ‘17" and 4 *0” at

nodes 4 and 5 respectively.



Reading Data:

The read operation consists of two steps. First, the bit lines are precharged high
keeping the word line disabled. As soon as the precharge time is over the word line and the
column select line is enabled to address the desired cell to be read. Consequently, the CS=0
and R/W=1 signals are also set. The charge on one of the bit lines of the selected bit line
pairs will be discharged through the enabled memory cell, representing the state of the cell.
For instance, assume the cell Cjj as shown in Fig. 1.3(b) is selected to read. The word line
signal at node 7 and the column select signal at node 111 goes high which makes transistors
N, Nyo and column select transmission gates conduct. If a logic ‘0’ is stored in the cell
(meaning node 4 =0 and node 5 =1") then the current flows through N;; which will pull
down the *bit’ line. If a logic ‘17 is stored in the cell (meaning node 4="1" and node 5="0")
then the current would flow through N,» and thereby pulling down the ‘bit’ line. Since, at
the beginning of the cycle, CS=0 and R/W=1 which makes ‘SE’ line high and selects the
sense amplifier. The sense amplifier is connected to the data bus, for a ‘0’ read as the “bit’
line will be pulled down towards the ground then the differential voltage at the bit line pair
will pull down sense amplitier's node 15 towards ground and thereby sensing a ‘0" which
will be buffered at the output driver. For aread 17, the “bit’ line will stay high and the “bit’
line will be pulled down towards the ground which will result in pulling up node 15 towards
Vid (Vaa=35 volts: logic *17). Fig. 1.3(c) illustrates a read-0 operation. Detailed operation

Gt CMSA s referred to Section 1.8.1.

Writing Data:

The write eycle starts by setting ATD=0, CS=0, R/W=0, WL=1, and Yj=1. Now, to
write @07 in the cell, Dy, should be set 10 (. Therefore, data ‘0" and ‘1’ will be placed to
the bt and *bit" lines respectively. Since the cell is already selected to write, the data
pliced in the bit lines will be written to the cell with nodes 4 and 5 at states ‘0’ and ‘1’

respectively. It the cell had a * 17 stored in it then the new data will overwrite onitto ‘0’. In
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this case transistors N yp and Py will be switched off and Ny, and P, will be switched on. If
the cell had 2’() swored in it then with ‘bit’=0, it will keep the storage node 4 at ‘0’ and thus
the state of the memory will remain unaltered. If an ‘1” is to be written in the cell, regardless
of what is stored in the cell, the Dy, (data input) is required to provide ‘1’ which will set
‘bit’=1 and *bir’=0. Since the cell is selected to write, transistors N,; and N,y will be
switched on through word selection and logic ‘17 and ‘0° will be stored at nodes 4 and 5
respectively which confirms a write ‘17 into the cell. In this case, cell transistors Ng; and
Py will be switched on and Ny, and P, will be switched off. If the cell originally had an ‘1’
stored in it then the state of the cell will remain unchanged. Fig. 1.3(d) illustrates a write-!
operation. Where Sy and S» are the cell storage and complementary storage nodes

respectively.

1.4.2 A 6T SRAM Cell Design

Optimum aesign of the SRAM cell has a significant effect on the performance of a
SRAND As discussed in Section 1.4 the cell area and stability of the cell are considered to
be two importantaspects in designing a SRAM cell. The cell area of a SRAM is determined
by the minimum feature and the noise margin [16]. The noise margin of the cell depends
on the conductance ratio of the cell driver and the access transistor. The conductance ratio
also partly determines the speed performance and power dissipation. Therefore,
optimization of the memory cell in terms of device dimensions is important to obtain high-
density SRAN,
Cell stability is influenced by the channel width mismatches or threshold mismatches in all
paited devices [16]. In the typical SRAM cellas in Fig. 1.2(b) the PMOS pull-up transistors
can be minimum sized since its only function is to offset the effects of leakage. Therefore,
the design of the cell depends on the sizes of access and driver t-ansistors. Their size ratio
willattect the readw rite speed. The size of the cell access transistor directly affects the load

on the word and bit line. In order 1o design a high speed. low power and highly reliable
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SRAM the following design criterion as proposed in [16] should be taken into account:
1. Nondestructive Read condition
2. Write condition
3. Data retention condition

4. Power dissipation condition.

Nondestructive Read Condition:

During a READ operation bit lines are precharged high to a voltage < Vyg=5 volts.
Fig. 1.4(a) shows the graphical representation of Static Noise Margin (SNM) which is
obtained by drawing and mirroring inverter the characteristic [ 13]. As in Fig. 1.3(b) assume
nodes 3 and 6 are precharged high. Node 4 contains data with complementary data at node
5. Now, after precharge, when the word line is selected to READ the cell, a transient
disturbance at soft nodes 4 and 5 may occur which can corrupt stored data. The term
nondestructive read refers to the SNM of the cell. The SNM of the cell should be high
enough to cope with the transient READ disturbunce. The SNM of a cross-coupled inverter
is defined as the maximum noise voltage V;, that can be tolerated by it before changing
states [13]. A SRAM should be designed such that under all conditions some SNM is
reserved to cope with dynamic disturbance caused by o particle, cross-talk, voltage supply
ripple and thermal noise [13]. The static noise margin of the cell is determined by the 3
(transistor gain factor) ratio, r= By / B, of the driver and access transistor respectively.
Where, B=pCo WL, 1 is the mobility, Coy «$ the gate oxide capacitance and W and L are
the trensistor channel width and length respectively. SNM is also related to the stability of
the cell. Higher noise margin ensures better stability of the cell. The stability margin A is
defined as the difference between the minimum voltage applied on the bit line to WRITE
into the cell and the maximum voltage delivered on the bit lines by the cell during READ
operation [9]. A must be positive to guarantee the functionality of the RAM [9]. Fig. 1.4(b)

shows the stability of a cell as a function of r. [t is seen that the stability margin of a 6T cell
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is almost uniform and higher than a 4T cell because of the presence of the PMOS pull-up
structure. According to our SPICE simulation and Fig. 1.4(b) an optimized design of a 6T
cell can be done for a value of r=2 to 3.

Werite condition:

During write operation the bit line pair and the word selecting the cell are enabled.
Write data is placed on the ‘bit” line and a complementary value is placed in the *bit’ line.
The critical situation happens for the cells which belong to the same row of the cell under
‘WRITE’ but in other columns. To avoid miswrite to those unselected cells the ratio r
becomes crucial. Nevertheless, it is observed that write condition does not affect stability
of the unselected cells because of PMOS pull-up in 6T cell. In a conventional Y-controlled
bit line precharge SRAM the bit lines of the unselected column are precharged high. Due
to precharging of all unselected columns the write power dissipation increases. In our
design, we propose a precharge technique which will avoid precharging of the unselected
columns and thereby « significant reduction of power can be achieved and the cell will

become more reliable.

Data Retention Condition:

The data retention in a memory cell means that the cell remains undisturbed by the bit
line voltage set in the preceding read cycle. At the preceding read cycle one of the memory
cells in a column is selected by a word line. As a result, the bit line is driven by the memory
cell and one of a pair of the bit lines is set to a low voltage. In the unselected columns the
bit line load precharge transistors act as a pull-up device. Since the column select transistors
in the unselected bit lines are off, then the high-impedance pull-up results in a large voltage
swing in those bit lines. The low level of the bit line in this period is lower than that of the
column selected for read operation. The low level varies according to the channel width of
MOS transistors of the memory cells in column. The lowest level of the bit line has to be

set higher than the largest Vg of memory cells in the column to retain the data. Where,
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Vi is defined as the bit line voltage at which the data changes from a high state to a low

state when the voltage of a bit line is set under static condition.

Power dissipation condition:

In each column DC current flows into the memory cell connected to the selected word
line. The power dissipation of the memory cell mainly depends on the size of the access
transistors. As the bit line and input/output bus line are discharged by the current of these
transistors, they determine the access time. Therefore, power dissipation is also a limiting
factor in the design of the cell.

The optimum sizes of the access transistor and the inverter transistors are determined
by the four conditions mentioned above and by design rules. As we have investigated, the
above conditions mostly depend upon the cell ratio r and the precharge technique. The
optimum value of r and our newly designed precharge technique will provide excellent
results. In our design, the cell PMOS and access transistors are considered to be minimum
sizea ccording to the technology and design rule with an optimum value of r=2.5 because
of the following reasons:

1. The function of the PMOS transistor is to supply little leakage current.

2. Sinceris fixed, an increase in W, also increases Wy as r times of Wy, So, the overall
SRAM array area increases as an O(mn). Where m and n are the number of rows
and columns respectively in the SRAM array.

3. Increased W, may reduce cell intrinsic access delay but word delay will be
increased as an On).

4. Increased W, will increase bit line capacitance which will increase bit line delay as

an O(m).
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1.5 Decoding Scheme

The word decoding delay time can be defined as the delay time between the address
setup time and word line selection time. The implementation of a decoding scheme is
relative to the density of the RAM. For low density SRAM the simple conventional
decoder {5] is sufficient. But as the memory density increases the word delay affects the
total access time. For medium and high density SRAM's 10 have faster word selection
time, dynamic double-word line (DDWL), and divided word line (DWL) structures are

proposed in [10] and [11] respectively.

1.5.1 Dynamic Double-word line (DDWL) structure

The basic architecture of DDWL is shown in Fig.1.5(a). Word lines are doubly
placed, namely Main Word Lines (MWL) and Section Word Lines (SWL.) [10]. Due to the
global arrangements of MWL, the capacitance of the MWL is relatively small, which
reduces overall word line RC delay. Moreover, the power dissipation is redr-ed because
only one SWL is selected at a time and consequently only o small number of memory cells
are activated. From the view point of delay time and power dissipation better performance
can be achieved with an increased number of sections/ blocks. But with the increase of
sections the number of local decoders required is increased which increases the overall
chip area linearly. Fig.1.5(b) and (c) shows the trade-off of delay, power and area as a
function of the number of sections or blocks. A 16 or 32 blocks can be a reasonable choice
of better trade-off. The clock-controlled word lines are one of the main features of the
DDWL scheme {10]. In this scheme, the activation signal, ¢ ,,, is created by address
ransition detectors (ATD). The pulse width of @, is made greater than the access time
and is used to cut all the D.C. path in the SRAM after a read operation is over.
Consequently, a low D.C. active power dissipation has been achieved with no power

consumption after access time. This is known as automatic power down (APD) technique.
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1.5.2 Divided Word-line (DWL) structure

The concept of conventional divided word line architecture as proposed in [11] is
illustrated in Fig. 1.6(a). The architecture is similar to that of the DDWL except that it is
not clock controlled. In this scheme each block contains N (N= n. / ny, where n.= total
number of cells in the memory, and ny= number of blocks) number of cells. A local word
line is placed in each block, is activated by a global word line and block select line. Since
only one block is activated to READ/WRITE the DWL structure reduces both word-line
delay, and power consumption.

For a high density SRAM with a capacity of 4MBit or more, the number of raulti-
divided blocks will have to be increased. In this case, the DWL structure suffers from
increased load capacitance of the global word line and causes a significant increase of both
delay time and power consumption. Newly, hierarchical word decoding (HWD)
architecture has been proposed in [3]. In this architecture, the word select line is divided
into more than 3 levels as shown in Fig.1.6(b). The number of hierarchies, in other words,
the level of word-line division, is determined by the total load capacitance of the word

decoding path.

With HWD, the load capacitance of the word decoding path is efficiently distributed
[3]. Therefore, the HWD architecture realizes a significant reduction in both delay and
power consumption. Fig.1.6(c) shows the simulation results as in [3] of word decoding
delay and total load capacitance of the word decoding path as a function of storage
density. The conventional DWL and the proposed HWD are compared with each other at

the optimum point of 256- Kb, 1- Mb, and 4- Mb SRAM:s.

In a smaller density, like a 256-Kb SRAM, there is no significant difference. As the
density becomes larger, although the HWD needs an extra decoding stage compared to the
DWL. it shows better performance than that of the DWL. In a 4-Mb SRAM, for example,

the HWD architecture can reduce the delay time 20% and the total load capacitance 30%
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compared 1o the conventional DWL [3]. The estimation predicts that the proposed HWD

architecture will be very effective for future high-density SRAM.
The advantages of the above two schemes are as follows:

1. Elimination of wasted column current. The column currents flows only in a

selected block which reduces totl active power.

2. Reduced delay time. Due to 2 or 3 levels of hierarchy of the decoding technique
the capacitance of the row select line is much smaller than that of a conventional
word line, because it includes gate capacitance of every access transistor in the

memory cells.

The drawback of DWL/HWL is that the column current in the selected block flows
during the whole read and write cycle which increases active power. This can be overcome
by using a block isoluting circuit. The purpose of the block isolating circuit will be to
disuble the block when the sense amplifier senses the differential voltage. The signal

produced by ATD circuit can also be used for this purpose.

1.6 Circuit techniques for Decoder

As we see in the above DDWL & DWL structures, an increase in the number of
blocks and / or hierarchy increases the requirement of the number of decoder circuit
lincarly. Therefore, an optimized decoder circuit technique is very effective to reduce
overall chip area. Two possible optimized decoder circuits namely, PMOS-load decoder
12115) and Transfer Word Decoder (TWD) [1] can be noted for high density SRAM

applications in comparison to a conventional CMOS AND / OR decoder.

1.6.1 PMOS-Load Decoder

Figs. 170 & () show a PMOS-Load decoder [S] and a conventional CMOS
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decoder respectively. The address signal line is connected only with the NMOS in a
PMOS load decoder, while it is connected with both the PMOS and the NMOS in a
CMOS decoder. Therefore, the address load capacitance caused by the gates in PMOS-
load is almost half of that in a8 CMOS decoder. This implies that a smaller delay time can
he obtained by using a PMOS-Load decoder. Fig. 1.7(c) shows a simplified 1- Mbit
SRAM waord decoder scheme which has typical PMOS load circuitry. A word decoder is
the final decoder to select a word line, which is connected with 64 cells. An address signal'
is connected with 128 word decoders. As those 128 word decoders are densely packed in
one cell array block, gate capacitance makes up a large portion of the total capacitance of
the address signal line. In the 1- Mbit SRAM [5] the ratio of Cyyie t0 Cyire is about 1 fora
PMOS-load word decoder and about 2 fora CMOS woid decoder. A circuit schematic of a
word decoder used in a 1- Mbit SRAM [5] is shown in Fig. 1.7(d). Eight NAND gates are
designed by using PMOS-load circuits. The bottom NMOS is used common to the eight

NAND gates to reduce the word decoder area.

Fig. 1.7(c) shows the dependence of the delay times on the ratio of Cgye 10 Cyipe for
the two types of decoders. Apparently, the PMOS-load decoder produces more delay time
than the CMOS decoder for the same capacitance ratio. However, in actual circuitry,
because of the difference of the capacitance ratios between the two types of decoders, the
PMOS-load decoder yields a smaller delay time in most cases. As shown in Fig. 1.7(e), a

159 decrease in the delay time is reported in [5].

The PMOS-load decoder has a D.C. current due to the normally ON PMOS
transistors, while the CMOS decoder has no D.C. current. This fact might discourage us
from employing the PMOS-load decoder. However, we have to remember that the CMOS
decoder circuitry has more ac current than the PMOS-load decoder because of its large
capacitance [5]. Fig. 1.7(f) shows the dependence of the average current upon cycle times
for the two types of word decoders. With a cycle time of more than 25ns, a PMOS-load

word decoder has more current because the D.C. current of the PMOS-load decoder is
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dominant. However, with a cycle time of less than 25ns, a CMOS word decoder has more
current because the ac current charging and discharging the capacitance becomes

dominant.

A similar PMOS-load decoder circuit is also implemented in [2], where the word
decoder for a four memory sub-array are laid in one region as shown in Fig. 1.7(g). This
architecture reduces 40% word decoder layout area by sharing a common diffusion region

[2].

1.6.2 Transfer Word Drive (TWD) Decoder

As described before a conventional NAND decoder is not suited for high-speed
high-density SRAM because of its high gate capacitance. A sophisticated decoder circuit
called Transfer Word Drive (TWD) is proposed in [1]. Here, the conventional two input
NAND gate is modified as in Fig.1.8. The principle of operation of the TWD decoder is
such that when the main word line signal X, is high and the selection signal S_S_jm is low,
the word line W, is selected. This circuit is very simple and has a similar function to the
AND gate.

By using TWD, the load capacitance of the selected signal can be reduced by around
30% [1]. The advantages of the TWD decoder are, its simplicity, reduced layout area and
faster delay time. For an optimized decoder design, a TWD decoder or a similar type wiil

be highly preferable.
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1.7 Precharge Scheme

In this Section, we describe various precharge techniques for a SRAM. Some typical
precharge circuits have been presented with their merits and demerits. We also present a
Power Down Y-Controlled PMOS (PDYCP) load precharge circuit. The performance of
PDYCP precharge technique is compared with a Y-Controlled bit line load (YCL)
precharge. Our results show that the PDYCP precharge technique performs superior to any

other technique.
1.7.1 Different Precharge Techniques

Faster precharge of the bit lines for faster read operation is an important issue.
Various circuit techniques have been reported in the past ten years for the precharge
technique of a SRAM. Accordingly, precharge circuits can be classified into two
categories:

1. Continuous precharge of bit / bus line,

2. Conttolled precharge of bit / bus line.

Fig. 1.9 & 1.10 shows some common form of precharge schemes. The continuous
precharge scheme has the advantage of high current driveability which enables quick
precharge. But, the serious disadvantage of it is that it increases total standby power due to
continuous precharging of every column, For high density SRAM application, continuous
precharge bit / bus line technique is impractical because of high power consumption.
Instead, controlled bit / bus line precharge technique is preferred. A combination of both
approaches can be used for better performance as in [3]. A bit line load with an Address
Tramsition Detection (ATD) controlled precharge circuit [3] is shown in Fig. 1.11. Here,
the bit line load consists of PMOS and NMOS transistors in parallel. The advantages of
this type of structwe are quick precharging and its voltage bump free characteristic. The

Block Select and ATD signals generate a bit line equalize (0gq) signal to logically
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precharge and equalize the bit lines of the addressed block. The main difficulty with this
method is that the unaddressed blocks are continuously precharged since transistors P1,
P6, NO and N8 as in Fig. 1.11 are always ON which results in high power dissipation. Fig,.
1.12 shows a conventional fast precharge circuit scheme used in high density SRAM
design. In this scheme, the precharge and equalize NAND gate experiences a very large
precharge circuit gate capacitance because of precharging every column in the selected

block which increases precharge delay.

A technique known as YCL (Y- Controlled bit line load) as shown in Fig. 1.13 is
used in [1]. In this approach, precharge is contrelled by the Y-select (Column driver)
signal. When the bit line is unselected, PMOS wansistors My, & My turn on,
precharging the bit lines. The precharge gate capacitance in this case is just only for a
single precharge circuit. Now, when the column address is valid, PMOS transistors My,
& Mppn turn off. However, the bit lines are still precharged and equalized by the data bus

line precharge circuit.

Therefore, the precharge and equalize operation of the YCL circuit is the same as
that of the conventional circuit without sacrificing any precharge capability. Morcover, the
load capacitance of the precharge clock line 9 generated by the row and column address
transient detector has been reduced largely |1} because in this case the load consists of

only the gate capacitances of the data bus precharge circuit.

The main advantage of YCL precharge is that faster precharge can be achieved. But,
the problem with the unselected columns is still crucial. The unnecessary precharge of

those columns increases power dissipation and in some cases may affect cell stability.
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1.7.2 Power Down Y-Controlled PMOS (PDYCP) Load bit line

Precharge Technique

The primary purpose of the precharge circuit in a SRAM is to accelerate the reading
process. It is observed that most of the previous precharge technigues suffer from
drawbacks in terms of speed and power consumption. The most recently reported YCL[ 1]
(Y-Controlled bit line load) induces faster precharge but experiences huge amount of
power dissipation due to the D.C. current in every unselected column under read/write or
standby mode because of unwanted precharge. Considering the above situations we
developed a modified form of YCL circuit called PDYCP (Power Down Y-Controlled
PMOS) load precharge which is shown in Fig. 1.14. Here, we added a power down circuit
(inside heavy line area) which is able to prevent unnecessary precharge of the column. The
precharge is controlled by an Address Transition Detection (ATD) signal. The ATD signal
will go high at the beginning of the precharge cycle. As soon as the precharge is over the
ATD signal will go down. During precharge all the column addressing signals Yy, Y, Y3,
. ¥y will be low and as a result tansistors T, Tur. Tyao o Ty, will be ON. Therelore,
with ATD high, nodes Xjto X; will be pulled down to the ground. The formal READ
operation starts when the columin is addressed with Y high and at the sume time ATD will
go down meaning that addresx is in transition. When ATD=0), the ‘Deselect’ line (Z) will
be pulled-up through T, T, Assume that ¥;=], Yz=Y3= .. =Y;=0, 50 as a result
transistor T,y will be OFF and T,5, T3, ... Tp,, will be ON. Now, the high voltage at Z and
the grounded gate PMQS transistors will turn OFF the precharge PMOS transistors in
every unselected column and the selected column. During standby mode all ¥=Yp=Y ;=
. =Y=0, with ATD=0 which will disable the precharge PMOS transistors and thereby

avoid unnecessary precharge.

The PDYCP circuit with other peripheral circuits in SRAM is given by Fig. 1.3(b).
Fig. 1.15 depicts the SPICE simulation plot for the PDY CP precharge, READ and WRITE
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operation.  Here, we considered two cells lying in two different columns for READ/
WRITE operation. The functionality of the circuit is tested for any READ followed by
READ/WRITE or vice versa. It is assumed that the READ cycle consists of precharge
time plus the sensing time. As shown in Fig. 1.15 the READ/WRITE timing cycles are as

follows:
(- 30 ns: READ-0, cell 11 30- 60 ns: WRITE-1, cell 12
60- 90 ns: READ-1, cell 12 90- 120 ns: WRITE-1, cell 11

120- 150 ns: WRITE-0, cell 12.
Where cell 11 15 the cell at row 1 of column 1.
cell 12 4s the cell at row 1 of column 2.

The symbols used for the SPICE plots in Fig. 1.15 are referred in Fig. 1.3(b). Moreover,

we define,
Sy= cell 11 storage node which corresponds to node 4 of Fig. 1.3(b).
S|= cell 11 complementary storage node which corresponds to node 5 of Fig. 1.3(b).
Sa= cell 12 storage node which corresponds to node 42 of Fig. 1.3(b) (not shown).

S>= cell 12 complementary storage node which corresponds to node 52 of Fig.

1.3(b) (not shown).

In our PDYCP precharge scheme each precharge circuit contains two additional
transistors over that of the conventional YCL precharge circuit. The PDYCP layout may
look as it will take more area than that of the YCL, but in reality the wasted column area of
YCL lavout can efficiently be used in PDYCP implementation since the column width is

fined for a 6T SRAM. Our results show that with little or no layout area overhead the




PDYCP precharge scheme will be a best choice.

Table-I compares the performance of a PDYCP precharge with a conventional YCL

precharge. It is clear that our PDYCP precharge technique will give very low power

dissipation with faster precharge speed and will be very suitable for HDHSLP (High

Density, High Speed, Lower Power dissipation) SRAM design. Further analytical and

experimental comparisons are also available in Chapter-4.

T T T T T, P P,
. ot 1V pr sal) sal w() wl r W
mxn cettype (ns) (ns) (ns) (ns) (ns) (mw) (mw)
64x64 YCL 1.53 13.09 {1493 {6.21 4.6Y 69.28 20,25
64x64 PDYCP 1.06 14.13 | 15.43 | 5.80 4.49 15.0] 8.27

Table 1: Comparison of PDYCP & YCL precharge performance

As in Table 1 where,

m= number of rows, n= number of columns.

Tpr = Precharge delay.

T,q0 = Sensing 0 delay.

Tyq1 = Sensing “17 delay.

T,,o = Write ‘0° delay.

T, = Write '1” delay.

P, = Read cycle power.

P, = Write cycle power.
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1.8 Sensing Scheme

The sense Amplifier (SA) is the key circuit in the RAM to have a fast read access
time. Plenty of research has been done by the RAM designers in the past decade [*80-'92]
on sensing schemes. The implementation of a SA varies with the SRAM density. For a
small scale SRAM a single stage SA is used. For medium and large scale SRAMs, a multi-

stage SA with hierarchical architecture is used, which will be described later.

1.8.1 Operation of a Current - Mirror Sense Amplifier (CMSA)

The most commonly used of the SA circuits is the Current-mirror (CM) amplifier as
shown in Fig.1.16(a). The advantage of this circuit is its fast sensing speed, large voltage
gain and good output voltage stability. The SA circuit as shown is basically a differential
amplifier. The transistor, Ngpe, is a long channel device and acts as a current source. The
sensing delay mainly depends upon the sizes of the NMOS transistors (Wgq1, Wqpp and
Wene). During the precharge condition both the bits lines are pulled up while the Sense
Enable (SE) signal is low which ensures the current transistor Ng,. is OFF. In this
situation, transistors N1 & N,,» are ON. Consequently, node 16 is pulled up because of
capacitive coupling and as a result the output node 15 goes high as well. Now, depending
on the cell content (*0” or *1°) one of the bit lines will be pushed down with a high SE
signal. The differential mode gain of the differential CMSA is such that a small
differential input voltage (Say, 0.1 v) will be sensed at the output. If the cell contains an
“17, the voltage at node 13 will start to drop through the RAM cell pass transistor and
thereby turn Nj» OFF. Since, node 12 stays high which keeps Ng,; ON and node 14
follows ground, then node 15 stays high and will imply a read “1°. If a *0" is stored in the
memory cell then node 12 would be pulled down. In this case, transistors Ngqy, Pgpy &
Pyp2 would be OFF and Ng» & Ny, would be ON which would pull down node 15

towards the ground representing @ READ *0°. The operation of a CMSA is depicted by
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Fig. 1.16(b) for a read-0 case. Here, V(3) and V(6) are the voltages at bit and bit nodes
respectively. V(15) and V(170) are the sense amplifier output node and sense select (SE)
node voltages respectively. The sense amplifier is selected with V(170) high. Since the
cell contains a zero so, V(3) goes down and V(6) stays high. As a result, V(15) goes down

towards the ground voltage (V) meaning that the cell contains a zero.
1.8.2 Various SA Circuit Techniques

Various high speed SA circuits have been observed in the recent past. Some of them
with their salient features will be presented in this Section. Fig.1.17(a) and (b) show the
conventional CMSA and Input Controlled PMOS load (ICPL) [1] sense amplifier,
respectively. As realized in | 1],[2] the conventional SA is not suited for high- speed high-
density SRAM applications because its gain is not enough for the high sensitivity needed
for very fast access time, The ICPL sense amplifier as proposed in [ 1] includes two PMOS
transistors as load in the conventional circuit which is shown in Fig.1.17(a). The four
PMOS transistors act as active load and increase sensing gain [1]. It is reported in [1] that
the ICPL sense amplifier has around 20% higher gain than the conventional sense
amplitier. Another high speed and low power sense amplifier called Dynamic Gain
Control Double end Amplifier [5] for a IMbit SRAM with 15ns access time which is
shown in Fig.1.18. In this case a sensing delay (cell to data bus delay) of 4.5ns has been
reported. The circuits within the dotted area are added to the conventional double-end
curtents-mirror (CAD amplifier. These additional circuits are used to vary the NMOS
loading of the sense amplifier. A control signal, SAQ with a short pulse is used during the
sensing operation, o fast sensing  speed and low power dissipation is achieved
simultancously. A taster sense amplifier circuit so far has been reported in [29]. The
circuit configuration is shown in Fig.1.19. This is a modified form of a two stage CMSA,
first stage is connected to the input of the second stage. A voltage difference of 0.1v can be

amplified and the sensing delay of approximately 1ns is reported.




Fig. 1.17(a) Conventional CMSA [1]
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Fig. 1.17(b) Input-conrrolled PMQS load (ICPL) sense amplifier [1].
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1.8.3 Hierarchical Sense Amplifier Architecture

In a high density SRAM as the number of columns and blocks or divisions increase
the sense amplifier input data bus line capacitance increases tremendously. So. it is
necessary to partition the data-line in different hierarchical structures which will distribute
the total capacitance in different hierarchical levels so optimum sensing delay can be
achieved. The double line SA structure as reported in [10] is shown in Fig.1.20. This
structure implements a local sense amplifier in each column section and a main sense
amplifier as a master or global sense amplitier. In this contiguration all the bit lines in a
particular Section are connected to the local bus line which is input to the Section sense
amplifier. Each Section sense amplifier output is connected to the global (main) sense
amplifier input bus. Final sense output is carried out from the main SA. Sense clocks ¢gp
and ¢p14 handle the sense operation. This sense amplifier architecture can be suited for a
medium density SRAM. In a high density SRAM as the number of column per block
increases or the total number of blocks increases, for example in a 1Mbit SRAM, there
may be a tota! of 32 blocks with 64 columns per block. In this case, the double sense line
structure is not adequate because of the increased local as well as global data-line
capacitance. To overcome this problem a two - stage local sense amplification with a triple
- sense - line structure [6] and a four stage SA (four sense lines) [4] is proposed which is
depicted in Fig.1.21(a) and 1.22 respectively. In these schemes a Section sense amplifier
and block sense amplifier is selected by a hierarchical column decoding system. It can be
realized that the circuit in Fig. 1.22 might need double the layout arca of that in

Fig.1.21(a).

For our ‘Sensing Scheme’ design we would prefer an optimized design of 1 CMOS
CMSA. As far as high-density high-speed (HDHS) SRAMs are concerned we use a multi-

stage SA structure with a hierarchical sense enabled architecture.
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Chapter 2
Modeling and Analysis of SRAM

2.0 Introduction

In this Chapter, we first developed the approximate generalized capacitance model
of a SRAM specially for bit line and word line. The SPICE device parameters are used tor
analysis. Furthermore, the capacitance model is used to develop the RC delay model for a
SRAM. In our delay model we assume that the RC time constant is linearly related to the
actual delay. Therefore, we will use time constant as an absolute measure of delay and
hereafter regression fit it with the actual delay obtained by SPICE simulation. The
regression fit consists of two steps. First, the initial fit constants are obtained from
regression analysis of the mathematical modeling results and SPICE simulation. Then the
second or final regression fit is done between the initial fit constants and m (number of

rows), n (number of columns) in order to generalize the model.
2.1 Capacitance Model of Word and Bit Line

A very good capacitance model is imperative to have a better delay model. The gate
capacitance of the CMOS transistor is assumed to be linearly dependent on the transistor
width. Furthermore, in our present analysis we assume the MOS device capacitance as a
lumped element and the interconnect capacitance as an uniformly distributed parameter. It
can be noted that in our analysis the subscript ‘n’ & ‘p’ will be used for NMOS and PMOS

transistors respectively.
2.1.1 Word Line Capacitance Model

The word line capacitance consists of the cell access transistor gate capacitance plus

the distributed capacitance of the word line interconnect metal/poly which is depicted in
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Fig. 2.1.1. The SRAM cell access transistor gate capacitance Cg can be determined as,
Cy=Copa+ Cpgsa+Coda (2.1)
= Coxn WaLg + Coxn Wg LD gq + Coppn Wy LDy (22)

Where Copgy Cpsq & Cpqq are gate to bulk, gate to source, gate to drain capacitance

respectively of the cell access transistor.
Coxn is the NMOS transistor gate oxide capacitance per unit area.
L,, W, are the Length and width of the NMOS cell access transistor.

LD,, LD 4, are the source and drain lateral diffusion length respectively of the cell

access transistor.

Fig. 2.1.1 Word line Capacitance Modeling
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Assuming the word line is connected to n cells, there might be n word segments in

a row. The word line interconnect capacitarice C; per segment can be determined as,
Ci=cowyl, (2.3)
where ¢, is the Word line inter-connect capacitance per unit area.
wy & [, are the width and length respectively of each word segment.

Since there are two access transistors per cell in SRAM therefore, the capacitance

per segment of word line can be written as,
C=2Cy+C; | (24)
2.1.2 Word line driver I/O capacitance

The input capacitance of a drive:, Cy;, consist of input gate capacitance Cy; of
driver PMOS & NMOS twransistors and the output capacitance Cy;.p) of the driver driving

it which is depicted in Fig. 2.1.2.

4-l-#
I
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Now, Cy,, can be written as,
Ciin= Cai-1)*Cgi = (Capn+ Cappli-1 + (ContCop)i
= (Cypn + Cdbp)i-] + (Cgbn + Cg.m + ngn +Cgbp + Cgsp + ngp)i
= Keg (Clp Adp+ CISW, Pdp+ Cly Adp+ CISW, Pdp);
+(Coxn W Ln + Coyn Wy LD + Coxn Wy LDy
+ Coxp WpLp + Coxp Wp LDgp + Copp Wy, LD gp); (2.5)
Where Cgpy and Cyy, are the drain-bulk capacitance of both P & N channel
transistors respectively. Cyp, and Cypyp. Cygn and Cyg, Cogp and Cgp, are the gate-bulk,
gate-source, gate-drain capacitance  of both channel transistors. Keq [30] is the
dimensionless constant applied to all equivalent junction capacitances. CJ, and C.Ip are
the zero-bias junction bottom capacitances per unit area of junction of both channel
transistors. C/SW, and CJSW), are the zero-bias bulk junction sidewall capacitances per
unit length of junction of both channel transistors. Ady, Pdy, & Ad), Pd), are the area and
perimeter of the drain diffusion region of both channel transistors. W, L, and Wp, L, are
the width and length of both channel transistors. LDy, and LDy, are the source lateral

diffusion length of both channel transistors. LD g, and LD 4, are the drain lateral diffusion

length of both channel transistors.

Assuming drain diffusion area as rectangular in shape, the area of the drain diffusion

region can be given by,
Ady =Wy, Ly,
Ady= Wl gy (2.6)
The perimeter of the drain diffusion region can be given by,
Pd, = 2(W 4, + Ly,

Pd['zz(”.dp*'l‘dp) (2.7)

N
12




Where W, and L, are the drain width and length of the NMOS transistor.

Wgp and Ly, are the drain width and length of the PMOS transistor.
The output capacitance of the driver consists of the driver self output capacitance
Cyqo and the word line capacitance which is sum of all the cell access transistor’s gate
capacitances and the interconnect capacitance. The driver output capacitance Cy,can be
represented by the drain to bulk capacitunces Cyp, and Cyyy, of the NMOS and PMOS

transistors and the n—model word line interconnect capacitance C/2 respectively. So, we

can write,
Cao=Capn + Cdbp + (2
=ch (Cl, Ad+CISW, Pd,+CJ, Atip-i-CJSWI, Pdl’)+ C2 (2.8)

Where K, Cl,,. CJp,, CISW,. CISW

eq p Adp, Ady, Pdy, Pdy, and C are as detined

previously.
2.1.3 Bit line Capacitance

The bit line capacitance has a significant effect on the access time. An integral
increase of bit line delay happens as the number of cells connected per colunmn increases.
The major capacitance contribution in the bit line can be realized as the sum of all cell
access transistor’s capacitances and bit line self capacitance. Assume there are m cells
connected per bit line. We consuder there are m bit segments in our R, C model. The
capacitance per segment Cpg may be represented by the sum of the source to bulk
capacitance Cy, of the cell access transistor and the bit line interconnect capacitance Cy,
as,

Cps = Cypa + Cit
=Ky (ClpAsy + CISW, Ps, ) + ¢ Ay (2.9)
Where K, CJp and CJSW, are as defined in Section-2.1.2,

As, and Py, are the source area and perimeter of the cell access transistor.

53



¢, and Ay, are the bit line interconnect capacitance per unit area and area of

each bit line segment respectively.

2.2 Word line Delay Analysis

As the memory density increases in the SRAM structure, the delay due to the RC
time constant of the word line increases considerably and has a greater influence on the
total address access time. The word line can be modeled as a general T or m-ladder
network and the distributed parameters can be approximated to the total resistance and
capacitance of each cell involved on the word line. The design of the word line driver is

one of the important 1ssues in having a faster access speed.
2.2.1 Word line delay modeling using Elmore’s Delay Model

Fig. 2.2.1(ay & 2.2.1(b) show the circuit diagram and physical representation of a
word line ina SRAM. Let the word line consist of n (number of columns/block) segments.
Each segment is connected with two access transistor’s gate contacts. So, there are 2n
number of gate contacts plus one drniver’s output contact which is shown in Fig. 2.2.1(b).

Let us define the following parameters:
R, is the resistance of segment i, j;
€y, is the capacitance of segment i, j;
R, 1, 1s the resistance of the access transistor gate contact of i j;
Co 1y, 18 the gate capacitance of access transistor /i j;
R 4, is the drain to source resistance of the driver PMOS transistor;
C 4, 1s the output capacitance of the driver;
['=1 or 2 icell access transistor); i =row, j = column.

(* for the simplicity of analysis the subscript ‘i* will be omitted for any row).
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The word line can be modeled by a distributed R, C tree. The propagation delay,T,,
of the word line can be represented by an Elmore’s time constant [18]. The delay is to be
calculated for the whole word line loading in which the resistance and capacitance of the
gate is represented by the lumped element and the interconnect wire is represented by

uniformly distributed R, C lines.

Elmore’s time constant can be defined as follows:

Tdt = ;Rl.xck (210)

Whete Ry, is the 1esistance between node & & i, Cy is the capacitance at node &.

We assume that the resistance and capacitance of the word line is uniformly
distributed along the length L, and the cumulative capacitance ¢(x) is a function of the
position along the wire. For each vilue of ¢(x), there is a cumulative resistance r(c)
lincarly increasimg with ¢y, so that ¢(0)=0. 1(0)=0 and ¢(L,)=C,, r(C,) = R;. For uniform

Imes rie) = (R, Ce Elmore s time constant for a single R, C wire is,

- 1
Iy = [riode = 3R,C, (2.11)
The R Cmodels of the word line of Fig. 2.2.1(a) is shown in Fig.2.2.1(c). Elmore’s

time constant for word line delay can be represented as follows (the subscript *i” is left for

any ton ):

A I‘d‘\( s + (I\d.\+ ;I\M))CSU+ (RdS+RN+R

+
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Where Ry, is the channel resistance of the word driver PMOS transistor.
Cy, 1s the drain output resistance of the word driver.
Ryy. Ryj. ..., Ry, are the resistances of the word line segments.
Ran Ryop Rypn. Ryooe o Ry R oy are resistances of the word line contacts.
Cso- Cyj. .., Cypy are the capacitances of the word line interconnect segments.

Cail» Ca21r Cupae Caone oo Cappe Cpap e the gate capacitances of the cell aecess

ransistors.
jis defined as 1 10 nand n is the number of cells connected to the word line.

[ determines the number of cell access transistors in each segment which is equal

o 2.

2.2.2 Approximate form of Word line
The approximate form of the word line is shown in Fig. 2.2.2(b). Here, the word line
is modeled as n-ladder circuit with lumped R, C parameters. Considering that there e n
cells per row, the signal delay according to Elmore’s delay for this type of interconnection
line can be approximated as follows:
T‘m[ = ’]‘dl + Td“ (2,“

where Ty, and Ty, are the signal delay at the driver mputand output respectively.

Assume the driver is driven by an another drver at the input. So, the signal delay at

the input of the word driver can be determined as,
Ta= Ryin Cam (214)

Where R, and C, are the input resistance and capuacitunce of the driver.

It is observed that due to the etfect of 10 capacitance and intrninsic delay of the logic

block the step input delay model suffers f.om accuracy. A better approximation of a delay
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model can be realized using a ramp input model as in [17]. According to this model the
output delay Ty, of the word driver consists of step response delay 74, and the input ramp

dependent delay 77 ,. as
Td0=7fd0+ TdO' (215)

Assuming equal word segment resistance R,,, the step response delay 7%y, can be

determined using equation (2.12) as,
Tsdo =Rpd Cao + (de +Ry) Cop + (de +2R\) Gy + ..
+ (Rpg + nRy) Copep + [Rpa+ (n+1) Ry ] Cy (2.16)
Where the contact resistances R4y in equation (2.12) is neglected which is assumed to be
very small.

Rt 1s the channel resistance of word driver PMOS transistor which can be determined by,

Kf

R_, =
{ 7y
b Bp ( gs ' !

) (2.17)
P

Where K, is the resistivity factor which depends upon the region of operation of the
transistor.
C 40 18 the driver drain output self capacitance which is given in equation (2.8).
R, resistance of each word line segment which can be determined by,
Ry =r, Ny, (2.18)

Where r, is the resistance per square of the word line metal/poly and N, is the number of

squares of the word line for each cell segment which can be determined as,
Ny, =LV, (2.19)
Where L. W, are length and width of cach word segment under a cell,
Cy). C,o .., C, ,are the capacitances of word segments.

The capacitunce of each segment of the word line except the first and last node
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capacitance is equal, i.e.,
Cw=Cu1=Cy2= ... = Cypn1=2 GG
Chp=Cin= Cy+Cif2=C,/2.. (2.20)

Where C,,, C; and Cyy are determined in Section-2.1.1.

g’
Now, putting equation (2.20) into equation (2.16) we have,

78

n
do = p([Cd0+'1deCw+ (1+2+3+..+mR C +5R C, (2.21)

Which follows to,

nin+2)
+"decw+ ———2——RWCW (2.22)

AN
Td() - R[)d Cd 0

where n is the number of columns or number of cells connected locally per word line.

The ramp input dependent delay 77 4, derived in {17] can be extended as,

1%
or b t
ru’n - ((,) (l +°\/d1)1 (2.23)

Where tis the input rise/fall time.
V, is the transistor threshold voltage.
V44 1s the power supply voltage.

Now, equating equation (2.14), (2.22) & (2.23) into equation (2.13) we have,

nin+2) v

Tu.! = I‘um( dtn+Rp!C +”deC %R C + ( )(1 +2'V‘d—ld)r (224)

We will use equation (2.24) as an absolute measure of word delay. The results
obtained from equation (2.24) are fitted using regression analysis with actual SPICE
simulation results i order to derive an appropriate and generalized simple model which is
given by equation (5.15) in Chapter 5. Fig. 2.2.2(c) depicts a comparison of our analytical

(fitted) and SPICE simulation results for different word line loading as a function of word
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driver size. The model can be used to predict an approximate size of the driver according
to design requirements or goals. It is verified that the average error rate between our

analytical result and the SPICE simulation lies within 10%.

4‘5 L4 R L3 ¥ L}
4= -
: SPICE (%, 0, X)
é Analy‘ical (‘v ' ) ‘-)
35k J
3 X
25} ‘ 1
=6

N
¥

Word delay,ns

0 100 200 300 400 560 600
Word driver PMOS transistor width, Wp in micron

Fig. 2.2.2(c) Comparison of analytical and SPICE simulation

results for different word sizes
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2.3 Precharge Delay Analysis
Our Power Down Y-controlled PMOS(PDY CP) bit line precharge circuit is depicted
in Fig. 1.14 (inside box). The precharge circuit is modeled according to Elmore’s delay
model as shown in Fig. 2.3(a).The total precharge delay in a bit line can be determined as,
Tprech = Tg+ Tpg+ T[,, + T pu +T,a,,,',,,- (2.25)
Where Ty, s the total precharge delay.
T, 4 is the column driver delay

T 418 the delay due to power down circuit to push node x to V..

‘/;(

T s the delay due 1o precharge transistor Pp,j or Ppo.

T py 18 the detay due 1o bit line loading.

T, ampn 1 the debay due 1o ramp input.

The defay due to the column driver T, ; can be determined as,
T..=R 4Cy (2.26)
Whete R, jis the column driver P/AN MOS transistor resistance.
(g is the column driver and load output capacitance.

In our design the column driver plays a very importiant role. It is used for dual
purpose: column and precharge selection. According to our implementation when the
column is selected 10 READ or WRITE the precharge is deselected automatically. The
output capicitanee ot the column driver C;; consists of driver self capacitance and the
precharge gate capacitance which can be determined as,

Crr= Canan * Cd!>.'dp +2C Cgml (2.27)

Lo
Where g & Cigp g tre the drain o bulk capacitance of the column driver N & P

transistors respectively.

€y, Iy the column select tansistor gate capacitance.
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C.,.7 is the precharge select transistor 7,7 gate capacitance.
gtnl I g nl & p

The power down precharge control circuit delay can be determined as,

n(n+1l)

Tpd = Rncl() + °—'§——‘prpr + (Rm + Rlnl) Cx (2.28)

Where Ry, is the channel resistance of the bottom most NMOS transistor 7, which is

controlled by the address transition detection (ATD) signal.
Ru; is the channel resistance of the transistor T as in Fig. 1.14.

Cyq is the capacitance at node 70 in Fig. 1.14 where all middle NMOS transistors

are interconnected.

n is the number of columns which is equal to the number of precharge circuits.
R, 1s the resistance per segment of precharge interconnect.

Cyp I8 the capacitance per segment of precharge interconnect.

¢y 1s the capacitance at node x (called precharge node) in Fig. 1.14.

Croand Cy can be determined as,

Cro=nCyppns + Capyp +1 C;
Cyv=2Cur + Chpny + Cabipi (2.29)

Where nis the number of columns which is equal to the number of precharge circuits.

Cypni 18 the source-bulk capacitance of transistor T,; as in Fig. 1.14, assume T,,;,

Tya. ... Ty, are equivalent transistors.
Cpn 18 the drain-bulk resistance of transistor T, as in Fig. 1.14.

Cp 18 the power down circuit interconnect capacitance which is assumed to be

equivalent to the word line interconnect capacitance as given by equation (2.3).
Capeng 18 the drain-bulk capacitance of ansistor T,y as in Fig. 1.14.

C ey 18 the drain-bulk capacitance of transistor Ty asin Fig. 1.14,
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Cgpr 1s the gate capacitance of a precharge PMOS transistor (Tppp or Tpap) as in

Fig. 1.14.
The delay due to each precharge transistor Ty can be determined as,
Tyr = Rpr (Coz +m Cyy) (2.30)
Where R),, is the resistance of the precharge transistor.
m is the number of rows or cells connected per bit line.
Cj is the bit line capacitance per segment which is given by equation (2.9).

Cpz is the capacitance at node 03 (Fig. 2.3(a)) of the bit line where the precharge

transistor drain is connected. Cp3 can be determined as,
Cos = thpr + Cdb('.sp + Cot sn
=Koy [CIy Wy Ly + 2CISW, (W), + L) +
ClpWesp La+ 2 CISW, (Weyy + L) +
Cly Wy Ly+ 2CISW, (W, + L y)]. (2.31)
Where Cypy,y is the drain-bulk capucitance of the bit line precharge transistor T,y as in

Fig. 1.14.
Cube sp 18 the drain-bulk capacitance of the column select P transistor.
Cup sn 18 the drain-bulk capacitance of the column select N transistor.

Koy Cly. CJ,

, CISW . CISW), are as defined in Section 2.1.2.
The Elmore delay model of the bit line is depicted in Fig. 2.3(a). The capacitance
contribution in the bit line is mainly due 10 bit line distributed capacitance and the access

transistor source-bulk or drain-bulk capacitance.

Now, Ty, can be determined as,

m(m+ 1) .
= ——————RbC

bit 2] (2.32)

by
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Where m1s the number of cells connected to the bit line.

Ry, is the resistance per square of bit line segment for each cell which can be

determined as,
Rp=ry Ny, (2.33)
where ry, is the resistance per square of the bit line.
N,y is the number of squares in a bit segment (cell height).
(', is the capacitance per bit segment which is given by equation (2.9).
The ramp input dependent delay T, is defined as in equation (2.23).
Cap~ Cyp-. Cypere. are defined in appendix-A.

Our mathematical modeling results, which is fitted with SPICE simulation results
for precharge delay, is depicted in Fig. 2.3(b). Also, a comparison between the analytical
result & SPICE simulation 1s obtained which is shown in Fig. 2.3(c). Ir can be inferred that
our simple Elmore delay model induces a very good approximation with less than 10%
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Fig. 2.3(d) Comparison of analytical and SPICE simulation results for precharge delay.
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2.4 Sensing Delay

Assume a read-1 situation in which the *bit’ line in Fig.1.16(a) will be pushed down
towards V and thereby turn Sense amplifier N transistor Ng,9 OFF. So, the sensing speed
will depend upon the rate of change of the precharge discharge voltage, the switching

characteristics of sense current transistor, Ngpc,and the gain of the sense amplifier. In the

resulting situation transistors Pypy, Pgpg, Nep1, Nene will be ON and Ngpp will be OFF. The

Elmore delay model for read operation is depicted in Fig. 2.4(a) and 2.4(b) to read an ‘1’

and ‘0’ respectively.

The total sensing delay can be determined s,

7 =lye+ Tprcch + Thus + Tpir + Tacett + Toa + Top (2.34)

'\("1.\('
where Ty, is the decoding system delay.
Tprecn is the Precharge delay.
Ty, 1s the data bus delay.
T}, 1s the bitline delay.
T, e 1s the cell access delay.
7., is the sense amplifier delay.
T, is the output bufter delay.

The decoding system delay consists of predecoder, decoder and word driver delay.
Since the word driver is the one which drives the whole load in the word line then in our
analysis, we will give special emphasis 1o the word driver delay and consider predecoder
and decoder as a fixed time slice.

The word driver delay T4 and the precharge delay Tprech are referred to Section-
TN

2222, and 2.3 respectively. The data bus delay Ty, mainly depends upon the bus

capacitances. The bus capacitance C,,,; consists of column select T-gate drain-bulk
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capacitance, sense amplifier gate capacitance and data bus interconnect capacitance.
The data bus delay can be determined as,

nin+1)

Tbu.\ = 2 Rhusc‘bu.v * "Rhus (zcdbn'pp + Cg n.\’) (2.35)

Where nis the number of columns connected to the word line.

Ry, is the data bus interconnect resistance per segment, assuming there are n

segments.
C) 18 the data bus capacitance per segment.

Capu pp 1s the drain-bulk capacitance of the write 'T-gawe vansistor connected to the

data bus.
Cpns 18 the gate capacitance(s) of the sense amplifier(s) transistor(s) connected to
the data bus.
The data bus interconnect resistance Ky, per bus segment can be determined as,
Rps = TV buy (2.30)
where ry,, is the resistance per square of data bus interconnect.

Np,s is the number of squares per bus segment, assume there are n (number of

columns) bus segments.
The data bus capacitance Cp,, can be determined as,
Couns=Cubesn + Cdl)c.\p + Cipuy (2.37)
Where Cypesn Cunesp tre column seleet N & P transistor drain-bulk capacitance
respectively and Cyy, is the data bus interconnect capacitance per segment.
The bit line delay Ty, for sensing case can be determined as,

mm+1)

eqes
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Where e is the number of bit line segments or cells per bit line.
R eqcs 15 the column select T-gate equivalent resistance.
Cpy1s the capacitance at node 03 of the bit line as in Fig. 2.4(a).

Iy, and C}, are the resistance and capacitance of the bit line which are given in

Section-2.3.
The cell access delay can be determined as,
7‘(“ el = (m Ry, + Rt'q( R, Cy+ R[)C C.t;. (2.39)
Where m Ry K eteare defined as above.
R, 18 the resistance of the cell access transistor.
R, is the tesistance of the cell PMOS ransistor,
("4 1 the capacitance of node 4 (cell stage node) as shown in Fig.2.4(a).

Cs v the capacitance of node 5 (complimentary storage node) as shown in

Fig 2.4¢0).
The sense amplifier delay 7, can be determined as, (refer to Fig.2.4(a) & 2.4(b)),
T =T+ T (240)
Where 7,4 1s the signal delay to enable the sense amplifier.
T, 1~ the sense amplifier delay to sense an ‘17 ora *0’.
The sense select signal delay T, can be determined as,
ToermRyin Cozp + (anp '*’R(‘.\p) Crel- (241)
Whete Ry, is the resistance of the read-write control driver NMOS transistor.

R, is the resistance of the read-write PMOS transistor of the R/W-CS control-2

NOR gate.

R, \p is the resistance of the chip select PMOS transistor of the R/W-CS control-2




NOR gate.

Cazy and Cjy,p are the capacitances at node 237 and 7607 as in Fig. 2.4 or 2.4(b),

these are given in appendix-A.

The Elmore delay model for sensing “17 s depicted in Fig. 240, So, Ty can be

determined as,

T.\I = (Rns"'l‘,n\r*’Rp.\)C‘IJ+I‘)p.\ (‘15 +l‘)n.u ('Ir; (

ro
4a
to
~

Where R, is the sense current transistor resistance.
R, is the sense NMOS trarsistor resistance.

R, is the sense PNIOS transistor resistance.

[),\
Cyy. Cy5. Cjp are capacitances at node 4. 15 and 1o respectively as in Fig. 2.4,

those capacitive parameters are defined in appendin-A

To sense a O, ransistors Ny & Ny will be ON and Py Popa & Ny wall be OFF The
Elmore delay model for this situation is depicted in Fig.2.4(b). In this situation, the sense

amplifier delay, T, can be determined as,
T = Ry R, )C s + R, Cyy (243)
The output buffer delay, 7, can be determined as,
Read-1 (According to Fig.2.4(a)):
Tovi = Ropni C171+ Ropm2 Ciso + Ruppz Caor + RapptRappa)Cany - (249)
Read-0 (According 10 Fig.2.4(b)),
Tovo = Romnt Ci71 + Ropp2 Crso + Ropms C200 + (Ropns+Ropni)C20 (245)

Where resistances and capacitunces are depicted in Fig.2.4(a) & 2.4(b), the expressions

are given in appendix-A. Also Cyp-, Cip-, Cy tle. are defined in appendix-A.l.

Fig.2.4(c) and 2.4(d) shows a comparative analysis of our fitted mathematical modeling

results with SPICE simulation. It can be inferred that our simple RC model of a SRAM
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Sensing-0 delay,ns

circuit induces an excellent source of estimating access time which confirm with SPICE

simulation results with  very little error (less than 10%).
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Fig. 2.4(c) Read-0: Comparison of analytical and SPICE simulation results.
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2.5 Write Access Delay
The signal delay path with equivalent RC modeling using the EImore delay model to
write an ‘17 and a ‘0" is shown in Fig.2.5(a) and Fig.2.5(b) respectively. The write signal
delay consists of the write amplifier delay, data bus delay, bit line delay and cell access
delay.
According to Elmore’s delay model the write access signal delay T,,;, can e
written as following:
Tyorye = Ty a il Ty u-orr + Ta_h()/l' (2.46)
Where Tiu 01 is the write amplifier & data bus delay.
Tyt o 1 the write path bit line delay
T g isthe Cell access delay.
According 10 Fig.2.5(a) the write amplifier and data bus delay to write an ‘1’ Twu_]

can be determined as,

Twu_l = 7'\\'/)1_1 + Twh.'.’_l + Twpa.\_l + Tryees (247)
Where T g, is wiite buffer-1 delay to write-1 which can be written as,

Twh 1= Ry Cay. (2.48)
T, p> 1 is the write buffer-2 delay to write-1 which can be written as,

T2 1=Rpp2 Cr20. (2.49)
'I‘“.I,‘,'\' 7 is the write T-gate delay which can be written as,

T“'/"l‘[_l:(R/’b:'+RU‘]“7’”-‘)C12' (2.50)
T, , is the read/write, Chip select gate delay which can be written as,

Thwes = I“)/mv CL‘J}'HRprw'*’Rms)Cl7 +Rrean Cr70- (2.51)

Also, according to Fig.2.5(b) the write amplifier and data bus delay to write a ‘0’
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T,y can be determined as,

Tu u_t) = Tnb]__() + T\\[}I’_l) + T\s[u.\_() + Trm‘.\ (2.52)
Where TW,,]_(; 1s the write bufter-1 delay to write-0 which can be written as,

wal_(): prl Cay. (2.53)
Tb2 0 1s the write buffer-2 delay to write-() which can be written as,

T2 0= Rup2 Cr20- (2.54)
Ty pas_o 18 the write T-gate delay to write-0 which can be written as,

Tupu\_() = (Rnb?'*'[‘)cqum) Cpa. (2.55)

The Elmore write path bit line delay model depicted in Fig. 2.5(a) & 2.5(b) which

can be determined as following:

wati 1 - {pr'_’ * (chwpu.\ +ch(‘.\/m‘\) } ("()3 *m {Rph?_ * (R('.]wpu.\ ! R('qr.\/nn) b ('h
m(m+1)
: 9
R RO 250}
7wbii 0~ {RnhZ * (chwp(u +ch( .\/m.\) }C().} o {anb’l * (chwpus ! Reqr.\pu.\’ b b
m(m+1)
t———K,C, (2.57)

'

Where Twh[t_l and 7, ;..o 1s the bit line delay due to write an ‘17 and a ‘07 respectively.
R 2 is the resistance of the write driver-2 PMOS transistor.
R,;,7 1s the resistance of the write driver-2 NMOS transistor.
Regupas 18 the equivalent resistance of the write T-gate transistors.
R qespay 1s the equivalent resistance of the column select T-gae transistors.

Ry, Cppand Cps are as defined in Section-2.4.
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s the number of cells connected per bit line or number of bit line segments.

‘The cell access delay for writing T, ; and T, , for writing ‘17 and ‘0" respectively

can be determined as,
Tu 1= (Rpb2 +Regupas + Regespas + m Ry + Rua)Ca+ Rpgz Cs.
Ta 0= (Rub2 +Requpas + Regespas + m Ry + Rpa)Cq + Rp2 Cs.
Where R o, Rupz. Regu pase Regespasims Rp 18 defined as above.
R, is the resistance of the cell access transistor.
R, is the resistance of the cell driver NMOS transistor.
R, is the resistance of the cell PMOS wransistor.
Cyand Cy are as detined in Section 2.4,
Also, according to Fig.2.5ta) and 2.5(b) it can be written,
o= Cdb/mhl + Cpmwni + C.\hwnpu.\ + thwppm'*' Cgpwb.? + anwb.?
Ciog = th/m p2 * Cpnup2 + C.\[mnpu.\ + C.shwp/ms
Cr2= Capwnpas ¥ Cdbwppas * ans + Csbcsnpas'*‘Csbcsppas'*’” Cbus
Cogr = Cipryp + Cibesp
Ci7= thv.\p + Caprwn + Clpesn + Cgredp "'Cgrudn +2 ngnpas'
Coz = C«!In'.\np.l.\ +C(l/n‘.\ppu.\‘ + thprp + Cipl2.
Cy=Cs=Cpmpa + Cd/n'p + Cihend + Cgrp + Cgcnd-

Cap-r Cyp~r €

g~ €lC. are given in appendix-A.

(2.58)

(2.59)

(2.60)
(261)
(2.62)
(2.63)
(2.64)
(2.65)

(2.606)

Fig.4.1(¢) shows our mathematical modeling result for write access delay and area

delay square product (AT= of write amplifier) as a function of write buffer size with

B=WyW, = 3us parameter,
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Fig. 2.5(c) Write-1 access delay & AT? as a function of write buffer size.
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Chapter 3
Area Model of SRAM

3.0SRAM Area

The SRAM cell array occupies at least 50% of the whole chip area. The next major

arca contribution is due to the X-Y decoding system. The total area of the SRAM consists

of cell o array, an x-y decoder system, read & write amplifiers and other peripheral

circuits.

Therefore, the wea of the whole SRAM structure Ag can be written as,

Ay = Z Acetliip YAcat Ara Bsa™ )Y Apei T Apcbus
i=1lmj=1n Jj=Ln
+2 > Asi*Niop
j=tn

Where A gy 4, 18 the area of cach SRAM cell.,

A, g 1s the total area of column decoder including column driver.

Ay is the total area of the row decoder including row drivers.
A, is the areq of sense amplifiers.

A, 1s the area of each precharge circuit.

Ped
Apcbus 18 the areacof the data bus precharge circuit.
Ay is the area of each column select T-gate.

Ayap is the area of 1O and other peripheral circuits.

In our present analysis we assume in general,

[.‘1: L“{”=L~‘":L'~IP:L-‘/" and L = Ln = L[)

(3.1)

(3.2)



Where  Ljis the diffusion length of N or P transistor.
L 4, 1s the length of the drain diffusion region of a NMOS transistor.
Ly, is the length of the source diffusion region of a NMOS transistor.
L 4p is the length of the drain diffusion region of a PMOS wansistor.
Ly, is the length of the source diffusion region of a PMOS wransistor.
L is the channel length of any N or P transistor.
Ly and L, are the channel lengths of any N and P transistor respectively.

3.1 SRAM Cell Area

The 6T SRAM cell consists of two cross coupled inverters and two access pass-

transistors. Therefore, the area of the cell can be approximated to,

Acelltry) = 2 (Agccess + Aimy) (3.3)
Where A, .55 18 the area of cell access transistor.
Ajpy 18 the area of a cell inverter.
The top view of the cell access transistors to determine their arca is shown n Fig,
3.1(a). The area of each cell access transistor A ..., can be determined as,

A =W,,L

/
dACeess naldn H

g

Lll + ‘vll(l L (34)

sn-
Where W, and L, are the channel width and length of the NMOS cell access transistor.
L., is the length of the drain diffusion region of the NMOS cell access transistor.

Ly is the length of the source diffusion region of the NMOS cell access transistor.

Using equation (3.2), equation (3.4) becomes,

Auccess =2 WogLg + Wog Ly = W, L(1 +2 LyIL,). (3.5)
Assume, hy=1+2 L L, (3.0,
Therefore,  Ayrcess = 2] Woa Ly (3.7)
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The top view of the physical representation of the cell cross-coupled inverter is
shown in Fig. 3.1(b). As given in equation (3.2), we assume equal source and drain
diffusion length and width for the same wransistor. Therefore, the area of each cell inverter

A;yy can be determined as,
Ainv= ndLn'*'Z Wndl"d+ Wpr+2WpLd' (38)

Where W4, and L, are the channel width and length of a cell inverter NMOS drniver

transistor.

W), and L, are the channel width and length of a cell inverter PMOS pull-up

transistor.
L, is the diffusion length of N or P transistor’s.
Thus, from equation (3.6) & (3.8) we can write,
A= Wyq LT+ 2 Ly/L) + Wy L(142LyL) =M L (Wyg+ Wy,).  (3.9)
Using equation (3.7) & (3.9) in (3.3) we have,
Acellig= 2 X L (Wt Wy g+ W) (3.10)

We have for cell stability criterion ratios, r= Wyy/W,, and p= W, /W, therefore equation

(3.10) becomes,

= 2, W

A(‘ell(i,j)

1
nat (1 +r+2) (3.11)

According to noise margin and cell stability criterion the best value of r ranges from
210 3. The cell PMOS transistor width W, is considered to be minimum sized according to
technology and design rule. Assuming r as constant value which ensures the stability of
the cell, then the cell area according to equation (3.11) is linearly dependent on cell access
transistor width W, . An increase of cell access transistor width will increase the overall
cell area and accordingly increase the SRAM array area by an O(mn). Where m and n are

the number of rows and columns respectively.




3.2 Decoder Area

The total area of the column or row decoder depends upon the size of the cell array
per block, total number of blocks of cell array, the decoder hierarchy and the type of

circuits to be used. The total row or column decoder system area can be determined as,
Ag = ZAab+Agd+ZAsgd+ DAt YA (3.12)
where A, is the area of each address buffer.
Agq s the area of the global row or column decoder.
Asgq is the ared of each sub-global row or column decoder.
A,z is the area of each local row or column decoder.
A is the area of each row or column driver.

The estimation of A,g. Ageq, and Ayy 1s very straight forward and depends upon the
type of implementation. The expression for the area of the row or column driver A; will

be similar to that of equation (3.8).
3.3 Sense Amplifier Areca

The area of the sense amplifier depends upon the SRAM array size, sensing scheme
hierarchy, number of output bits and nature of circuit to be used. The following formula

can be used for total sense amplifier area estimation:
Apa=2"bAy, (3.13)
Where A, = total sense amplifier area.
p=0to h.
h is the number of sense hierarchy.
b is the number of bits.

A, is the area of each sense amplifier.
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Due to higher differential mode gain of the CMOS Current Mirror Amplifier we
choose it for the sensing scheme. The circuit diagram for a conventional Current Mirror
Sense Amplifier (CMSA) is shown in Fig. 1.16(a). The area Ag, of the CMSA can be

determined as,
Asa=2(Ag, +Agn)+Agy, (3.14)
Where Ay, is the area of a sense PMOS transistor Py or Pgpa.
Ayp is the area of a sense NMOS transistor Ngpp or Ngpo.
A,y is the area of a sense NMOS current transistor Ny
Equation (3.14) can further be written as,
Asa=200Wey Ly + 0y Wep L) + MW Ly
=ALyl2 (Wsp +We) + Wenel
Where A is defined as in equation (3.6).
Wy, is the width of the sense PMOS transistor.
W,,, is the width of the sense NMOS transistor.
W, is the width of the sense NMOS current transistor.

Since the sense PMOS & NMOS transistors are connected in series, to ensure equal
current the size of the PMOS transistor W, needs to be approximated as [ times of W,
Furthermore, since current from both series paths is sunk through the current NMOS

transistor, the W,, . can be approximated as twice that of W,. Therefore,
Ag=2 A W, L(B+2)=084W,, (3.15)
Where 83=2 A; L(B+2). (3.15.1)
3.4 Precharge circuit Area

Each bit line precharge circuit consists of two main PMOS precharge transistors and

a power down circuit. The area of the whole bit and bus line precharge circuit can be
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determined as,

Ape = 2 ApcitApeh (3.16)

Where A, ; is the area of each bit line precharge circuit with power down circuit.
Apcp is the area of the data bus precharge circuit.
Apcj can be determined as,
Apcj =2 Apr + Apap + Apdn + Apden- (3.17)
Where A, is the area of each main precharge PMOS transistor which can be written as,
Apr =Wy Ly+2 W, Ly=2 W, L, (3.18)

Where W, & L, are the width and length of the precharge PMOS transistor.

Apdp is the area of the power down PMOS transistor which can be wriden as,

Apdp =M Wpap L, (3.19)
Where W4, & L, are the width and length of the power down PMOS transistor.
Apan 1s the area of the power down NMOS transistor which can be written as,
Apdn = Ay ddn Ln- (3.20)
Where Wy, & L, are the width and length of the power down NMOS transistor.
Apdcn 1s the area of the power down control NMOS transistor which can be writien as,
pd(n AW, dm (3.21)
Where W4 & L, are the width and length of the power down control NMOS transistor,
Apcp, the area of the data bus precharge circuit can be determined from equation (3.18) as,

Apcb=3A =3 7\.1 (3.22)

pep L
3.5 Column select T-gate Arca

The column selection mechanism is done by using some type of column switch such
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as a transmission gate. The area of all the column select T-gates A, is very simple which

can be determined as,

Acstg =2 _ Acsj (3.23)
J=1n

Where A; is the area of a column select T-gate which is given by,

Acsj=Acsn + Acyp (3.24)
Where A, & A, ere the area of an NMOS & PMOS column select transistor
respectively.
Assume, L=Ly=L,, B=W /W and 2= 1+ L,/L.

Where W, and W, are the channel width of the column select P & N transistor

respectively.
L, and L, are the channel lengths of P & N transistor respectively.
Therefore, equation (3.24) can be writen as,
A= hg Wey LT+ B). (3.25)
3.6 1/0 peripheral Area

The 1/O peripheral circuit may include a write amplifier (write buffers & T-gate), a
Read/Write-Chip select- NOR gate, a Read/Write enable/disable buffer and Qutput drivers

which are depicted in Fig.3.6.
The total /O peripheral area A, can be determined as,
‘ ‘mp = Apr + Az + 2 An'pa.\‘ + Apges + Apweds + D Agp (3.26)
Where b is the number of output bit(s).
A,py is the write buffer-1 area as in Fig. 3.6 which can be written as,
Avbr =M LWy + Wopp). (3.27)

where W, and W, are the channel widths of buffer-1 N & P transistors

8Y
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respectively.
A; is as defined by equation (3.6).
L is the channel length of any N or P transistor.
A,.p2 1s the write buffer-2 area as in Fig. 3.6 which can be written as,
Awp2= Ay L (Wya + Wya). (3.28)

where Wy,» and W5 are the channel widths of buffer-2 N & P transistors

respectively. A; is as defined by equation (3.6).
L 1s the channel length of any N or P transistor.

Ayipas 18 the write T-gate area (In_TG1 or In_TG2) as in Fig. 3.6. Assuming equal

sized N & P transistors it can be written as,
Avpas= 2} Wiepas L. (3.29)
Where W, is the channel width of write T-gate P or N tiansistor.
A; is as defined by equation (3.6).
L is the channel length of any N or P transistor.

Apyo 18 the read/write-chip select NOR gate area as in Fig. 3.6 which can be

written as,
Arwes = 7‘1 L (Wrwp + W + Wf.sc[/) + Weseln)- (3.30)

Where W, & W, are the channel widths of the read/ write P & N

transistor respectively.

Weselp &8 Wegepy are the channel widths of the chip select P & N

transistors respectively.
A is as defined by equation (3.6).

L is the channel length of any N or P transistor.
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Apwedp 1S the read/write enable disable buffer area as in Fig. 3.6 which can be

written as,
AFWCEdb = )"1 L (Wrwedp + Wrwgdn)- (3.31)
Where Wiyeqp & Wiyedy are the channel widths of the read/ write enable/

disable P & N transistors respectively.
A, is as defined by equation (3.6).
L is the channel length of any N or P transistor.
Agp IS the output buffer area as in Fig. 3.6 which can be written as,
Aop = A L (Wopns + Woppr +Wopnz +Woppz + Wopn3
+ Wopp3 + Wobng + Wobp4)- (3.32)
Where Wobnl, Wobpl, etc. are the widths of the output driver N & P

transistors respectively. A} and L are as defined above.
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RWCS_NOR_1
-~ 23 154~
- ¥ 7 17 DRW o B .173 « 6 ]
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237
61
Sense_Amp
~% Y
Out_Driver

Fig. 3.6 1/O peripheral circuits of a SRAM.
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Chapter 4
Power Consumption in SRAM

4.0 Introduction

The power consumption in SRAM depends upon the tvpe of cell (4T/6T), the array
size, the type of precharge scheme and other peripheral circuits. In this Chapter, we
compare power consumption in SRAM using PDYCP precharge and YCL precharge in

terms of mathematical models and SPICE simulations.
There may be two types of power consumption in SRAM:
1. Standby or static power.
2. Active or dynamic power (read or write).
4.1 Standby power

Assume that any cell contains either a 0 or an 1. The total static power dissipation in
the SRAM matrix will be sum of the static power for the whole array and other peripheral

circuits. Therefore, P,,,,;, can be determined as,

Psatic = : 2 Ii,jx Vdd+Pperi (4.1
i=lmgj=1n

Where m and n are the number of rows and columns respectively.
I3, 1s the leakage current of each cell.
P per, 1$ the power dissipation in other peripheral circuits.
4.2 Read power

The read operation in general begins with the precharge cycle. Ina Y-controlled

PMOS bit line load (YCL) or conventional precharge technique all the columns are
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precharged high. So, there is dynamic power dissipation during precharge. Now, whe  he
cell is selected to read, all the other bit lines of unselected cells still remain in the
precharge mode. Thus, the dynamic power dissipation in the cell array with a precharge

circuit can be estimated as follows:

n—17
PacpreL) = ZIP(1,>1(’)‘I’+ 2 JPdpJ(t)dr+
j=10
n TI‘(.
Z .[Pdc(kj) (r)dr (4.2)
U

Where 1 is the total number of columns.
P4y (1) is the precharge power in any column j for j=1 to n.
P g4y (1) is the power dissipation of the cell to be read and the other cells in the
same row &,
A 15 any column number and k=1 1o »m where m is the total number of rows
I is the precharge time.
T,, isthe READ cycle time.
Also, Py, (0= Vg L) and P e n=Vaal g (1)
where V718 the power supply voltage.
1 (1}is the current tlowing in j th column.

1, ) is the current flowing in any cell &, /.
thy) s y J

Power down YCL PMOS (PDYCP) circuit dynamic READ power:

Since all the other columns during actual read time avoid precharging with our

power down arrangement then, there will be no D.C. power consumpticn in those columns
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as happens in the case of YCL precharge. Therefore, the third term in equation (4.2) will
be reduced by (n-1)Pye;. j, and the second term can be fully left. although there will be
negligible power dissipation in the power down PMOS transistor because the size of the

transistor is considered to be minimum according to technology and the design rule.

Now, in our case, the above expression (4.2) can be re-written as follows:

n tp Trc
PacppoYCP) = 1f”dpj(’)"“’ J Pacoy (43)
J=10 !
P

4.3 Write power

In a YCL or conventional SRAM during a write operation the column which is
selected for write will have write power dissipation and rest of the coiumns will suffer
from precharge power dissipation. ‘The total dynamic WRITE cycle power dissipation
Py (ycr; for a conventional YCL precharge scheme can be determined as,

T
n-1" wc¢

P(I'W(}'CL) = P(IW([,]) + _21 J Pdpj(’)d’ (4.4)
J=1 0

Where Py, ;) is the write power dissipation in the column under read.
Pgp (1) s the precharge power dissipation in any column unselected to write.
i and j are any row and column respectively.

Power down YCL PMOS (PDYCP)

In our power down YCL precharge scheme the unselected columns are not
precharged. rherefore, there will be no unwanted precharge power dissipation during a
write operation. So, in this case there will be an excellent amount of power saving using
the PDYCP scheme. Thus. equation (4.4) becomes,

Pawrpyer, = Pawij (4.5

94




4.4 Standby mode power dissipation

For a YCL or conventional precharged SRAM, the standby power consists of static
power, Pg in the cell array and other peripheral circuits plus the power dissipation, Py,

(1), due to continuous bit line precharges So, we can write in general,

n
P sundby = Z f j(1)dt (4.6)
=10

Where T, is the standby cycle time.

Since our PDYCP circuit avoids unnecessary precharge of the columns, the power
consumption will be static power, Py, in the cell array and other peripheral circuits plus
power dissipation, Py, by the power down PMOS rwransistor. Therefore, in our case

equation (4.6) becomes,

P =Ps+n Py (4.7)

standhy
Results:

In the above sections we mathematically proved that our PDYCP precharge circuit

results in a significant reduction of power dissipation in any mode of operation of SRAM.

Fig.4.4(a) and (b) shows our SPICE simulation results for read and write operations
using YCL (Fig. 1.13) und PDYCP (Fig. 1.14) circuits. Moreover, Fig. 4.4(c) shows a
comparison of YCL and PDYCP precharge SPICE simulation results for average power
dissipation of a cycle (0-150ns) of consecutive read-write operations (0-30ns: read cell 11,
30-60as: write cell 12, 60-90ns: read cell 12, 90-120ns: write cell 11, 120-150ns: write
cell 12) in two cells of different columns. It can be concluded that our PDYCP circuit
works as an excellent source of power reduction which is less than 50% of the

conventional one.
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Chapter 5
SRAM Design Optimization

5.1 Introduction

In general, the optimization problem in VLSI design deals with the objective
functions such as area, delay and power. The problem can be viewed from two different
aspects such as, unconstrained and constrained based optimization. In unconstrained
based optimization, minimization of one, for example, area/power maximizes the other,
for example, the delay. Since, the unconstrained based optimization is insufficient so it is
necessary to use constrained based optimization in order to have a better trade-off between
the factors. Therefore, we emphasize on the constrained based optimization in our work.
The details of analysis for the optimized design of some circuits in a SRAM are presented

in appendix B.

The key approach to constrained based optimality are Khun-Tucker Equations which

is explained in the following Section.
5.2 Kuhn-Tucker Equations

The general optimization problem can be formulated as follows:

minimize fx)

such that 8;x) <0, I1<igsm. (5.1)

A region R (region of acceptability) is defined as,

R= {xlgi(x)so,lsism} (5.2)

The optimal solution of (5.1) as depicted in [31] is given by KT’s necessary and

sufficient condition theorem as follows:
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KT’s Necessity Theorem: If fand g; are differentiable at x" and for any z, zT(Sgi(x*)ISx)
< 0 for all i where gi(x*) = 0, where z is an element of x pointing into R from x" and 27 is
the transpose of z, then the necessary conditions that x" be a local minimum of (5.1) is that

. * .
there exist A; , 1 £i<m, such that,

g,-(x*) <0
7\.[‘ gi(x*) =0 7&.,'* 20 (53)
and,
Sy ™M x8g x)
st Y li éx = 0. (5.4)

Where 7&,-* are called the Lagrange multipliers.

If the problem is 4 so-called convex programming problem, that is f{x) and g;(x), I <

i <m are convex functions, then the KT conditions are both necessary and sufficient.

KT sufficiency Theorem: If f and g; are convex and continuously differentiable, then a
sufficient condition that x* is a global minimum of (5.1) is that there exist multipliers A;

such that the KT equations are satisfied.
5.3 Sizing and Optimization of area, delay, and Power in Logic Blocks

The signal delay, T4, through a logic gate can be written in terms of Elmore’s delay

model as follows:

T,=3YRC (5.5)

The minimum delay can be obtained by differentiating Eq. (5.5) with respect to transistor

size W. i.e.,

dT
d
i 0 (5.6)

Eq. (5.6) can be solved for W(T ,,n)- The delay obtained in the above case is not
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practical, because when the delay time approaches towards minimum, the silicon area of
the gate increases rapidly. It is observed that for a 10% improvement in speed at minimum
delay, area increases by twice more. So, it is reasonable to set a design goal to reach the

optimum with a trade-off between speed, area & power.

Now, to solve our goal directed optimization, assume T is the design delay goal for
the circuit under optimization. The area of a transistor is a function of width which can be

written as,

A= faW) (.7

Where O is a technology dependent parameter and W, is the width of the transistor.

Now, it is necessary to find the optimized transistor sizes that will satisfy the

following optimization criterion:

() D=Ty-Ty <=0 (5.8)
Equation (5.4) can be rewritten as follows whicii is known as Lagrange’s equation:
o) ﬁ)_‘}x..(ﬁf:o (5.9)
div  1dW o

where , A; = Lagrange multiplier(LM). The above criterion is used to obtain the
optimum size of the transistor in the circuit under optimization for a specific goal delay.
The facior A; is used as a slack variable in the optimization criterion which indicates how
far the design goal deviates from the minimum. The above described optimization
approach provides local optimum for each logic block.

For the Static RAM design, optimization for certain circuits such as a write amplifier,
and different T-gates switches are not very essential because their contribution in the chip
area is very minimal. In this case the optimum sizes of those circuit transistors are

assumed from our numerous SPICE simulation experience.
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5.3.1 Optimum Sizing Algorithm of Transistors in a SRAM

A heuristic approach is used as an initial guess of sizing the transistors in the entire
SRAM structure. Since, the heuristic approach does not guarantee the optimal solution so,
the optimization criteria described in Section-5.2 is used in the following steps to reach the
optimum. If for some of the circuits the initial heuristic transistor size satisfies the
approximate design goal then those blocks need not be considered for the second step. In
the second step the critical path transistor which mostly affects the design goal is selected

for optimization by fixing others from standard heuristic value or design data sheet.

The algorithm is straight forward. Its input is the SRAM design specification that is
invoked initially. In the second step the design goal of each logic block is set accordingly.
In the next step the heuristic initial sizing of all the transistors in the specified SRAM is
done as a preliminary step of sizing. Then the major sizing step continues to meet the
design goal and optimization criteria. As a bench mark of sizing of the transistor the width
cf the critical transistor (say, word driver) in the delay path is calculated for minimum
delay with dT/dw=0 for A =0. Next, an initial guess of A is set (say, MW ,;p)), then, a
binary search is used to calculate the best value of A to meet the optimized design goal. The

same process is repeated for the other logic blocks.

Before stating the algorithm let us define the following:
[ 1s the number of iteration.
J 1s the number of circuits under optimization.
k 1s the number of transistors to be sized in the j th circuit block.
T/ gmin is the minimum delay of circuit j in i th iteration.
WJL(Tj dmin) 18 the width of & th transistor in circuit j for Tjdmi,,_
T';is the delay obtained for j th circuit block for any lamda.

T’ is the goal delay for j th block.
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A is the Lagrange multiplier.
Apin and Apiax 2re minimum and maximum values of lamda respectively.
W is the width of the transistor.

W,in s the minimum width of the transistor according to design and

process rule.
M,j is the optimum value of lamda.

Wy 1s the optimum size of transistor & for circuit j.

T4, is the optimum delay for circuit j.
The optimization algorithm is given below:

Algorithm OPTIMUM
1) Get the design specification: SRAM array size 7, Goal delays 7
2) Propagate delay goal, Tjg for each circuit under optimization.
3) Use heuristics to size the entire structure.
4) For each circuit under optimization do the following:
a) Use the delay, area and optimization models of the circuit;
b) Assume A;= A, = 0;
¢) Calculate Wy(T i) and T gy i
If ng < Tjd,,,,-n then reassign Tjg and compare again. Else calculate Ay =A,,,,
for minimum transistor size W, ;.
d) Use binary search to reach the optimum;
Find D= T/;- T/, for each A;
Calculate Wiy, T4 for each A and compare D= T/ - 7,20
If T ;is within 10% range of Tjg then done.
Compute Ay, W, and Ty, as optimum,

5) Repeat step 4 for other circuits and generate all optimum values of A, W and T,
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5.4.1 Optimum Word Driver Design

The word decoding system contributes a significant amount of time slice in the
access delay. As mentioned before we are interested to have an optimized design of the
word driver. The major word decoding delay is due to the word line capacitance which
depends mostly on the number of cells connected to the word line. Therefore, the optimum
design of the word driver depends upon the word line capacitance, driving capability of

the driver and moreover on the design goal choice.

As in equation (2.5) the word driver input capacitance C;, can be rewritten as,

Cain= Cdi-1," %Wy (5.10)

Where we assume in equation (2.5), L=Ly, =Ly, LD, = LDg,= LDy, LDp= LD, = LDy,

and Cyp= Cyxy = Cyxp- Therefore we have,,,

Wp
B= W
n
L
1.n_ _dn
5] =1+2 2
L
dp
82 =1+ ZT
6]
and OLl =C0\L([_3 +82)
(5.11)
From equation (2.8) the word driver output capacitance C 4, can be written as,
Cho = a3Wp o (5.12)
where,
) ,
@y = Kogl (5) (C1 Ly, +2CISW,) +CJ Ly, +2CISH )| oo
, , , |
0y = 21\(,(1 (CISW L, + C.ISHPLdp) +3CM whe (5.14)
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Where, Ky, CIy, CT,. CISW,, CJISW, are as defined in Section 2.1.2,

It is observed from SPICE simulation that as the load changes the driving capability
of the driver changes in a nonlinear fashion. Since the Elmore’s delay model is very
simple and approximate therefore, in order to have the model more accurate and
comparable to SPICE it is required to add some fit constants in it. Assume a fixed SRAM
block, so the driving capability of the word driver will depend upon the size of the driver.
Thus. inserting fit cons ants in the places where the RC delay depends upon the size of the

driver transistors thereby we will have a fair approximate SPICE fit model.

Therefore, putting equation (5.10), (5.11) and (5.12) into equation (2.24) and also

adding the fit constants, we have,

‘/
n(n+2)
Twa = 6)[l+2 di] 2 RyyCypt b1R rztn(c(i(i-l)+al‘vﬂ)
Pp ) Pp
*”2W_‘“°”p+°‘3)+”b3w C - (5.15)
p r

where R,z in equation (2.24) is replaced by equation (A.1.9) in appendix-A.
Pp is defined by equations (A.1.10) in appendix-A.
Q, O, a3 are given by eq. (5.11), (513) and (5.14) respectively.

b;, by & bs are fit constant as a function of m (rows) or n (columns) and can be

defined as,

by=aj+nap + n? a13

by=ay;+nay + n a3

by3=ay+nazp + n? 433 (5.10)

Where by, by, and bz are fit constants obatined in the initial step of regression

between equation (5.15) and the respective word delays from the SPICE
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simulation.
n is the number of columns.

aj), )2, etc. are the fit constants obtained in the final step of regression analysis

between b's and n’s as in equation (5.16).
Details of the regression results are presented in Table B.1 in appendix - B.
Case-1: Delay without Area/Power constraint

The designer has the option of having the fastest possible word driver without caring
about the area or power consumption. Now, from equation (B. 4) of appendix B.1.1 we

have the word driver PMOS transistor size for minimum word delay,

b O, +bynp C
W ?.pp 3 3’Pp w

t =
ptn blaanin

(5.17)

Where W), is the channel width of the word driver PMOS transistor at minimum delay.
o and o3 are as defined by eq. (5.11) and (5.14) respectively.
b}, b» and by are fit constants as defined in eq. (5.16)

Case-2: Delay with area/power constraint

The optimum design of the word driver in terms of area, delay and power is highly
desirabte, The optimality criterion in equation (5.8) & (5.9) can be used to solve the

problem.

For CMOS circuit design, the area and power are linearly dependent. Therefore, we
assume that an optimum area will result in optimum power. The area of a word driver can

be written in terms of width as,

Ad =0y “.[’ (518)

where 1
o, = (L+2)+=

)
4 B(L+_L

dn’ (5.19)




Assume L = L, = L, = coustant for design rules.

From equation (B.8) of appendix B.1.1 we have the optimum size of the word driver

PMOS transistor,

P_(by0y+bynC )
W =Jp 23 3w (5.20)

po blalR“in*‘)\.u'a4

The optimum size of the driver NMOS transistor can be obtained as, Wio=Wpo ! B.

Since delay is a function of width, then, optimum delay can be obtained using the above

value of W, as,

Tvdo = (Wpo). (5.21)
Table-2 below shows our analyiical result for the optimized design of a word driver

under variable load conditions and the design goal.

O B B L I

8 0.514 91.85 0.68 17.76 1.28
16 0.609 118.19 0.73 34.61 (.572
32 0.7736 156.78 0.86 65.73 0.288
64 0.982 189.26 1.087 90.068 0.295
128 1.4038 321.11 1.58 132.01 0.299
256 2.3828 491.45 2.52 249.53 0.308

Table 2: Example of Optimized design of a word driver
under variable load conditions.
Where as in Table-2,
n =number of cells connected per word line.
Tvdm = Minimum word driver delay.

Wpun = Channel width of the word driver PMOS transistor for minimum delay.
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Twgo = Optimum word driver delay obtained.

W,y = Optimum channel width of the word driver PMOS transistor. Assume

optimum width of NMOS transistor to be W,,/B.

As shown in column 3 of table-2, the word driver size at minimum delay is very
large, which is quite impractical. Also, if n, the number of cells connected per word line is
increased more than 64, it is clear that both the word driver size and delay increases more
than twice as much as in the case of n=64. The solution to this problem may be to insert
multiple buffer stages in the row. But, it is observed that most of the high-performance and
high-density SRAM’s [1-7] are limited up to n=64. Instead of increasing n in a block the
total number of blocks and the number of rows connected per bit line (m) can be
increased. The effect of the increase of m will be observed in the following sections.
Finally, comparing column 2 with 4 and 3 with 5, it can be concluded that with a slight

increase in delay a significant amount of area or power can be saved.

5.4.2 Optimum Precharge Circuit Design

The precharge delay T}y, is depicted in equation (2.25). Here, Since, Trampir Ted
and Ty, are constant for a particular array size and are not a function of Wy, then we

assume,

=T .+ T i+T

Tk rampi” " ¢ bir (5.22)

Using equation (5.22), and adding fit constants into equation (2.25) it can be written as,
Toreen = Tit o Tpg+ 0paT ) (5.23)
Where by,; and by, are fit constants which are given by,

,
bpr=cpptmcpa+mie;

)
bp3=czl+m C22+M"Ca3 (5. 24)
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Where m is the number of rows.

Tpq and T}, are given in equation (2.28) and (2.30) respectively.

C11, €2, €13, €2, €22, €23 are regrassion fit constants as presented in Table B.2 in
appendix- B. 2

Equating the expression for C, from equation (2.29) into equation (2.28), which can
further be extended as follows:

n(n+1\R C o

Tha=RpnCi0*

26, W L +C C

+ Ry Ry 2% ox prip* Cabni * Cabpet’ (5.25)

Where, Cype =2 83 Co, Wy Ly Putting equation (2.31) into equation (2.30) which can also

further be extended as,

p
Pr ’ ,
T K C/ Wp Ld+2f\c‘1C.lSWp(W +L1)+me+C

P W P pre dbesp* Cdbesn (5:20
Case-1: Delay without arca/power constraint
As before, for minimum delay criteria we can write,
dD - dT[)d b d7pr () S
dW " Upldw_ dw,, p’dw (5.27)
pr
Then, putting Eq. (5.25) and (5.26) into (5.27) we have,
bpo 3 L (acisw )Ld+'"CI;+2CdI)m/)) +2b l(R 1“1)82 oxp /) =0 (5.28)

pr

Solving equation (5.28) for W, with W, .= Wy, for minimum delay and we have,

m
bp-,p PCISWL+ 5 Ch+ Crpesp) (5.29)

primy bp 1 62CoApL (Rm *R

tnl)

108



The above value of W), can be used to find the minimum value of T}, from equation

(5.24).

Case-2:Delay with area/power constraint

From equation (B.12) of appendix B. 1.2 we have the optimum precharge transistor

size,

b ,p 2CISW L ,+mC,+2C )
W - p2¥pr p-d b dbcsp (5.30)
nin

pro 2bp152C L(Rm+R 1)4»7\ d

oxp pr3

Where the precharge circuit area is given by equation (3.18) as, Aprz?q Wy Ly= O3 Wor
and, 3=} L),

A

pr 18 the Lagrange multiplier for the precharge circuit design.

Now, the optimum precharge delay would be, Tpyecniop)=f(Wpro)-

Table-3 below shows our analytical result for the optimized design of a precharge

circuit under variable load conditions and design goals.

nmn Tﬁr;z';/wt Wpr(Tﬁmchm) T:;gg Wﬁro Ao
8x8 0.347 146.39 0.523 17.28 1.386
16x16 0.376 161.61 0.66 18.18 1.148
32x32 0.49 208.93 0.761 40.58 0.734
64x64 0.575 24491 0.942 36.42 0.388
128x64 0.665 324.49 1.076 57.68 0.368
256x64 0.747 559.9 1.25 83.72 0.320
512x64 1.268 726.23 2.031 101.67 0.856

Table 3: Example of Optimized design of a precharge circuit

under variable load conditions.
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Where as in Table-3,

n, m = number of cells connected per word line and bit line respectively.
Tprechm = Minimum precharge delay.

WpriTprechmy = Channel width of the precharge PMOS transistor for minimum

delay.

Tprog = Optimum precharge delay obtained.

W pro = Optimum channel width of the precharge PMOS transistor.

As shown in table-3, the transistor sizes in column 3 are huge for the minimum delay
condition. Our optimization criteria is used to cause a significant reduction in area with
little increase in delay. The resulting delays and transistor sizes are shown in column 4 and

5 respectively for different SRAM cell arrays.

5.4.3 Optimum Sense Amplifier Design

The Sense Amplifier (SA) is the key circuit for a Static RAM to have a very fast
access speed. For small and medium density SRAMs the fastest possible circuit can be
selected without caring about the area of the sense amplifier; the contribution of which in
the overall chip area is not very significant. But for a high density SRAM, which might
need a multistage SA, it is required to have a design trade-off betvieen the objective

functions.
As in Section-2.4,the total access time in a SRAM can be rewritten as,
Tsense= Tuc * Tprcch + Tpig * Tacenn + Tob + Tous + Tspr + Toset (5.31)

Assuming all transistors except the sense amplifier are set from heuristics or from
design data sheets or optimization, as in previous sections, then Tye, Tprechs Toiv Tucell

&T,,in the above equation are independent of sense amplifier transistor sizes. Therefore,
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adding wie fit constants for the variable parts of equation (5.31), which are SA transistor

width dependent, we can write,

Tsense = Tsr b1 Tpus*bsnTs 1,0, * beaTsser (5.32)

Where by, by and b3 are sense fit constants, which are given by,
I ,=sp+n .s‘/2+112.5‘]3
bya=5p7+m S99 +m252 3
b3=53;+m 332+m2s33 (5.32.1)
Where n and m are the number of rows and columns respectively.

$11, 512, €1c. are sense regression constants as presented in Table B.3 of appendix

B.2.
Case-1: Delay without area/power constraint - Minimum delay

We have from equation (B. 29) of appendix B.1.3 the sense amplifier NMOS

transistor size for minimum delay as,

- 7 3
/ byaP,, (6K CISW, L+ 3K ((CISW L1+ 5(C oo+ Coppa))

W= (5.33)
snm 5]CorL (b.vl"Rbus+4bs3Rrwp)

Therefore, the minimum sensing delay can be obtained from equation (5.32) using (5.33)

iy,

rvvn.\('(min)z f(W‘mm ). (5.33.1)

Case-2: Delay with area/power constraint

The area of the sense amplifier is a function of the width of the SA transistors, which
is given by equation (3.15). Using the optimization criteria of equation (5.2), the optimum

SA transistor size as determined by equation (B.32) of »ppendix B.1.3 can be written as,
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1))
gobp? (5.34)

, 3

8,C L(bslanlls+4bs3R )+1564

17 ox rwp

Where W, is the optimum size of the SA NMOS transistor. The optimum size of the

other SA transistors can be obtained as described in Section-3.3.
p, is as defined by equation (A.1.10) in appendix-A.

9, is as defined by equation (5.11).

d41s as defined by equation (3.15).

n is the number of columns.

Ry, 1s the data bus resistance per segment.

A is the Lagrange multiplier for the SA circuit design.

Any other unknown variable in eq. (5.34) is referred in Section-2.4 & Appendix-

A.

Table-4 below shows our analytical result for the optimized design of a sense

amplifier under variable load conditions and design goals.

o | Tewen | Won | Tuo | Wao | g
ns 1] ns 1]

8x8 6.875 8.28 7.096 5.01 1.5
16x16 8.033 8.86 8.12 6.54 0.75
32x32 10.99 9.12 11.25 7.24 1.125
64x64 15.01 9.72 15.25 6.02 1.875
12864 21.48 17.52 21.57 15.48 0.375
256x64 2699 17.83 27.22 13.81 1.125
512x64 3243 17.91 32.58 14.5 0.75

Table 4: Example of the Optimized design of 4 sense amplifier
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Where as in Table - 4,
n= number of cells connected per word line.
m = number of cells connected per bit line.
Tsensem = Minimum sensing-0 delay.
W um = Channel width of the sense amplifier NMOS transistor for minimum delay.
Tyo = Optimum sensing delay obtained.

W;no = Optimum channel width of the sense amplifier NMOS transistor.
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Chapter 6

Design and Layout Implementation of a
SRAM

6.0 Example: Optimized SRAM Design

In this section the result obtained by our SRAM Modeling and Optimizer Tool
(SMOT) for Fig. 1.3(b) will be presented. It is assumed that the transistor sizes of the other
circuits except the word driver, precharge and sense amplifier circuits are predetermined
from our SPICE simulation results. The inputs of the tool are the SRAM specification and
delay goals. The outputs of the tool are the optimized transistor sizes and optimized goal
delays. The tool is tested for different SRAM array specifications and design goals. The
following is an example of optimized transistor sizes and access delay presented by our

tool for a 4kx1bit (64x64) SRAM.

Inputs of the Tool:
The run time inputs of the tool are given below:
Please input the SRAM specification :
Total No. of Rows, m --> 64
Total No. of Columns, n --> 64
Optimized Design of Word Driver :
Please input the design goal delay for m=64, n=64, Twgp --> 1.0¢-9
Optimized Design of the Precharge Circuit :

Please input the design goal delay for m=64, n=64, Tprgp --> 1.0e-9
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Optimized Design of Sense Amplifier :

Please input the design goal delay for m=64, n=64, Tsgp -->15.5e-9

Outputs of the tool:
OPTIMUM TRANSISTOR SIZES OBTAINED FROM THE TOOL :
1. SRAM Cell Design :

Access Transistor width: Wnal=Wna2= 3.200000e-06

Driver transistor width: Wnd1=Wnd2= 8.000000e-06

PMOS Pull-up transistor width: Wp1=Wp2= 2.000000e-06

2. Word Driver Design :
PMOS Transistor width: Wpd=9.01e-05

NMOS transistor width: Wnd= 3.00e-05

3. Precharge Circuit Design :

Each Bit line Precharge Transistor width: Wpr11=Wpr21 = 2.73e-05

Each Data Bus line Precharge Transistor width: Wpr = 2.73e-05

Euach Power down PMOS Precharge Transistor width: Wpt12 = 2.000000e-06

Each Power down NMOS Precharge Transistor width: Wntl11 = 2.000000e-06

4. Column Select T-gate Design :

Column Select T-gate PMOS transistor width: Wep= 6.400000e-03
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Column Select T-gate NMOS transistor width: Wep= 6.400000e-05

5. Sense Amplifier Design :
PMOS transistor width: Wspl=Wsp2= 5.39¢-06
NMOS transistor width: Wsn1=Wsn2= 5.39¢-06

NMOS Current transistor width: Wsne= 1.08e-03

6. Write Buffer Design (assume buffer 1 & 2 identical) :
PMOS transistor width: Wpw1=Wpw2= 2.200000e-05

NMOS transistor width: Wnwl=Wnw2= 2.200000e-05

7. Data bus T-gates(assume identical T-gates) :
PMOS transistor width: Wpb1=Wpb2= 2.800000e-05

NMOS transistor width: Wnb1=Wnb2= 2.800000e-05

8. Output buffer Design :

First inverter;: PMOS & NMOS transistor width: Wpol=Wnol= 3.600000¢-06
Second inverter: PMOS & NMOS transistor width: Wpo2=Wno2= 3.600000¢-06
Width of the four transistors at the outputend :

PMOS transistor width: Wpo3= Wpo4= 1.200000e-05

NMOS rransistor width: Wno3=Wno4= 1.200000e-05
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9. Read/Write Column Select Control gates 1 and 2 Design :
PMOS transistor width: Wrwpl= Wrwp2=Wcsp1=Wcsp2= 1.500000e-05

NMOS transistor width: Wrwnl=Wrwn2=Wcsnl1=Wcsn2= 5.000000e-06

10. Column Driver Design :
PMOS transistor width: Wedp= 1.500000e-05

NMOS transistor width: Wedn= 5.000000e-06

The following Following Results are also forwarded by the Optimizer Tool:
Optimized Access Goal Delay: Tao = 1.555209¢-08

Expected Access Delay: Tge = 1.550000e-08

Optimized Precharge Goal Delay: Tao = 1.074334e-09

Optimized Word Driver Goal Delay: Tao = 1.077924¢-09
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6.1 Layout Implementation

A 4kX1bit (64X64) SRAM layout was designedl. The design was implemented in a
CMOS4S 1.2y NT (Northern Telecom) technology environment using the ‘MAGIC
version- 6’ layout tool. Each cell is designed using our SPICE simulation sizes. During the
layout design, we tried to keep the diffusion gaps to a minimum depending on the logic
function by honoring the design rules. This also saves a considerable amount of layout
area. To reduce the resistance and drain diffusion area fewer contacts are added to the
drain and source diffusion region. Since the SRAM cell contributes a major portion of the
chip area, the basic cell size is kept as minimum as possible considering the design criteria
as described in Section 1.4.2, and technology limitations. A basic SRAM cell layout is
shown in Fig.6.1. The SRAM cell test circuit layout is depicted in Fig. 6.2(a) which is
used for simulation and circuit extraction. The test is used to confirm the functionality of
the cell under the worst condition. The loading effect of other cells in the bit or word line
of the test circuit is represented by the sum of lumped and distributed capacitances. The
cell is tested under various cases such as a READ followed by a WRITE or vice-versa.

The HSPLOT for the preceding conditions are depicted in Fig. 6.2(b). The layout of
other peripheral circuits are also designed and tested, which are depicted in Fig. 6.3 t0 6.5.
Fig. 6.6 through 6.11 depict the performance of our design. A maximum 20ns READ
access time and 13ns WRITE access time is observed, which can be verified from those

plots.

1. The design was carricd out as a VLSI course project with J. Mants, M. Mansour, T. Vince and the
author.
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Extracted Transistor Sizes from Layout:

The channel length in any circuit is L, = 1.2 p for 1.2 p technology. The widths of
the transistors in different circuits used to implement a SRAM are given below:
1. SRAM Cell (Fig. 6.1- Layout, Fig. 1.3(b)- Schematic):

Access transistor width: Wpa; = Wyo= 1.6 L.
Driver transistor width: Wpgq; = Wpgo =3.6 4
PMOS pull-up transistor width: Wy = Wy = 1.6 1
2. Word Driver (Fig. 6.2- Layout, Fig. 1.3(b)- Schematic)
PMOS transistor width: Wpy=90.8 p.
NMOS transistor width: Wpq = 304 p.
3. Precharge Circuit (Fig. 6.3- Layout, Fig. 1.3(b)- Schematic)
Each Bit line Precharge PMOS transistor width: Wy = Wy = 12 1.
Each Data bus Precharge PMOS transistor width: Wp, =12 p.
4. Column Select T-gates (Fig. 6.3- Layout, Fig. 1.3(b)- Schematic)
PMOS transistor width: Wep = 8 .
NMOS transistor width: W, =8 .
5. Sense Amplifier (Fig. 6.4- Layout, Fig. 1.3(b)- Schematic)
PMOS transistor width: Wep) = Wy = "5.2 .
NMOS transistor width: Wy = Wn =3.6 .
NMOS current transistor width: Wgp. = 15.2 m.
6. Write Bufter (Fig. 6.5- Layout, Fig. 1.3(b)- Schematic)
Driver 1 and 2 PMOS transistors width: Wowi = Wy =22.0 0.
Driver 1 and 2 NMOS transistors width: Wy,,1 = Wpyo = 22.0 L.
7. Data bus T-gates (Fig. 6.5- Layout, Fig. 1.3(b)- Schematic)
PMOS wransistor width: Wy = Wpgpo = 27.6 .
NMOS transistor width: Wygp1 = Wogp2 = 27.6 L.
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8. Output buffer (Fig. 6.5- Layout, Fig. 1.3(b)- Schematic)
First inverter: PMOS and NMOS transistor width: Wpgy = Wy = 3.6 .
Second inverter: PMOS and NMOS transistor width: Wga = Wygo =3.6 1.
Width of the transistors at the output:
PMOS transistor width: Wpg3 = Wpey = 1240,
PMOS transistor width: Wpo3 = Wpoq = 12 1.
9. Read/Write Column Select Control gates 1 and 2 (Fig. 6.5- Layout, Fig. 1.3(b)-
Schematic)
PMOS transistor width: Wyyp1 = Wrypg = Wegp = W =124 1
NMOS transistor width: Wiwn1 = Wiwn2 = Wesn1 = Wesn2 = 7.2 1.
10. Column driver (Fig. 6.2(a)- Layout, Fig. 1.3(b)- Schematic)
PMOS transistor width: Wegp = 15.6 p.
NMOS transistor width: Wy, = 5.2 1.
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Chapter 7

Conclusion

In this thesis, we presented a performance analysis and design of an optimized
SRAM based on Elmore’s RC delay model. Our approximate model is fitted with SPICE
results for any SRAM array size to develop a generalized model. Optimum transistor sizes
for different delay goals & various SRAM configurations have been attempted. The results
confirm our analysis and SPICE simulation results as shown in Chapter-2. As given in
Tables - 2, 3 & 4, it can be inferred that our optimization algorithm provides excellent
results. A design aid tool for the optimized design of a SRAM is developed which is written in
‘C.

An extensive survey of different types of Decoding, Precharging, and Sensing
techniques & circuits have been presented with their major advantages and disadvantages.
A novel precharge technique called Power Down Y-Controlled PMOS (PDYCP) load
precharge has been presented, which reduces a good amount of power consumption with

little area overhead under any operating mode of SRAM.

Our optimization algorithm is able to handle variable user specifications of SRAM
and can output the best trade-off. Since our analysis and algorithm gives the optimum
sizes of different transistors in a SRAM, it might be an excellent guide to the designer who
will be able to design an optimized SRAM in over night without loosing expensive time in
SPICE simulation. The model can further be extended for dual & multi-port SRAM:s.
Based on our analysis and optimized parameters, a module generator for automatic

generation of SRAM layouts can hereafter be developed.
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APPENDIX

Appendix A
SRAM Modeling

In this appendix the basic resistance and capacitance equations for a MOS

transistor will be derived, which will further be used for the R, C modeling of 1 SRAM.
A.1 Capacitance and Resistance calculation of a MOS Transistor
Gate Capacitance Estimation:

Fig. A.1.1 shows the model of the parasitic capacitance of a MOS transistor. The

gate capacitance Cy of a MOS transistor can be written as,

an/p = Cglm/p + Cg.m/p + ngn/p . (A.1])
Gate
////////////////7/////////////////////_{% Bl
L Cy Cyd tox
Sour?ce Sl D.J;pltcil:‘nj]r;gcgb*w- DruF +
;; Cp Cab ;LF
) Bulk (Substrulc).

Fig. A.1.1 Parasitic Capacitance of a MOS Transistor

Where Cypyp,p, 1s the gate-bulk/substrate capacitance of n or p channel transistor.

Cysnip 1s the gate-source capacitance of n or p channel transistor.
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Ce

dnjp 1$ the gate-drain capacitance of the n or p channel transistor.
The parameters in equation A.l.1 can be represented in terms of devices size and

SPICE parameters as follows:

Cgbnip = Coxntp Wnip Luip:

C&’Sn/p =L oxnip Wn/p LDgyp

Cdn/p = Coxn/p Wn/p LD gyjp (A.12)
Where Cyxp/, is the gate oxide capacitance of the n or p channel transistor.

Wop and Ly, are the Channel width and length.

nip

LD, is the lateral diffusion of the gate-source overlap.

snip
LD 4,,p is the lateral diffusion of the gate-drain overlap.
Diffusion Capacitance Estimation:

The area and peripheral components of diffusion capacitance are shown in fig. A.1.2. The
diffusion capacitance of a MOS transistor is a function of the “base” area and “sidewall”

periphery [23].

Poly _
y Codsmp L S
- eqdsnip =
/// T % :
Source / Drain »¥ O : §
dnfusion/ diffusion | W4 1|9 HHE
area / area L O \No—T7 ;
; < L ] T C
Z __I__ Cegdsnip T eqdbnlp
(1) Basic MOS structure (b) Equivalent sidewall  (c) Equivalent
Capacitance Junction Capacitance

Fig. A.1.2 Area and peripheral components of diffusion capacitance.

Now, Cp,. the drain-bulk capacitance of an n or p MOS transistor can be determined by,
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Cdl)n/p = Ceqa'bn/p Adnlp + Ceqd,m/p P dn/p : (A.1.3)
Also, the source-bulk capacitance can be determined by,
Csbn/p = Cegsbnip ASnip + Cegssnip PSnip- (A.14)

Where Cegapnp and Cegsppyp are the n or pMOS transistor’s bottom equivalent junction

capacitance of drain and source diffusion per unit area respectively.

Ceqdsnip and Cegegnyp are the n or pMOS transistor’s sidewall equivalent junction
capacitance of drain and source diffusion region per unit length of junction

perimeter respectively.
Adyyp and Asy, are the area of drain and source diffusion regions respectively.

Pdy, and Psy, are the perimeter of the drain and source diffusion area

respectively.

Keq a dimensionless constant is used to relate C,.. to CJpy, (zero bias junction
bottom capacitance per unit area) and CJSW,,, (zero bias junction sidewall

capacitance per unit length) [30]. Therefore, we can determine the following:
chdbn/p= K eq cJ nip

Cequm’p: K eq CJIS Wn/p (A.1.5)
Also, assume chsbm’p= eqdbnip A0 Cogsonip= Cegdsnip:

According to fig. A.1.2, the area and perimeter of the drain diffusion region can be

determined by,

Adyp= Wanp Lanp

Pdyip= 2(W ygpip+Lp) (A.1.6)
Assume As,,= Ady,, and Ps,,,= Pd,,,,.

Where Wy, and Ly, are the drain width and length respectively of the n or

pMOS transistor.
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Resistance Fetimation:

The channel resistance of an n or pMOS transistor can be represented by,

K

r

R =
n/p Bn/p(vgs—vl)

Where K, is a constant multiplication factor for resistance.
Brp is the transistor gain factor.
Vs is the gate to source voltage.

V, is the threshold voltage.

Bnyp can be determined by,

_ un/pe Wn/p
Bn/p T L

ox n/p

From A.1.7 and A.1.8 we can write,

pn/p

n/n = 7
rew,,

Where,

K.t L

p _ rioxtn/p
‘p Y,
n/’p pn/ps (\ gs } l)

Any transmission gate (TG) equivalent resistance can be defined as,

chmlp~ =Ryl Rp-
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A.2 SRAM Node Capacitances

In this section vanous node capacitances for Fig. 1.3(b), which are used for SRAM

modeling and analysis in chapter- 2 are derived.
SRAM cell storage node capacitance:
Cq=Cs5= Chppg + Cabep *+ Cabend + Cyep * Cend (A2.1)

Other node capacitances (refer to chapter -2):

Co3 = Cos = Caiprp +Cabvcsppas + Cabesnpas- (A2.2)
Cra=Cypsi + Cyps2 + Cappst + Cpnsi- (A23)
Cis = Capps2 + Capns2 + Cgopp2 + Coobn2- (A24)
C16 = Cdpsc + Csbmst + Csbns2- (A2.5)

Ci7= Ca'bprs + Cdbncs + Cibnrw +Cgred[)+cgre(1n +2 ngnpm- (A2.0)

CI 70= thprcd + Cdbnrcd +2 ngppu.v- (A2.7)
C171 = Cavobpr + Cabobn + Cgobpd- (A2.8)
C150= Cabobp2 + Cabobn2 + Cgobp3 ¥ Cyoms- (A29)
C200 = Cspobnt + Cabobn3- (A.2.10)
C201 = Cspobpt + Cdbobps: (A2.1])
C20 = Cavovps + Cdbobut- (A2.12)
C231= Capraan + Cdl)rwdp + Cgrwp + Cgrwn' (A.2.13)
C161= Capesp *+ Cabesn + Cavrwp + Cgsc+ Cyobp1*Cyobni- (A2.14)

C27 = Cappwirr+Cabnwpi* Csvwnpas+Csbwppas™ Cypwta*Cynwpz (A2.15)
Crao= Cdl)pn b2 ¥ Cdlmwh.? + Csbwnpus + C.sbwppas (A.2.16)

Cr2 = Cpn npas’t Cdbwppus"' an.s"' Csbc.m/m.s + C.sbc.sppa.s +1 Cypyy (A2.17)

Coqr = Cdl)rwp + C.sbr.xp. (A2.18

140



Appendix B
Optimized SRAM Design

In this section of the appendix the optimized design of three important circuits in a
SRAM such as word driver, precharge and sense amplifier circuits will be presented based

on the optimization criteria described in section 5.3.
B.1.1 Optimized Word Driver Design
Case-1: Delay without area/power constraint

In this case we put equation (5.15) into equation (5.6) which results in,

dD p P p
T = by @Ry, + by 0y = by =5 (0, W, + o) —b3n—2-C, = 0 (B. 1)
p r Wp W p
or,
2 =
W, (l)lalRm.n) - bzppa3 —b3nppCW =0 (B. 2)
or,
H"“p(blaanm) = bzppa3+b3nppr (B. 3)

For minimum delay assume W= Wpum- Therefore,

v Jbzppa3+b3nppcw (B. 4)

pim ~ bl a]Rnin

Case- 2: Delay with area/power constraint

We have from equation (5.9),

dD dA

- tA e = 0 (B. 5)
d\\p de
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Putting equation (5.15) and (5.19) into eqn. (B. 5) which results in,

Py P Py
b,a an+b2W o, - bzw"z(azw +0,) - 1;3nW C,+A o, =0 (B. 6)
P p
or,
2
Wop (byoy R, + A 00) = bzppa3—b3np C, =0 (B.7)

For optimum delay assume W p= Wpo. Therefore,

W Jbzp L0+ b3np C,, (B. 8)

po byoyR, .+ A 0y

The above equations (B. 4) and (B. 8) are used in section 5.4.1 to design an optimized

word driver for SRAM.
B.1.2 Optimized Precharge Circuit Design
Case-1: Delay without area/power constraint

Putting equation (5.25) and (5.26) into eqn. (5.27) we have,

P,
pr i
pr

For minimum delay assume W,,= W, and we have from (B. 9),

m
bpzp (CJSW L +§Cb+cdbcsp)

W=
prim 62C0Xp (Rtn+Rln1)

(B.10)

Case-2: Delay with area/power constraint

Putting equation (5.27) and (3.19) into eqn. (5. 9) we have,

P
—b W2 ((2C.ISW )L +mC +2Cdbc‘.\[)

pr

)+2bpl(Rm+Rm])5 CoxprJ')‘prsﬁi (] (B. 11)
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For optimum precharge delay assume Wpr= Wy, and we have from (B. 11),

v /bpzppr(ZCJSWpLd+me+2Cdbcsp) ©12)
pro 2bp182C0xpL (R, +R, ) +xpr53

The above equations (B. 10) and (B. 12) are used in section 5.4.2 to design an optimized

precharge circuit for a SRAM.

B.1.3 Optimized Sense Amplifier Circuit Design

We have equation (5.32) for the case of read-0 as,

Teense = Tsx 05 Tpus™* bsszO + bs3Tssel (B.13)

Ty 1s given by equation (2.35) which can be written as,

nin+1)

Tous = 5 RbusChus T "Ry (zcdbwpp * ans) (B. 14)
or,
Tpus = Tpust + 1Ry C oy (B. 15)
Where,
Thus1 = 1('2;—1')" buscbus+2"Rbuscdbwpp (B. 16)

Eqn. (B. 15) can further be expanded as,

T =T +an“ 8.C LW (B.17)

bus busl s 1 70oxn"n"sn

Where,
C =38 C

W
Lons 1 nxnl‘n sn

(B. 18)



T, is given by equation (2.43) which can be rewritten as,
T50 = (Rnsc + Rps) C15 + Rpse Cls (B. 19)

Where C;5 and Cyq4 are defined by eqn. (A.2.4) and (A.2.5) in appendix
A2,

Eqn. (B. 19) can further be expanded as follows:

C +C

TsO - (Rnsc * Rns) (CdbpSZ + Cdbns2 * Cgobp2 + Cgoan) *Rysc Capsc* Csbns1 * CsbnsZ)

Assume Cp1= Cpns2 and equating the equivalent values of R’s and C's above we have,

pn p 1 4 7 4
Ty = (W— * W:—n) (KMCJPH .\'pLd+ 2chCJSWp (W s Lo+

snc

K oy CI WLy + 2K (CISW, (W + L) +Coppn ¥ Cpopu ) +

an

Pn 1k, L1 W

W L,+ 2chCJSW"(W_mc+Ld) +

snc
snce

2K ;o Cl W Ly + 4K, CISW, (W, + L) | (B. 20)

Y3

We also assume, W,,= Wy, and Wg, .= 2 W, then equation (B.20) becomes,

3p,
T, = (W; )(KeqCJmeLd+2KMCJSWP(WM+L‘,) +

chC‘InH,snLd+ ZKL,qC.lSWn (W,,+Ly + Cgob/)Z + Cgo,m2 )+

Pn
sy 14K CT,W

an

Ly+2K,,CISW, (4W,, +3L,) | (B.21)

an
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or,

30, L,

sr

L 1
KeqCJnLd+2KeqCJSWn(1 + —W;i)+ W (Coopz + Cgobnz ) 17+
n §

7| KegCl Ly 2K CISW, [ 44 (8. 22)

Ts,e1 18 given by eqn. (2.41) as,
Tiset=Rywen Ca31 + (Rrwp +Rcsp) Cier- (B. 23)

Where Co3; and Cjq; are given eqn. (A. 2.13) and (A. 2.14) respectively in
appendix A, 2.
Eqn. (B. 23) can further be expanded as,
Tyset= Riven €231 + (Rpp + Resp) (Capespt Cpesn +
Cabrwp + Cgsc + Cgobpl + Cgobnl) (B. 24)
Assume, H',(,d[,= W(‘-\l” R,",p= le,,
and Cy= Cyp, .V,+Cdbc_\,, + Cd,,,“./, + Cgobp] + Cgob,,,)

Then egn. (B. 24) becomes,

Tyser= Ryyen Ca31 + 2 Rrwp (Cs+ ngc) (B. 25)
We have, Cyy .= 8 C oy Wy and Wy, = 2 W, Then eqn. (B. 25) can be expanded as,
Toer™ Rywen Co3p + 2 Rrwp (Cy+2 8I Coxn Wan Ln)- (B. 26)
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Case- 1: Delay without area/power constraint

Putting eqn. (B. 17), (B. 22) and (B. 26) into (B. 13) and applying eqn. (5.6) on it for the
minimum delay condition, we have,

dT

sense

aw

sn

= by, (nR,,8,C,..L,)

oxn—n

3p
—bs{—-;— (2K, CISW, L y+ 2K, ,CISW,Ly+ Cyoppn + Coonna) +

s

n

W2

sn

K, CISW,L,] +4bgR,,8,C,. L, =0 (B.27)

rwp= 1> oxn™n

Assume, L= Ly= L, and Cpp= Cpyy= Cpyp and (B.27) becomes,
2
Wi, (bgy nRy, 8, C, L+4bsR, 6,C, L) =

byl (3p,) (K, CISW,Ly+K ,,CISW,L,)

+ 3anch‘IS‘VnLd+ ; (Cgobp2 + Cgomﬂ) :l (B 28:

Putting W, = W, for minimum sensing delay and we have from eqn. (B. 20),

3
bxzpn (6KeqCJSWnLd+ 3chCJSWpLd+ 3 (cgobn2 + Cgohp2) )

" _ (B. 29)
snm 6,Co L (bsl"Rbus'“ws_’erwp)
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Case-2: Delay with area/power constraint

Putting eqn. (B. 17), (B. 22) and (B. 26) into (B. 13) then using eqn. (B. 13), (3.15) and

applying eqn. (5.9) for optimum delay condition, we have,

dT . dA

d;;:,:a +)L“'dW21 = bsl ('ZRbusslcom n)
3p,
-b,, [2W +2K,,CISW nLat Cooppa t Coonna) +

3
——‘-)—"K CISW, Ly +4bgR
‘Vﬂll

8,Copnl+ 8,0 =0 (B. 30)

rwp~l1Toxn"n

Assume, L= L= L, and Cy= Cypn= Cpyp and (B. 30) becomes,

(b‘l nRy,, 8 ,C L+4hsR 8,C,,L+8L ) =

m rwp=1> ox

bl 3p,) (K, CISW Ly+K, CISW,L,)

+3p

3
n ch‘/SWnLd + 2 (Cgopr + Cgonn2) :l (B.31)

Putting WV, = W

oo TOr optimum sensing delay and we have from (B. 31) as,

, 3
h‘\zpn(()K( CIsw Ld+ 3K CJSW L +“(Cgobn2 gobp2))

w.o = B. 32
sno SICmL (b 1"Rbu +4I) R, p) +7k 5 (B.32)

The above equations (B. 29) and (B. 32) are used in section 5.4.3 to design an optimized

sense amplitier for a SRAM.
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B.2 Regression Results for SRAM Modeling

In this section the values obtained for fit constants by regression analysis between
the analytical delay models and SPICE simulation are given. The word and bit line
capacitances increase as the SRAM array size is increased. In our design the basic SRAM
cell size is assumed to be fixed. Therefore, as the number of cells per row or column
changes the other peripheral circuit design needs to bz changed to have an optimized

design.

In our analysis we classified the SRAM array (m x n) into three different groups such
as, Small Scale: (m < 16) & (n < 16), Medium Scale: 16 <= (m & n) <=64, Large Scale:

(m > 64) & (n <= 64), where m and n are the number of rows and columns respectively.

The regression fit constants for the word line delay estimation are given by equation

(5.16).

The values obtained for the polynomials of equation (5.16) are as follows:

Fit Small Medium Large

constants Scale Scale Scale
ag 0.0 1.639 2.2787
a0 0.2084 0.0068 -0.0019
a3 0.0 0.0002 0.0
a7, 0.0 2.498 5.1368
429 0.944 0.6261 0.239%
a3 0.0 -0.0061 0.0
a3 0.0 3.5901 3.786
a3y 0.5072 0.0043 0.001
a33 0.0 0.0 0.0

Table B.1: Word delay fit constants.
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The regression fit constants for the precharge delay estimation are given by equation 5..4.

The values obtained are as follows:

Fit Small Medium Large

Constants scale scale scale
11 0.0 0.0 0.3922
12 0.0 0.0168 -0.0009
13 0.0025 -0.0002 0.0
€1 0.0 0.0 4.4957
€22 0.0 0.5207 -0.0014
C23 0.]007 -0.0072 00

Table B.2: Precharge delay fit constants

The regression fit constants for Read-0 delay are given by equation 5.32.1. The data bus

delay obtained is very minimal and we assumed bg;= 1.0. The other values obtained are as

follows:
Fit Small Medium Large

Constants scale scale scale
$21 0.0 -4.45 86.1046
$72 0.0 2.0239 0.7053
$73 0.3114 -0.0198 -0.0008
$31 0.0 11.7449 26.6
$32 0.0 0.4003 0.1239
$33 0.2333 -0.0004 0.0001

Table B.3: Sensing delay fit constants,
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