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ABSTRACT

Performance and Reliability of High S8peed Integrated Services

Metropolitan Networks

Michel Kadoch, Ph. D.,

Concordia University, 1991

We introduce new access schemes for service integration
in a metropolitan environment. The physical medium is the dual
bus network of the type adopted by the IEEE (802.6 Standard).
This facility is a reliable, high capacity Metropolitan
network using efficient distributed queueing techniques. This
work describes an enhancement to distributed queueing by
introducing hybrid reservation protocols amenable to
integrating voice, video and different data types and
compatible with the concept of asynchronous transfer mode
(ATM) .

The proposed integration scheme uses movable boundary
type frames to guarantee different services a basic capacity
while providing extra capacity on d&emand. Performance and
reliability of the underlying protocols are analyzed, system
aspects discussed different priority schemes described, and

redundancy techniques to improve network performance given
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intermittent faults are studied.

In the second phase of the research, we consider the
problem of load unbalance and fault effects in the wave
division multiplexing networks reffered to as ShuffleNet that
necessitates the use of adaptive routing mechanism that may
relieve the networks from the congestion that otherwise may
exist. We take the ideal case of complete and updated
knowledge of the traffic flow matrix and find the optimal
probabilities of a node using a certain route so as to
optimize certain performance criterion. In one version, the
criterion is equalizing the usage of all wavelengths in a mean
square sense, in another the criterion is the number of hops
that a typical route traverses. We also take a weighted
version of the two criteria and compare it against recent
contributions dealing with distributed local state
information. The combined analysis simulation routine is
finally repeated in the case where a few link faults take

place in conjunction with load unbalance.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Switched high speed data services are now more in demand
than the dedicated lines because of their cost effectiveness
and their accessibility to a larger population. Much larger
areas have then to be covered with switched data networks. The
protocols used for Local Area Networks (LANs) particularly the
Media Access Control (MAC) protocols are not designed for
networks with 1large geographical radii. The distance
limitations are related to signal propagation times and the
limits they impose on contention-based access methods such as
carrier sense multiple access with collision detection

(CSMA/CD) on a bus topolocy as described in [METC1].

The CSMA/CD method is inexpensive to realize and gives
excellent performance to lightly loaded networks; however it
has important drawbacks which make it impossible to use in
wider area networks, namely:

- The CSMA/CD protocol is unstable for moderate and heavily
loaded situations due to the random nature of the demands
resulting in a large number of collisions.

~ The insufficient adaptability of the simple contention
scheme to various network functions required in newer 1local

area networks; e.g. wide bandwidth capability, integrated
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services, priority mechanism, virtual network etc.

Tobagi et al showed in ([TOBAl] and [TOBA2] that the
performarice of CSMA/CD degrades significantly as the ratio
TW/B increases, where 7 is the end-to-end propagation delay,
W is the channel bandwidth, and B is the number of bits per

packet (including the preamble for synchronization).

A technical alternative to the bus based network is the
LAN that uses the ring topology. The most popular ring network
is the token ring as specified in IEEE 802.5 standard. It has
also been shown in [BUX 1] that the performance of the ring
network does not make it suited for high speed networks. Its
speed limit for a small number of stations is around 20 Mbps.

This limit decreases with an increase of active stations.

Metropolitan Area Networks (MAN) are tailored to high
speed wider area networks. MANs are an ideal mechanism to
connect dispersed ILANs with high cross-network traffic
requirements; They can be interconnected to high speed
networks such as Broadband Integrated Services Digital Network
(BISDN) . Throughput in MANs starts at 100Mbps and can grow to
a few Gigabits per second range depending on the protocol and
the architecture used. Both fiber and coaxial cable are
suitable as the underlying media, with preference given to
fiber which <can accommodate higher data rates. The

unidirectional bus concept has been widely adopted in MAN
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proposals and is being investigated here for various network

architectures and protocols.

We will first investigate the technological trends in
high speed MAN and survzay their evolution as applied to some
networks. The analysis and simulation of these contributions
is covered to some extent sufficient to make comparisons. Then
we will look at the metropolitan networks that have the
potential of being high speed networks and develop the missing

requirements to make them fulfil their potential.

The first system protocol which is the LAN BUZZ-NET
protocol is considered only because it is one of the earliest
attempts to make use of the dual bus adoptec later for MAN,
and demonstrates its superiority over CSMA/CD under heavy

load.

Still using packet broadcasting as in CSMA/CD but
overcoming some of t..e limitations, a newer approach based on
unidirectional broadcast system has been proposed. This system
uses a unidirectional transmission medium on which users
contend according to some distributed conflict free round
robin algorithm. Two such proposals are Expressnet [FRATI1]
[TOBA2] [TOBA3] and Fasnet [LIMB1] [LIMB2] [TOBA3] protocols.
They are analyzed and considered here with some of their known

variations. It is also shown that these systems are superior
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tc BUZZ-NET and CSMA/CD under heavy 1load.

A high speed network must have the proper architecture
that will enhance the performance but the most important is
the protocol requirements. Hiagh speed network multiaccess
protocols must Lave very fast responses and practically no
retransmissions of packets. The transmission time must be
assigned with no ambiquity as to whether the line is used by
some other station in the network. The verification and
response to protocol commands should be instantaneous. The
protocol overhead should be minimal. The protocol should be
robust enough to demonstrate a high reliability and
performance. Error detection must be efficient and fast: a
method such as bit voting rather then cycling redundancy check
(CRC) which requires computation and thus time would be more
appropriate. Equitable use of the lines by all stations in the
network is another objective of this protocol. Effective use
of the lines must also mean minimal waiting time. The protocol
must also have an efficient mechanism to support integrated
services such as televideo, video conferencing, telephone,

computer communication, and facsimile.

An approach which attempts to achieve some of these
features is a network using multibus such as in A Multibus
Train Communication (AMTRAC) network [CHLAl] which combines

the wavelength division multiplexing (WDM) and the fregquency
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division multiplexing (FDM) technologies for high speed

communication.

Network implementations for MAN are considered beginning
with FDDI. The limitations in speed and in full integration of
services makes it a low end candidate for the high speed MAN.
The two proposals that are given serious considerations
because they approach the best implementation of protocol for
high speed networks are the Distributed Queue Dual Bus (DQDB)
network protocol and the ShuffleNet network protocol. These
two networks are capable of providing high speed communication

and full serxrvice integration.

1.2 Scope of the thesis

The present study shows that full service integration for
Distributed Queue Dual Bus is possible and proposes a protocol
that can accommodate these various services. Performance and
reliability analysis of this new proposal are also performed.
Another contribution that is intended for improving the
routing of ShuffleNet 1is made followed by a combined

performance/reliability analysis.

The object is in fact to define a set of requirements for
high speed MANs and fulfill these requirements for DQDB and
for ShuffleNet. The DQDB MAN requires the full service

integration and a reliable protocol, whereas ShuffleNet
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requires an efficient routing policy to distribute the traffic

in the network.

In chapter 2 we give a description of the BUZZ-NET,
Expressnet and Fasnet protocols and some analysis to show that
although better than the conventional LAN systems they are
still not suited for high speed networks. New techniques such
as wavelength division multiplexing and time division multiple
access could be applied to high speed networkiiig. This is
demonstrated in the analysis of the AMTRAC system. Wavelength
division multiplexing is the technology applied to ShuffleNet
which is considered to be one of the best systems for high
speed networking. Chapter 2 concludes with a description and
analysis of FDDI which is a metropolitan area network protocol
that has been considered for the IEEE 802.6 standard but
because of its speed limitations, was dropped in favour of

DQDB.

Chapter 3 gives an analysis of DQDB as surveyed in the
literature (and gives the high performance and the unfairness

of the system under specific conditions).

Chapter 4 is our reseach contribution to high speed
integrated services in metropolitan area networks. This
contribution 1is a proposed protocol for DQDB that would

integrate services such as data, bulk data, voice, and video.
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The performance and reliability issues of the proposal are

analyzed as well.

Chapter 5 makes an analysis of ShuffleNet and reports our
contribution to its improved performance by considering a
number of routing policies. This is done in order to fulfill

the high speed network recuirements.

The two high speed metropolitan networks, DQDB and
ShuffieNet, that are considered to be the test performers have
been studied and valuable contributions have been made in the
present study in chapter 4 and 5 to further improve their

performance.

Chupter 6 is the conclusion of the work and makes some
suggestions on further work that can be undertaken in this

fascinating field.

1.3 Research contributions
* New access scheme or a protocol for service integration
in DQDB Metropolitan area network for video, voice,

wideband data and narrowband data is proposed.

* Application of movable boundary type frames with a
technique devised to assure their optimal utilization by

the services is incorporated in the protocol and is



analysed.

Definition of priority schemes to have the data services
make use of the additional capacity available from the
unused frames and resulting from the movable boundaries

are given.

Detailed analysis of the priority schemes, and
development of algorithms in a computational method
desigiied to determine the best priority scheme that

minimize delay and gives best access to narrowband data.

Dev :lopment of a model for analyzing reliability in DQDB
when faults affect the protocol, and Analytical
development and computation of the performance criteria
of the DQDB model under faults and the application of
modular redundancy in the analysis to determine the

curing effect it has on the protocol.

The throughput of ShuffleNet is analyzed under faults and
nonuniform load for various routing policies. Results are
used to make a comparative evaluation of each policy with
respect to transmission delay, queue size, buffer

overflow and balanced wavelength utilization.
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CHAPTER 2
EVOLUTION TO SWITCHED HIGH SPEED

INTEGRATED S8ERVICES

2.1 BUZZ~NET Protocol
Gerla et Al [GERL1l) have shown some of the advantages of
the unidirectional multibus when they compare the performance

of BUZZ-NET with that of CSMA/CD.

BUZZ-NET is a local area network using two unidirectional
busses. The stations are connected to the two busses with a
transmit and receive interface (figure 2.1). The access

protocol is a hybrid random access/virtual token protocol.

< R-to-L bus
[:] T R T R T R {:]
1 2 N
[]* R T R T R T []
L-to-R bus >
Figure 2.1 Buzz-net topology
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The protocol has two phases depending on the traffic
load. When the traffic load is light, BUZZ-NET behaves as a
random access network and benefits from the good performance
and access speed and simplicity of the random access protocol.
When the traffic increases substantially namely at the point

where the random access

s
random
access
tx

[RANDOM
ACCESS
MODE

tx successiul

EOC
sensed

packet
present

both busses

//,/’ idle

one bus
buasy

\\\fuzz sensed
/ expires or

/ \ both busses busy
LIYUILeT 2.

\‘\;/‘\ tx successiul
— v
< row =
\_/’\—//
Juzz (
CONTROLLED]| 1o bus

ACCESS
MODE

Figure 2.2 Buzz-net state diagram|

t0 expires
or |

both busses
silent for R

collision

buzz sensed
or collision

mode is less efficient, all stations switch to a controlled
access mode. The protocol switchover is activated by a buzz
pattern (a kind of Jjamming tone used in some CSMA/CD
protocols) emitted on the bus (thus the name BUZZ-NET) .

The state diagram in figure 2.2 shows the operation of
the BUZZ-NET protocol. At 1low traffic, the network is

restricted to states 1 to 4 which is the random access mode.
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Starting at state 1, the idle state, each station moves to
state 2 when a packet is ready to be sent. Since the sending
station in the random mode does not know the whereabout of the
destination station, it must transmit the same packet on both
busses in opposite directions. Both busses must therefore be
free in order to transmit. When such is the case, the sending
station goes to state 3 where the backlogged packets are
transmitted. Upon successful transmission the station returns
to the idle state (state 1). However, when only one bus is
available and the other is still busy, the sending station
goes from state 2 to state 4 where it waits for an end of
carrier (EOC) the signal that indicates the bus is free. At
that moment the sending station gces to state 3 to transmit.
The transition to the controlled access mode at state 5 is
made from either state 2, 3 or 4. This occurs when both busses
are busy or if the buzz signal, which signals all the stations
to switchover to the controlled access mode is detected or if
there is a collision during a transmission. At state 5, a buzz
pattern is transmitted on both busses to signal or confirm to
all stations that a switchover to controlled access mode is
occurring. After waiting R seconds which is equivalent to the
round trip delay, the station goes to state 6 and transmits a
buzz on the L-to-R bus (left to right bus direction which is
one particular bus with respect to the station). The station
then listens to both busses and goes to state 7 when no buzz

is heard on either one. At state 7, the station waits for the
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L-to-R bus to be free; it then probes this bus by starting to
transmit on it a preamble. If no interference is sensed within
a given time equal to a reaction time, it completes the
transmission of the preamble followed by the data packet on
the L-to-R bus as well as the R-to-L bus. If interference is
sensed during this transmission, this later is aborted and
the station loops back to state 7 to repeat the procedure. In
order not to stay indefinitely in state 7, a timer runs for T,
while the station is in state 7; after that time the station
is forced to state 1 where it repeats the whole process. The
station goes back from state 7 to state 5 when it senses the
buzz or a collision. However a successful transmission allows
the station to proceed to state 8 where it prepares the

network to go back to the random access mode namely state 1.

Based on the fact that the activity in the network is a
succession of cycles where active stations are served in a
Round Robin way, lowest numbered station first, the bus
utilization of BUZZ-NET at heavy load was evaluated. The cycle
is described in {GERL1l] as being cycle= NT + 3R +2a,
where N is the number of stations,

a = D/(N-1), D is the end-to-end delay,

T = packet transmission time, T>2a implying that no
packets are successfully transmitted during random mode,
and R is the round trip delay.

The heavy load bus utilization, defined as the net utilization
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when N stations are active and have infinite backlog is

NT
. e———r——— 2.1.

When only i stations are active among N and disregarding the
packets transmitted during random mode by the rightmost

backlogged station, the utilization becomes,

, iT
= 1.2
§(1) IT+3R+2(N~-i+l)a (2 )

for i > 1.

If only one station is active, that is i=1, and no collision
occurs, the station can transmit using the random access mode.
In this case S(1)= 1.

Compared to CSMA/CD their performance is similar in very
light load:; as load increases, however, throughput degrades
dramatically in CSMA/CD because of repeated collisions and as
utilization increases the system exhibits an unstable
behaviour where performance of stations depends randomly on
the traffic pattern. In BUZZ-NET in contrast all stations are
granted a fair share of the channel for any load.

In essence we see that BUZZ-NET relies on random access
protocol but goes a step further in performance improvement by
using two unidirectional busses. This makes its performance
superior to CSMA/CD when traffic load increases. BUZZ~NET
eliminates the problem of throughput degradation and unbounded
delay encountered under heavy load with CSMA/CD by switching

the protocol from random access to controlled access mode.
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2.3 EXPRESSNET AND FASNET Network Protocols
In the same line of thought, Tobagi et al [TOBA3)] have
introduced the concept of unidirectional broadcast system
describing in particular Expressnet and Fasnet network

protocols.

The topology of Expressnet is chown in figure 2.3.

INBOUND CHANNEL

T T > | | T L
v v v v v

T »

4 OUTBOUND
L. CHANNEL
1 2 . - L ]

>

Figure 2.3 Topology of Expressnet

A station can only transmit on the outbound channel and
only receive on the inbound channel. In oru.r to transmit, a
station first waits for an end of carrier [EOC(out)]. It then
transmits the packet and at the same time senses the outbound
channel for activity upstream of its transmission. When
activity is detected, the station aborts the transmission. If
there are still other packets to transmit, the cycle is
repeated. A "train" which is a succession of transmission

(figure 2.4) is thus generated on the outbound channel. This
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train is seen by all stations through the inbound channel; the

destination (one or more) station can then read its packet.

————LOCOMOTIVE LOCOMOTIVE———
v

v

I I

—r] Fe—2t,

-<4— 2T —»r1< TRAIN >

Figure 2.4 Activity on Expressnet over a cycle
on Inbound Channel

The time taken to detect the presence or absence of
carrier which is also the gap between two consecutive packets
in the same round is denoted by t,. So after 2 t, a station
knows whether it has collided with the header of a packet and
in such a case stops immediately its transmission. Since each
station transmits a short burst of unmodulated carrier of
duration t,, the collision does not cause retransmissions for
the most upstream station transmitting. Whenever either
channel is idle for a time t;, it is recognized as EOC(out)
for the outbound channel. EOT(in) for the inbound channel
signals the end of the train and also the start of a new
round. This end of the train signal is used as a
synchronization mechanism and is essential for reading the

data packets on the inbound channel. Expressnet uses
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asynchronous transmission.

The topology of Fasnet is shown in figure 2.5 and the

format of its slot in figure 2.6.

CHANNEL A
T T > T T T [:]

D v | v v v | v l

A A A A A

i L 1 1 1

1 2 . e a M

T T T T T

A A A A A

v I v v v v '
CHANNEL B

Figure 2.5 Topology of Fasnet

SB EB BB

-4——————— AC FIELD

——

PACKET

v

»

Figure 2.6 Format of a Slot in Fasnet

Fasnet uses dual unidirectional channels. Since the
operation in one direction 1is identical to the other
direction, we will only consider one of them which we denote

as channel A. The destination station is always downstream to
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the sending station. The header station generates slots to
keep the system synchronous. Each slot is made of an access
control field (AC) and a data packet. The AC has a start bit
(SB) used to indicate the start of a slot, a busy bit (BB) to
indicate that the packet is being used and the end bit (EB)
used by the end station which is the last station in the
direction of transmission we are considering. The end station
sets the EB on channel B to instruct the head station to

initiate a new cycle.

Expressnet uses a typical round robin discipline. Each
station is serviced one after the other; if a station has
nothing to transmit, it transfers control to the next station.
This is known as the nongated sequential service discipline
(NGSS). Fasnet has two service disciplines the gated
sequential service discipline (GSS) where only stations having
something to transmit at the beginning of the cycle are
serviced, and the most upstream first service discipline
(MUFS) which is a nongated discipline; however the next to
transmit is the most upstream station which has a packet to

send and has not done so in the current cycle.

The model used for analysis assumes a system of M users
each having a single packet buffer and being in one of two
states namely idle or backlogged. An idle user generates a

packet in a random time which is exponentially distributed
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with mean 1/A. A backlogged user does not generate any packets
and becomes idle upon successful transmission of its buffer.
The time required to transmit a packet is T=B/W where B is the
number of bits in a packet (assumed fixed) excluding the
preamble in Expressnet and the AC in Fasnet; and where W is
the bandwidth of the channel. The period required for the
transmission of a packet of length T is X =T + t, + t. is
the overhead before each transmission to determine which user
gets access to the channel. In the case of Fasnet t; is given
by the length of the AC field, in Expressnet it is equal to
2t,. is the time to transmit the preamble in Expressnet; in
Fasnet it 1is zero because Fasnet 1is synchronous. The
interround overhead Y is the time that the channel becomes
idle. In Expressnet Y=27 where 7 is the end-to-end propagation
delay. In Fasnet Y=[21/X]X+X which is an integer number of

slots.

The performance measures derived from these analyses are
the channel throughput, and the expected delay incurred by a

packet.

In the case of a nongated sequential service discipline
such as Expressuet the probability that there are n packet

transmissions in a round is
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n-1

p,,=po( Z)H [e*Ix«¥ _q3 (2.2.1)
J=0

for 0<n<M.

Furthermore the average number in the system is

M
n=Y np, ' (2.2.2)

n=90

note that p, can be derived from
an=l (2-2.3)

So for a given value of A the average network throughput is

s=-1T (2.2.4)
nx+y

In Fasnet following the derivation in ([LIMB1], and
neglecting any overhead in the transmission slot, the

throughput is given by:

S:_ _.___—_Ij___T (2.2.5)
(n+1) T+R

where R is the round trip delay.

The analysis showed that these systems can achieve close
to 100% utilization even with high bandwidth and 1large
propagation delay, which is not possible with BUZZ-~NET or

CSMA/CD.

Figure 2.7 shows the normalized average delay versus the
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throughput for number of stations M equal to 50. It is shown
that the network performance for Expressnet as well as for
Fasnet are superior to CSMA/CD when it comes to delay. CSMA/CD
wastes twice the propagation delay between two stations for
each of the transmitting station involved in the collision on
top of other possible collisions when it is an n-persistent
protocol. In the NGSS discipline for example, only the
downstream station aborts its transmission upon detecting
activity upstream. The upstream station transmits its packet.

Furthermore, the downstream stations that had

AVERAGE DELAY* VS CHANNEL THROUGHPUT
for NGSS,GSS,MUFS AND CMSA/CD a=0.1 M=50

6 Throughput
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Figure 2.7 Average Delay in Fasnet a=0.1
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to abort their transmission are assured a turn to transnmit

within the same round.

It is also shown in figure 2.8 that an increase in the
factor a where a= 7/T ( 7 is the end to end propagation delay
and T 1is the packet transmission time ) makes the MUFS
discipline better than the NGSS and thus the dual

unidirectional bus better than the Expressnet concept.

r

' AVERAGE DELAY+ VS CHANNEL THROUGHPUT
i for NGSS,3SS and MUFS a=10 M=50
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IFigure 2.8 Average Delay in Fasnet a=10|
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2.3 AMTRAC Network

The unid.rectional multichannel approach in the
development of protocols <or high speed systems is the subject
of research using the frequency/time division multiple access
(FTDMA) [CHLA2]. In parallel, wavelength division multiplexing
(WDM) is being developed for high speed multiple-channel
systems.

FTDMA allows transmission on multiple channels but the
transmission on each channel obtained by frequency division is
only made on preallocated time slots. This method allows the
transmission of packets in parallel without creating
collisions in transmission or conflicts in reception. The
multiple channels are obtained by dividing the wide channel
frequency spectrum into a number of smaller frequency bands.

The "A multibus train communication" (AMTRAC) solution
proposed in [CHLAl] is applicable to multichannel fiber-optic
systems based on frequency or wave division multiplexing. The
multichannel principles of FTDMA are applied as well as the
unidirectionality properties of the fiber optic medium. We
shall describe the contribution by I. Chlamtac and A. Ganz
entitled " A Multibus Train Communication (AMTRAC)
Architecture for High-Speed Fiber Optic Networks® [CHLAl].

The network topology is shown in figure 2.9. There are N
stations and b unidirectional channels in the network. Note
that 1<b<N . All stations transmitters are connected to all

channels; however each station is connected to only one
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particular channel for reception. The N stations are divided
into b groups of N/b stations each. Each group is assigned to
receive from one specific channel. Let u=N/b; so if a source
(s) station wants to transmit a packet to a destination (d)

station, the channel selected (c) is given by c=[d/u] .

transmission| a A A

A channel 1

4 channel 2
1

reception
channel b A

Figure 2.9 System Topology of AMTRAC

Since each channel is slotted, it is not enough to know
which channel to use in order to transmit to a particular
station, it 1is also necessary to determine the proper
transmission time or slot within the channel selected. The
slots are part of a cyclic scheduling structure whereby each

cycle has 2N-2 slots each. Each station is assigned a
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synchronous time slot for transmission within each channel in
the network. However, as shown in figure 2.10, the first time
slot in a cycle of each channel is assigned to a different
station so that a source station will not have to schedule a

transmission on more than one channel at a time.

CHANNEL
cycle cycle cycle cycle

b b b b
EEREREEERERRERERERERERRR
12 3 4 123 4 12 3 4 123 4
cycle cycle cycle cycle

e beroc o b
EEREREEEREREERREEREREEER
2 3 4 1 2 3 4 1 2 3 4 123 4 1 2
cycle cycle cycle cycle

b o b
EREESEEEREEEEERREEEEREER
3 4 12 3 4 12 3 4 12 3 4 12 3
cycle cycle cycle cycle

ol b b b
EEEEEEEIEEREEREREEERREEE
4 123 4 12 3 4 12 3 4 123 4
Figure 2.10 Channel assignment diagram for N=4

in AMTRAC Network

A station is thus scheduled for transmission on channel
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¢ and in slot (s~c+2N-2) mod (2N-2). The cycle length is 2(N-
1) with N-1 slots dedicated to passing control among the N-1
stations and, due to propagation delay, N-1 slots needed to
pass control back to the first station. We define 7,,; to be
the propagation delay between station i and j and 7 or T, tO
be the end to end propagation delay. The time of each slot is

T; sy Or 4 and is also equal to the propagation delay between

adjacent stations. If we let clock be a slot counter within

the cycle, where 0 <£_clock < 2N-3, then the algorithm

governing the transmission protocol is

While packet (s,d) for transmission
begin
c=[d/u] {choose channel for transmission)
m, = A - (s-c+2N-2) mod (2N-2) ({choose slot for
start of transmission on channel c¢)

wait until clock = m_
if channel idle then transmit

end.

The network is analyzed for its traffic behaviour. Each
station i is assumed to have N buffers where N-1 buffers are
dedicated for transmission, each to a different destination j,
for 1<j<N, and j+i and one buffer is dedicated to packet
reception. Assuming a closed queueing system, the probability

of a packet arrival at a slot for idle user (i,]) is r;; . An
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idle user is one with an empty transmit buffer and a

backlogged user is one with a packet for transmission.

The analysis is made for an exact model of the system
behaviour. Because of the computational complexity of the
exact model in the case of large networks an approximate model

of the system behaviour was also developed.

2.3.1 Exact Model
The state of the system is defined by (X,s) where s is
the beginning of the sth slot, 0 £ s £ 2N-3 and X is an NxN

matrix with

F_ 0 no packet at user (i,j)
X(i,3)=— -1 packet queued at user (i,j)

m nber of slots remaining before transmission
at user (i,j)

where 1<m<LEN (LEN is the per channel packet transmission
time on each channel.)

We denote P, as the transition probability matrix in slot s
equal to Pr( (X,s) - (X", (s+1) mod (2N-2) ) ). The transition

probability matrix is

2N-3
P= PS (2.3.1)

8=0

In order to find the steady state probability of X in slot s,

we have
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I,=11,-P

;Uu(X“l (2.3.2)

The steady state equation is then

8-1
O=IL,]] ; (2.3.3)

i=0

for s > 0.

The transition probability matrix P, is

P=I] a.ti.5) (2.3.4)
(i,3)
where g (i,j)= Pr ( (X(i,3j),s) - (X"(i,3),(s+l) mod (2N-2)) )
and

0 if [(X(i,3))=0) and (no arrival at user (i,3j))]
or (X(i,j)=1) i.e. previous m=1

X"(i,j)= {-1 if [(X(i,j)=0) and (arrival at user (i,j))]
or [(X(i,j)=-1) and (user(i,j) does not xsmit)]

m+LEN if ( X(i,j)=m+1 )

LEN if [( X(i,j)=-1 ) and ( user (i,j) transmits )]

Following this definition we can now calculate g _(i,]j) by
summing the probability of every possible value of X'(i,j) at
state s+1, and for each of these values taking into
consideration the possible values of X(i,j) at state s that

may transmit to X"(i,j) at state s+1. However we have to give
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another definition namely TR(i,j,s) which is the probability
that user (i,j) transmits in slot s and only takes the value
1 or 0.

User (1i,j) transmits in slot s if 1) it has the
permission to transmit i.e. the proper channel is selected and
the time slot chosen, and 2) the chosen channel ¢ is idle.

TR(i,37,8)=8 (s=my)* [] x(1,k)6q£]¢c) (2.3.5)

(1,K) €6 K

where G = { (1,k) l X(1,k) >0}
and § (statement) equals 1 if statement is TRUE and O
otherwise,
Now the term g,(i,j) is given by
q(i,3) = 8(X"(i,3)= 0) [ 8(X(i,5)=0)- (1-1;;) + 6(X(i,3)=1)] +
§(X"(1,3)=-1)- [6(X(1,3)=0) x;;)+56(X(i,J)=-1) (1-TR(i,3,s))]+
(X"(i,3)= m) + §(0<m<LEN) - &(X(i,j)= m+1) +

§(x"(i,j)=LEN)- &§(X(i,j)=-1) : TR(i,j,s) . (2.3.6)

Substituting this in equation 2.3.4 and solving equation

2.3.1, 2.3.2 and 2.3.3 we obtain the steady state equations
O=¢ 0, O, 0, - - - Dos )

The average system throughput is given by

S=;§:SU (2.3.7)

where S;., the throughput of user (i,j) is
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2N-3

511"513—_52 Y 3x, >0, (2.3.8)

=0 X

where §(X(i,j)>0) is the indication as we know that in state
X user (i,j) transmits.

The average packet delay D is given by
Sy
D=3 3 — D (2.3.9)
i 5

where D, is the average delay for user (i,j). If we know the
average number of packets at user (i,j) we can obtain Di; using
Little's result. The average number of packets at user (i,3J)

is given by

2N-3
- 1 ..
Q_ij"-z—N:-z-E G(X(l,j)'-#O)Hs(X). (2.3.10)

g=0

and using Little's result

D=2 (2.3.11)

2.3.2 Approximate Model

The exact solution involves an exponential number of
equations and therefore can only be used in networks with
small number of stations. In the case of bigger networks an
approximate model is developed for a symmetric system.

In this model, a user generates a packet at the slot with

probability r. A Markov chain is embedded at the beginning of
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each cycle. The state at the embedded point is given by the
vector (nt,nq) where nt is the packet transmission and nq the
number of packets queued for transmission.
We let ¢ be the steady-state probability vector where

each of its terms ¢ is the steady-state probability that at

nt,nq
the beginning of a cycle there are nt packets in transmission
and nq packets queued. Let P be the transition probability

matrix, then

Y P=y

E Wne,ng™1- (2.3.12)

nt,nqg
To calculate the transition probability matrix P between
consecutive embedded points, we consider the slotted time
property of the model and compute P as the product of the slot

transition probability matrices

2N-3
p=I] st(t) (2.3.13)
t=0

where ST(t) for 0<t<2N-3, is the slot transition matrix whose
entries are defined as Pr(nt,nq,t - ntl,nqgql,t+1l). At the
beginning of the slot we can identify the following events
that make up these entries:

1) j packets end transmission,

2) h packets arrive and

3) ¢ packets begin transmission.

summing over all the possibilities of the number of packets
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ending the transmission we obtain

Pr(nt,nq[t~nt1,nq1,t+1)=

mir(nt,ns(c)) ( pend(j|nt, t, T,)
parrive(nqgl~(ng-(nti-(nt-j)))|nt,nq, j)
50 ‘pbegin(ntl-(nt-j) |nt,nqg, j, t) J
where (2.3.14)

T, is the packet transmission time, integer multiple of
a cycle.

pend term is the probability that j packets ended the
transmission in slot t given nt packets are in
transmission.

parrive term is the probability of h packets arrivals in
a slot given nt packets are in transmission, nq packets
are queued, and j packets ended the transmission.
pbegin term is the probability that ¢ packets begin the
transmission in slot t given nt packets are in
transmission, ngqg packets are queued and j packets ended
the transmission.

We also define ns(t) which is used in the computation:

ns(t) =N-t for 0<t<N-2
2 for t=N-1 (2.3.15)
t-N+2 for Nst<2'N-3

We will now calculate every term in equation 2.3.13.

The term pend is found by taking the total number of different
combinations of nt packets in transmission such that exactly
j packets end transmission and dividing it by the total number

of different combinations of nt packets in transmission.
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min(nt, ns(#))

pend(j|nt, t, T,) = kEj (_l)k-j( f;)(min(nt}(ns(t))
{2k ){ 2k et (%,)k
K ae){ at) ”t']

2.3.16
The term parrive involves the binomial distribution with the
success parameter r (probability of a user generating a packet

at the beginning of a slot).

2 . _ 5 .
parrive(h|nt, ng,J) =( N n%nt"f] )'r"'(l-r) N2-ng-nt+j-h

2.3.17
The term N?°-ng-nt+j represents the potential users that can
have arrival.
The term pbegin is given as the ratio between the total number
of different combinations of ng packets in queue such that
exactly ¢ packets begin transmission in slot t, and the total
number of different combinations of nq packets in queue.

ST o) me )

pbegin(l|nt,nqg, 7, t) =

(Aﬂ-nt+j
ng
2.3.18
where x is given by
x=0 if ¢=0 A ns(t) -(nt-j) <o (2.3.19)

=ns(t)-(nt-j) otherwise
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The system performance can now be found by solving first

equation 2.3.12 . The system throughput is

5=Y nt' Yy ¥, ng (2.3.20)

=...Q 2.3.
D S ( 21)

where Q is the average number of packets in the system.

b N3-nt

0=Y Y (nt+n@) ¥, - (2.3.22)

nt=0 ng=0

These results have shown that at low loads each packet
waits on the average half a cycle. At high throughput the
maximum average packet delay is approximately NT,. Using the
normalized propagation delay a=r/T which is the end to end
propagation delay over the packet transmission time, and
taking constant packet length, we found that as a increases so
does the average packet delay as shown in figure 2.11. This
also means as the channel speed increases so does the average
packet delay. At throughput of 0.5 for instance the average

delay doubles when the transmission rate goes from 1 to 8.

As the packet transmission time determines the normalized
propagation delay penalty, the increased packet length leads

to higher utilization levels.This is shown in figure 2.12.
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It is to be noted that the control overhead of the
protocol does not increase with the number of channels since

each station has to transmit and receive on a single channel

at a time.

AVERAGE PACKET DELAY VS THROUGHPUT
for N=8 and a=1,4, and 8
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AVERAGE PACKET DELAY VS THROUGHPUT
for N=12 and L=125, 250, and 1500 bytes

) Average packet delay D
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Figure 2.12 AMTRAC Delay, L varies:
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2.4 FDDI Network

The American National Standard Association (ANSI) X3T9
committee has developed the Fiber Distributed Data Interface
(FDDI) which has been considered as a general purpose high
speed local or metropolitan area network. The committee has
also worked on a hybrid scheme, called FDDI-II, to provide
FDDI with a circuit switched capability for voice in addition

to its existing packet switching capability.

FDDI is composed of two counter-rotating token passing
rings each of which runs at 100 Mbps (figure 2.13). Optical
fiber is used in the rings for transmission between stations.
The counter rotating rings can be used to provide redundant
data paths for reliability. The stations in the network use

optical transmitters and receivers.

station
| [ T
1 I L
Figure 2.13 FDDI Dual ring configuration
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In case of 1link failure or station failure the dual rings
are reconfigured by wrapping back the wiring into a single
ring as shown in figure 2.14. The failed link or station is

thus eliminated from the network until it is repaired.

station

. TT T

LLD'Ll—]ll

X |failed
station

Figure 2.14 FDDI Wrap back

When both rings are connected to all stations and used
for transmission at all time instead of saving one as a
standby ring as shown above, then the transmission rate of the
network becomes 200 Mbps. Transmission of information between
stations is asynchronous. In the case of FDDI-II which is a
superset of FDDI, the slots have channels dedicated to data
packets and 16 wideband channels that can be used for voice or
video. The wideband channels use isochronous transmission. A
station is designated to act as a cycle master to create
cycles or slots at an 8 KHz rate. It also marks any

isochronous wideband channel as free to be used or assigned to
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a particular communication.

In FDDI a station can transmit only if it holds the token
frame. The token frame is a control signal comprised of a
unique signalling sequence which any station may capture.
There is only one token frame in the ring so only one station
can transmit at a time on the same ring. When the station
holding the token finishes transmitting information frames, it
releases the token and transmits it to the next station. When
both rings are used for transmission, there is a token on each
ring.

When an information frame is transmitted on a ring, all
stations receiving the frame forward it on the ring without
affecting it. The destination station copies the information
as the frame passes. When the transmitted frame reaches the
source station this latter destroys it. The token is passed
when the station finishes its transmission or if its allotted
time is over. The token is transmitted right after the last
information frame by the source station. Unlike IEEE 802.5,
the source station does not wait for the frame to come back

from its trip around the ring before releasing the token.

2.4.1 Format of the Information and Token Frames
The frame format at the MAC level is described in terns
of symbols where a symbol corresponds to 4 bits. The structure

of the information and token frames generated by the FDDI
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protocol are shown in figure 2.15.

[—— SFS FCS Coverage EFS

PA SD FC DA SA INFO FCS| ED FS

SFS- start of frame sequence
EFS- end of frame sequence

Figure 2.15 a) FDDI Information Frame Format

PA SD FC ED

Figure 2.15 b) FDDI Token Frame Format

The Preamble (PA) is used to synchronize the frame with
each station's clock. It consists of 16 idle symbols generated
by the source station. Subsequent stations may change the
length of the preamble to stay consistent with clocking
requirements.

The Starting Delimiter (SD) indicates the start of the
frame consisting of a J and K symbols both distinguishable
from data symbols.

The Frame Control (FC) is composed of 2 symbols with the

following bit format: CLFF Z22Z
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where C is a bit that indicates whether the frame is
synchronous or asynchronous; L is a bit that indicates the use
of 16~bit or 48-bit addresses; FF are two bits indicating
whether this is a LLC frame or a MAC frame; for a token FF is
set to 00. When it is a MAC frame the symbol ZZZZ indicate the
type of MAC frame; for a token 222Z is set to 0000.

The Destination Address (DA) is a physical address of a
station, a group of station or all stations on the 1local
network. The destination address as well as the Source Address
(SA) are 4 or 12 symbols in length (16 bits or 48 bits)
depending on the setting of the L bit in the Frame Control
field.

The Information (INFO) field contains the higher layers
data or information control.

The Frame Check Sequence (FCS) field uses 8 symbols for
a 32-bit cyclic redundancy check based on the FC, DA, SA and
the INFO fields.

The Ending Delimiter (ED) indicates the end of the frame;
it is 4 bits long ( 1 symbol) for all frames except the token
which is 8 bit long ( 2 symbols). The variation is required so
that frames occupy an integral number of octets.

The Frame Status (FS) is the last field in an information
frame and it contains the error detected (E), address
recognized (A), and frame copied (C) indicators. Each
indicator is represented by a symbol to give the status of the

indicator (true or false). If an error is detected in the
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frame, the E indicator is set with the symbol for true. If a
station detects its own address in the passing frame, it sets
the A indicator. If it copies the frame it also sets the C
indicator. With these indicators the source station is able to
know if a station exists and if it read the frame sent to it.

Errors are handled by higher layer protocols.

2.4.2 MAC Protocol

The network is initialized in order for all stations to
negotiate a target token rotation time (TTRT). During the
negotiation each station takes into consideration the
percentage of time that will be used for synchronous
transmission. The remaining time will be used for asynchronous
transmission. At the end of the negotiation, the shortest TTRT
is used to set a timer T_Opr identically in each station. The
determination of TTRT results from a process of the MAC level
known as the MAC claim process. This process also determines,
during initialization, the station responsible for issuing the
first token. The claim process can be started any time when
the station's MAC detects the need for ring initialization.
The MAC then continually transmits the claim frame which is
composed of the following fields: the start delimiter, the FC
coded as 1L00 0011 to uniquely identify it, the destination
and source addresses both containing the same address that of
the frame originator, and the information field with the first

four bytes containing the station's bid for TTRT. Faster TTRT
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claims referred to as higher claims wins the bidding. A
station receiving a claim frame with a lower claim than his
disregards the frame and transmits its own. If the claim is
higher it stops generating its own claim frame and passes the
received one. When the originating station receives its own
claim frame it has won the bidding and immediately generates
the token. All stations know the new TTRT value since each has
recorded the TTRT claim and passed it on.

The token rotation timer (TRT) is a counter used in each
station to measure the time between successive arrivals of the
token at that station. Normally the TRT is reset each time the
token is received in order to time the next token rotation. If
the TRT exceeds T_Opr before the token has arrived back at the
station another counter Late_Ct initially zero is incremented
and the TRT is reset to zero and continues timing. When the
token arrives late at a station (Late_Ct=1) the TRT is not
reset but continues timing. As a result of the accumulated
lateness into the next token rotation time exceeding T_Opr,
the asynchronous transmission is restricted until the lateness
has been compensated by faster cycles of the token. The
average token rotation is at most T _Opr. If Late_Ct ever
exceeds one, error recovery is initiated. Late_Ct is reset to
zero each time the token is received. When the token is
received by each station, the token holding timer (THT) is
used to control the amount of time the token is held for

transmitting asynchronous frames.
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At the reception of the token on time (Late_Ct=0) at the
station, the THT is loaded with the current value of the TRT.
The TRT is then reset and enabled. Synchronous frames are
transmitted first then the THT is enabled to start
asynchronous transmission. If the THT is less then T _Opr then
there is still time left for asynchronous transmission.

Different asynchronous priorities can be implemented.
Counters T Pri(i) (i=1 to 8) define the token holding time
threshold for asynchronous priority level 1 to 8. A large
threshold value allows more time to elapse from the THT before
passing the token. The maximum threshold value for a priority

level is T Opr.
The algorithm describing the protocol is:

If frame_received is a TOKEN
THT counter = TRT counter
If Late Ct = 0
TRT = 0
TRT counter enabled
endIf;
If there is synchronous data to send
While synchronous allocation valid
transmit synchronous frame
endWhile;
endIf;
If there is asynchronous data to senad
If TOKEN received is restricted
If destination address is own
While asynchronous buffer not empty
transmit asynchronous frame
endWhile;
endIF;
Else
THT counter enabled
i=7
‘ While THT < TTRT and i 2 0
| While i buffer not empty and THT < T Pr(i)
’ transmit frame
endWhile;
i=i-1

g~ ©
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endWhile;
endIf;
endIf;

pass TOKEN forward on bus
endIf;

2.4.3 Analysis

The recent (Feb. 1991) queueing model taken for the FDDI
MAC protocol analysis by Tangemann et al. [TANG1l] deals with
N stations that can be considered as a polling system. Each
station is depicted as a single queue having certain
unrestricted priority. Each of the queues may be of different
priority. Queue i can buffer up to m; packets. The packet
arrival process at station i is Poison with rate A,. The
server for the queueing model is the transmission channel,
allocated cyclically to the station according to the FDDI MAC
protocol. The service time of a packet T,; and the switchover
time T, from station i to station i+l are random variables
with general distributions. The model is shown in figure 2.16.

The imbedded Markov chain is used to analyze the model.
The regeneration points are represented by the token arrival

times at the stations. The token rotation time T(™ measured

TRTi
by station i represents its system state at the nth token
arrival along with the number of packets 1&.‘"’i waiting at

station i with the probability

ai™ (7)=pla{™ =7] (2.4.1)
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m1 mz mi mN
T T T Torin

Priz2 Prii

Cycle Time Dependent
Timer Controlled Gated Services
T

Hi

T

Ui

Figure 2.16 Queueing model for asynchronous data
transmission in the FDDI system

B'™., representing the maximum number of packets that can be
served at station i after the nth token arrival, depends on
the token rotation time measured by station i. As described in
the MAC protocol, the value of the token rotation timer TRT is
copied into the token holding timer THT which is started
counting upward when asynchronous transmission is initiated

and expires when the level T of the station i priority

Prii
packet transmission is finished. This model can be described

in the Laplace domain as (characteristic function approach)

@ zrr,, (5) =@ o (S) {Qﬁx(s)]i (2.4.2)
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where T and T are random variables for j successive and

THTY ] TRTi

independent packet service times T,.
The maximum number of packets that can be served is

expressed as

bim=prB™ =5 (2.4.3)

PIT{r,> Tpyy ) =0

m LA (n & ,

pim - P[T,.R,.I«PE THI<TP”1<Tm,.,+E Ty) 0<j<m,
i+ - k=1 k=1
m,-l

(n) .

P[T7;7'1+2 Th,(TPn‘,] J=m;

k=1

or to put it in terms of the distribution functions we have

{m s
1-Frar, o (Tors,) J=0
b - F,‘,?-}“,_‘(szil) ~Fi, (Tpps) 0<j<m,
(n) .
Eﬁnﬁm(rmq) J=m;

Since the service is not fixed then the actual number of
packets to be served can be determined by the discrete random

variable

ci"=Min[a{™,B{™] (2.4.4)
Assuming independence between A/, and B™, the

distribution of C“H is

1-(1-a{™(0))-(1-b{ (0)) j=0
cf™ () = 2 2 =
141-Y af™ () 11-L b (0 |-Y ef (k) j=1,, m,
k=0 k=0 k=0

(2.4.5)
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Since the token holding timer THT can expire before
servicing all packets then the number of packets that cannot

be served in this cycle is given by

m =Algn) -C}n) =A1§n) -Min [A}") ’Blgn)]

(2.‘.6)
1 =Max[A{™-B{™,0]
with the distribution
my
=Y ai® (k) bi™ (k-7)  0<jsm,
(n) ¢ =3
d;™ (7) *7 (2.4.7)

=1-Y" d{” (k) 3=0
k=1

The station time T‘“’E.

. ( ) .
; is composed of C'™, independent

packet service times T,, and the switchover time T, , which

yields in the Laplace transform domain

@z (s) =@, (s) 'Géf" (@, (s)] (2.4.8)

where G™ . (2z) is the generating function of c™..

The cycle time T™'

; measured by station i is the time

between the nth and the (n+l1)th token arrival at station i. It
is given by

N 1-1
(n+1) _ (n) (n+1)
Te, _kz:' Tg, +k§1: Tg, (2.4.9)
=] -

Because of the interdependence of the station times, the cycle

time can only be evaluated approximately by
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N i-1
oY (s) =[] @£ ()] @Y () (2.4.120)
k=1

k=i

As seen in the MAC protocol and in equation 2.4.2 and
2.4.3, the token rotation timer (TRT) is not always reset and
restarted upon arrival of the token; therefore the token
rotation time in equations 2.4.2 and 2.4.3 is not equal to the
cycle time. However, since on the average the TRT is reset
upon token reception, a good approximation would be to equate
them without having to alter the basic cycle time properties

of the protocol. This is represented in the Laplace domain as

@t (5) =@ () (2.4.11)

It is now apparent that the queue state after the next
token arrival A", for i=1,2,..,N can be found from the cycle

time by developing the state equations of the imbedded Markov

chain:

a!™ (5) =d{" () ®gi™ () (2.4.12)

where ® stands for the discrete convolution of a finite and
infinite distribution and ‘™" (j) is the probability that j

packets arrive at station i during the (n+1)st cycle. then

i
=" d(k) g(j-k) 0<j<m
d(7)®q(j) %° . (2.4.13)
=¥ ¥ dik)g(l)  jem

k=0 l=m-k

and
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(n+1) ="‘ (Al t) I

o = et (e)de §=0,1,2,, (2.4.14)
T

where £™V _.(t) is the distribution density function of TV .
The probability q“"”m(j) can then be evaluated by using a two
moments approximation for T‘™" .. The above analysis is too
complex to allow a closed form expressions for the steady
state distributions of A, and T, to be found. An iterative
algorithm is used. As a start, the initial values for an empty
system A9, and T'®, are used. Then equations 2.4.1 to 2.4.12
yield an improved T‘¥’,, and equation 2.4.13 to 2.4.14 in turn

yield a new A'Y.. These calculations are repeated until

stability is reached, namely when

<€ (2.4.15)

i E.[A}n)] “E[Al(n-”]

= E[A{P)]
The parameter € is selected to determine the accuracy of the
results. After the iteration, the steady state distributions
of the queue lengths A at token arrival times and the cycle

time T, are known approximately.

FDDI II cycle structure and the circuit switch traffic is
also being considered with the following assumptions. The
number of circuit switch (CS) wideband channels remains fixed.
Circuit switch connections are assumed to be static compared
to packet switch (PS). The burstiness of the packet switch

bandwidth is neglected.
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This implies the following calculation of the packet

service times:
Ty, =To* T, (2.4.16)

where T, is the random variable of the transmission time of

the packet overhead ¢, with
E[(T,1=E[]/Bps ¢c[T,1=0 (2.4.17)

where c 1is the coefficient of variation for the random
variable T,, and T,; denotes the transmission time of the
information part of the packets with

E[T;1=E[8;]1/Bps, cITyl=cli;]. (2.4.18)

The PS bandwidth B,; depends on the amount of CS traffic.

In the FDDI system it is
Bps=Bgyer (2.4.19)
whereas with FDDI II it is
Bps=Bgys~By—Nes'Bype (2.4.20)

where B, is the bandwidth loss due to cycle overhead, n. is
the number of CS wideband channels (WBC) and B,  is the WBC

bandwidth.

2.4.4 Results
A model of 25 stations connected to a ring with 100 Mbps
system bandwidth and 100 km ring length is selected for the

analysis. Every queue of figure 2.16 has a limited buffer
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space of m; = 5, and all stations have the same priority
threshold T,.,; = Ty, With symmetric traffic. The packet

information part length of 1 kbyte is negative exponentially
distributed. The total offered traffic is varied by increasing
the packet arrival rate. Four cases have been examined namely:
a) FDDI with Ty, = 5 ms

b) FDDI with T, = 10 ms

c) FDDI-ITI with T, = 10 ms and 25 % CS traffic

d) FDDI-II with T,,; = 10 ms and 50 % CS traffic
The results of the analysis for the above cases are
reported by [TANG1l] to have come comparable to simulation
results obtained by a detailed discrete event simulation.
Figure 2.17 shows the mean cycle time E[T.] versus the

normalized total offered traffic p which is calculated as
N
p=2 Aj.E[QIJ] /Bsys. (2.‘-21)
im

We can see that the top limit in figure 2.17 is that of TTRT
used. The influence of the service discipline is negligible in
the analysis. In cases ¢ and d the mean cycle times increase
to the maximum faster than the other cases because the
residual maximum PS load is reduced according to equation
2.4.20 for FDDI-II.

Figure 2.18 shows the mean waiting time E[T,] versus p.
It is observed that under heavy load, the waiting times

gradually reach a saturation level determined by queue size
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and throughput of the stations.
Figure 2.19 shows the PS information throughput I,

measured in Mbps given by

N

N
Tes=). ;=Y (1-p,) A,ELl;)] (2.4.22)

i1 I=1

At light load the throughput increases linearly with p. At
higher load the information throughput reaches saturation. The
PS throughput is reduced when the target rotation time is

decreased and the amount of CS traffic is increased.
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CHAPTER 3
WAITING TIME ANALYSIS IN A BINGLE BUFFER

DQDB NETWORK

3.1 Introduction

The DQDB MAN network consists of two high speed
unidirectional buses carrying information in opposite
directions and serving stations connected to both buses.
Simulation studies [CONT1] [DAVI1l] have revealed the
unfairness of DQDB in accessing the network from stations at
different positions on the buses. It is shown that the
stations most upstream to the sender and nearer the network
controller which generates the transmission slots, have more
chances than the downstream stations when the number of
transmission requests increases. In order to look at this
problem in an analytical way, it is necessary to formulate the
waiting time of a station and derive from it the unfairness

problem with respect to the position of the station.

Bisdikian in "Waiting Time Analysis in a Single Buffer
(802.6) Network" [BISD1]) has calculated the data unit waiting
time characteristics of a specific station in the network
under the assumption that the station cannot queue more than
one data unit at a time. Analysis was used to determine the
unfairness of DQDB and to estimate to what extend the

“destination release of slots" can improve the network
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performance. We will describe, in what follows, Bisdikian

approach.

3.2 DQDB Analysis

In the DQDB network each station is in one of two states.
It is idle when there is nothing to transmit and active
otherwise. In the idle state, the request counter (RQ_CTR) is
incremented for each request it receives on the reverse
channel and it is decreased by one for every empty slot that
passes the station in the forward direction (downstream) as

shown in figure 3.1.

Head of bus A
BUS A
»
T T
l 4 l A
v v
] 1
station e e e e station
#1 N
[ .
A A
v N
L |
BUS B Head of bus B
Figure 3.1 The DQDB network topology.

In the active state, when the station has something to

transmit, it transfers the content of the RQ_CTR to the
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countdown counter (CD_CTR) and resets the RQ_CTR to 0'. It
then sends a request upstream in the reverse channel (REQ set
to 1). The CD_CTR is decremented by one for every empty slot
that passes the station in the forward channel (downstream)
until it reaches 0. At this instant, the station transmits a
data unit waiting in the queue into the first empty slot of
the forward channel. Meanwhile, the RQ CTR continues to be
incremented for all requests received on the reverse channel.
In order to determine the waiting time of data units we note
that the number of requests in the RQ_CTR when a data unit
arrives for transmission is in direct relationships with the
waiting time of the data unit. So we analyze the statistics of
the number of requests at the RQ_CTR when the data unit

arrives.

A single station is considered for the analysis with the
network partitioned into an L _NET and an R_NET by aggregating
together all stations lying to the 1left and right of the

tagged station (figure 3.2).

' The RQ CTR reset to zero is one of the implementations that
is used in DQDB protocol. As far as this analysis is concerned
there is no difference which method is used since the result is the
same.
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forward channel
>

v
1

L_NET tagged R_NET
station

T
A

B

<
<4

reverse channel

Figure 3.2 DQDB tagged station and its L_NET and R_NET.

It is assumed that each slot coming from the L_NET in the
forward channel and passing in front of the tagged station is
busy with probability a, independently per slot. Furthermore,
each slot coming from the R_NET and passing in front of the
tagged station in the reverse channel contains a request with
probability B, independently per slot and independently from
the busy slot of the forward channel. It should be noted that
the L _NET and R_NET generate data units (not slots) at rates

per slot equal to probabilities a and B respectively.

The tagged station is assumed to have a data unit
transmission buffer of size one. Thus whenever the user is
active, only one data unit awaits transmission. The arrival
rate is A data units per seconds. The number of slots between
the transmission of a data unit and the arrival of the next

one is a number T of slots, that is independent of any process
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in the network and with a probability mass function:

p,=Pr(T=n) =e ™ (1-e3) (3.1)

for A>0, n=0, 1, 2, ...
The first term is the probability that the data unit arrives
at the nth slot and the second term is the probability that no

data unit is in the system.

The virtual request counter (VRQ_CTR) is wuseful in

describing the status of the station at any moment in time. So

VRQ_CTR

CT_CTR + 1, when the user is active

i

RQ_CTR when the user is idle (3.2)

Now when the RQ CTR is 0 and a data unit arrives in the
station, the VRQ CTR is 0 if the slot that passes on the
forward channel is not busy, on the other hand if the slot is
set busy then the VRQ CTR is 1. So the waiting time of a
packet is the time it takes for the VRQ_CTR to be reduced to

0, following the arrival of a data unit in the station.

The data unit waiting time is now analyzed. We let F,
denote the value of the VRQ CTR at the instant of the nth data
unit arrival. Since the busy and request slots are memoryless
in other words not dependent on previous states, the sequence

(F,; n2l) forms a Markov chain embedded at the instances of

data unit arrivals at the tagged station. During the
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subsequent development we prove that the chain is homogenous,
irreducible, and aperiodic with the state space being the set
N, of nonnegative integers. The transition matrix of the

Markov chain (F ¢ n21l} is defined as

¥=[y;;] =[Pr(F,, =j|F,=1)] (3.3)

where i,j € N,

We let K, denote the value of the RQ_CTR at the first
slot following the transmission of the nth data unit. Again
because of the memoryless property of the busy and request
slots and given that F, = i, we can say that K depends only
on i and is independent of n. The next arrival of the data
unit F.,, likewise depends only on the last event being k if K,
= k and is independent of n.

We then define

0,,=Pr (K,=k|F,=1)
T=Pr (F,,,=7|K,=k)

(3.4)
for i, j, k € N,
We can then write each element of the state transition matrix

of the Markov chain (F,; n21} as

wij=§ Oikkje (3.5)

Its generating function is
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c;(z;i)=;;qujz1, (3.6)

for i=0, 1, 2, ... and |z|=1.

In order to obtain this function we will defermine the
conditional waiting time when the station is active and a
random walk analysis when the station is idle. With these
elements we will be able to determine the steady state of the

Markov Chain (F ;n21}.

A data unit that arrives at a station in a slot such that
the VRQ_CTR = i has a waiting time W(i). The VRQ_CTR will
either decrease by one with probability l-a, or remain at the

same level with probability a.

The generating function for W(i) is G, (z;i) and it is
equal to

G,(z;i)=1 if i=0 and
Gy(z;1)=(1-a) 2zG,(z;1-1) +azG,(z; 1), (3.7)

if i21.

Solving the recursion yields the following:

G,(z;i)=(—(%‘%;—‘z)i, (3.8)

for |z|<1, i=o0, 1, 2, ...
From the properties of the z-transform this equation implies

that W(i) is distributed as the sum of i independent



67
geometrically distributed random variables with parameter 1-a.
Instead of inverting G,(z;i) which can be quite tedious, we
can derive directly W(i) by noting that it has a negative

binomial distribution with
Pr(W(i) =n) —{;’:i)(l-a)a"-i (3.9)

with 1<i<n. Noting that Pr(W(0)=0)=1.

The generating function G (z;i) is useful in deriving easily

the

mean conditional waiting time and its variance namely
E(w(i))=—1-
l-a

L. la
Vaer(l)]_TItEYE

(3.10)
In order to calculate o, which is defined above, it is

necessary to first find the probability of registering n new

requests in t slots namely s (n). Again due to the memoryless

property of the request occurrence per slot, we can state
st(n)=(§)B"(1-B)t”’ (3.11)

for 0<n<t,

The generating function is
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t
S(z; ) =Y s,(n) z°=(1-B+Bz) ¢, (3.12)

n=0

for | 2l <1.

Now o, which is defined as Pr(K;ﬂ(I F,=i) can be derived as

9k~ S, (k) Pr(W(i)=t) (3.13)

t=max (1, k-1)

This is the sum of probabilities that there are k new requests
in t+1 slots with conditional waiting time in t slots for all
possible values of t. Closed form solution is not possible for
this expression. So we define a random variable conditioned on
i Y(i) such that (Y(i)=k)=0,, and the generating function is

Gy(z:1)=Y (1-p+P2) M( 1’5:1)(1-@1«':-1' (3.14)

t=1

for | zl <1,

which after manipulation becomes

Gylz: 1) = (1-ppa) (i (AB7B2) )7 (3.15)

for | 2l <1.

This expression will be used later on to express the

steady state of the markov chain.

We shall now consider an expression which describes the
state of the station when it is idle and no transmission of
data unit is waiting. The VRQ_CTR is a representation of the

variations of the RQ_CTR. Let us assume that right after the
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transmission of its last data unit the VRQ_CTR of the station
is equal to k and no new data unit arrives. Let 2 (k) be the
VRQ_CTR indication at the nth slot, starting from k. Then,
2,(k) evolves according to the following random walk
equations:

When it is right after the transmission in other words n
is zero then 3Z,(k)=k with probability 1 for keN;, as defined

above. i.e.
Zy (k) =k keN,

In a general case

Z,,, (k) =max (0, Z,(k) +IJ (n)) (3.16)
for n=0, 1, 2, ...,
and where If is a ternary, independent identically distributed
sequence, independent of any other process and assumes the

following values

R 1 w.p. 8=a

I, (n)= 0 “w.p. 1-8-€ (3.17)
-1 “w.p. €=(1-

Some definition are necessary in order to give a solution to

this equation.

Let m;(njk) = Pr (z,(k)=3), n, 3, k € N, then from the above

expressions

- j=k

ﬂ’j(o"k)zo: -~ otherwise
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i1y o (178 Mo (0 k) vem (i k), j=0
7 (A1ik) =gn . (nik)+(1-8-€) m (n; k) veny,, (m;k),  jel
(3.18)

and let the generating function that corresponds to Z (k) be
G,(z;n) =?:1t1(n;k)zi, (3.19)
=0
for | zl €1 and k= 0, 1, 2, ..., then

Gelzin+1) =) n,(n+1;k) z?

Tx, (n; k) (1-8) +n, (n; k) €]
+{n,(n;k)d+n, (n; k) (1-0-€) +n,(n; k)el z

+Ql.

+{n, , (n; k) 8+n;(n; k) (1-8-€) +x,,, (n; k) e] z*
.o

(3.20)

This further resolves into the following recursion

Gelz;n+1)=(bz+1-0-e+ez *) G, (z;n) +n,(n; k) (1-z M) e,

(3.21)

This linear difference equation has the following solution

G, (z:n)=(8z+1-8-e+ezt) zk+e(1-271)
n-1
Y (8z+1-b-e+ez) " in (1 k),

a=0

for n=0, 1, 2,... and Gk(z;O)=z". (3.22)
Note that the sequence w,(n;k) has no closed expression
but it can be calculated numerically.
Now suppose that the sequence (2 (Xk): n20) stops its

progress at the nth step (when a data unit arrives) with
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probability p, defined above as e™(1-e!). For R(k) being the

value of 2 (k) when the sequence stops

R(K)=Y 2,(k) (1-e*) e (3.23)

n=0

Since nj(n;k)=Pr(Zn(k)=j) then the pmf of R(k) is

(k) =(1-eM) Y n,(n;k)e™, (3.24)

n=o

and the generating function is
Gp(z; k) =E[z”‘“]=/_€:06'k(z;n) (1-e*) e (3.25)
=
This equation is also equal to
c%(z;k)=iii;(k)z" (3.26)
n=0

Combining the solution of G, (z:n) with this equation we

get

(1-e7*) zk+e(1-z71) e *o (k)

Gy{z; k) =
r(zik) 1-(8z+1-b-¢+ez ) e

(3.27)

Using the above expressions we can formulate the

probability T,; by the following

“j-l (k) ' "jzzl
t):j= a?t-;(k), -j=1, (3-28)
(1-a) %, (k), =j=0.
We can now proceed with the analysis of the Markov chain

(F.in2l} and derive its steady state probabilities.
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We carry on from equation 3.6 now that we have developed

the terms that make it up. Therefore

=Q (k=0

5 oi,{z[zz % (k) zi]+?:’o(k) (i-a) (1-2)

k=0 =0

Gy (z; 1) =Jz: i ojkrkj]zj

, ~lz|s1.

(3.29)

The inner summation is in fact G,(z;k); we thus have

’

N (1-e*)yzkse(1-zY) e M (k) ) — :
G’(z'l)—kz-:o 0142( 1-(8z+1-8-e+ez ) e )+1t0(k) (17 (172

for |z < 1 (3.30)
After manipulating equation 3.30, equation 3.15 was
recognized as a term in it. The result of this manipulation is

Go(k; 1) = ((1-e%)G,(z;i)+(1-a) (1-B) (1-z 1) ey, ] z+y,(1-a) (1-2)
v 1-(aBz+a+P-2aPf+(1-a)(1-B)z)e?

where {(3.31)
71=E 0%, (k)
k=0

which is the probability that starting at state i, the next
arrival finds no outstanding requests. This probability is
easily obtained numerically. Equation 3.31 gives the
transition probability of the Markov chain (F_ :n2l). This
equation can also be used to prove the ergodicity of the
Markov chain provided that

i.e. the average number of requests per slot in the reverse
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p<l-a (3.32)

channel is less than the average number of empty slots in the
forward channel.

We are now able to find ¢ the steady state probability
vector of the Markov chain {F,;n21}, not conditioned on any

parameter. So the terms of the vector are
=Y b ¥, =-i=0,1,2,-, (3.33)
=0
and the associated generating function is

Gp(2) =;¢,z‘,~|z|sl.
0

=2: 4’14‘.: ¥,z

J=0 1=0

=2 ¢_1G.(Z;j)

30

[(1-e-*) (1-B+P2) -c:{ ‘i:‘;’(l‘}‘;%gf) Je(1-a) (1-P) (1-271) e lo];.x
) 1-[aPBzra+P-2aP+(1-a) (1-P)z]e? o

where (3.34)

x=0(1-a) (1-2)

__ %
e—(1~a)

where 8 is the probability that an arriving data unit finds no
outstanding requests. The moments of F may be obtained by

differentiating equation 3.34.

The mean value of the VRQ _CTR at the arrival of a data

unit is
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-a e-l
pr—=— [af-(1-a) (1-B) (1-6)] +1-6(1-c)

1
FlF] =
LFl 1-a-f 1-e

(3.35)
which means the number of requests that were made during the
waiting time plus transmission time of the previous data unit,
plus the number of requests not satisfied that were made
during the idle period plus one, unless the data unit arrives

at an empty slot and CD_CTR=0.

If we let {(I(i):i20} be a sequence of mutually exclusive
indicator random variables with Pr(I(i)=1)=¢,. Then the

conditional waiting time is
W=2: W(i)I(i), (3.36)
=0

and the generating function is

G, (z) =E[z ") =E ¢1( 11—_aa)22);
1=0

=G (1~a)z)
l1-az

(3.37)

where | zl <1.
Note that G,(0)=G,(0) and ¢, is the probability that a
data unit has no waiting time. Taking the derivative of

equation 3.37 we obtain the mean waiting time

Eiw =ELEL (3.38)
1-«a
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The probability mass function (pmf) of the random
variable F, for various values of the parameter a, 8 and A
are shown in figure 3.3 with the mean waiting time E[W] for
each case.

It is observed that as busy or request probabilities are
increased there is a shift to the right of the pmf of the
virtual requests, which reflects also an increase of the
waiting time of the data unit. This is caused by an increase
of requests queued ahead of an arriving data unit ( increase
in B) or a decrease of the effective capacity of the forward
channel (increase in @) or a combination of the two. The
condition for system stability whereby f21-a simply means that
the L _NET must allow enough empty slots to satisfy the traffic
generated by the R_NET. It should be noted that an increasc in
a or B is not only caused by an increase of traffic generated
by each station in the L_NET or R_NET respectively but also
when the tagged station places itself nearer the head of the
reverse or forward channel respectively. Since g21-a then an
increase in a requires a decrease in B. As a consequence a
single station in the L _NET can shut down the entire R_NET,
not even allowing requests to be sent by any R_NET stations.
Thus the unfairness of the DQDB network is once again shown

but this time analytically.
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CHAPTER 4
DQDB REQUIREMENTS: SERVICE INTEGRATION AND RELIABILITY

ISSUES FOR DUAL BUS METROPOLITAN NETWORKS

4.1 Introduction

The Metropolitan Area Network (MAN) being adopted in the
IEEE 802.6 Standard is based on the concept of distributed
gueueing. The distributed queueing technique under
consideration, the distributed queue dual bus (DQDB) was first
proposed for inclusion in the IEEE 802 standard by Telecom

Australia and its subsidiary QPSX Communications [NEWM1].

The DQDB system can accommodate both voice and data
traffic. Current DQDB protocols do not however, include
complete specifications for broadband services. Broadband
services, those requiring a data rate of 1.544 Mbps or more
typically include videotelephony, videoconferencing, high-
fidelity sound broadcasting, television, high-speed high-
definition facsimile and high-speed data transmission. In this
chapter, the first four examples are referred to as "video
services", the last two as "broadband data services". Data
transmission at rates of 9.6 Kbps and 64 Kbps is classified as
"narrowband data service". The DQDB system uses the
unidirectional bus structure ([NEWM2] shown in figure 4.1.
Distributed queueing is carried out by the media access

control (MAC) protocol implemented in the access units (AUs).
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The dual bus consists of two parallel unidirectional buses
connected to every access unit in the network. Frames in each
bus flow in the opposite directions. Both ends of both buses
terminate on the same network controller (NC). Although the

resulting topology resembles

S S R S A
S I NPT

| network

)
'controller | > o >
L,__‘_J | ;
{

>4 -
read tap LI ‘J__T] —{“—T
Hadl

1T T

AU ~access unit

AU

Figure 4.1 A Distributed Queue Dual Bus hje_twbrk—]

a ring, the dual bus network has nothing more in common with
a ring network. The frames generated by the NC at one end flow
on the bus and are removed by the NC when they reach the other
end. Following a specific protocol, AUs can read or write to

frames flowing on either bus without delaying the flow.
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The present study analyzes a new and expanded DQDB scheme
and proposes a protocol that can handle service integration
compatible with the asynchronous transfer mode (ATM) used in
broadband integrated services digital networks [CCIT1l]. This
new scheme guarantees that a virtual circuit for each voice
and video call is available on demand and for the duration of
the call [KADO1l]. Quality of voice and video services are also
guaranteed. Delay jitter, for instance, is minimal. Each voice
or video call occupies the same slot in successive frames for
the duration of the call. Call establishment time for voice
and video , a function of the frame size, is also minimal.
This system does not, however, use the silent intervals in
voice calls for other calls; voice slots are dedicated for the
duration of the call. To do so, the network controller would
have to be programmed with an algorithm implementing, say, the
time assignment speech interpolation (TASI) technique [WILL1].
In addition to circuit switching for video and voice services,
packet switching is provided for services such as broadband

data and narrowband data.

In the DQDB network, the network controller generates
frames transmitted in opposite directions on each bus. Under
the proposed scheme, each frame 1is divided into four
subframes, one for each of the four types of service: video,
voice, wideband data and narrowband data. The subframes have

slots of a specific size for each service. Regardless of the
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service, however, slot size is a multiple of the narrowband
data slot. All slots have the same header format. Furthermore,
each video slot is structured in such a way that it can
include a whole number of slots for either voice, wideband
data or narrowband data but not a mix of services. Similarly,
each voice slot is structured in such a way that it can
include a whole number of slots for either wideband data or
narrowband data but not a mix of both. This utilization of
voice and video capacity depends on availability; voice and
video services have priority in the use of their respective
subframes. Such sharing of subframes is known as the "frame
movable boundary" technique [KRAI1]. Wideband data and
narrowband data subframes, it should be noted, have fixed

boundaries, i.e., can only be used for their assigned service.

Since both broadband data and narrowband data can use
video or voice slots, contention may occur between the two
data services. Various priority schemes are studied with the
object of minimizing delay. Voice service, it must be
stressed, has priority over the data services for use of any

available video slots.

The reliability and performance of the expanded DQDB
protocol are also studied. The type of failure considered
occurs at the AU-bus interface and are caused by intermittent

and/or stuck-at bit errors when reading or writing the control
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field in the frame header. 1In tke model used to analyze the

performance reliability of the DQDB system, each AU causing
protocol errors is represented by a node and all healthy AUs
are grouped together and represented by a single node as far

as traffic flow and fault types are concerned [KADO2].

Each AU services slots on both buses in accordance with
the DQDB protocol. A faulty AU will exhibit an abnormal
service. The presence of faulty AUs affects the healthy AU
since an AU stealing a slot due to its error reduces the
number available from the fixed total number of slots. This

model can be analyzed as a network of M/M/1 queues. Nodes are

described aralytically within each dimension in the network of
queues. If there is only one faulty AU then the network of
gueues is two dimensional, one dimension for the faulty AU and
the other for the healthy AUs. The dimension of the network of
queues is therefore equal to the number of faulty AUs plus

one,

4.2 Frame Structure

Each frame generated by the network controller comprises
four subframes, one for each type of service (video, voice,
wideband data and narrowband data). There is no reason why
more subframe cannot exist. in case of a new service
implementation, a corresponding subframe can be added with all

its required features but following the constraints stated
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further on. The Network Controller and the Access Units
handling this new service will be updated with the new
changes. The other AUs may ignore this subframe since the code
describing the service in the slot does not correspond to the
service being supported by them. Since there are two types of
services, synchronous for video and voice and asynchronous for
data, the software that is added will simply be one of the two
fonctions. The other change will be in the subframe size for

this additional service.

Each subframe is divided into a number of slots, whose
size depends on the service type. Slots of all types, however,
have the same header structure, called the "access control

field" (ACF).

Slots for the data services and for establishing video

and voice services contain (figure 3.2):

- an access control field (ACF),
- a calling address field,

- a called address field,

- a parameter field, and

- a data field.
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ACF| CALLING

ADDRESS

CALLED
ADDRESS

PARAMETERS DATA

Figure 4.2 Asynchronous slot

The coding of these fields is beyond the scope of this
study, whose intent is to design an efficient DQDB protocol
for improved performance and reliability of . multiservice

MAN.

The address fields contain the addresses of the calling
and called AUs. The length of these fields is fixed and

depends on the network size.

The ACF contains essential information used by the DQDB
protocol. The ACF of the proposed approach has a length of 32

bits distributed as in figure 4.3.

Figure 4.3 ACF Format

F1|F2| BUSY CONTROL| REQ1 REQ2 REQ3 REQ4
b 1 2 3 8 13 18 23 28 32
position




Fl1, F2 two bits for frame synchronization,

BUSY - five bits indicating that the slot carries
information,

CONTROL - five bits identifying the slot type and
function,

REQ1 - five bits for the request of the narrowband

data service,

REQ2 - five bits for the request of the wideband data
service,
REQ3 - five bits for the request of the voice service

(used in call establishment), and
REQ4 - five bits for the request of the video service

(used in call establishment)

Note: Five bits are used for the BUSY field and each REQ field
in the case of the quintuple modular redundancy (see section
4.8). In the case of triple modular redundancy, the BUSY and
REQ fields are only three bits long giving an ACF 22 bits

long.

The frame synchronization bits are generated by the
network controller. When an AU uses a slot to carry
information, it sets the BUSY bits to indicate that the slot
is no longer available. An AU with information to transmit

must request a free slot before it is allowed to use one. The
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request is made by setting the REQ bits corresponding to the
service that the AU wants to use, i.e., REQ1l, REQ2, REQ3 or
REQ4. The REQ bits can belong to the ACF of any type of slot.
For example, a wideband request for a free slot can be made by
setting the REQ2 bits in the ACF of a video slot, voice slot,
wideband slot or narrowband slot. Which bus is used to make a
request 1is determined by the distributed queueing protocol
[BUDR1] and will be described later. The BUSY bits and REQ
bits are inherent to the distributed queueing protocol. The
CONTROL field in the ACF gives the state of the slot. Since
the CONTROL field has five bits, it can represent 32 different
states. The different states that are possible depend on the
slot category. The data slot in the narrowband data service
subframe can have only one state. The coding in the CONTROL
field represents that state, i.e., NARROWBAND DATA SERVICE.
Similarly, the data slot in the wideband data service subframe
can only have one state, the CONTROL field signifying WIDEBAND
DATA SERVICE. Both data services may have different types and
accordingly DATA field sizes, throughput, and other parameters
specific to the service. This information is conveyed in a

PARAMETER field between the CONTROL and DATA fields.

When not needed by their intended service, voice slots
can be used by either data service and video slots by the data
or voice services. The coding of the CONTROL field is hence

more elaborate. All possible significances of the CONTROL




89

field for each category of slot are listed in table 3.1.

TABLE 4.1 CONTROL Field Bignificance

Category CONTROL Field Signification
of Slot
narrowband = NARROWBAND DATA SERVICE
data
wideband - WIDEBAND DATA SERVICE
data
voice - NARROWBAND DATA SERVICE
- NARROWBAND DATA FULL
- WIDEBAND DATA SERVICE
-~ WIDEBAND DATA FULL
- VOICE SERVICE
- VOICE CALL ESTABLISHMENT
- VOICE CALL TERMINATION
video - NARROWBAND DATA SERVICE

- NARROWBAND DATA FULL

- WIDEBAND DATA SERVICE

- WIDEBAND DATA FULL

- VOICE SERVICE

- VOICE FULL

- VIDEO SERVICE

- VIDEO CALL ESTABLISHMENT
- VIDEO CALL TERMINATION

The use of the CONTROL and other ACF fields will be

described in subsequent sections dealing with the protocol.

4.3 Transfer of Narrowband and Wideband Data

An AU that wants to send information to another AU first
requests a free slot on the bus towards the destination AU.
This direction is known as the "downstream direction" with

respect to the sender. The request is sent on the other bus,
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which accesses AUs located away from the destination AU, i.e.
in the "upstream direction" with respect to the sender
[BUDR1]. figure 4.4 shows AU, transmit to AU,. AU, sends a
REQuest upstream (on line B) to AU,. When its assigned free
slot arrives (on line A), AU, uses the slot to transmit

downstream to AUP

line A downstream

i
:

i L AU1 av2 T ) AUi

Z
o
A
z
o]

upstream line B

| Figure 4.4 Distributed Queueing Topology
i

When requesting free slots, the sending AU advises
upstream AUs only. Downstream AUs need not be aware of this
request. Whenever a REQ is received from a downstream AU, all
the AUs that read it increment their request counter (figure
4.5) to keep track of all downstream requests for a free slot.
This request counter indicates how many data units are queued

for transmission downstream. Since the data units waiting for
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a free slot are spread among the downstream AUs, the process

is known as "distributed queueing".

downstream

| l‘“

request
‘I
<

upstream

counter

L

|
j | Figure 4.5 Keeping Count of REQ

The sending AU, after transmitting its REQ, copies the

content of the request counter to a countdown counter (figure

4.6). Both the countdown counter and the request counter are
decremented whenever a free slot goes by downstream. However,
only the request counter (not the countdown counter) is

incremented whenever a REQ goes by upstream direction '. When

! There is another implementation which has the same effect.
The request counter is transferred to the countdown counter and
reset to zero; then only the countdown counter is decremented. This
is the method described by [NEWM1]. The first method is adopted
because it is less complex. The request counter does not change
functions when a data unit is to be sent. Under the proposed
approach, one countdown counter is required for each service.
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the countdown counter reaches zero, the AU takes the first
empty slot going downstream and inserts its data unit. Each AU
has a countdown counter for data units of each type of service
it provides. This is the basic DQDB protocol [MOLL1], which is
straightforward when the slots used are in the wideband or
narrowband data subframes. However, when data units can be
transmitted on free slots in the voice or video subframes the

proposed expanded version of the DQDB protocol must be used.

I
‘ downstream
| *H
j i
| - - 1
| .l !
| | request | countdown
| 5 | >
; | counter | counter
| i |
|
| ’I
&
i <
upstream

Figure ¢.6 Waiting for Turn to Transmit '

When an AU's countdown counter for data transmission
becomes zero and a slot in a voice or video subframe passes
downstream, the AU can use this slot. If the BUSY bit is not
set, the AU sets it and codes the CONTROL subfield to
NARROWBAND DATA SERVICE or WIDEBAND DATA SERVICE depending on

the type of data to be transmitted. The video or voice



93
subframe reallocated to data transmission is then partitioned
into multiple data slots (both video and voice slots are
multiples of NARROWBAND and WIDEBAND data slots), all
available for either NARROWBAND or WIDEBAND data but not botn
(figure 3.6). The calling AU then takes the first of these new
data slots, sets the BUSY bit, codes the CONTROL subfield to
NARROWBAND DATA SERVICE or WIDEBAND DATA SERVICE, and

transmits a data unit.

T
!

VID: D SLOT

! |
| | |

J

| ACF

1 - ] ’
‘ ACF (calling [called !
| address addressta'ammerﬂ data

NARROWBAND DATA SLOT

! [Figure 4.7 Narrowband Data Slots in a Video Slot.
f
!

On the other hand, if the BUSY bit of the voice or video
slot is set, the AU looks at the slot's CONTROL subfield. If
the code is NARROWBAND DATA SERVICE or WIDEBAND DATA SERVICE,
the AU can use the slot to transmit data of the same type

only. The AU looks for the first empty data slot in the video
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or voice slot. If the empty data slot is the last available,
then the AU changes the CONTROL subfield »f the voice or video
slot to NARROWBAND DATA FULL or WIDEBAND DATA FULL. This code
simply indicates that the voice or video slot has been filled

with data of the stated type.

4.4 Priority Schemes

In the proposed system, priority only pertains to data
transmitted in empty (BUSY not set) video or voice slots.
Priority has no relevance otherwise because every service has
its own subframe and there is no contention for capacity in

voice or video slots reserved for data of a particular type.

A number of priority schemes are considered. The selected
priority scheme should minimize delay in the data services

involved. The priority schemes tnat have been studied are:

Case 1. Restricted priority - Narrowband and wideband data
have equal priority in accessing voice and video subframes.
However, narrowband data loses access when the wideband data

queue reaches a prespecified size A,.

Case 2. All AUs consider wideband data of higher priority than
narrowband data. As free voice or video slots pass by, the
wideband data countdown counter is decremented but not the

narrowband countdown counter. The narrowband data countdown
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counter starts being decremented by free slots only wher there

are no more requests for wideband data.

Case 3. Wideband data has priority over narrowband data until
the narrowband data queue reaches a prespecified size A,. Then

both wideband and narrowband data have the same priority.

Ccase 4. As in case 3, narrowband and wideband data have the
same priority after narrowband data reaches state A, but
narrowband data loses this priority once wideband data reaches

state Az'

4.5 Bynchronous Transmission for Voice and Video

Voice and video calls are established in asynchronous
mode. The call request is sent by the AU initiating the call
in the same fashion as described above for data transmission.
Once the call is accepted and acknowledged by the destination
AU, the NC reserves a slot fcr the active voice or video
session; there 1is no detectabie difference between AUs
functioning this way and AUs functioning entirely in the
asynchronous mode; the voice or video traffic, though
occupying the same slot in each frame throughout the session,
could be regarded by other AUs as asynchronous traffic coming
from any upstream AU. The synchronous nature of the
communication is only important to the sending and receiving

AUs.



96

An AU wishing to establish a voice or video call first
has to make a reservation request either in the voice slot
(for voice service) or video slot (for either service). The
NC, which generates the frames, must be made aware of and
validate the call request. After call establishment, however,
NC involvement must be minimal. The destination AU must
synchronize itself with the slot position for the call it is
to receive. Since the slots are synchronized with respect to

the frames, the time between slots is equal to the frame time.

A new protocol is now proposed for voice and video
communication over a dual bus network. The starting point is
the establishment of a voice or video call. The calling AU
initially follows the procedure for DQDB asynchronous
transmission. When the calling AU gets hold of a free slot, it
sets the BUSY bit and codes the CONTROL subfield for VOICE
CALL ESTABLISHMENT or VIDEO CALL ESTABLISHMENT. The same slot
also includes the destination and source addresses, call
identifier (needed to single out one of the many calls that
could exist simultaneously between source and destination) and
call parameters. In response to this call request, the
destination AU makes a return call on the other bus to the
calling AU. It sets the CONTROL subfield of the slot to VCICE
CALL ESTABLISHMENT or VIDEO CALL ESTABLISHMENT, puts the
calling AU address as the destination address and its own

address as the source address, and includes the same call
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identifier and call parameters. This tells the calling AU that

the call is a positive acknowledgement.

These two calls are independerit of one another; it is
only the AUs involved that need to identify the first as a
call request and the second as positive acknowledgement
establishing full duplex communication. The destination AU
may, of course, refuse the call. The return call will then
have the CONTROL subfield coded for VOICE CALL TERMINATION or
VIDEO CALL TERMINATION, the proper source and destination
addresses and tha same call identifier as that found in the

call request.

The NC 1is also involved in the isochronous call
establishment. Upon detecting a VOICE CALL ESTABLISHMENT in
the CONTROL subfield of a video or voice slot, or VIDEO CALL
ESTABLISHMENT in the CONTROL subfield of a video slot, the NC
reserves a slot position in the frames it generates by setting
the BUSY bit and coding the CONTROL subfield to VOICE SERVICE
or VIDEO SERVICE. Call request and acknowledgments, it must be
emphasized, are handled independently by the NC. Furthermore,
the slots reserved on one bus through the call request and on
the other bus through the call acknowledgment need not be in
the same position. To terminate a call, each AU codes the
CONTROL subfield to VOICE CALL TERMINATION or VIDEO CALL

TERMINATION. Upon detecting this code, the NC stops reserving
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the slots. It can be seen that NC involvement is minimal.

A call request may not always receive a response. The
calling AU must therefore timeout the response. After the
timeout expires, the calling AU must clear the call request
by setting the CONTROL subfield in the reserved slot to VOICE

CALL TERMINATION or VIDEO CALL TERMINATION.

Voice service can use video slots. When the distributed
queueing protocol allows an AU to take a slot for sending a
voice call request, the AU can grab a video slot passing
upstream. The AU first checks the BUSY bit of the video slot.
If the BUSY bit is not set, the AU sets it and codes the
CONTROL subfield to VOICE SERVICE. The video reallocated to
voice transmission is then partitioned into multiple voice
slots (video slots are some multiple of the voice slot). The
calling AU then takes the first of these new voice slots, sets

the BUSY bit and codes the CONTROL subfield to VOICE SERVICE.

On the other hand, if the BUSY bit of the video slot is
set, the AU looks at the slot's CONTROL subfield. If the code
is VOICE SERVICE, the AU can use the slot to transmit voice.
The AU looks for the first eampty voice slot in the video slot.
If the empty voice slot is the last available, then the AU
changes the CONTROL subfield of the video slot to VOICE FULL.

This code simply indicates that the video slot has been used
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by voice and is now full.

When an AU wants toc send a REQ for a particular service,
it must check the appropriate REQ field in successive slots
until it detects a free REQ for that service. This creates
delay. In this regard, downstream AUs have a slight advantage
when requests are simultaneous since they can reserve slots

before upstream AUs.

Since there is a REQ for every slot, the AU has to have
a countdown counter (CD) for every data unit queued. As slots
available for a requested service pass by the AU, all the CDs

for that service are decremented.

4.6 A Model of the Proposed Protocol

In order to analyze the proposed protocol, a model is
configured as a network of queues. The model assumes that no
errors affecting the protocol occur (a model that takes
protocol errors into consideration is studied in section 4.8).

We will call this the "model with no faults".

Frames available for video, voice, wideband data and
narrowband data services are assumed to arrive according to a

Poisson process with mean arrival rates of A, i, i,, and A,

v/

respectively. Frame service time is 1ssumed to Dbe

exponentially distributed with a mean of 1/u, 1/p, 1/igp and
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1/ respectively. The number of channels for each service,
the capacity for each service in terms of narrowband data slot
size, and the priority thresholds A, and A, are other

parameters fed into the model.

Since video traffic is not affected by any other service,
i.e., is independent of all other traffic, its steady-state
probability distribution is given by the common Erlang

distribution formula.

p/m)

Ph e
; pi/ !
=0

(4.1 a)

where m= 0, 1, ... , N,

N, is the maximum number of video slots in the video
subframe, Py = Ay / Hy.

Video calls are not buffered; if service is not available
calls are blocked cleared. The video blocking probability Pb,
is given by the Erlang B formula because of the independence
asumption with respect to other services [KLEI1l].

Pw

N, !

wa=—Nu_—_ (‘-1 b)

N
3,_‘: pi/ 31
=0

Voice traffic is not affected neither by narrowband nor

by wideband data traffic. It is also assumed that video and

voice traffic do not affect each other eventhough voice slots
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in video subframes are not preempted by video call requests.
This is an acceptable simplification considering that the
average video call establishment time is longer than the

average voice call duration.

The number of voice slots available at any time is
N+ (N, -m) O
where N, is the maximum number of voice slots in the voice
subframe, 6 = z2/y, the ratio of video slot size to voice slot

size, and m is the number of video slots in use.

Averaging over all video states we get the following

voice service probability distribution

N, [] m
. pv/ Q! pw/m!
q‘ _Z NV‘NAO'M . NU (402)
Y e¥ir X e/t
juo j.o

with ¢ = 0,1,..., (N, 8 + N), and p, = &, / pu,.

As with video, voice calls are not buffered. They are
served by £ slots available for voice, which are considered as
servers. When all ( N, + (N, - m)0 ) possible servers for all
m video calls are busy, then any incoming voice call will be

blocked clear.

The voice blocking probability is thus
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v*NB-mB m
o M (NNB-m®) L pl/mi

prwrd Nv"Nﬁ‘ﬂﬂ Nw ( ‘ i 3 )
3. e¥/3! Y. oi/ !
j=o j<o

The average video call establishment time is longer than
the average voice call duration. The average videc call
establishment time can therefore, in the worst case, be
equated to the holding time for voice. The video call
establishment time is the time, after having sent a REQ, that
a given AU needs to prepare a video call before using a free

slot that may become available.

The average video call establishment time is therefore

lNlﬁ’Nv
Ty=3 Y ai- (=N /py (3.4)

=N,

This is a function of the probability distribution of
voice traffic using the video subframe.

The narrowband and wideband data services can compete for
empty voice or video slots. Data, whether narrowband or
wideband, can be queued when no slot is available; however,
there is a limited buffer capacity for each. When the buffer
is full, data call requests are blocked cleared. The
narrowband and wideband data are assumed to be bursty i.e.
hold time is assumed to be very short compared to that of
video and voice traffic. Video and voice calls thus do not

have to preempt data calls.
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Each video slot can accommodate z narrowband data slots
z/x wideband data slots or z/y voice slots. Each voice slot
can accommodate y narrowband data slots or y/x wideband data
slots. The probable number of available slots from the video
and voice subframe is therefore

k=N,z+ N y-mz-¢y

where

k is expressed in terms of equivalent narrowband data
slots,

N, is the number of video slots in the video subframe,

N, is the number of voice slots in the voice subframe,

m is the number of video slots used for video service,

m z is the number of equivalent narrowband slots used for

video service (m video slots used, each equivalent to z

narrowband slots) and

2 y is the number of equivalent narrowband slots used for

voice service (£ voice slots used, each equivalent to y

narrowband slots).

k can also be represented in the following form

k=§ -vyy

where £ = N, z + N, y, and

yy=m2z+ ¢ Yy.

The probability distribution of available video and voice
slots where voice can occupy video slots, is thus the

probability of the sum of occupied voice and video slots
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(S=2+mB). This probability is

Ny
P(S) =Y Qi(s-m) /ot Pa (4.5)
m=0

for s = 0, ... , (N, + N, 0)
The probability distribution of available video and voice

slots for data is transformed as follows

P, (k=§-yy) =P(S=N,+N,0~-k/y) (4.6)

~

for y =0,i, ... ,&/y.

The Narrowband data arrival rate is 1,. The total service
rate for the narrowband subframe is Nm“m, where N, is the
number of narrowband data slots and u, is the unit service
rate.

The wideband data arrival rate expected of equivalent
narrowband slots, is A, The total service rate for the
wideband subframe is NoXpy,, where N, is the number of
wideband data slots and Xp_, is the unit service rate in
equivalent narrowband slots.

When narrowband data uses empty voice or video slots, its
total service rate becomes Ngubgy + kum' where k, as shown
above, is the probable number of other available video and
voice slots. When wideband data uses available video or voice
slots, its total service rate becomes NpXig, + kXpg,.

Wideband data can have priority over narrowband data,
although this priority can be restrictive (Case 1 priority

scheme in section 4.4). In this analysis, priority is
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represented as two subsets as follows. Wideband data has,
starting at state 0 of the queueing network as shown in figure
4.8, a service rate NXu, + KkXp,. Narrowband data has
starting at state 0 a service rate of N,u, + ku,, until
wideband data reaches the state 4,, at this point on the

narrowband data service rate becomes Ny By

The probability distribution for narrowband and wideband
data can be represznted by a joint probability P[(n,,ng)/k]
where n, represents the narrowkand state and n, the wideband
state. The state diagram of figure 4.8, the dimensions of the
matrix depend or. the size of the narrowband data and wideband
data buffers. If the maximum narrowband data buffer is M, and
the wideband data buffer M,, then the state matrix represents
an (M,+1) (M,+1) network of queues and there are as many states

in the systemn.

For analysis purposes, the states for specific values of
k are represented in vector form. Thus :
S,=P[(0,0)/k], S,=P[(0,1)/K], ... , S;=P[(0,n)/k] for n<M,
and S,,=P[(0,M,) /K], S =P[(1,1)/K], ...,
till Sut m2emien=PL (M;, M) /Kk].
From any state P[(i,j)/k] which is an element of the state
matrix, we can derive the equivalent term S, belonging to the

corresponding state vector, using the following algorithm:
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Transformation Algorithm -

given 0 = i = M, and 0 <j =M,
then 8 = P[(i,i)/k] for m =i M, + i+ 3
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The state equations can then be derived.
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For the restricted priority scheme (case 1) the state

equations are as follows:

—

S(1)

g N
/ 2
I P

5(0) )
\‘\ d Nd2 X/‘[dz*kxp'dz

~

/ \
F 8(M2+1) ¢

i \\\ /'/

t S

[Figure 4.9. Initial State Transition at P[(0,0)/k]|

[

o under Case 1 Priority Scheme. |

At the null state P[(0,0)/k] where A, > 0 and according

to figure 4.9

(Ag+Ay) So= Ny Xpg +kXpy) Sy+ (NyBg +Kbg) Sy (4.7)

At the top state boundary P[(0,2)/k] where 0 < ¢ < M,

(Adz+Nd2Xpd2+qudz+ldl) Sp=Aa,S o1yt (Ng, Xph g +KXp g ) S (g,

+(Nd1pd1+9) S(HZ"’]‘) (4.8)

where 8 = ku, if A, < £ < M,, and © = 0 otherwise.
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In general P[(n,¢)/k] wvhere 0< n < M, and 0 < ¢ < N,

(Mg, +Ng Xp g +KXpg Ay +Ng By +0) S npg ey =
4,5 (011 43+ (n-1) +0 A0, (nagyoneio1) (4.9)
+(NyXB g *EKXBa) S (n anaen) ‘
*+(Ng 1 g +0) 5 (ne1) myensron

where 6 = ku,, if 1 < ¢ <A, and 8 = 0 if A, <

< 8 <M,
At the state P[(0,M;)/k] (8))
(NdRX[Ld,"'leJ.dz*'Adl) SM3=Adzs(M3‘1) +Nd,udls(2ﬂzvl) (4 . 10)
At the state P[(M,0)/k] (8,,0.4)
(Mg, *ng Bg +KB g ) Soaag e =2a,S (0 -1) 00 4,-1)) (4.11)
+ Ny, Xphg +KXP ) Sy a,0m,01)
At the last state P[(M1,M2)/K] (8 ,0.u1a2)
(Ng Xpg +KXphg +Ng Ra ) Sium,omom) =
a'z:!;S((mx-xmzo(nl—n*M,) (4.12)

*A g Sy eme (4,-1))
At the lower boundary P[(M;,{)/k] where 0 < ¢ < N,
()‘dz Ny Xy, +kXp g +Ng B g +8) S (4 u, o, 00 =X, S (00, 001

+ (Ng, Xg * KXW ) Sy e et01) + (N Ba, *8) S g -1y (=10 o0

(4.13)
where @ = Kku,

ir 15£<A2,and9=OifA2£t<M2.

At the left boundary P[(n,0)/k] where 0 < n < M,

(Ad3+Ndxpd1 :.kudx’-ldl) s(nn,m) =ld‘S( (n-1 )M:fn-l) (‘ . 1‘)
+(Ng Xy +KXPhg ) S (nagenes) * Ny Ba, *KBa) S((nenymyene1)
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At the right boundary P[(n,M,)/k] where 6 < n < M,

(Ng Xphg +kXpg +Ny Bg +Ag) S (nnotty) = (4.15)
A4, S (=111 (n-1) o) *2 0, Sty enett-1) PN, B, S (ne1) o (nen) on)

S00) — S(1)  —— ... — SM2) — —
(S(M2+1) — S(M2+2) — ... —S(M2+1+M2) —
C ) .
S(rM2+r) — S(rM2+r+1) L, — S(rM2+r+M25
¢ ' |
|
>
(stMiM2+M1) — S = S(MIM2MIM2) |
Figure 4.10 State Vector [S(0) to S(MIM2+M1+M2)]

The state equations for the case 2 priority scheme
according to figure 4.11 are as follows:

At the null state P[(0,0)/k]

(Ag+Ag) S,= (N, X g +kXp, ) Sy +Ng By, S (my01) (4.16)
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lFigure 4 11 State Diagram under Cas': 2 of Priority Scheme

At the top state boundary P[(0,¢)/k] where 0 < £ < M,

(g, *Ng Xpg +kXpg 24 ) S,=2g,S g) + (N, Xihg, +kXg) Sy
*NA By S (4, 0001)

(4.17)

In general P[(n,¢)/k] where 0< n < M, and 0 < £ < M,

(ldg+NdaXp'dz +kXp'd3+A'd1 1"Ivdl.p.‘&) S(mz’n") -
)'dls((n-l)M,*(n-l)*l) +)'dzs(an*n~l-1) (4.18)
+ (Nd2Xpd2+qudz) S(nyz+n+l+1)

+Nd1pdxs( (n+1) M;+n+1+1)
At the state P[(0,M,)/k] (8),)

(Ndzxpdz +kxp.dz+ldl) SMZ=Adzs(MZ'1) +Ndl|"'dls(2M301) (4 . 19)
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At the state P[(M,,0)/Kk] (Byo.)

(Mg, Ny Ba) S em) =2a, S -1)0e 1) * (Ng Xphg +KXP g ) S a0, 01)
(4.20)

At the last state P[(M1,M2)/k] (802!

(Ndzxudz +kXp'd3+Ndxpd1) S(M;M;’M;’Mz) =
l'dls( (M, -1) My + (M, -1) +M,) (4.21)
+A’dzs(M1M2¢M1¢ (M;-1))

At the lower boundary P[(M,,l)/k] where 0 < £ < M,

(g, +Ng Xphg + KXW g Ny Ba) S gm0 =2 a,S (e +4-2)

(4.22)
+ (Ng Xphg KX g ) S g pr,ep0001) *Na Ba, S ((-1) My (41,713 +0
At the left boundary P[(n,0)/k] where 0 < n < M,
(Adz+M51pd1+Ad1) S(n‘!z’n) =l.d13( (n-1)My+n-1) (4 .23)

+ Ny Xpbg, *KXBg) Sy ener) *Na, Ba, S ((ne1) My 0ne1)

At the right boundary P[(n,M,)/k] where 0 < n < M,

(Nd,XPd,“le"d, +Nd‘p.dx+l.dl) S (g ensigy) =

(4.24)
Mg S ((n-1) M+ (n-1) +My) * 20, S (magenamy-1) *Na P, S ((ne1) dy+ (ne1) 4a6y)

The state equations f£or the case 3 priority scheme

according to figure 4.12 are as follows:

At the null state P[(0,0)/k] where A, > 0

(Ag +Ay ) So= Ny Xpg +KXig ) Sy +Ny Bg S a,e1) (4.25)
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At the top state boundary P[(0,2)/k] where 0 < ¢ < M,

(Ao, *Ng Xt +kXp g +Ag ) Sp=Ag S py)+ (Ny Xpg +kXpg) S g1
*Nd By Sy ape1

(4.26)

Pl{0.m)/k]
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;" “d, 92

{Figure 4.12 State Diagram under Case 3 of Priority Scheme |,

In general P{(n,¢)/k] where 0< n < M; and 0 < £ < N,

(Ag, +Ny Xppg +kXptg +Ag + N, By +6,) St onet =

)'dlst(n-nuptn-l)d) +Ad,S(an‘n*"1) (4.27)
+ (Ndel.ldz**kXsz) S(anomhl)
* Ny B, *8y) S (ne)myens1on

0 if 1 <n

n

"

1A
>

where ©, = kpu,, if A, < n <M, and 9,

Oy = kuy, if A, s n<M, and , = 0 if 1 < n < A,
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At the state P[(0,M;)/k] (8))
(Ny Xy +kXp g +Ag) Sy, =Ry Sy 1+ Ng Bg S, 01 (4.28)

At the state P[(M,,0)/k] (8uu0u)

(Adﬁﬂdllld,*kl‘-dl) S (4,0, =Ad,s( (M-33 154 (My-1)) (4.29)
+ (N Xpbg, +KXB ) S (a0, 01)

At the last state P[(M1,M2)/K] (B o)

(Ng Xpb g, +KXh g, *Ng Bg, KB g} S (a0, 020, 000) =
Aa S ((-1) 1+ (1) 426y)
+AdZS(M1M3*M1* (Mz"l) )

(4.30)

At the lower boundary P[(M,,2)/k] where 0 < £ < M,

(ldz+Ndepdg+qud3+Nd1“d1+kpdx) S(quz’"x") =A'dzs(M;"‘z"Ml"°1) (4 . 31)
+(Ny Xpbg tRXB ) S ag e ereny ¥ (Ng Ba KB G ) S(a-1) a0 (4,-1) 40

At the left boundary P[(n,0)/k] where 0 < n < M,

(lda+Nd1pd1+eD+Ad1) S(nuz+n) =Adls( (n_l)Mz+n—1) (4 . 32)
+(NgXib g +KXR g ) S paganeny * (Ng g, ¥0y) S((ner)syene1)

1A

n < A,

where 0, = ku,, if A, <n <M, and 6, = 0 if 1

1A

n < A,

e

0, = Kkiy f A, <n<M, ande =0 if 1

At the right boundary P[(n,M,)/k] where 0 < n < M,

(Ndzxp'dz +kXpdz +Ndxpdx+eb+ldl) S(nu,mm,) =
AgS ((n-1)mye -1y oity) FAa, S enet-1) * (Ng B, ¥8x) S (nery e (nv1y s

(4.33)

Kby if A, <n<M, and g =0 if 1

IA

=]

1A
_.D

where 90

6, = kuy if A15n<H,,andeo=oif1$n<A1
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The state egquations for the case 4 priority scheme

according to figure 4.13 are as follows:

!SUBSET 1

Ay

UBSET 2

P1{0,0}/k] Pl(O M2)/k]

“d‘

}/——. d«|udi
PI(A M2)/k]

x“ ~qu /

2 T4y T2

)a, ‘ {Nd‘pd‘

7\¢‘
' )‘dz }dz dy Hdy
\ﬁ e
pl(M1,0)/k] PIMY, ) /K] o /Pl(Ml.Mz)/kl
h
Ndz)(udz'k)(#dz Hdzxgdz'kxludz \\/

[susseT 4]
Figure 4.13 State Diagram under Case 4 of Priority Schemej

At the null state P[(0,0)/k] where A, > 0 and A, > 0

(Ag*Ag) So= (NyXug +kXphg) Si+ (Ngpg +KBg ) Sy 0y (4.34)

At the top state boundary P[(0,¢)/k] where 0 < ¢ < M,

(Ag *Ny Xpy +kXphg +Ay) Sp=hg Sy + (Ny XPg +kXilg ) S(puy) (4.35)
*+Nd, kg, S (g, 0101)

In general P[(n,¢)/k] where O< n < M, and 0 < £ < N,

( A'dz +Ndepd; +kXp'd2 +Ad1 +Ndxpdx +GD) S“‘Mz ) =

4,5 ((n-1) e (n-1) 50 *A @, S (ragener-1) (4.36)
+ (Ndepd2+kX|.ld2) S(nuzomhl)

* (Ndxudx+eN) S( (n+1) My+n+1+l)




115
where 6, = ku, if 1 <t <A, , and A, < n < N,
€, =0 if A, < £ < M, and 1 £ n = A,
e, = ki if 1 <t <A, , and A, s n <X,
6, =0 if A, < ¢ <M,and 1 s n <A,

At the state P[(O,Hz)/k] (sm)
(N X +KXph g *Ag ) Sy =2 S -1) *Ng g, S (an,01) (4.37)
At the state P|(M,,0) /K] (B 0.)

(Ag*ng g +KkBg) S unu o) =2a,S (0 -1) 0+ 1)) (4.38)
+(Ng Xphg +KXW g ) S (aa,em,01)

At the last state P[(M1,M2)/k] (Byyo.uiue!)

(Ng Xphg +KXPg +Ng Ba ) S iaaen, one) =
Ay S (-1) 00 (M,-1) 1))
+A 3 S (M emy s (4-1))

(4.39)

At the lower boundary P[(M,,2)/k] where 0 < £ < M,

(Ag +Ng Xpg +KXpg +Ng g +0) S eae au 0y =2 a,S aapey o, +1-1)
Ny Xpg *KXP ) S p e vte1) ¥ (N Ba, *0) S5m0 (y-1) 40

(4.40)
where 6 = ku, if 1 <8 <A,, and e =104if A, 2 ¢t < M,.

note that 0 < A1 < M,.

At the left boundary P[(n,0)/k] where 0 < n < M,

(Ag Ny By +0pt g ) Simugem =44, ((a-1)140-1) (4.41)
+(Ng, X g +KXPhg ) Sy enery * (Ng g +0y) S((nerypens1)
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where €, = ku,, if A, <n<M, and 6, =0 if 1 =

[ 2

e, = ku,, f A, <n<M, and 6, =0if 1 < n < A,

At the right boundary P[(n,M;)/k] where 0 < n < M,

(Néxp%+kXp%+N¢pq+lq)Sm%ﬂ”%)=

(4.42)
A3, S((n-1)4s (n-1) +) *A S (it enesgy-1) PN Ba, S ((ne1yaye (net) o)

The state equations can be derived either from figure
4.8, 4.9 and 4.10 for the case 1 priority scheme, from figure
4.11 for the case 2 priority scheme, from figure 4.12 for the
case 3 priority scheme, from figure 4.13 for the case 4
priority scheme or with the use of an algorithm described
kLelow for any of the priority schemes. The state equatlons so
derived form a set of simultaneous equations that can be
solved using the Gauss-Seidel iterative method.

The simultaneous equations are of the form

S=0S+V (4.43)

where V is a vector, S is the state vector as shown in figure
4.10 and Q is a matrix of dimension ((M+1)(M,*+1)) x
((M;+1) (M,+1)) representing the coefficients in the state

equations.

The algorithm to derive the matrix Q and thus the state

equations is as follows:



;
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state Coefficient Algorithm

While i < M,
begin
While j < M,
begin
e, =0; 6, = 0;
if { j < A,) then
if( i > A)) ) = kpu 18, = Kuy,;
if¢ i = A)) 6, = kuy,?
endif;
A=hg 7 DAy i FApi DA
4;=Nghay + 6p¢ DTNy ly + 6,7
J=NpXu, + kXjip: n=NpXp, + KXu i
if { i = 0) n;=0; 4,;=0;
if { J = 0) n=0; A4,;=0;
if ( i = M,) n,=0; 4,=0;
if ( j = M,}) n=0; 4,=0;
denom= q,+d,+d;+4,;
up=n,/denom; left=n,/denom;
down=n,/denom; right=n,/denom;
a=iM+j+i:
B= (1=1)My#i4(J=1) 5 By p=iM+it(J~1);
Brign=iM it (j+1); Biou= (141) M it (F4+1) 7
if (i +0 ) Q(a,B)=-up;

if () »0 ) Qla,B 4)="left;



118
if (i » M, } Q(a,B8,,,)=-down;
if (3 * M, ) Q(a,B,,,,)=-right;
if (1 =3 ) Q(a,a)=1;

Note that this algorithm is valid for all cases of
priority schemes. The settings of the threshold A, and
threshold A2 determine which case is used. So for case 1, the
restricted priority scheme, threshold A, is set to zero and
threshold 4, is set to the state position where the narrowband
data service is to relinquish the extra capacity in favour of
the wideband data. For case 2, threshold A, is set to zero
since the narrowband data service does not use the extra
capacity. In this case threshold A1 has no effect. For case 3,
threshold A, is set to the state where narrowband data service
is to start sharing the extra capacity with wideband data
service provided that the threshold 4, is set to M,. Finally
for case 4, threshold A, and threshold A, are set each to a
state dimension that would limit narrowband data service in

benefiting of the extra capacity.
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The identity equation must also be considered

(M,+1) (My+1)
S(i)=1 (4.44)

1=0

This equation can replace any of the simultaneous equations.

Equation (4.43) can be rewritten as
(I-0) 8=V (4.45)

where V is a vector with all terms equal to zero except for
one term which has the value of one. This term is at the
position where the identity equation (4.44) is placed within
equation (4.43) or (4.45).

The Gauss-Seidel iterative method uses equation (4.45)
and gives a solution for S. The constraints to the resolution
of this equation are: 0 < 8 £ 1 and the identity equation
(4.44).

The solution to the vector S is then transformed back
into a matrix that represents the two dimensional states of
both data services. Delays for both narrowband and wideband
data as well as their buffer overflow probabilities can now be

calculated.

It is now possible to find the delays for narrowband and
wideband data as well as their waiting time, buffer overflow

probabilities and marginal distributions.
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The delay for narrowband data is

E/yl M M

=Y Y Y n(P(n,n,) /K P (k=E-yy)

Y=0 n;=0 n,;=0

Dy,

dy

where the term P, is as defined in equation 4.6.

The delay for wideband data is

E/y) 4 M

Dy, = Y Y Y n,(P(n,,n,) /K] D (k=E-yy)

Y*0 ng=0 n;=0
The waiting time for narrowband data is

W,

Ny

=DN€I1/ A'dl
The waiting time for wideband data is

M%=L@%/A@

(4.46)

(4.47)

(4.48)

(4.49)

Both waiting times are in frame time units. In order to find

the waiting time in seconds one has to multiply it with the

frame time T, . where
Tfume=3L'N"l‘
C
where
S, = number of slots per frame
N = number of bits per slot
C = line capacity in bits per seconds.

(4.50)
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The buffer overflow for narrowband data is

(§/y! ¥
Py, = Y Y (pP(M.n, /K] P (k=E-vy) (4.51)

Y=0 n;=0
The buffer overflow for wideband data is

(§/y] M

=Y Y (P(n;, M) /K] P (k=E-Yy) (4.52)

¥Y=0 n;=0

PBNa,

The marginal distributions are:

&/y} M
P("1)= E E [P(Hl,nz)/k] 'Pk(k=E‘YY) (4.53)
y=0 n;=0
for narrowband
(6/y] M
Piny= E E [P(n,,n,) /K] P, (k=k-yY) (4.54)
Y=0 n;=0

for wideband

4.7 computational Results

In order to analyze the proposed model, a program has
been written to take all the above analysis into
consideration. The input to the program are the system
parameters for all four services. The program is run for all
four priority schemes described above. The input parameters

are: mean arrival A, mean service time x, number of channels
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each service is provided with and the capacity equivalent for
each service with respect to narrowband data packets. The
states A, and A2 are also entered for each case. The program
computes the matrix P[(N,,N,)/k] for each value of k by first
sulving for the state vector S for each case requested by the
input, and uses the results to compute the buffer overflow
probabilities and queueing delays for both narrowband data and
wideband data. The blocking probabilities for voice and video

are also computed and the video call establishment estimated.

The model analyzed in the following discussion uses the

values in table 4.2.

TABLE 4.2
video voice wideband narrowband
data data
Slots/frame N~ 2 N= 4 N,= 3 Njp =5
Capacity | z= 4 y= 2 x= 2 1
in equiv
narrbnd
slots

The model is tested for different values of voice
and video utilization (A/pm). In each case, and for each
priority scheme the narrowband and wideband buffer overflow
and queueing delay are computed for various combinations of
narrowband and wideband utilizations. The results are plotted

in figures 4.14 to 4.17.
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When video and voice utilization are at 20%, wideband data
buffer overflow is practically the same for all four priority
schemes (figure 4.15). Only under case 3 priority scheme is
buffer overflow slightly higher. This is to be expected since
case 3 gives equal priority to narrowband data when the
narrowband load in high. The same observations can be made for
wideband queueing delay (figure 4.17), which ranges on the
average from 0.1 to 0.42 seconds when video and the voice
utilization are 20%. In case 3 priority scheme the average
maximum queueing delay is 0.45 seconds. Under the given
conditions, however, wideband data is not largely affected by
the priority scheme. This is certainly not true for narrowband
data. When both vidz2o and voice utilization are at 20%, the
probability of narrowband data buffer overflow (figure 4.14)
is lowest for case 3 priority scneme and highest for case 2
priority scheme (wideband data has full priority). A drastic
difference appears, however, in narrowband queueing delay
(figure 4.16) with both video and voice utilization at 20%.
Case 1 gives an average queueing delays helow 2.5 seconds.
Case 2 gives the worst average queueing delays, above 11
seconds. Cases 3 and 4 give average queueing delays going up
to 7 seconds. These results clearly show case 1 to be the best
choice with respect to narrowband data queueing delay. The
narrowband data buffer overflow in case 1 is near the lowest
values found in case 3. The lower queueing delay in case 1,

however, makes this priority scheme the obvious choice.
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The high performance of the case 1 priority scheme is
again found when both video and voice utilization are at
either 50% or 100% (figure 4.18 to 4.25). At both levels,
narrowband buffrr overflow increases above that for 20%
utilization but in the same proportion for all priority
schemes. Unsurprisingly, queueing delay is also increased. For
case 1, still the best priority scheme, narrowband queueing
delay can reach 8 seconds when both video and voice
utilization are 50%, and 10 seconds when utilization is 100%.

This analysis shows that for the case 1 priority schene,
even under a heavy 1load, data buffer overflow for both
narrowband and wideband data is low and queueing delays very

acceptable.
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The blocking probability for video and voice (figure
4.26) are plotted against the traffic rate (A/mpu) and not the
utilization (A/u). Note that m is the number of video slots
used for video service. Here again, the statistics describe

the behaviour of the video and voice service without faults.

The video call establishment time is expressed in frame
times. For example if video traffic rate is 60% and voice
traffic rate 80%, it takes about 8000 times the frame time for
a video call to be established. The important point to note is
that voice traffic is independent of video traffic because the
estimated minimum time for video call establishment is, on the
average, equal to the voice holding time. This independence of
voice and video traffic is important when the voice service
uses video slots. These slots must be used without the video
service being impaired. Thus when a video call arrives, a slot
should be available by the time the AU prepares the call and

is ready to transnit.
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4.8 Fault Probabilities and their Effect on BService Rate.

In this section, we evaluate the effects that
intermittent errors and stuck-at fault errors appearing at the
various interfaces implementing the modified DQDB protocol
have on service rate and then on overall performance. Although
only a single faulty access unit (AU) with different possible
faults is considered, the analysis cculd easily be extended to
cover simultaneous errors in many AUs. The service offered for
each state in the queueing network, where a state is defined
by the number in an AU buffer, must first be determined. The
service rate of the healthy AU is the effective frame size

(F') 2 divided by the total number of AUs.

4.55
p=F//number of AUs ¢ )

Determining the service rate of the faulty station,
however, is not as simple. Knowing the types of protocol error
and the probability of each is essential for defining the

service rate.

The DQDB protocol is mainly based on the manipulation of
the REQ and BUSY bits in each slot; distributed gqueueing
operates according to the state of these bits. Any error in

these bits will affect the protocol either by delaying a

2 Effective frame size is the number of slots in the
frame minus the number destroyed by faulty AUs.
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request from an AU, by delaying the availability of slots to
an AU with higher priority, or even by allowing an AU to grab

a slot ahead of its turn.

The following probabilities cover all possible protocol

errors.

For any AU,

P, _probability that REQ write zero
(defined as state in interface: reading REQ = 0, should
write REQ = 1, but 0 written)
This results in a loss of one slot for the faulty AU; however
there is no change in the effective frame size since other AUs

in the DQDB system can still grab the slot for transmission.

P, _probability that REQ write one

(defined as state in interface: reading REQ = 0, should
write REQ = 0, but 1 written)
This results in no capacity loss or gain for the AU making the
error; however the effective frame size is decreased by one
slot. Although the AU did not intend to reserve a slot, other

AUs lost out in the process.

P, probability that REQ read zero

(defined as state in interface: REQ = 1, but 0 reads)

This results in a gain of one slot for the faulty AU. The
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effective frame size decreases by one. The effect of the AU

gaining a slot is ignored to simplify analysis.

P,_probability that REQ read one
(defined as state in interface: REQ = 0, but 1 read)

This results in a loss of one slot for the faulty AU. The

effective frame size is unchanged.

B, probability that BUSY write zero

(defined as state in interface: reading BUSY = 0, should
write BUSY = 1 but 0 written)
This results in a loss of one slot for the faulty AU. The
effective frame size is not affected. AUs downstream, however,

capitalize on the faulty AU's loss.

P, probability that BUSY write one

(defined as state in interface: reading BUSY = 0, should
write BUSY = 0 but 1 written)
This results in no change for the AU making the error. The
effective frame size is decreased by one slot since the AU did

not intend to transmit.

P, probability that BUSY read zero

(defined as state in interface: BUSY = 1, but 1 read)
This results in a gain of one slot for the faulty AU. The

effective frame size is decreased by one slot.
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Py probability that BUSY read one
(defined as state in interface: BUSY = 0, but 1 read)
This results in a loss of one slot for the faulty AU. The

effective frame size is not affected.

P, probability that no error whatsoever.

The probabilities just defined are assumed to be mutually
exclusive and are based on one time slot in a frame of F

\
slots. So L P;; = 1 for any AU i (j is from 1 to 9).

The foregoing is a dependent model, i.e., when a typical
AU steals or loses a slot it affects all other AUs in the
network by changing the number of slots remaining in the
frame. The model, however, provides no insight; the various
events remain extremely difficult to follow. A straight-
forward independent model simplifying through worst-case

interpretations of events is required.

What must now be found is the combined degrading effect
on the frame size of all the above errors from all AUs,i.e.
the reduction of frame size F to the effective frame size F'
< F due to all errors. Each AU's capacity or service rate is
calculated as a function of F' and probabilities P, to P, for
that AU.

Probabilities P, to P, can be grouped according to the



143
effect they have on the AU i and on the frame. B; is defined
as the

probability that AU i errors reduce frame F by one slot.

B =Py +P3;+Pgi+ Py (4.56)
a,; is the probability that AU i steals one slot.
@, ; =Py +P, (4.57)
a,; is the probability that AU i loses one slot.

@, ;=P ;+P ;4P ;+ Py, (4.58)
and a,; is the probability that AU i capacity does not change.
@y;=Pp+ P+ Py (4.59)

Note that a,, + a,; + a;; = 1.
It is also worth noting that none of the probabilities making
up B; are found in e,;.

In fact B; = a;; + a5, = P

i 9 °

The probability that AU i destroys j slots of the frame
is
(5)[31(1—[&1)‘"1 (4.60)
Note that B8, = 0 when j = 0, and §; = 1 when j = 1. The average

number of slots destroyed is clearly found as FB; .

Assuming all AU errors are independent and no AU can gain

from the errors of other AUs through substitution; i.e., the
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worst-case hypothesis, then the probability P(¢), that £ slots

of the F slots per frame are destroyed because of all u AUs is

u-1 i-1
- P‘E Jn F—E j 11
F P-J, al u n =Y Ja)-d 4.61
p(Q):E E . E H n=1 pzl(l—ﬂi)(”.g ) PR ¢ )
J1=0 j,=0 Jy=0 1=0 vE

where j, + J, + ... + j, = &; this reduces the effective frame

F size to F', where

F
F’=Z (F-0) P(8) (4.62)
=0

Having found the effective frame size F' as reduced by
errors, it is possible to find the capacity of each auU, i.e.,
the service rate p_ of AU r. Note that in the symmetric case
(all AUs having the same probabilities P, to P;) the capacity
of each AU becomes u=F'/u. In the general case of asymmetric
service, however, the capacity of each AU r is

(F/-F'fu) (F/u) ! o / . .

- Fl-F'/u\ F'/u (F-3,-12)

B ) ) <F’/“*71'Jz)( '/ )( '/ )ai;a;;a,, n
=0 370 J1 2

(4.63)
where j, = number of slots that user r can steal (F'-F'/u).
and
j, = number of slots that user r can lose (F'/u).
It is assumed that traffic is symmetric, i.e., all AUs
have the same arrival rate A,. If the rate of arrival is not

the same for all AUs, then the term F'/u is replaced by (F'/u)
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(A,/%,,) (where A, is the arrival rate for AU i and Ai,, is the
average arrival rate in the network). The term is multiplied
by the factor 1,/1,, representing the proportional arrival
rate for AU i. The capacity for all AUs is then normalized

with respect to F'.

4.9 Computation of the Performance Criteria under Faults

A MAN with four AUs, one faulty and three healthy, is
taken as a model for analyzing reliability when AU faults
affect the DQDB protocol. The model is defined as a two-
dimensional network of queues (figure 4.27). One dimension
shows the states (number in the buffer) of the faulty AU, the

other the states of all healthy AUs.

Yol A A >
(op>‘__> 0,1 0,2 0.3
Mo Mo M

s

ALH2 AP H2 Ry A

1,0 =/ 1,1 1,2 1,3

™ A
Q 3,1 3,2
Mo M Mo

Figure 4.27.
Two Dimensional Network of Queues
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The maximum service rate pu is computed for various
scenarios where one of the fault parameters «,, a, or ao; is
varied. The highest u . is the top service rate possible in a
stable network. Delays are also calculated for the various
arrival rates. These computations are made for both the faulty
AU and the other AUs. Two error correction techniques, triple
mocular redundancy (TMR) and compared to the quintuple modular
redundancy (QMR), are applied to the various interfaces and
the effect on u compared to the uncorrected system. Modular
redundancy is a method used to correct errors by bit voting.
With TMR, three-bit REQ and BUSY fields are used; with QMR,
five-bit fields are used. If an intermittent error occurs in
either field, a bit vote is taken and the majority determines
the status of the field. The number of bits used in modular

redundancy 1is always odd.

A function of a, and ay B reflects network stobility. Low
values of B imply that the faulty AU has little effect on the
network, high values imply a great effect. It is therefore
important to analyze the effect of either the parameter e, or
a; over the network while keeping g constant. Naturally, error

correction will cause f to vary and, in fact, decrease.
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In the four AU model, the network error-free service rate
per AU is 3 slots/sec. When B is kept constant at 0.03 (3%)
and a, is varied (figure 4.28), the maximum value of u_ for
both faulty and healthy AUs is 2.91 slots/sec (97% of the
error-free value (of 3 slots/sec) for all values of a;. When

TMR is applied to a;, u increases as a; in-reases to reach

max
2.99 slots/sec at a; = 0.03. Consequently, f decreases
(because of error correction) and the effective frame size is
around 12. Even without error correction, the effect of errors
on the network is small. The effect is even smaller when f is
lower than 3%. These results are comparable to those obtained
when varying o, (figure 4.29) while keeping f constant.

The model is also tested with f = 0.4 (40%) (error
practically a stuck-at-fault) and varying a; (figure 4.30).
Under this scenario, a noticeable change and disruption to
service is observed. The healthy AUs have a maximum service

rate p of 1.8 slots/sec (60% of the error free value). The

max
faulty AU, on the other hand, experiences an increase in p_.
as a; increases, going from 1.65 slots/sec (55%) to 1.9
slots/sec (63%). This occurs because the faulty AU is
stealing slots and a, is varied to keep f constant. When TMR
is applied to a;, the maximum service rate both (faulty and
healthy AUs) improves to about 2.1 slots/sec (70%).

varying a, while keeping B constant at first 3% and then

40% and applying TMR to @, gives results (figures 4.29, 4.31)

very close to those obtained with a,.
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When QMR is applied to the circuits underlying a, and ay
the results (figures 4.33, 4.34) show a slight improvement
over TMR. The maximum service rate in both cases is about 2.6
slots/sec (73%).

Applying error correction to both a, and a;, (figures
4.30, 4.31, 4.33, 4.34) gave maximum service rates of about
2.3 slots/sec (76%) with TMR and about 2.5 slots/sec (83%)
with QMR.

These analyses show that modular redundancy over either
@, or a; but not both results in some improvement but not
enough to be economically justified. Similarly the decision
whether to apply modular redundancy to a; or a; is also an
economic decision. It was shown that QMR provides only a small
improvement over TMR. Implementing QMR is only justified if
the cost of QMR is not much greater than that of TMR.

The effect of @, the probability of losing one slot, on
the maximum service rate (fiqure 4.32) was next. The results
show that only the faulty AU suffers from this condition; the
other AUs gain service time by sharing the slots lost by the
faulty AU. In the example with four AUs, when the faulty AU
has a service rate of zero at a, = 0.5, the other three AUs
each have 4 slots/sec (a 33% increase over normal service).
Applying TMR or QMR to a,, does not bring any improvement
since the faulty AU starts at a low service rate, and, in
fact, only reduces the gain of the other AUs. There is thus no

benefit in applying modular redundancy to a,.
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The Weibull model (appendix 4B) is applied to the various
probabilities to see the effect errors, as well as component
redundancy, have over the life of the supporting circuitry.
The Weibull model is applied to «, with a constant failure
rate (M=0) and linearly increasing failure rate (M=1) for g=3%
(figures 4.35, 4.37) and B = 40% (figures 4.39, 4.41). The
same analysis is performed on a; (figures 4.36, 4.38, 4.40,
4.42). The results show that whether a constant failure rate
or linearly increasing failure rate is assumed, modular
redundancy on either a, or @; improves service rate improved
during system degradation but does not substantially affect
circuit life span. Again, only one of the circuit components
need be corrected since only a small improvement is derived
from the correction of both a, and a5. The Weibull model
applied to «, (figures 4.43, 4.44) shows rapid degradation of
the faulty AU and a corresponding improvement of the service
rate of healthy AUs. Again, error correction on a, is not
desirable.

One argument for applying modular redundancy to both «,
and a; is to improve circuit reliability since this provides

a form of circuit backup.
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4.10 Conclusion

A distributed queue dual bus (DQDB) metropolitan area
network for video, voice and both wideband and narrowband data
services was examined and an access technique for flexibly
sharing network bandwidth among the different services was

proposed.

The high potential capacity and flexibility of such a

network was demonstrated. The performance results brought out
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the relative merits of the different priority schemes
proposed. It was found that the best priority scheme is

"restricted priority".

As was seen, the DQDB protocol is mainly based on the
manipulation of the request and BUSY bits in the access
control field of each slot. Because the DQDB protocol depends
heavily on such bit manipulation, the sensitivity of the
network to intermittent yet frequent bit errors in the crucial
read and write operations was investigated, as were the

effects of redundancy.

Errors in request or BUSY bits affect the protocol either
by delaying a request from an AU, by delaying the availability
of slots to an AU with higher priority or even by allowing an

AU to grab a slot ahead of its turn.

A DQDB reliability model of three healthy AUs with one
faulty AU was analyzed. The results illustrated the error
behaviour of the DQDB system. The approach in this paper
demonstrated a method for maintaining a high grade of service

while isolating faulty circuitry causing protocol errors.
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APPENDIX 4A - DELAY IN A NETWORK OF QUEUES

In the case of one AU having intermittent and/or stuck
at-fault errors, the reliability model is a two-dimensional
gueueing system with one dimension representing the faulty AU
and the other dimension representing all healthy AUs. Since
the model is uniform, the system has a closed form solution

[BASK1}], [SLAM1].

lnom
Pn,.m= n mPOO (A1)
B2
The initial state is
I~ = N 1
Poo‘l'z E Py= (A2)
k=0 1-0 1+ A/uz'lz/u],pz"'l/pl

(1-A/p,) (1-A/p))

The delay and probability of blocking [KAUF1l] for the faulty

AU are represented respectively by

M M
D=} Y mP,, (A3)
m=0 m=0
and
Mz
Pblockingl = E PH,m, (A4)
m;=0

The delay and probability of blocking for the normal AU are

represented respectively by
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M M
D,=Y Y mpP,, (n5)
m=0 m=0
and
M
Pblocking’&= E Pmlnz (n6)

m=0

The same derivation can be performed for a network of queues

with three dimensions or more.
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APPENDIX 4B - THE WEIBULL MODEL

The Weibull model is used to represent most situations of

the hazard curve z(t).
When z(t) = Kt" for M > -1,

the associated density and reliability functions are

£(t) =KtMe Kt"'/ (M+1) (B1)

and

R(t)=e™X""/ (M+1) (B2)
By a choice of the two parameters K and M, a wide range
of hazard curves can be approximated. For M=0 we obtain a
constant hazard model. For M=1 we obtain a linearly increasing

hazard model.



CHAPTER 5
SHUFFLENET REQUIREMENTS: ROUTING TECHNIQUES FOR LIGHTWAVE

SHUFFLENET UNDER FAULTS8 AND UNBALANCED LOADS

5.1 Introduction

Rapidly tunable wavelength-agile optical transmitters and
receivers have not yet emerged from research laboratories. In
wave division multiplexing (WDM) networks each user is
assigned on fixed or momentary basis one or more transmission
and reception frequencies thus eliminating the frequency
coordination problem [BANI1]. However, routing of packets
through intermediate users each repeating the packet en route
to destination on a new wavelength is necessary, i.e. multiple
hops and multiple buffering (at least for demodulation and

remodulation purposes) may be necessary [HLUC1].

Our main objective in this research is to device and
evaluate efficient routing techniques for the ShuffleNet which
are robust even when under faults and nonuniform load. The
routing techniques that are takenr into consideration are those
which on top of minimizing the transmission delay will also
attempt to balance utilization of the wavelengths [KADO3]. The
average queueing size as well as the buffer overflow for each

of these techniques are considered and compared.
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5.2 Network Description
To construct the ShuffleNet connectivity graph we arrange
N=kp* (for k=1,2,... and p=1,2,...) users in k columns of p*

users

~]
[}
B
o
o
LN

\/
\\
7

) 15’
,._7‘, . \1..7

* waveiength number; ¢+ node number,

' [Figure 5.1. ShuffleNet with P=2, k=2, and 5 hops |

each (figure 5.1). Moving from left to right successive
columns are connected by p*¥*! directed arcs arranged in a fixed
shuffle pattern, with the last column connected to the first
as if the entire graph was wrapped around a cylinder. Each of
the p* users in a column has p arcs directea to p different
users in the next column. Numbering the users in a column from
0 to p*', user i has arcs directed to user j, j+1, up to j+p-1

in the next column, where j=(i mod p*').p. The resulting
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patterns of arcs between adjacent columns is referred to as a
p-Shuffle by Patel [PATEl], being a genaralization of the
(p=2) perfect shuffle. Figure 5.1 shows the connectivity
pattern for eight users (p=2, k=2) (the subject network for
the routing techniques in this paper). There are a total of
kp*'! arcs in a ShuffleNet graph: p arcs outgoing from and p
arcs incoming to each user. In other words there are kp**!
optical channels and each user requires p optical transmitters

and p optical receivers.

Under no faults, uniform flow matrix (between nodes) the
expected number of hops between the randomly selected users is

given by [ACAM1]

E(NumberOfHst)=kpk(p_l)(3k_1)_2k(pk_1) (5.1)
2 (p-1) (kp*-1)

with the maximum number of hops = 2k-1 under no fault
condition.

For a routing strategy that puts a uniform traffic load
on all channels, the channel efficiency n of the ShuffleNet is
given by [EISEl] :

1 - 2(p-1) (kpk-1)

T]:E(N’z.zmber()fl‘z’czps) .kpk(p—l)(Bk-l)-Zk(pk“l)

(5.2)




167

for large p equation 5.2 becomes

(5.3)

5.3 The Optimum Routing Policy

The optimum routing policy tries to equalize the traffic
carried on each wavelength (to avoid possible bottlenecks),
(i.e.) it minimizes the sum of squares of the differences
between the traffic carried by each wavelength by routing each
traffic to less congested nodes. This necessitates the
presence of a control processor (one of the nodes) which has
the information regarding the traffic conditions including

fault occurrences if any.

The routing (or control) parameter is Biix (i.e.) the
probability of selecting route k for the traffic from node i
to node j. The central controller will f£find the optimal values
of Bk for all i,), and k and relays their values to the
appropriate node (possibly through inband signalling) which
vill in turn use random number generators to forward the
packet through path (k) with the probability Biix given by the

controller.

The wavelength differential utilization I, reflects the
overall use of all the wavelengths in the ShuffleNet network.

A low value of I indicates that the traffic policy used to
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route the calls is making a better utilization of all the
wavelengths availakle. The value I reflecting the differential

utilization of all the wavelengths in the network is given by

Ryy 2

(So‘)

n n Ry
Bijkpiﬂzjko, —(E E E Bx;kPJJYUm]

a n n
for £, + ¢, and i ¢+ j.

£, and ¢, represent the wavelength numbers, a is the total
number of wavelengths, n is the total number of nodes, P, is
the traffic flow probability between node i and node j, k is
the alternate route number and R, is the total number of
alternate routes for the traffic from node i to node j. Y, ke
is an indicator that is set to 1 if the wavelength ¢ is used
in route k for the traffic going from source i to destination

j: otherwise it is set to zero.

Before attempting to optimize I, it is desirable for
computational convenience to reduce the dimensionality of the
parameters of I by mapping the two indices i and j to one

variable a. Reducing the parameters of I by one dimension we

obtain f

nin+1) Re ntn+1) Re
4121 =1 [( =1 ; B.k’ ﬁ.,?““: ) ( axl ;B.k' ﬁ"vlk' l)

for ¢, ¢ 22 and B¢k=B1jklﬁg=ijl?¢k0=Yijkl

2

(5.5)

For uniformity and computational convenience we express P,

as a two dimensional variable where the second dimension is
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now the route k (i.e.) we replace in equation 5.5 B, with B,

so equation 5.5 becomes

L2 nins1) R n nlasl) S B ]2
=y E[( > ) Bak'Pak’?‘!k'z')-( 2 X ﬁ"""P"""?"'“")J

=1 1;=1

-

a
x a=1 k=1 a=1 k=1

(5.6)
for &, ¢+ ¢,
Finally, parameters of b are further reduced by one

dimension
2

(5.7)

for £, ¢ 22

where

n{n+1)-1

V=0

M(V) is the number of alternate routes for source destination
v

Note that M(0)=0.
It is now easy to optimize I with respect to E}

where x 1is any of the possible alternate routes in the
network.

5% e Bran {Eran) erapaare o

apx ‘1=1 ‘2=1

for 21 ¢+ £,

This optimization is subject to the following constraints
Mia)

z 0.k=1 (5.10)

k=1
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for each source destination a, or

M(a) -
Bzzl (5-11)
k=1
where
a=-1
z=Y M(V-1)+k (5.12)
V=1

in other words the sum of the probabilities of all possible
routes for any source destination pair is equal to one.

Furthermore

B,20 (5.13)

Note that the first constraint implies that Exsl

In order to compute all the optimized values of f 's, the

normalized gradients are found

%
a77] | & [ a7?)’ (5.14)
il ”

Jj=1 apj

V1P

IVTP|

where p is the iteration number.

The algorithm used to determine the optimum values of

B 's is a constrained gradient technique [WISM1) and uses
a method of multiple gradient summation defined by the

algorithm

§”=E§+kbdp (5.15)

where

ge=_VE(BP) _ VIP (5.16)
IVE(BP) | VTP

if PP is inside the feasible region.
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However if ﬁ? is outside the feasible region then df is
computed as follows

gr= VI .y~ V9, (B7) (B?) (5.17)
ivIey =5 1Vg; (8P |

The feasible region ir described by the vector QQ(B)SO for
i=1,2,...,n and k, < 0. The value of Vg, is used to adjust
the B being computed. Vg, can be decomposed into an
equation comprising a scalar § multiplied to a vector with all
of its terms equal to zero except for the i term which has the
value of one. The polarity of § depends on whether the sum of
Bs is less than one (positive polarity) or greater than one
(negative polarity). The term dP in equation 5.17 can thus be

represented as

1] [o] 0
=p 0 1 0
dp= lgi”l +b,0l+8,j0(+. .. +8,]. (5.18)
T
1)

for 6 £ 1.
The fs are computed iteratively until the stopping

criteria is satisfied. (i.e.)

o
; (B5"*-P%) 2<e (5.19)

=1

where € is a small number.

Once the optimum Bs are found, the mean transmission
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delay in average number of hops is computed as follows

N
E=; BePeH (5.20)
= n(n+1)

where H, is the number of hops spanned by route £ and n(n+1)
is the total number of source-destination. This represents the
transmission delay for ShuffleNet expressed in terms of number

of hops times the traffic flow to the destination node.

5.4 The Random Routing Policy

The random routing policy is used to define an initial
guess for the values of the parameter ﬁg. To each source
destination route there are a number of alternate paths. The
alternate path with the least number of hops is selected with
probability yx, a design parameter; the other r alternate paths

in the same route have each equal probability (1 - x)/r.

The gradient algorithm for the optimum policy uses these

values of fBs as initial values.

5.5 The Greedy Routing Policy

The greedy routing policy is a specific case of the
random policy. Under this policy, only one path for any given
source destination route is selected. The path selected is
always the one with the least number of hops. If for any
reason the selected path is not possible (failure of a link)

than the next path with the least number of hops is selected.
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The fs of the selected paths are equal to one and the other fs

are zero.

Each node keeps a table of its shortest distance (minimum
number of hops) to all destinations. This table has fixed

values which are changed only in the case of link failures.

5.6 Buffering Delay and Reliability under Faults

The object of this section is to compute the average
traffic on each 1link (i.e. on each wavelength) under the three
routing policies outlined and under certain fault conditions,
after which the buffering delay due to demodulation and
remodulation and/or faults at a different wavelength is found.
This buffering 1is at least necessary for the purpose of
processing the information; it is also useful for temporary
store and forward to control congestion. The buffering may
also be needed to withstand temporary and/or permanent
failures in one or more links (wavelengths) especially if the
routing strategy does not appropriately cope with the fault
situation. Also using different wavelength on the fibres means
different signal dispersions and/or possible changes in index
of refraction with frequencies (wavelengths) and different bit
errors from demodulation. Each wave may give rise to one or
many different modes on the fibre channel. Error detection and
or correction codes might be necessary. Packetizing and ARQ

might be used. In all, certain amount of buffering might be
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needed because of bit error and correction discrepancies at

different wavelengths.

In the remaining part of this chapter, we pursue a
combined analysis-simulation routine to compute the effects of
the three routing strategies on buffer requirements under
faults. The case under consideration is the permanent single
link (wavelength) fault. We assume an M/M/1/K finite buffer
type at the receiver of each node and we associate it with a
certain optical wavelength. The differential wavelength
utilization I, the expected transmission delay and queue size
and buffer overflow probabilities are computed for each link
(wavelength) fault and for each routing strategy.

Based on the simulation of the object ShuffleNet, and

using the routing vector E , the average traffic loaded on
each wavelength are computed as:

1 BePYef

m=Y BT (5.21)
&N
2 By PYef

ma:éj_p_ﬁ_;lt__upz (5.22)
-1

up to the last wavelength y

n . T
m=y BeBYety (5.23)
y Py
= n
where £, = 0 if wavelength 1 fails and equals tc one

otherwise.
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The mean wavelength utilization (averaged over all

wavelengths) is given by

E= p1+p2+""+py (5.24)
y

Another measure for expressing the different usage of the

various wavelengths is the variance which is identified as

2o (P 2+ (py=M2. . .+ (p,—im) 2 (5.25)
y

5.7 Average Queue Size and Buffer Overflow

In ShuffleNet, each node receives traffic on one
wavelength, detects the frame, stores it into a temporary
buffer and then sends it through one of its transmission
wavelengths en route to its destination. Buffering of incoming
traffic as well as buffer overflow are indications of the

effectiveness of the system.

A measure which is used is the mean queue size for an
M/M/1/K Markovian queueing model with one server where K is
the maximum number of users allowed at one time in the system.
When there are K frames in the system, the new arriving frames
are blocked. The basic formula for the average number in the
queue is [MURD1]:

2 1-KPK'1+(K_1)pK (5-26)
(1-p) (1-p¥?)

O=p
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The buffer overflow or the proportion of frames not served is:
Pf%—‘_—%}—% (5.27)
For each of the three routing policies, the mean queue
sizes and buffer overflows for every station are computed
under no fault as well as under single wavelength fault

conditions.

5.8 Traffic Flow Distribution and Traffic Intensity

The traffic flow from one source to a destination and the
traffic intensity which is the total traffic flow from one
source to all destinations are essential elements in the

analysis of network congestion.

The network model is analyzed with a balanced traffic
intensity. In other words the flow from a source to each
destination is equal and uniform. The wavelength differential
utilization, the transmission delay, queue size and buffer
overflow for the three routing policies are computed and
compared. The computation is performed for a network under
balanced traffic intensity with no fault as well as with a

single wavelength fault.

The analysis is repeated but with an unbalanced traffic
flow matrix. The traffic flow from a source node to some

particular node is higher than from the same source node to
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other nodes (the preferred node case). The traffic flow from
any source node to the high traffic node is 80% of the traffic
intensity; the remaining 20% is split evenly for the flows
from the same source node to other destination nodes.
Furthermore, in the analysis for a single wavelength failure,
the wavelength that fails 1is always taken as one of the
wavelengths that feed the high traffic node. This makes the
congestion analysis more critical. These scenarios have been
computed for each of the three routing policies for different
values of traffic intensities and the results have been

compared.

5.9 Results and Conclusion

The wavelength differential utilizations for the random
policy I,, for the greedy policy I, and for the optimal policy
I, are computed in the case of no link failure, as well as in
the case of a single link failure for conditions of uniform
and non uniform traffic flow. Results are plotted against the
traffic intensity (figure 4.2). Since the random policy and
associated optimal policy are base on routing probabilities,
a condition has been investigated namely when B, which is the
route with the least number of hops is selected 50% of the
time. Figure 5.2 show that the optimal policy and the random
policy give best results in the case of wavelength
differential utilization. It is seen in figure 5.2b and d that

the wavelength differential utilization for the non uniform
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traffic flow shows a tremendous increase over the uniform

traffic flow in figure 5.2 a and ¢ for the same cases. The

increase is not as dramatic when the graphs for no fault

network is compared to the single wavelength fault. The non
uniform traffic flow makes as expected the least efficient

utilization of the wavelength across the network.

For the wavelength differential utilization, the greedy
policy wunder wuniform traffic flow experiences a small
degradation from the no fault situation (figure 5.2a) which

shows a value of 15900 at traffic intensity of 0.91 compared

to the single wavelength fault situation (figure 5.2c) which
shows a value of 19400 at traffic intensity of 0.91. The
random policy and the optimal policy, although better than the
greedy policy show a more significant change from the no fault
situation (figure 5.2a) which has values of 6144 and 6445
respectively at traffic intensity of 0.91 compared to the
single wavelength situation (figure 5.2c) which show values of
16631 and 16342 respectively at traffic intensity of 0.91. It
is to be noted that although the optimal policy is better than
the random policy the difference is insignificant. Under non
uniform traffic flow the three policies have the same
behaviour pattern for the wavelength differential utilization
but at a much higher scale. For example, under no fault
(figure 5.2b) the greedy policy shows a value of 111300 at

0.91 traffic intensity whereas the random and optimal policies
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show values of 60380 and 59300 at 0.91 traffic intensity.

Under fault (figure 5.2d) these values become 151200 79100 and

78300 respectively for the greedy, random and optimal policies

at 0.91 traffic intensity.

Transmission delay computation of the same three policies
under the same conditions are shown in figure 5.3. Delay is
expressed in terms of number of hops times traffic flow per
route which we will denote as HFR (hops traffic flow per
route). For the uniform traffic flow, the greedy policy has a

transmission delay of 0.26 HFR when traffic intensity is 0.91

for the no fault situation (figure 5.3a) and 0.28 HFR when
traffic intensity is 0.91 for the single wavelength fault
situation (figure 5.3c). This is a small degradation in
transmission which is insignificant. The random and optimal
policies have respectively transmission delays of 0.41 HFR and
0.40 HFR at 0.91 traffic intensity for the no fault situation
(figure 5.3a) and 0.36 HFR and 0.37 HFR at 0.91 traffic
intensity for the single wavelength fault situation (figure
5.3c). The random and optimal policies have consistently close
values. The very small apparent improvement in the average
delay from the no fault to the single wavelength fault can be
explained by the fact that the averages are used and the
additional diverted load on the other wavelengths when a fault
in one of the wavelength occurs is very small; furthermore,

since the fault is on the wavelength that carries heavy
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traffic, the diverted traffic is smoothed out among other
wavelengths. For the non uniform traffic flow, the greedy
policy has a transmission delay of 0.22 HFR at 0.91 traffic
intensity for the no fault situation and 0.30 HFR at 0.91
traffic intensity for the single wavelength fault situation.
The random and optimal policies have respectively transmission
delays of 0.35 HFR and 0.34 HFR at 0.91 traffic intensity for
the no fault situation and 0.28 HFR for both at 0.91 traffic
intensity in the single wavelength fault situvation. The same
behaviour as in the uniform traffic flow is seen for the
random and optimal policies. However we see that these two
later policies have a slightly better delay than the greedy
policy for single wavelength fault. This is explained by the
fact that for an average single wavelength fault under a non
uniform situation, the random and optimal policies balance the
traffic among the wavelengths in the network whereas the
greedy policy always uses only one route and therefore

concentrate the traffic on some wavelengths.

The mean wavelength utilization in fiqure 5.4 which is
derived from equation 5.24 is also equal to the average queue
size as depicted in equation 5.26 when the buffer size is one.
The three policies in this situation behave in the same
fashion as in the transmission delay situation in figure 5.3.
The average gqueue size for buffer size of one is 0.0084

packets for the random as well as for the optimal policy at
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0.91 traffic intensity for uniform traffic and in the case of
no fault (figure 5.4a). The greedy policy in the same
circumstances is 0.0054 packets (fiqure 5.4a). Again the only
case when the average queue size is higher for the greedy
policy (0.0063 packets) than for the random or optimal policy
(0.0058 packets) is when the traffic flow is non uniform and
in the case of the average single wavelength fault (figure

5.4d).

The variance in figure 5.5 as well as the wavelength
differential utilization in figure 5.2 are measures of the
frequency of use of wavelength or in other words the usage
concentration on certain wavelength which may result in
bottlenecks which again makes it a measure of reliability.
Figure 5.5 shows that the variances for all policies are very
low. It is therefore a comparative analysis between the
policies that is in effect here. This analysis is actually the
one that is made under the wavelength differential utilisation
which would apply here replacing of course values relevant to

variances.

The analysis for the average queue size was done for many
values of buffer sizes. It was found that for buffer size
higher than 2 the difference .in the results with those
obtained with buffer size equal to two are extremely small.

However, the average buffer overflow, although very small for
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buffer size of 2 (order of 10*) gets practically null for
buffer size of 3 (order of 10%) and 4 (order of 107'%). The
analysis for the average queue size and average buffer
overflow is thus a comparative one among the three policies.
Figure 5.7 and 5.9 compare the random policy with the optimal
policy. Figure 5.7 is for the average queue size and figure
5.9 is for the average buffer overflow. For all practical
purposes the two ©policies generate equal results. A
comparative analysis between the random policy and the greedy

policy for buffer size of two is thus sufficient.

The average queue size and buffer overflow in figures 5.6
to 5.9 show the computed values under no wavelength fault, the
highest computed value when a single wavelength fails as well
as the lowest computed value for a failed wavelength and the
average for the single wavelength failure. The spread between
the highest and lowest values is an indication of how the
average value represents the queue size and buffer overflow

for any single iruvelength failure.

For the random policy in figure 5.6, the average queue
size under uniform traffic flow (figure 5.6a) with no
wavelength fault is 0.71 x 10°® packets for a traffic intensity
of 0.91. With a single wavelength fault the highest average
queue size is 0.67 x 1076 packets, the lowest average queue

size is 0.48 x 10°° packets and the mean average queue size is
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0.58 x 10°% packets all for a traffic intensity of 0.91. The
no fault case shows the highest average queue size. In the
case of the greedy policy in figure 5.6c it is the no fault
situation that shows the lowest average queue size. We see
that the random and greedy policies have the same trends

whether under uniform or under non uniform traffic flow.

The average buffer overflow graphs in figure 5.8 compare
the random policy with the greedy policy. Average buffer
overflow graphs are tlie same as those of the average queue
size of figure 5.6 for buffer size equal t., two. For higher

buffer sizes the average buffer overflow is extremely small.

We have seen that throughout the analysis, the greedy
policy was better when no wavelength faults occurred; however
when a single wavelength fault occurred the random and optimal

policies showed better results.

Our results show the performance of the optimal policy
corresponding to one initial selection of the B vector (i.e.)
finally leads to a local minimum. To obtain a global minimum
we may have to run in real time the gradient routine which may
not be visible thus indicating the danger of applying the
optimal policy in this application. Specially in case of
applications where large burst of high rate data are the norm

rather than the exception. On the other hand the random policy
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is more cost effective due to the visibility of computation

and performance obtained.

ShuffleNet shows robustness to single wavelength failure
(comparing the transmission delay and wavelength utilisation
in the two cases of no failure and one wavelength failure).
Also simple routing policies such as random and greedy
policies yield excellent transmission delays, queueing buffer
delays, buffer overflow delays, and wavelength utilizations.
This means that centralized control and exchange of extensive
routing tables required for the optimal policy are not

required in these cases.
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CHAPTER 6

CONCLUSION AND FURTEER RESEARCH

6.1 Conclusion

We have established an improved means for the integration
of multiservices in a high speed metropolitan area network
(MAN). The performance for such an integration has been

analyzed and the network behaviour has been analytically

studied under various conditions.

The metropolitan area networks considered are the
Distributed Queue Dual Bus (DQDB) and the ShuffleNet because
they both meet the requirements for high speed networks that
can integrate multiservices. The DQDB MAN as it is currently
considered by IEEE project 802 has limited capabilities and
speed. The present study presents an improvement to the DQDB
protocol. With the proposed modified protocol and hardware
based on high speed material such as GaAs, the DQDB MAN can
handle a wide range of services such as video, voice, wideband
data and narrowband data at much higher speed (1.5 Gbps).
ShuffleNet is also a MAN that can handle multiservices in a
high speed environment. The contribution to ShuffleNet in this

work is the improvement on its routing policies.

Both of these metropolitan area networks are high speed

networks that can perform in the gigabits per second range.
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They both have protocols that have fast responses and are not
based on packet retransmissions when errors are detected.
Errors are in fact handled by higher 1level protocols such as
the LIC. The transmission of frames is controlled: every
station when transmitting knows that it is the only one using
the facilities at any particular instant and no collision of
packets is possible. Commands received at a station are
instantaneously verified and responded to. The protocol
overhead is mostly found at the frame level and is reduced to
the strict essentials for the protocol interactions. The frame
header 1is used to identify the service, control the
transmission and detect errors. In the new DQDB the proposed
error detection is bit voting in the protocol control elements
resulting into modular redundancy which also performs some
error correction without any loss of time. Equitable use of
the lines by all stations is perhaps the only aspect that
although acceptable could be improved in DQDB. In shuffleNet
the contribution of the present work is on the routing
strategy that would distribute the load equitably in case of

unbalanced load.

The unfairness of the DQDB protocol has been studied
[CONT1] and propositions presented to minimize its effect
under heavy 1load. Furthermore, the proposed DQDB protocol
makes the most efficient use of the facilities by making the

asynchronous transmissions use the subframes reserved for
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synchronous transmissions when these latter are not utilized.
The protocol is also geared in serving multiservices by
allocating specialized subframes to each of the services. In
this case no interference is possible between the services.
Indeed the video service is assigned a specific subframe that
is reserved for video transmissions. Similarly the voice
service 1is assigned a subframe reserved for the voice
transmissions and wideband data as well as narrowband data are
assigned their specific subframes for their respective
transmissions. Each of these transmissions is using the new
DQDB protocol independently from each other. A particular
aspect of the proposed protocol is that the video subframe
when empty can be used by the voice service and furthermore
the video subframe 'nd voice subframe when not used, can be
taken by either wideband or narrowband data. This is known as
movable boundary and optimize the utilisation of the available
facilities. It should be noted that voice service has priority
over wideband or narrowband data in the utilization of the

video subframe.

Voice service can utilize the extra bandwidth offered by
the video subframe even though it 1is an isochronous
communication service. The concern is that in isochronous
communication the same slot within all the video subframes is
reserved for the duration of the voice call. If a video call

comes in, it would have higher priority for the utilization of
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that subframe than the voice service. What we want to avoid is
the sudden preemption and termination of the voice call.
Fortunately it has heen established within this study that
voice traffic is independent of video traffic because the
estimated minimum time for video call establishment is, on the
average, equal to the voice holding time. The video slots can
then be used by the voice service without the video service
being impaired. Thus when a video call arrives, a video slot
will be available by the time the access unit (AU) prepares

the call and is ready to transmit.

Priority schemes that would efficiently resolve the
contention for the use of the video or voice subframe by the
wideband or narrowband data have been studied. Four priority
schemes are considered. A model of the proposed protocol has
been designed and a thorough analysis performed to determine
the best scheme that would minimize the delay in the data
services. The restricted priority was found to be the best. In
this priority scheme the narrowband and wideband data have
equal priority in accessing video and voice subframes; however
narrowband data loses access when the wideband data queue
reaches a given threshold. The exact nature of this threshold
or the algorithm to determine it is for further studies. An
analysis was conducted for various video and voice utilization
conditions. It was observed that wideband data is not largely

affected by any of the priority schemes. The effect of the
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priority schemes is on narrowband data and results clearly
show that restricted priority is the best choice with respect

to narrowband data queueing delay.

The fault probabilities and their effects on the service
rate are analyzed for the modified DQDB protocol. Intermittent
errors and stuck-at fault errors that would appear an the AU
interfaces are investigated for the effects they have on the
service rate and on the overall performance. A reliability
model with faults affecting the protocol is defired to perform
the analysis. In the model the error corrections such as
triple modular redundancy (TMR) and quintuple modular
redundancy (QMR) are used for intermittent as well as stuck-at

faults.

In the case of intermittent errors it was found that when
applying TMR the service rate improves to near the maximum
because of the error correction. When the error is stuck-at
fault a noticeable change and disruption to service in the
network is observed. Even the healthy AU has a drastic drop in
service rate. The faulty AU on the other hand experiences an
increase in service to equal practically the healthy AU. This
is occurring because the faulty AU is stealing slots. When TMR
is applied to this case, the service rate of both healthy and

faulty AUs .mproves.
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When QMR is applied to the model with intermittent error
there is a slight improvement over the results obtained with
TMR. In thé case of the stuck-at fault, QMR has about 7%
improvement over TMR. The decision of applying one or the
other modular redundancy is an econowic decision since QMR
provides a small improvement over TMR. Implementing QMR is
only justified if the cost of GMR is not much greater than

that of TMR.

The Weibull model was then applied to the various
probabilities to see the effect errors as well as component
redundancy have over the 1life of the supporting circuitry.
Weibull model with constant failure rate as well as linear
increasing failure rate are analyzed. The results show that in
either cases modular redundancy improves service rate during
system degradation but the circuit 1life span is not

substantially affected.

The Contribution that was made with respect to ShuffleNet
is the evaluation of efficient routing techniques that are
robust even under faults and nonuniferm load. On top of
minimizing the transmission delay these routing techniques

attempt to balance utilization of the wavelengths.

Three routing policies were considered. The optimum

routing policy tries to equalize the traffic carried on each
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wavelength by minimizing the wavelength differential
utilization. The random routing policy starts with an initial
guess on the alternate routing probabilities. The alternate
path with the least number of hops is selected with a given
probability. The greedy routing policy is a specific case of
the random policy. Only one path for any given source-

destination route is selected with the least number of hops.

Since the optimum routing policy optimizes the wavelength
differential utilization, it was expected to give best results
in this respect when compared to the other policies. However
the results did not come significantly better than those of
the random policy. Under non uniform traffic flow, the three
policies have similar behaviour than their respective uniform

traffic flow results but at a much higher scale.

Results show that the performance of the optimal policy
leads to a local mininum. To obtain a global minimum, we have
to run in real time the gradient routine which may not be
visible thus indicating the danger of applying the optin:ul
policy in this application. Specially in case of applications
where large burst of high rate data are the norm rather than
the exception. On the other hand, the random policy is more
cost effective due to the visibility of computation and

performance obtained.
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6.2 Further Research Work

The above work although complete can still be expanded by
further research. Some of the works that could be developed

directly related to this research are:

1. In the case of the restricted priority scheme, analysis
and computaction of thz optimal threshold to be reached by
w. eband duta queue when given aigher priority over the

narrowband data queue in using the additional bandwidth.

2. Computer simulation of the DQDB restricted priority

scheme for a much larger network in real time.
3. Computation of a 3 dimensional model for DQDB as
outlined in this work, namely the analysis of the case of

two faulty stations.

4. Reflection of priority, errors, and fairness problems on

the performance of the different integrated services.

5. Implementation of the proposed protocol for DQDB.



