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Abstract

The results of experiments in realtime tracking of a moving object using wrist-
mounted laser range finders are presented. The objective is to have the robot end-etfector
maintain a constant position and orientation (pose) with respect to a flat object moving in
three-dimensional space in the Seld of view of the range finders. Serisory feedback {rom
the range finders is used to servo the robot in order to meet this objective. The resulting
trajectory of the end-effector is similar to that of the moving object in five degrees of
freedom. Two laser range finders are mounted orthogonally on the wrist of a six-degree-
of-freedom PUMA 560 robot. The algorithms for this application are writien in C on a
Macintosh. The executable code is downloaded to a target system that consists ol four
Motorola MC68020 processors, connected by an industry standard backplane VME bus,
running under the Harmony operating system. Tracking is done with maximum lincar and
angular speeds of the target object being 25 cm/s and 0.5 rad/s, respectively. The robot is
capable of maintaining the required pose with respect to the object with a small lag, in the
order of tens of milliseconds, mostly due to data collection time. The software is designed
to ensure that the robot has a smooth motion, without any sharp discontinuitics. Maximum
speed and acceleration parameters, incorporated in the software, facilitate such a trajectory.

A performance study of the tracking experiment is presented.

i
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Chapter 1

Introduction

The range of applications in robotics is significantly increased when sensors are
used. The role of sensors in the field of robotics is to provide feedback for controlling the
motion of the robot in order to achieve the desired application. Robots responding in real-
time to sensory feedback are used in many areas. For example, in a quality control system
it is desirable to pick out defective parts moving on a conveyor belt, while in an assembly
unit parts have to be picked for assembly from oscillating baskets moving on an overhead
conveyor line. Another example 1s in the field of acrospace where it is necessary to grasp

moving satellite grapple fixtures or capture defective satellites.

All of the above applications, which are just a few of the many that exist, make use
of robots. Moreover, in order to accomplish these objectives, the robot must be capable of
tracking these objects in real time. Since time is of the essence, resources with a very fast
response time, typically in the order of milliseconds, are needed to solve this problem. A
very high rate of sensor feedback is thus essential for servoing the robot through an un-
structured environment. The computational requirements of a realtime trajectory generator
based on sensor feedback are not met by commercially available robot controllers. If this
feedback loop is to be used optimally, the application should be able to deal with differ-
ences in the sampling rates of the sensor and the motion request rates of the robot con-
roller, Working in a sensor-based robotics environment requires that a high degree of
concurrency be incorporated in the software [1]. Processing time should be kept to a

minimum if the application is to be done in real time.



1.1 Sensors in Robotics

Various types of sensors have been developed that yield different kinds of sensory
information to close the feedback loop in the control of a robot [2]. These have been classi-
fied broadly as non-contact and contact sensors. This work is concerned with vision sen-
sors that fall under the category of non-contact sensors. The choice of a vision system
depends largely cn the application. In some cases, special purpose sensors must be devel-
oped to suit the application. Everett [3] outlines some of the design considerations for such
a sensor as required in the field of mobile robotics. However, in general, there is a large
shift in the vision community towards systems that use range finding techniques. The rea-
son for the shift is that most of the vision problems are concerned with 3-D objects and a
knowledge of the third dimension, viz. the depth, is important. A survey of the various

range finding techniques can be found in [3, 4].

Of the various range finding techniques, triangulation is the most widely used.
Here, the range of an object of interest is determined using the principles of trigonometry.
Vision systems that employ triangulation for determining the range are further classifted as
passive or active, on the basis of the physical arrangements. In passive systems, two cam-
eras are focussed on a target point lit by the ambient light of the scene, while in active sys-
tems a controlled light source is directed at the target point and the reflected light is detected
by an imaging sensor. Stereo disparity is an example of passive triangulation while struc-

tured light ranging is an example of active triangulation.

1.2 Realtime Systems

Realtime systems, also referred to as embedded systems, are those in which time is

a critical resource. The system interacts with events in the outside world, which are usually



asynchronous in nature, and responds within a specified and finite interval. The system
must meet response requirements that are stipulated by these external events. It must be
noted that there is no compromise in the correctness of the execution in an effort to meet
these deadlines. Predictability, not speed, is the underlying principle of realtime systems.
The response time of a realtime system, based on a worst case analysis, must be predictable
and guaranteed. While there is an upper limit on the execution times of such systems,

speed of execution is not of concern as long as it does not exceed this limit.

Several processors combined can yield performances comparable to that of a main-
frame at a much lower cost. Moreover, the system performance can be gradually increased
as the work load grows by adding more processors. However, Fathi and Krieger [5] show
that the throughput of a multiprocessor system is directly proportional to the number of
processors only up to a certain point. Beyond that point, any addition of processors resulis
in the degradation of the system throughput as the amount of contention on the shared
resources increases and so does the overhead on the interprocess communication. As long
as this point is not crossed, such systems are a viable alternative for high speed computing.
Moreover, the system can be better utilized by properly sharing the work load amongst the

various processors.

In order to provide fast and bounded response times, needed in a realtime environ-
ment, computing systems are developed based on multiprocessor configurations. Flynn
[6] classifies such systems into four categories based on the concept of instruction and data
streams. These are:

1. Single Instruction Stream - Single Data Strearn (SISD)

2. Single Instruction Stream - Multiple Data Sweam (SIMD)

3. Multiple Instruction Stream - Single Data Stream (MISD)

4. Multiple Instruction Stream - Multiple Data Stream (MIMD)

An Instruction stream is defined as a sequence of instructions performed by the machine



while a data streamn is ¢ sequence of data upon which the instruction stream acts. This tax-
onomy is still very widely used despite some shortcomings. For example, in a survey of
 the different special computer architectures in the field of robotics, Graham [7] points out
that Flynn’s classification does not clearly differentiate between tightly and icosely coupled
(ability to share resources) systems or between overlapped and pipelined types of paral-

lelism.

A realtime application deals with events in the external world that occur simultane-
ously and in an asynchronous mode. The software developed in such an environment is
designed as a collection of concurrently executing processes that model these events, The
complexity of realtime applications requires that modular techniques be used. In general,
this is done by designing the application as a number of tasks which are scheduled for exe-
cution on the basis of their priority. Schedulers also support preemption in order to mect
the time constraints [8]. This implies that it is left to the designer to assign priority values
to the tasks depending on their urgency. In a complex system, this is very difficult due to
the number of tasks that make up the application. Lee et al. [9] present a realtime kerncl
that provides services with bounded worst-case execution times. Scheduling is bused on

time, rather than priority, using the timing constraints specified by the programmer.

Realtime systems are classified as hard and soft. In hard realtime systems, speed of
execution is not of concern as long as processing conforms to the timing constraints rigor-
ously. This is not so in soft realtime systems, where processing is done as fast as possible
without any specific deadlines for completion. Task scheduling in hard realtime systems
can be static or dynamic. In a static approach schedules for tasks are done off-lince and
require a priori knowledge of the tasks. In a dynamic approach, schedules for tasks are
decided on-line as tasks are dynamically created. Although static approaches have low run-
time cost, they are inflexible and cannot adapt to a changing or unpredictable environment.

In contrast, dynamic approaches involve higher run-time costs, but are flexible and casily



adapt to changes in the environment. Cheng et al. [10] survey some of the scheduling

algorithms in static and dynamic hard realtime systems.

Stankovic [11] describes some of the issues involved in designing a realtime sys-
tem. Tasks executing in such an environment are aptly referred to as time-critical tasks.
The kernel maintains a realtime clock so as to meet the timing requirements of these tasks.
It must have a fast context switch and be able to respond quickly to external events, if the
system is to be fast. The system should also be predictable in that it must be able to deter-
mine with certainty the completion time of an invoked task. It should support integrated
CPU scheduling and resource allocation in order to satisfy, in a timely manner, the resource
requirements of the cooperating tasks. Access to shared resources must be mutually exciu-
sive. Resources needed for highly critical tasks must be preallocated so that the tasks can
execute without delay. Allocation policies must be time-driven so that realtime scheduling
requirements are met and resources available in time for subsequent utilization. Reliability
is essential for realtime systems. Incorporating flexibility in such a system will help in

dealing with situations where it is anticipated that certain deadlines cannot be met.

1.3 Robot Programming

The notion that robots are designed to do certain tasks in a repetitive and mundane
manner is fading as advanced robot control techniques are developed. Teach-by-showing
techniques, although simple to use and implement, are not suitable for unstructured envi-
ronments. Working in such environments requires the use of robot programming lan-
guages that are capable of fetching data from sensors and determining the motion to be

performed based on the sensory data.



Several robot programming languages have been developed, over the years, that
have been used with different industrial robots. A detailed survey of these languages can
be found in [12, 13]. Another approach is to extend some of the currently available high
level languages through the use of function libraries, in order to serve as a robot program-
ming language. Hayward and Paul [14] present the RCCL system, a library of functions
programmed in C that can execute either under the UNIX' operating system or under a re-
altime operating system. The ability of the C functions to handle low-level details enables
robot control to be programmed in C. A servo program resident in the kernel of the super-
visory host delivers setpoints at prescribed intervals to the individual joint controllers, via a
buffered high-speed parallel link. Motion requests issued by the user program are queucd
for execution and then translated into joint motions. RCCL is portable, does not depend on

the configuration of the robot, and supports world modelling, sensor integration, and com-

pliant control.

Gini [15] classifies robot programming languages into four classes based on the

level of detail in which the robot operations are expressed. These are:

1. Joint level — The task is described in terms of control commands required to
drive the individual motors and actuators. Teach-by-showing techniques fall
into this class. It is not suitable for off-line programming and has limitations on
the use of sensors.

2. Manipulator level — The manipulator positions and movements in the Cartesian
coordinate system are specified. It supports the integration of sensors thus en-
abling the modification of the robot motion based on the sensor feedback.
Since every robot action is to be explicitly specified, languages in this class are
termed as explicit languages.

3. Object level - At this level, instruction is given in terms of the action 1o be car-

ried out on the objects being manipulated. Because there is no need for explicit

' Unix is a trademark of AT&T.



specification of the robot actions, languages in this level are referred to as im-
plicit languages. The absence of this explicit specification implies that the
programming system is responsible for automatically synthesizing manipulator
level instructions.

4. Task level — The instructions take the form of a general description of the task to
be performed. Again, the burden of creating lower level instructions resides in

the domain of the programming system.

Off-line robot programming, used in this research, enables the creation and testing
of programs in a high level language. These programs are downloaded to the robot con-
troller via a communication line. This type of programming is advantageous in that there is
no need to have a robot during the software development phase. Such a need arises only

when the application is ready to be executed.

1.4 Thesis Organization

Chapter 2 of this thesis describes some of the previous work done in realtime track-
ing and the contribution of this research. The statement of this thesis is formally presented
in Chapter 3. The experimental apparatus used in this work is discussed in Chapter 4.
This includes a brief description of the wrist-mounted laser range finder (also referred to as
a range profile scanner), the Harmony® operating system, and the PUMA?® 560 robot. The
software design and implementation of the tracking application is detailed in Chapter 5.
Results are presented in Chapter 6. These include a performance study of the behaviour of
the robot while tracking as well as a timing analysis of the tracking application. The thesis

concludes in Chapter 7 with a summary of this research.

* Mark reserved for the exclusive use of Her Majesty the Queen
in right of Canada by Canadian Patents and Development Lid.

* PUMA is a registered trademark of Unimation Incorporated.



Chapter 2

Related Research

Vision systems in the past consisted of overhead cameras that were fixed above the
workspace of the robot. While this yields a large field of view of the workspace, the robot
arm frequently blocks portions of the field of view that are vital to the accomplishment ol
the robot task. Moreover, it is not possible to zero in on a desired area with higher resolu-
tion. Loughlin [16] discusses the advantages of mounting compact cameras on the wrist of
the robot as opposed to overhead camera configurations. Since the camera is always at rest
in relation to the manipulator, such an eye-in-hand vision system solves the above prob-
lems. Furthermore, the parallax error that very often plagues the fixed overhead camera

configuration is considerably reduced.

A learning control approach to track and intercept an object moving on a conveyor
belt is described in [17]. The learning phase is designed to train the system in reproducing
the relationship between the sensory feedback and the system commands, Feedback froma
video camera mounted on the wrist of a robot is used for tracking and intercepting the ob-
ject. Initially, in the absence of training, the robot lags behind the object but with repeated
attempts the lag is substantially reduced. Kabuka er al. [18] propose 4 servo system, with
two servos that can track an object in the field of view of the camera. The feedback from
the camera allows the two servos to move the camera in two degrees of freedom so as 1o
center on the object. It takes about 30 s for this to be accomplished and hence is not prac-

tical for tracking moving objects despite being interesting theoretically.



Tracking an object in a plane — three degrees of freedom ~ is the subject of [19].
The object, a gasket in this work, is taught to the system via teach-by-showing techniques.
A wrist-mounted CCD video camera is used to recognize the gasket by using the circles on
the gasket as the main features. Excluding the initial time required to recognize the gasket
(about 5 s), a vision cycle time of approximately 60 to 70 ms is achieved. The motion of
the robot lags behind that of the gasket at 0.1 rad/s. This lag increases with increasing

speed of the rotation of the gasket and at 1 rad/s the robot is unable to track the gasket.

Gennery et al. [20] present the work being done at the Jet Propulsion Laboratory
(JPL), in California, on tracking and acquisition in space telerobotics. The machine vision
system at JPL, comprised of both fixed as well as wrist-mounted video cameras, is de-
signed to track and acquire polyhedral objects moving and rotating in space. PIFEX, a
programmable pipelined image processor, is used for performing different operations on
images. Tracking is done by first using previous images to predict the pose of the target
object. This prediction is subsequently compared with the observed pose of the object in
order to make any corrections to the pose (as well as its time derivatives) of the

end-effector. No results have been reported on the performance of the tracker.

Using photogrammetri¢ methods, the relative pose between a camera and an object
is determined in all six degrees of freedom as long as the object is rigid and carries at least
three targets [21]. Zaremba [22] employs this method to track an object, with four targets,
suspended on an overhead conveyor in six degrees of freedom. Prediction-based control is
then used to pick these objects at suitable grasping positions. Since the pose of the object
is obtained by a study of the patterns formed by the targets, proper positioning of these tar-
gets on the object is essential. However, these targets cannot entirely represent the various

features of the object.



Optical flow techniques have been used in the measurement of visual motion and in
the recovery of 3-D structure of moving objects [23, 24, 25]. Optical flow is the apparent
motion of brightness patterns when a camera moves in relation to the object being imaged.
There is, however, one disadvantage with the optical ficw measurements and it involves
dealing with the correspondence problem [26]. Bandopadhay et al. [27] claim that the ad-
vantages of optical flow outweigh this disadvantage and have developed a mathematical
framework for active navigation employing tracking. The advantage of tracking a promi-

nent environmental feature point is underscored.

The problem of realtime tracking has been addressed by Luo and Mullen [28] using
optical flow. A PUMA 560 robot tracks an object moving on a conveyor, representing the
X Y plane, at different speeds. A wrist-mounted CCD camera and a finger-mounted ultra-
sonic sensor are used. The CCD camera provides the X and Y coordinates of the target
point on the object, while the ultrasonic sensor yields the range, in the Z direction.
Successive positions of the chosen target point and the velocities are determined using the
optical flow approach. The robot maintains a constant standoff from the object until the
relative velocity between them is near zero. At this stage, with the help of the ultrasonic
sensor, the robot descends to grasp the object. While different kinds of object are used in
this work, the robot is incapable of tracking these objects if the speed of the conveyor ex-
ceeds 8.5 cm/s.

All of the research described above uses visual feedback obtained from CCD cam-
eras. More recently, the use of range finders in vision systems has gained importance over
video cameras because the depth information is immediately available. By incorporating a
range finder in the vision system, Lougheed and Sampson {29] address the problem of
robot bin picking in real time. Sorensen et al. [30] describe the Minnesota scanner, devel-

oped to record human locomotion in a target volume of & m3. Using the fact that three

10



intersecting planes define a point, three planes of low power laser light sweep this volume,

containing target photodetectors, to record human motion.

The telerobotic capabilities of a robot used in space are detailed in [31]. Using a
wrist-mounted laser proximity sensor, the robot follows the surface of a target object. The
location of the end-effector is determined using a space location system (SLS). The SLS
consists of a set of six laser interferometers that track retro-reflectors mounted on the target.
These retro-reflectors reflect the incident light back to the laser interferometer along the di-
rection of the incident path. Choice of control points, similar to [22], allows the pose of

the target relative to the interfercmeters in six degrees of freedom to be determined.

The use of wrist-mounted range finders combines the advantages of the eye-in-hand
vision systems and those of the range finders. No work has been done, to date, on real-
time robot control using wrist-mounted range finders, with the exception of [32, 33, 34].
This thesis deals with the use of this new and unique vision system to track a flat object in

realtime in five of the six degrees of freedom.

11



Chapter 3

Problem Definition

An object in space can move in six degrees of freedom. These are the displace-
ments, in the Cartesian coordinate system, along the X, Y, and Z axes and rotations about

the X, Y, and Z axes (Fig. 1). These rotations are, respectively, referred to as the yaw,

V4
A

T Rol

pitch, and roll motions,

Yaw

o,

Fig. 1 Six degrees of freedom

12



A significant amount of research has been done in realtime tracking (Chapter 2).
The scope of this thesis is to study this important problem with the help of a new and

unique sensory feedback control apparatus (to be discussed in Chapter 4).

The problem is formulated as follows: Realtime tracking requires that a constant
relation be maintained between a moving object and the end-effector of the robot. The ob-
jective is, at all times, to position the end-effector of the robot

a. Normal to the plane of the object, and

b. Ata certain standoff from the center of the object.

‘Two assumptions are made in solving the above problem:
1. Objects being tracked are assumed to be flat for the sake of simplicity.
2. Both the target object as well as the background should be in the field of view
of the range finder in order for it to differentiate between the two. This is guar-
anteed by choosing a suitable value for the standoff (35 cm was chosen in this

project).

In order to accomplish this objective, the design of the software should be capable
of handling different types of resources. For example, it must acquire data from sensors
and provide the feedback to the robot controller. The code must also support asynchronism
since this is usually the case in a realtime environment, For best performance, such an ap-
plication requires a low vision cycle time, a fast reponse time by the robot, and a computing

system with high speeds of execution.

13



Chapter 4

Apparatus

Two laser range finders, hereinafter referred to as range profile scanners (RPSs),
are mounted orthogonaily on the wrist of a six-degree-of-freedom PUMA 560 robot, as
shown in Fig. 2. Each RPS is skewed by 15° in its respective plane for two reasons:

1. To compensate for an inherent skew of 5 in the optical design of the RPS, and

2. To ensure that the cross-over of the profiles from the two RPSs occurs over the

entire workspace of the robot.
Data from the two RPSs are fetched in an alternate manner so as to avoid any interference
between the two laser beams. Often in systems where the sensor and robot are physically
disjoint, a sensor-to-robot coordinate transformation is required [29]. In this work, since
the RPSs are mounted on the wrist of the robot and since the robot is controlled in its tool

coordinate frame, there is no need for such a ransformation.

14



| Wrist of the |

7-0 Increasing Z

Fig. 2 Orthogonal configuration of the RPSs.
Range data are measured from the perspective
of the RPSs. X and Y, are the centers of the
range profiles collected by RPSs A and B.
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The software for the tracking application is written in C and developed on a
Macintosh.* The executable images of these application programs are downloaded onto
four Motorola MC68020 processors running under the Harmony operating system. The
Macintosh is not used during the execution of the tracking experiment except for any 1/0.
The robot can be actuated through the Unimation robot controller either by sending motion
requests from the application or by issuing VAL II* instructions. When tracking is being
carried out, the controller receives motion requests from the application software through
the ALTER port. ALTER is an extension of the VAL II language that facilitates realtime
path modification from an external computer [35]. It expects relative increments in position
every 28 ms from the tracking application, failing which the communication is terminated
and the application is halted. Software for the scanner interface, developed in the
Assembly language on the VAX 11/780, enables data to be fetched from the RPSs. A

schematic diagram of the experimental set-up is shown in Fig. 3.

4

Macintosh is a trademark of Applec Computer, Inc.

* VALl is a registered trademark of Unimation Incorporated,
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4.1 The Range Profile Scanner

A shadow effect, also referred to as the “missing parts” problem in [3], is present in
all triangulation systems. This occurs when a source is unable to see what a detector can or
vice versa (Fig. 4). As the angle between the projection and detection axes increases, the
resolution is increased but so is the shadow effect and the size of the sensor. As well, a vi-
sion system with a large distance between the source and the detector has a poor depth of
view. Passive triangulation has two drawbacks not found in active triangulation. It suffers
from the correspondence problem and fails in a poorly lit environment. Active sensing
techniques have been put to use in automatic surveillance and robot navigation [36] as well

as in applications where short-range 3-D measurements are required.

Source Detector

Object

Shadow regions

Fig. 4 Shadow effect.
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In an effort to improve the performance of optical triangulation and reduce/eliminate
the above pitfalls, RPSs that are instances of those described in detail in [37] were devel-
oped at the National Research Council of Canada (NRCC). The sensor was designed
specifically for large depth of field of use (10 cm to 1 m), making it useful in an industrial
robot environment. As the RPS is to be mounted on the wrist of a robot, it is necessary
that it be compact, lightweight, and robust. The compactness of the RPS results from the
source and the detector being close to each other, thereby ensuring that the angle between
the projection and the detection axis is small, which minimizes the shadow effect. Each
RPS has the following physical characteristics: width 90 mm, length 140 mm, depth
28 mm (this is 80 mm where the galvanometer protrudes), and the weight is 500 g incl-

uding the protective case.

The optomechanical design of the RPS can be seen in Fig. 5. The design of the de-
vice provides a rigid structure with simplicity of assembly and minimal alignment. An opti-
ca! fiber is used to carry the HeNe laser source. The RPS is based on the principle of
synchronized scanning [38] and makes use of a double-facetted mirror on the paths of both
the projected laser and the reflected light. This mirror is driven by a galvanometer that en-
ables it to scan over a 40° field of view. The projected beam is reflected off a small fixed
mirror onto the front face of the scanning mirror, while the detected beam is returned to the
sensor via a collecting lens using the back face of the same mirror. Two large fixed mirrors
placed along the two branches of the lower half of the X frame assist in reflecting the pro-

jected and detected beams.
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Fig. 5 Design of the range profile scanner
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A 256-¢element linear array CCD is the position sensor and is tilted at an angle of
359 to the horizontal, to allow for good focusing over the entire depth of view. This scan-
ning geometry has the advantage of providing immunity to ambient light, because the view-
ing direction is always aligned to the direction of the scan making the instantaneous field of
view very small. The signal-to-noise ratio is high, which also allows a large depth of view
with a constant laser power. The field of view is approximately 10 cm in the direction of
the scan (call this the X direction) at a standoff of 10 cm (the Z direction). Where Z is
100 ¢m, the field of view is 80 cm in X. The resolution of the RPS is an inverse function
of its distance from the object and this fits into the requirements of robot vision where at
large standoffs resolution is of less concern. The accuracy of the RPS is approximately
(0.1 mm in Z at a standoff of 10 cm, decreasing to approximately +2 mm at a standoff of
85 cm. The field of view is not exactly an isoceles triangle because of the geometry of the

optomechanical scanning mechanism.

When the scanning mirror sweeps the surface of a given object, 256 surface ele-
ments (surfels) are returned that correspond to the distances from the RPS to a row of
points on the surface being scanned. The RPS is calibrated (to be discussed in Section 5.3)
to provide reliable data over the entire field of view. The range data are measured from the
perspective of the end-effector and are in Cartesian coordinates. This single raster scan of
range data is called a range profile. The scanning mirror in the RPS sweeps back and
forth, capturing 26 range profiles per second. Although there are 256 surfels on each scan,
range data are not available from every surfel on the object. One reason for this is the sha-
dow effect. Another reason is that the reflected light from a surfel may either be too little or
too much for the sensor to determine the correct range value because of a combination of
surface reflectivity and geometry. When no range value is available this fact is indicated by
the sensor, ensuring that algorithms interpret only valid range data. These situations are

taken care of by the Validate routine to be discussed in Section 5.4.
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4.2 The Harmony Operating System

Harmony is a multitasking, multiprocessing, realtime operating system developed at
the National Research Council of Canada to meet the needs of realtime applications.
Gentleman et al. [39] provide a detailed view of this system and the services that it pro-
vides. The multitasking feature enables a Harmony-based application to be designed as a
set of tasks in keeping with the modularity requirements of a complex realtime application.
The multiprocessing capability can be exploited to achieve optimum system utilization and

throughput by suitably distributing the application tasks on the various processors, at link

time, in order to obtain a good load balance.

Harmony is an open system, that is, it can be ported to several different hardware
configurations. In this research, it runs on a multiprocessor system based on an industry
standard backplane VME bus. The multiprocessor system consists of four DY-4
DVME-134 single board computers based on the Motorola MC68020 processors that share
a common address space. The operating system is written in C and so are the application
programs. Harmony has not been designed to support development of software for the
user applications and, consequently, this is done elsewhere. This partitioning results in a
host-target configuration for developing an application. The host system, in this project, is

an MC68020-based Macintosh that uses a Consulair Mac C compiler,

Tasks form the backbone of a Harmony environment and every instantiation ot a
task must be explicitly created. Once a task is created it executes independently of, and in
parallel with, the parent task that created it. There is no restriction for the child task to be
running on the same processor as the parent task. The processor on which a task will exe-
cute is decided at the time of linking. The multitasking feature of Harmony enables the var-
ious tasks running on a given processor to share this processor. At the time of creation, a

task is associated with a task template that contains the necessary information pertinent to
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the task such as its id, the code to be executed, stacksize, priority, and the processor on
which it will execute. A task can either be destroyed or it can commit suicide. In either

case the resources used by the task during its execution are returned to the system.

Tasks running on a given processor can only compete for the resources of that pro-
cessor. Harmony supports preemptive, priority-based, FIFO scheduling similar to the
scheme used in VRTX (Versatile Real-Time Executive) [8]. This allows a task at the top of
the highest priority queue, if ready, to be scheduled for execution. The currently executing
task is preempted, if either it is blocked (discussed below) or a task with a higher priority
becomes ready. Although the tasks execute in parallel, at a given time only one of them is
physically utilizing the processor. The task scheduler has a fast context switching time
(39 ps on a MC 68020 at 16 MHz) and interleaves the execution of the different tasks on
the processor. Realtime requirements of the problem necessitate the choice of these

scheduling algorithms over those found in timesharing systems.

While tasks execute synchronously and sequentially, strict parallelism and asyn-
chronism exist between tasks. However, tasks that cooperate towards a common goal
must communicate. In the thinwire modei of parallel computation [40], tasks on different
processors do not have access to each other’s memory. In the present configuration, since
the kernel is implemented in a flat address space, the memory can be shared by the various
tasks. Message passing is the paradigm used in Harmony for communicating between
tasks. It is independent of the actual task distribution amongst the processors and of the
hardware communication channels. Tasks can have a dialog by either passing pointers to
data or by sending the data itself. The latter is preferred for reasons of siinplicity. There

are four message passing primitives which are implemented as functions. These are:
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id = _Send(rgst, rply, id);
id = _Receive(rgst, id);

id = _Try_Receive(rgst, id),
id = _Reply(rply, id),

When each function returns, the value “id” returned is the pointer to the task descriptor of
the correspondent task. A typical communication takes place as follows: The sending task
sets up the message, to be transferred, in space pointed to by the rgst argument. It also scts
up space pointed to by the rply argument where the reply message from the receiver will be
stored and then calis the _Send() primitive with the id of the receiving task. The receiving
task sets up space pointed to by the rgst argument into which the transferred message is 1o
be contained and then issues the _Receive or _Try_Receive primitive, as the case may be.
The _ileceive primitive is used if the receiving task is to wait for the message. If not, the
_Try_Receive primitive is used. Only if it is receive-specific is the id of the sending task
provided along with these primitives. After the _Receive() or _Try_Receive() functions re-
turn, the receiving task sets up in space a reply message pointed to by the rply argument
and calls the _Reply primitive with the id of the sending task. The _Reply primitive in-

forms the sending task that the message is transferred.

Blocking primitives enable the communicating tasks to synchronize in addition to
exchanging information between them. Asynchronism between the two communicating
tasks is accommodated but at the expense of parallelism. The task that executes faster has
to wait for the slower task. Synchronization of tasks is dependent on the blocking be-
haviour of these primitives. The _Send() and _Receive() are blocking primitives, whilce
the _Try_Receive() and _Reply() primitives are nonblocking. Implementation of this form
of interprocess communication does not result in extensive message queuing in either of the
communicating tasks. Some of the issues in message passing such as blocking, addressing

mechanism, message format, and communication failures are discussed in detail in [41].
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The methodology, in Harmony, of configuring the software is referred to as
Database and Selectors Cel (DaSC) [42] and addresses two issues:

1. Managing the different versions of a program at a given time in order to

minimize redundancy and thereby save storage and facilitate maintenance.

2. Coping with the different versions as they evolve over time.
Database and Selectors deal with the former issue while the latter is dealt with by Cel. A
tree-structured file system is chosen as the database with the selectors being the pathnames
to the various files. An application written in the Harmony environment is split across
several files in accordance with this source management scheme. Each application program
is divided into src, the source code for that program, and inc, the sets of selectors for that
program. By confining the selectors to the inclusion directory, portability across host sys-

tems is achieved.

Evolution of the various versions of a program over time is likened to the process
of film animation where different transparent layers of images are superimposed one on top
of another to yield the desired image. In Harmony, the Cel is implemented as three layers
of tree-structured file systems having a common directory structure. The Master layer con-
tains the most recent release and is write-protected to preserve its integrity. The Derived
layer contains the output of derivers such as compilers and linkage editors. The Working
layer contains the source and inclusion files that are being developed for an application.
Consolidation of the Master layer, usually done at the time of a release, involves the incor-

poration in the Master layer of appropriate changes which were done in the Working layer.

The source code is developed for the various tasks that form the application. These
tasks may run on one or more processors depending upon the needs of the application. An
inclusion file, built for the various tasks that run on a given processor, contains the source
files of these tasks. These files are compiled individually and then linked to yield exe-

cutable images. The fixaddr tool converts Macintosh (host, in this application) executable
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images into a Unix-type “.out” form. Once this is done, the executables are downloaded to

the target system.

General debugging techniques used in sequential programs are not efficacious when
applied to realtime systems, as they require the entire processing to come to a halt. Debug
is a Harmony debugger which runs on one processor in the target system and supports de-
bugging on all active processors. Interactive debugging is invoked when either a break-
point is encountered or an exception or abort occurs. In such a situation the corresponding
task is stopped and interactive dialog takes place between the user and that task without af-
fecting the other tasks. The user terminates this dialog once debugging is complete and the
task is restarted. During the debugging session breakpoints can be planted dynamically

provided the debug control server and the clock server are created and initialized.

When the debugger is used via a terminal emulator on the Macintosh 11, there is a
rapid access to the disassembled binary executable file through a companion tool, Exarmine,
as well as to a set of source files through the Macintosh II-based multiwindow editor.
Bound is another Harmony tool used for determining the size of the stack frame for a speci-
fied function. A useful non-interactive debugging tool called _Log_gossip prevents the
messages from several tasks, executing in parailel, from becoming intermingled when

dumped onto the screen.

4. 3 Robot Control - ALTER

The PUMA 560 robot system used in this research consists of a controller, robot
arm, system software, CRT, teach pendant, and a floppy drive [43]. The controller is
based on a DEC LSI-11 processor. A six-degree-of-freedom PUMA 560 robot arm, used

in this work, is shown in Fig. 6. The system software that controls the robot arm is called
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VAL (Vicarm Assembly Language) I and is resident on an EPROM inside the controller. It
consists of simple instructions for writing and editing robot programs. It supports on-line
as well as off-line programming and has features that can support the use of sensors in the
robotic environment. Robot motion is accomplished, either by issuing VAL II instructions
through a CRT (connected to the controller by an RS-232C interface) or with a teach pen-
dant, A floppy drive allows permanent storage of the VAL II programs and robot locations
on floppy disks.

WAIST 320°
{JOINT 1)

+ @? - SHOULDER 250°
(JOINT 2)

ELBOW 270°
{JOINT 3)

WRIST BEND 200°
(JOINT 5)

FLANGE 532°
(JOINT 6)

WRIST ROTATION 300°

PUMA 560 {JOINT 4)

Fig. 6 The PUMA 560 robot.

Reprinted from — Equipment Manual for the 500 Series PUMA Mark 11
Robot: 398P1, Unimation Inc., April 1984.
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To facilitate working in an unstructured environment, VAL 11 provides a feature that
enables realtime path control while the robot is moving. When this feature is utilized, VAL
I1 is in the alter mode. There are two types of alter mode, namely, external alter mode and
internal alter mode. In the external alter mode, data for realtime path control are provided
by an external computer. The controller sends messages (alter requests) once every 28 s,
requesting information to control the trajectory of the manipulator. The external computer
responds by issuing motion requests which, in effect, are incremental motions that the
robot should carry out. In an internal alter mode, a user-written VAL I program executing
in parallel with the robot-control program provides the data for realtime path modification.
The robot can be controlled in either the world coordinate system (Fig. 7) or in the tool co-
ordinate system (Fig. 8). The data provided to the controller for realtime path modification
can be in the cumulative or non-cumulative modes. In the cumulative mode, the robot
moves from an initial reference point by an amount equal to the sum of all past alier data.
In the non-cumulative mode, the robot moves by an amount equal to the most recent alter

data with respect to its initial reference point.

In this work, the robot moves in the cumulative mode and in the tool coordinate
system. The reason for the choice of this coordinate system will be given in Section 5.0.
The external alter mode is employed and data produced in the external computer, based on
the sensory feedback, are generated as increments in Cartesian space. These dala provide
online modifications to the planned path of the robot and are sent to the controller over
ALTER, a high speed serial port. Further details on the functionality of ALTER may be
found in [35, 44].
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Fig. 7 World coordinate system of the robot.

Reprinted from: Equipment Manuat for the 500 Series PUMA Mark II Robot,
398P1, Unimation Inc., April 1984.
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END VIEW OF
MOUNTING FLANGE

Fig. 8 Tool coordinate system of the robot.

Reprinted from: Equipment Manual for the 500 Series PUMA Mark II Robot,
398P1, Unimation Inc., April 1984.
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Chapter 5

Realtime Tracking

5.1 Design Issues

The complexity of realtime sensor-based robotic applications requires that the prob-
lem be handled in stages. Albus er al. [45] stress the need for hierarchical control, in such
applications, by modularizing the problem. The result is that such modules are not too
complex to handle. A MIMD architecture, used in this work, is more suitable for realtime
processing [46]. In this architecture a single job is distributed over a number of proces-
sors, each able to execute its own code on arbitrary data, independent of what the others are

doing.

Baldwin [47] points out that the development in software technology has not kept
pace with that of hardware. technology and stresses the need for programming languages
that allow a user to exploit much more parallelism than is presently possible with existing
languages. The need for concurrency, through parallelism, is echoed by [1]. As a result,
partitioning of an application into tasks, in an effort to achieve parallelism, is left to the
software designer. Concurrency is achieved by exploiting the multitasking, multiprocess-
ing nature of the Harmony operating system. Parallelization can be done at many different
levels of granularity. A consequence of parallel programming is that much effort is spent
on properly starting processes, synchronizing them, and passing data between them. As

these operations are expensive, an effective use of multiprocessors can be achieved by
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ensuring fairly coarse-grained parallelism in programs with minimum communication

among the processes.

In this application, fetching data from the RPSs and controlling the robot wre time-
critical tasks. Data are fetched alternately, every 38 ms, from each of the two RPSs.
Motion requests are to be provided to the controller every 28 ms for modifying the trijec-
tory of the robot. Thus, the tasks that perform these routines should be given the highest
priority over other tasks. Since the application is to be comprised of several tasks, there is
bound to be communication between them in order to realize the objective. The different
tasks execute asynchronously and any communication between them would most likely re-
sult in these tasks being blocked. While such a behaviour restricts parallel processing, the
software can be designed to minimize or eliminate the time for which a task is blocked. A

good software design ensures that the interprocess communication is kept to a minimum,

While keeping the amount of interprocess comrnunication to a bare minimum, care
should be taken to avoid scenarios where two tasks issue a _Send() primitive to one ano-
ther and, consequently, get blocked forever. This is tantamount to a cyclic graph, which is
a potential for a deadlock. The design can be deadlock-free if the _Send() primitives are
maintained in a single direction. Too much communication would only add to the complex -
ity in the design of a deadlock-free system. If there is to be a dialog with a time-critical
task, care should be taken to ensure that such a communication does not jeopardize the per-
formance of the system. In this work, such a situation can arise if a task fetching data from

the RPS or one that controls the robot is blocked.
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5.2 Pseudocode

The steps involved in achieving the objective (Chapter 3) are:
1. Calibrating the range profiles from the RPSs.
2, Validating the calibrated profiles.
3. Processing these profiles:
a. Detecting the presence of an object in the profile.
b. Determining the center point on the object to be tracked in X, Y, and Z with
respect to the RPSs.
c. Determining the orientations () and () of the object with respect to the
RPSs.
d. Computing the relative motion parameters for the end-effector.
4, Passing the motion parameters to the robot controller.

5. Repeating steps 1 to 4 indefinitely.

5.3 Calibration

The field of view of an RPS is shown in Fig. 9. The RPS yields data that are in
range-azimuth pairs. Each profile is comprised of 256 azimuth positions, corresponding to
the angles of projection of the laser beam from the RPS. For a given azimuth position, the
set of all range values in the field of view of the RPS constitutes an azimuth contour. The
different azimuth contours project radially cutward from the RPS. A range contour, shown
as a concentric curve, is made up of a set of azimuth positions having a common range

vitlue.
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Range Profile Scanner

Azimuth/contour

/

Range Values

Azimuth locations

Range éontours
Fig. 9 Field of view of the RPS

After: C. Archibald and S. Amid, “Calibration of a Wrist-mounted Range
Profile Scanner,” Proceedings of Vision Interface ‘89, pp. 24-28, London,
Canada, June 1989,
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Calibration is required to convert these range-azimuth pairs in the distorted polar co-
ordinate system to the more useful X Z pairs in the Cartesian coordinate system. It is done
in two stages:

1. A lookup table (LUT) is created which yields the Z values for the different

range-azimuth pairs.

2. The X value of a certain range-azimuth pair is determined using the value of Z at
that position (from the LUT) and the equation of the azimuth contour passing
through that point.

The LUT is created with the help of a calibration bench. The RPS, mounted on this bench,
is moved up or down to yield different Z values. For each of these Z values, read from the
bench, the range-azimuth pairs of the various points on the profile are noted from the scan-
ner hardware. In order to determine the range and Z values of those points on a given az-
imuth contour between two adjacent Z levels, linear interpolation is used. Thus, the Z
value of a point in space can be obtained directly from the range-azimuth pair, by using the

LUT.

Azimuth contours are radial lines extending outward from the RPS. For a given az-
imuth contour, knowledge of the X values at two different Z values is sufficient to yield the
equation of that azimuth contour. Since there are 256 azimuth contours for every standofT,
there are, correspondingly, 256 X values. This set of X values is determined for several
different standoffs (although two values would suffice) to obtain the equation of the az-
imuth contours, shown graphically in Fig. 10. Since each azimuth contour is a straight line
it is characterized by a unique slope and intercepr. By knowing the Z value at the azimuth
position of interest, the X value can be determined using these parameters. A detailed de-

scription of the way an X value is determined for a given Z value can be found in [48].
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Fig. 10 Determing the X values from the azimuth contours

Reprinted from: C. Archibald and S. Amid, “Calibra‘ion of a Wrist-mounted
Range Profile Scanner,” Proceedings of Vision Interface ‘89, pp. 24-28,
London, Canada, June 1989.
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5.4 Validation

The calibrated data fetched from the RPSs occasionally contain invalid data due to
shadow effect or spurious reflections. A typical range profile which has a shadow is shown

in Fig. 11, Validating the data ensures that these surfels are not used in the computation.

6000 /\
5000 1 | Background
T 4000
E ] 1 b
5 900 Object
N 2000
' Invalid Surfels
1000 -
0 r“/ \-\
Iv T T T Ve
0 100 200 300

Surfels

Fig. 11 Calibrated range profile
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Range data obtained from the RPSs are 16 bits long. Bit 15 indicates the RPS from
which data are being fetched while bit 14 is used to determine if the CCD position sensor
has registered a range value. If a shadow is detected this bit is set and as a result bits 0 to
13 are cleared. The range data are logically ANDed with the number hex 3fff so as to strip
off the flag bits and obtain the range values. These range values are checked for bounds
specified by the user. If they are within these bounds, they are treated as valid. 1f not, the

corresponding surfels are flagged as invalid. Figure 12 shows the profile from Fig. 11

after validation.
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Fig. 12 Validated range profile
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5.5 Software Design

This section presents the method of solving this problem in a sequential manner. In
order to meet the realtime constraints present in this work, parallelism has been incor-
porated into the design of the tracking application. Parts of the problem that can be done in
parallel are identified and implemented in a manner consistent with the constraints imposed

by the computing system. The parallelized design is presented in Section 5.6.

Range data fetched from the RPSs are calibrated and validated, as discussed in
Sections 5.2 and 5.3. These data are in the form of coordinate pairs (XZ or YZ) and are
measured from the perspective of the RPSs (see Fig. 2). As a result, objects that are clo-
ser to the RPS are at a shorter standoff than those that are farther away. A typical profile,
Fig. 12, gathered by the RPS with a flat object in its field of view illustrates this fact. The
horizontal line with a smaller value of Z represents the object while the horizontal line with

a larger value of Z represents the background, a bench in this case.

In determining the presence of an object, three possible scenarios exist (as shown in
Fig. 13):

1. The RPS sees the entire object — jump in the range data occurs twice.

2. The RPS sees a part of the object — jump in the range data occurs once.

3. No object is seen by the RPS — no jump in the range data occurs.
In the first two cases, the part of the valid profile that lies on the object is called the targer.
In the first case, as the entire object is seen by the RPS, the target and the object are the
same. The profile of the target, after the background data in Fig. 12 are removed, is shown
in Fig. 14. In the second case, as only part of the object is seen by the RPS, the target is
only a part of the actual object. Once tracking commences, the robot moves in order to
achieve the objective described in Chapter 3. In doing so, the target and the object become

the same and the RPSs on the wrist of the robot have a consisient view of the object. In the
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third case, where no object is detected, the tool of the robot aligns itself along its Z-axis at
the required standoff from the background without moving in the other four degrees of

freedom.

(a) (b}
RPS [RPS
() (d)
RPS .RPS
— — -Background
—— (Object
Laser scan

Fig. 13 Different scenarios of a flat object in
the field of view of the RPS

(a) The RPS sees the whole object.  (b) Only a part of the object is seen.

(c) Only a part of the object is seen.  (d) Object is not visible to the RPS.
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Fig. 14 Valid range profile on the target object
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When an object is detected, the orientations (&) and () of the object in the X Z and
YZ planes are determined using a gradient operator. This operator is applied every a surfels
to the profile in the XZ plane and every b surfels to the profile in the Y Z plane. The results
of this operation on successive sets of surfels on the object in the X Z plane are averaged 1o
yield the pitch, 3, of the object. In a similar manner, the yaw of the object, «, is deter-
mined. The coordinates of the center of the target in the local coordinate system ol the
RPSs, (X, Z)) and (Y, Z)), are calculated as the average of all the XZ and YZ pairs of

those surfels. These are calculated as follows:
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The value of Z, is obtained from both the RPSs and a decision is 10 be made as to
which one to choose. As only flat objects are dealt with in this work, the presence of an
object in the field of view of the RPSs should yield identical values of Z, as secen by each of
the two RPSs. However, it is possible that if the object moves faster than the robot, it is

only in the field of view of one of the RPSs. The other RPS does not see any object. In
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this case, the RPS that sees the object yields a value of Z, that corresponds to the distance
to the object, while the RPS that does not see the object yields a value of Z, that corre-
sponds to the distance to the background. The lower of these two values represents the

distance to the object and is the obvious choice.

The actual motion to be carried out is the difference between the present and previ-
ous poses of the object. Ideally, the amount to be traversed along the X, ¥, and Z direc-
tions are, respectively; the difference between the center of the range profile in the X Z
plane and X ; the difference between the center of the range profile in the Y Z plane and Y p
and the difference between the required standoff and Z,. The centers of the range profiles
in the XZ and YZ planes are determined off-line. These values, along with the desired
st.‘andéff, are fed as parameters to the tracking application. Since the robot is to be normal
to the plane of the object, the amounts of rotation required about the target point (the center

of the object) in the X Z and YZ planes are 8 and o.

The values sent to the robot controller, however, are not the actual values as com-
puted above but a certain percentage of those values. This is due to the asynchronism be-
tween the rate at which vision updates are received and the rate at which the robot controller
expects motion increments. In Chapter 6 it will be shown that the vision update cycle time
is 76 ms. Since the robot takes 28 ms to servo to a particular point, there are two or three
robot setpoints corresponding to every vision update. This uncertainity in the number of
setpoints per vision update is due to the fact that 76 is not a multiple of 28. This implies
that if the robot is to perform the actual motion of the object, as computed above, there are
two options to be considered for subsequent setpoints in the absence of visual feedback. It
could repeat the previous motion or it could idle. While the first option results in a continu-
ous motion, the robot would overshoot and lose sight of the object. The second option re-

sults in a jerky motion and is not preferred.
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A modified version of the first option was used. The problem to be addressed was
that of the robot overshooting and losing the object. This was solved by allowing the rebot
to move by a fraction of the motion of the object so that the robot is still in sight of the ob-
ject even after the same motion is executed subsequently. Since the number of setpoints per
vision update cycle is either two or three, instructing the robot to move by either a half or a
third of the motion of the object results in a very jerky motion on the part of the robot. The
optimum percentage that the robot is allowed to move is determined by studying the perfor-

mance (to be discussed in Chapter 6) of the tracking application.

While the target is moving in the XZ and/or YZ plane, the robot carrying the RPS
is also moving, rotating and translating in order to satisfy the objective. Hence, the frame
of reference of the RPS, which is in the tool frame of the robot, is also in motion.
Consequently, successive profiles do not yield the same range data and the resulting motion
varies. As the object is capable of accelerating or decelerating, the software hus been de-
signed to emulate the behaviour of the object, within the capabilities of the robot.
Parameters are incorporated in the software that allow the robot to accelerate/decelerate and
approach speeds dictated by the limits associated with these parameters. This is done for
both translational as well as rotational motion. These limits are imposed to keep the system

critcally damped [49, 50].

5. 6 Implementation

The complex nature of tasks in robotic applications calls for decentralized control.
Gauthier et al. [51] refer to these tasks as workeells in a distributed environment that use
the interprocess communication facility to accomplish certain objectives. The various tasks

used in this application along with the communication between these tasks are depicted in

Fig. 15.
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There are two time-critical tasks involved — communication with the rehot every
28 ms via the ALTER port and collection of a range profile every 38 ms. These time con-
straints, imposed by the robot controller and the RPS, are met using four processors and
the Harmony operating system. Two tasks, T2 and T4, are dedicated to the collection of
range profiles from the RPSs A and B respectively. Since the RPSs scan in an alternate
manner, when A collects a profile of the surface, B does not and vice versa. Thus, task T2
collects a profile from A and idles for the next 38 ms before collecting another profile from
A. The same is true of the task T4 with regard to collection of profiles from B. In order to
achieve optimum efficiency, each of the tasks T2 and T4 validate the range profiles coll-
ected by them. These validated range profiles are processed to determine the values X |, Z,,

and f3, in the case of T2, and ¥, Z,, and ¢, in the case of T4. These values are then sent

from T2 and T4 to T1.

Upon receipt of these values from T2 and T4, the task T1 chooses the appropriate
Z, and computes the motion to be carried out (both of which have been discussed in Section
5.5) to meet the required objective. The object being tracked may accelerate or decelerate.
In order for the robot to emulate the motion of the object, acceleration/deccleralion param-
eters have been incorporated in the tracking algorithm. If the sensory feedback indicates
that the object is continuously accelerating or decelerating the robot is allowed to move by
increasing or decreasing amounts every setpoint. In the case of an object that is accelerat-
ing, there is a ceiling on the amount to which the robot can accelerate ~ the maximum speed
parameter. If the object accelerates any further, the robot tracks the object at this maximum
speed, provided it does not lose sight of the object. The tracking algorithm is ulso capable
of quickly adapting to a situation where the direction of motion of the object changes. Such
a situation is detected when the motion being computed differs in sign from the previous

motion.
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A handler task is created by the task T3 to receive motion requests from different
clients. In this work, only one client, task T1, sends motion requests. Motion requests
received by the handler are pushed onto a stack. The handler creates the courrier task
which, in turn, creates the server task. The courrier and handler tasks are designed to as-
sist the server task, as will be seen below. The sequence of steps followed from the time
of issuance of a motion request to the time when the motion is executed are listed below.

Figure 16 gives a pictorial representation of this sequence. The numbers indicate:

Start and Initialize
ALTER

4

motion
request

Courrier
task

alter
request
5
2 alter motion
request request

Client
task
(Task T1)

Handler
task

motion
requests

Fig. 16 Sequence in which a motion request is executed
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1. The ALTER communication line is started and initialized.

2. The courrier task sends an alter requast to the handler task.

3. When the handler receives an alter request it checks the stack for any motion request. If
the stack is empty an idle motion is sent to the courrier. If not, the motion request on
the top of the stack is sent to the courrier.

4. The courrier, upon receipt of the motion request from the handler, forwards it to the
server task and is blocked until the actual motion is done.

5. The server replies to the courrier, after the execution of the motion, along with an alter
request.

6. Steps 2 through 5 are repeated.

Figure 17 explains a significant synchronization problem that was faced in this
work and how it was overcome. In the original design, a motion request from T1, in the
form of a _Send(), would be unblocked only after the actual motion was performed. This
meant that T1 was blocked for the entire robot setpoint interval of 28 ms. This was u seri-
ous constraint on T1 — motion requests could only be issued at robot setpoints. If this con-
straint was not met, T1 would be blocked till the next robot setpoint. The blocking period
could be anywhere from 1 to 27 ms depending on when the motion request was issued.
Tasks T2 and T4 were, in turn, blocked by T1 causing a synchronization problem with the

RPSs as well.
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Fig. 17 Communication among tasks in the time domain
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This synchronization problem is resolved by a slight modification of the software.
The motion requests received from T1 are pushed into a stack by the handler and an imme-
diate reply is sent to T1 thus unblocking T1 as well as tasks T2 and T4 that are send-
blocked on T1. In this manner, the constraint on T1 is removed and issuance of motion
requests need not correspond to the robot setpoints. The stacking of motion requests doces
not change the behaviour of the robot as long as the vision update cycle time is greater than
28 ms (which is the case), as will be shown in Chapter 6. This is because the rate at which
the stack is filled with motion requests is slower than the time taken by the robot to carry
out each of these motion requests. Thus, at any given time, there is only one motion re-

quest in the stack that is repeated until a new motion request is received.

The robot can be controlled to move either in its world coordinate system (Fig. 7)
or in its tool coordinate system (Fig. 8). Since the RPSs are wrist-mounted and since all
range measurernents arz done from the perspective of these RPSs, the tracking application
is done in the tool coordinate system of the robot. To justify this choice, consider a sce-
nario where the frame of reference of the RPSs and the world coordinate system of the
robot are identical except for an angular shift (twist) about the Z-axis. Thus the X Z and
Y Z planes of the frame of reference of the RPSs diffi.: from those of the world coordinate
system of the robot by an amount equal to the above angular shift. If the world coordinate
system of the robot was chosen for the tracking application, 4 displacement of the target ob-
ject in the XZ plane of the frame of the RPSs will result in the robot moving in the X Z
plane of the world coordinate system and since these two XZ planes are not identical the
motion is erroneous. Such an error will not be found if the motion is performed in the tool
coordinate system. This is because the frame of reference of the RPSs is always in the tool
coordinate system of the robot, both while the robot is stationary as well as when it is cither

translating or rotating.
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The default position of the tool coordinate system is that of the mounting flange
(Fig. 8). Thus, any translational or rotational motion that is to be performed is done with
respect to this point. However, tracking a flat object requires that the manipulator rotate
and translate about the center of the object, rather than about the flange. Hence, a tool
transformation is done, using a VAL II instruction, that results in the tool coordinate system

being at the center of the object.
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Chapter 6

Results

A videotape of the tracking experiment, enclosed with this thesis, gives a qualitative

description of this research. The robot tracks a target object in 3-D space without any

jerks. Three target objects are used in this work. They are:

1.

A triangular plate attached to a pole in order to move it in a random motion in 1
plane (X Z, in this case).

A circular disk attached to a pole for random motion.

. A circular disk that is driven by a 12 V D.C. motor. This allows the disk to be

rotated in a periodic manner. The speed of rotation of the disk can be controlled

by applying different voltages to the motor.

Time-sequenced photographs (Figs. 18, 19, and 20) depict the behaviour of the robot

when realtime tracking is done with the three objects mentioned above.

The quantitative analysis of the tracking experiment is done in two parts:

1.

The motion behaviour of the robot is studied corresponding to different motion

behaviours of the object — Section 6.1.

. The times of execution of the various tasks in the tracking application is ob-

served. This study (to be discussed in Section 6.2) is helpful in determining the
optimum software design for this application. The synchronization problem

discussed in Section 5.6 was identified with the help of this study.
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Fig. 18 Time-sequenced photograph of realtime tracking
in three degrees of freedomi.e. X, Z, and f3.
A triangular plate is the target object.
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Fig. 19 Time-sequenced photograph of realtime tracking
in five degrees of freedom with random motion
of a hand-held circular disk.
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Fig. 20 Time-sequenced photograph of realtime tracking
of a motor-driven circular disk.
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6.1 Performance Study

Different values are assigned to the various parameters used in the tracking experi-
ment, in order to decide on a set of values that yields a trajectory that is continuous without
any compromise on the response time of the robot. After several repetitions, the following

values are chosen for the different parameters:

1. Percentage of the motion of the object that is performed

by the robot at each setpoint: 5%

2. Maximum linear acceleration of the robot: 7.65 m/s>

(It can accelerate by 6 mm, every 28 ms)

3. Maximum angular acceleration of the robot: 66.8 rad/s?

(A maximum acceleration of 3°, every 28 ms, ts allowed)

4. Maximum linear speed of the robot: 53.6 cmfs

(It can translate 15 mm, every 28 ms)

5. Maximum angular speed of the robot: L.87 rad/s

(A maximum rotation of 3%, every 28 ms, is permitted)

6. Value of a (used in Equation 2 in Section 5. 5)

4
LS )

7. Value of b (used in Equation 1 in Section 5. 5) 15

All of the results presented later are obtained by performing the tracking experi-

ments with the above set of values. In the ensuing graphs, the behaviour of an ideul
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tracking system is represented by bold lines. Since range measurements are done in the
frame of reference of the RPSs, an ideal tracking system always views the object as hori-
zontal. Moreover, in such a system, the end-effectior is always at the center of the object a1
the required standoff. The reponse time of the robot to meet the required objective, using
the above set of values, is studied for linear as well as angular motion. An object is placed
at a depth of 57 cm, in the Z direction, from the tool of the robot and is oriented in the X Z
plane by 16° from the perspective of the RPSs. The time taken by the robot to achieve a
standoff of 35 cm from the object, in the Z direction, is shown in Fig. 21. Figure 22
shows the behaviour of the robot as it rotates in order to be normal to the plane of the ob-

jeet.
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Fig. 22 Response time of the robot for rotational motion

59



The performance study is done in two stages:

1. When the robot tracks an object that performs a rotational motion, and
2. When the wranslational motion of the object is being tracked.

In the first case, the object to be tracked is moved at varying angular speeds chout
the X and Y axes of the tool coordinate system of the robot. The object used is a circular
disk that rotates about the vertical (Z) axis of the tool frame at varying speeds. When the
circular disk is rotated with its plane tilted, the angles made by the plane of the disk with the
XY plane of the tool coordinate frame of the robot undergo sinusoidal variations in the
X Z and the Y Z planes respectively. While tracking has been achieved with speeds ol rota-
tion of up to 0.5 rad/s, for purposes of this explanation the disk is rotated at speeds of
0.05 rad/s, 0.1 rad/s, and 0.17 rad/s. As the robot moves, attempting to maintain the re-
quired pose with respect to the disk, the pitch and yaw of the disk, as seen by the RPSs,
are noted every time a new profile is collected and processed. The values ol the piteh ol the
disk from the perspective of the RPS are plotted as a function of time in Figs. 23, 24, and

25 corresponding to the speeds of rotation of 0.05, 0.1, and 0.17 rad/s of the disk .
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Fig. 23 Pitch of the disk from the perspective of the RPS.

Disk rotates at 0.05 rad/s.
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Fig. 24 Pitch of the disk from the perspective of the RPS.
Disk rotates at 0.1 rad/s.
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Fig. 25 Pitch of the disk from the perspective of the RPS.

Disk rotates at 0.17 rad/s.
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In the second part of the performance study, a flat disk attached to a pole is tracked.
In order to study the behaviour of the robot in tracking the translation motion of the object,
the pole is moved back and forth along the X axis of the tool coordinate system of the
robot. The tracking behaviour of the robot is studied by repeating the experiment three

times with changes in the manner in which the object is moved.

1. The object is accelerated from rest to 6, 10, 16 and 25 cmy/s. The target point in
the X axis, as seen by the RPS in the X Z plane, is plotted as a function of time,
Figure 26 shows the deviation of the robot position from that of the target in the
X dimension.

2. The object is subjected to acceleration and deceleration by moving it through
speeds of 4, 6, 8, 12, and 25 cm/s, along the X axis, with & pause between the
different speeds. The corresponding behaviour of the robot is depicted in
Fig. 27.

3. The object is accelerated from rest 1o a speed of 25 cmy/s. It is then moved back

and forth, at this speed, along the X axis. See Fig. 28.

In Figs. 23 through 28, use of the bold line as a reference (since it represents an
ideal system) shows that the motion of the robot lags behind that of the object. "This fag, is
found to increase as the speed of rotation or translation of the object is increased. Two fac-
tors contribute to this lag.

1. Lag due to the sensory feedback from the RPS. Data collection time from cach

of the RPSs is 38 ms.

2. Lag due to the restriction on the maximum linear and angular speeds and accel-
erations of the robot. With increasing speeds of the object, the robot must
move at increasing speeds but cannot because of a limit on the maximam allow -
able speed. If the maximum speed of the robot is increased, without exceeding

the rate at which servoing is no longer gradual, this lag can be reduced.
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Fig. 26 Robot position in the X dimension as viewed by
the RPS. Object translates with increasing speeds
up to 25 cmy/s.
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Fig. 27 Robot position in the X dimension as viewed by
the RPS. Object translates with incrcasing speeds

up to 25 cm/s with stops between.
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Fig. 28 Robot position in the X dimension as viewed by

the RPS. Object translates at a uniform speed of
25 cm/s.
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To show how the limits imposed on the speed and acceleration/deceleration of the
robot affect its motion behaviour, a one-dimensional (say, X axis) tracking problem is con-
sidered. Arbitrary values are chosen (Table 1) that correspond to the positions of a moving
object. The corresponding positions of the robot, determined by applying the algorithm,
are plotted along with those of the object (Fig. 29). When the object is moved by an
amount greater than the limits imposed on the robot, as is the case when the two curves of
Fig. 29 diverge when viewed from left to right, the robot follows the path of the object, but
in a gradual manner. The speeds of the robot and the object are determined from the above
set of data (Table 2) and plotted (Fig. 30). While the data in Tables 1 and 2 are computed
on the basis that the robot can move at 100 % of that of the object, the robot can only reach

a speed of 15 (speed units) and can at most accelerate/decelerate by 3 units of acceleration.

If there is no motion, the graph will be a straight line along the X axis. If the object
moves at a constant speed, the graph will be a straight line parallel to the X axis. In
Fig. 30, the speed of the object keeps changing, implying that the object accelerates/decel-
erates. When this behaviour is detected the software is designed so that the robot can ¢imu-
late this behaviour gradually. If the robot can reach this new speed by either accelerating or
decelerating then this motion is carried out. If it cannot, it accelerates or deceleriutes to the
allowable speed. As can be seen from Fig. 30, the speed of the robot changes, within its
limits, so as to follow the object. It can also be seen from this figure that the motion of the
robot lags behind that of the object. The data used here are exaggerated 1o demonstrate the

effect of acceleration or deceleration.
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Object Position| Robot Position
2 2
6 6
14 13
20 20
32 30
32 37
28 34
21 28
10 19
3 7
-1 )
-6 -8
-16 -16
24 24
-36 -35
44 -44

Table 1 Positions of the target object and the robot.
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Fig. 29 Comparison of the positions of the object with
those of the robot, based on the tracking algo-

rithm.
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Object Speed | Robot Speed
2 2
4 4
8 7
7 7

12 10
2 7
9 3
13 6
18 9
16 12
8 9
4 6
8 8
S 8
12 11
9 9

Table 2 Speeds of the target object and the robot.
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Fig. 30 Comparison of the speeds of the object with thosc
of the robot, based on the tracking algorithm.
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6.2 Timing Analysis

The various tasks involved in the tracking application execute in parallel (refer to
Fig. 15). As the activities performed by the various tasks are differeni, their times of exe-
cution are not the same. This gives rise to asynchronism amongst these tasks which is not
of concern as long as there is no communication between them. However, in order to
achieve a common objective, coordination amongst tasks is essential. Consequently, the
task sending the message or the one receiving the message must wait in order to establish
synchronism amongst them. For a realtime application, synchronization of tasks is an im-
portant design issue which, if not properly implemented, results in either a poor perfor-

mance or a total failure of the application.

The synchronization behaviour is studied by monitoring the times of execution of
the various activities involved in the tracking application. A timing study is done on the
tasks T'1, T2, and T4. Since the task T3 is used only for creating the handler task, no tim-
ing is done on it. In order to do an analysis of this study, the times of execution of the vari-
ous activities for two consecuiive feedback loops are considered. This feedback loop
begins when either T2 or T4 begins fetching a range profile and ends when T1 issues a mo-
tion request based on the sensor data coliected by both T2 and T4. The absolute readings
of the system clock at various stages of execution of these tasks are noted. From these
readings the times of execution of the different activities in these tasks are deduced and are

shown in Table 1.

The data in Table 3 are represented graphically 11 7ig. 31. Since this is a timing
study, change occurs only in one dimension, viz, the time axis. The ordinate is chosen to
denote the tasks being timed. However, to visually distinguish between the graphs for the
two feedback loops, ordinates of 4 and 4.5, in the case of T4, are chosen for the successive

feedback loops. In addition, the plots for the two sets of timing data are differentiated by
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the use of bold and dotted lines, Ordinates of 1 and 1.5 are used {or the two feedback

loops on task T1, while ordinates 2 and 2.5 correspond to those of task T2. The following

notations, used in Table 3, represent the various activities performed by the different wasks,

each of which is executing on its own.

A Task T4 fetches a range profile, X Z, from one RPS.
B This range profile is processed.
C The processed profile is sent to T1.
D Task T2 fetches a range profile, Y Z, from the other RPS.
E Range profile, Y Z, is processed,
F This processed profile is sent to T1.
G T1 receives the processed profiles from T2 and T4.
H The motion to be performed is computed.
I Task T1 issues a motion request to the handler task.
TaskT4 || TaskT2 Task T
Feedback | Feedback Feedback | Feedback Feedback | Feedback
loop 1 loop 2 00D 1 loop 2 | loop 1 Joop 2
Work| Attime | Attime fiwork| Attime | Attime [[Work| Attime | Atiime
done} (ms) {ms) done | (ms) (ms) done| (ms) (ms)
- 0 -1 44| 120 || - 50 126
A | 48 124 " D 86 | 162 || G| 118 194
Bl 74 | 150 E| 16| 192 |[H]| 121] 197
G 75 152 F 119 195 I 125 201

Table 3 Execution times of the different activities

in the tracking code.
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Fig. 31 Times of execution of the various tasks
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It is seen from Table 3 that the tasks T2 and T4 execuie in a tight loop of 76 ms.
Since fetching a profile from an RPS takes 38 ms, each task must process the profilc within
the next 38 ms so that it is on time to collect the next profile. In the first feedback loop the
task T1 issues a motion request 125 ms after the collection of a profile begins. The next
motion request is sent by T1 at 201 ms, 76 ms later. This represents the time interval be-
tween two successive vision updates. The time taken for the exccution of one feedback
loop is 125 ms. The vision update cycle time is thus less than the time to execute one feed-
back loop and is attributed to the parallelism among the tasks. By repeating this study, it is
found that the robot receives vision updates from the task T1, in a consistent manner, once

every 76 ms.
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Chapter 7

Conclusions

The work has been carried out successfully with any flat object moving in the
ficld of view of the RPSs at speeds of up to 25 cny/s along the X, Y, and Z axes and rotat-
ing at about 0.5 rad/s in the X Z and Y Z planes. The robot tracks the target object, satisfy-
ing the conditions outlined in Chapter 3, while maintaining a smooth motion. It responds
to changes in the pose of the target object enabling the RPSs to have a consistent view of
the target object. It starts tracking when the object is introduced in the field of view of the
RPSs and stops tracking when the object is withdrawn from the field of view of the RPSs,
setling down at a predefined rest position. Acceleration/deceleration has been incorporated
to match the motion of the object being tracked and prevent damage to the robot from

sudden starts and stops.

At present, when vision updates are not received, the robot is instructed to carry out
the motion computed from the previous update. Instead, predictive algorithms can be in-
corporated that complement the tracking application in an effort to reduce the lag. Another
extension of this work is to study realtime tracking of complex-shaped objects using
model-based object recognition. Another area of research is to grasp an object instead of
constantly tracking it. This not only requires a knowledge of the right time to descend and

grasp but also a suitable grasping position on the object.
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