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ABSTRACT

Performance of Various Line Coding
Formats on Optical Fiber Link .

> Krishna P. Aribinds

r

Line éodlng Is pne’of the Important aspects of an optical communication sys-
tems. Cholce ér an appropriate line code will determine such factors as probabll-
ity of error, bandwidth, and power on an optical link. ;I‘he popular ll;le coding
sche,mes for an optical communication systems are RZ, NRZ, Manchester, and
Miller. The performance of these llne codes on optical-fiber link Is Investigated.
The performance of an optical communlcatfon system s dependent on the nolse
tntroduced by the front end of the system, speclfically, photodetector, pre-
amplifier ahd maln amplifier. There ar;z two types of nolses present' at the front
end of the system thermal nolse and shot nolse, which are modeled as Gausslan
and Polsson dlst;lbutlons respectively ."However, only one of these types of nolses
dominates depending on the optlcal power transmlﬂjed. The performance of varl-
ous line codes are lnvestlgat;ed under the Influence of these noises. In both of

.these environments an optimum receiver Is assumed to guarantee a minlmum
p;‘obablllty of error. The equa.t.lqns for probabllity o{ error for different line cod-
ing formats under the Influence of therﬁml as well as shot nolse are derived. A

practical deslgn method of an optical communicatlon system 1s also described.
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CHAPTER 1

? INTRODUCTION

The purpose of a communication system 1s to transfer information from the
source to the destination. The essentlal blocks of 2 comgmnicatlon system are

shown in Fig. 1.1.

' , "y
information [ tronsmitter ———— chonnel [—— receiver

. .

Figure 1.1 Typlcal block dlagram of & commuglcatlon system.

The communication system consists of an lnrormat,lon source sucﬁ as voice,
vldeP or data from a computer etc., the transmitter modulates the lnrormatlon so
as to make It suitable for transmisslon. Tl}e channel is the medlum whlch couples
the source to the destination. The channel could be elther guided transmission
such as wlre. wavegulde, optical fiber or ;t, can be ungulded channel such as space
channel. As the signal propagates along the channel, the signal gets distorted and
attenuated. The purpose o{ the recelver ls to detect the transmitted signal with a

least possible error.

1.1 Communication Systems and its Evolution p

.

Several forms of communlcatlon systems have appeared over the years The

. maln objective behind each co;nmunl'catlon system i1s to improve the estimation
of the transmitted slzna} with least possn;le error, or to Incréase the data rate so

“that imére information could be sent’ or to Ilnc;'ease' the distance between

+

repeaters. ' . W



Before 19th century, many of the communlcation systems were of low data

rate and the populgr means of communication was optical or acoustical means,
such as signal lamps or horns [1]. Optical carrler or light for communication has
been known for many centurles. One of the earllest known transmisslon using .
optlcal signal was the use of fire signal by the Greeks In the elghteenth century
B.C. [1]. HOW}VE!‘, the speed of communication was limited, since the human eye
was used as a recelver and also the sender and the receiver must always be In llne
of sight of transmisslon. This type of transmission 1s heavlly dependent on the
atmospheric effects such as raln and fog. Cénsequently, the transmission was

unsultable for rellable communication.

WIth the advent of telegraph by Morse In 1838 we entered the age of eled
tronlc communication [1]. The first commerclal telegraph service using wires was
established In 1844 and many Installations were developed !n the rondwlng years
throughout the world [1]. This type of transmisslon using cables as the medium
of transmission was the only communication until the discovery of long
wavelength electromagnetic radlation by Helnrlch Hertz in 1887. The first imple-

: ) .
mentation of this idea was demonstrated by Marcon! in 1895 [1].

In the following years, the large portion of the electromagnetic spectrum was
utllized for conveylng the Information. The Information to be conveyed s usually
quulat,e'd on a high frequency carrler for transmission througﬁ the channel. At .
the recelver the carrler 1s flltered out to_recover the message. It 1s well known
that the amount of Information that can be transmitted 1s proportional to the
frequency range over wthh the carrler operat:es. By lncreas!nz' the carrier fre-
‘quency, it 1s possible to. increase ;the Information carrying capat;lty. "Thus, the
obvious trend In ecommunication systems is to use carriers of higher frequencies,
consequently, increasing the Information carrying capacity. This process led to

the inventlon of most Important éommunlcatlon systems such as T.V. and Radar.

- )



The electromg.znetlc spectrum shown In Fig. 1.2, Indicates the frequencles

occupiéd' by the electronic c\ommunlcatlon and optical communication. A

significant development occurred In 1880 when Alexander Graham Bell Invented a
light communication system, the photophone. He used sunlight modu%y -3

! i ‘
dlaphragm to transmit speech to a recelver over 200 meters away [2].

Opuul fiber communications

1 7um 0.8 um
i o |
‘\
’ Visible spectrum
Red Violet
~0 7 um ~0.4 ym
1 Gamma nays
Short Millimeter
. wblnlqumcm wave  UIIF wave feases Xeays Coamic rays
4 Standard A} ntrars —
M brosdcast | VHF | Microwave Fas infrarcd Ultravaolet
| i L 1 ) 1 \
67 l Y 10‘ - 2 o 4 N oi 4 M - I = 4 i T i . A ol 4 - /
J ] 10° 100 1 10 10 10 10 10 109 107 uency (1)
- 3000km JOim 300 m In e 03 mm Jum  Jamn 0.3 nm Ipm 03pm Wevelength
::\’ L
/7
{
" Figure 1.2 Electromagnetic spectrum [2]. :

All the systems lllustrated above have severe limitatlons In terms of dlstanfe
and Ififormation ¢ ng capacity. This Is malnly due to lack of appropriate l{g%

. r /
sources and the tr Isston is limited by line of s!ght and the light slznals .are

has been renewed. This devlce provided a coherent light sourcg,éf optic radlation.
Due to the narrow llne width of the laser beam the free spa;e/ communication was

easlly accomplished. HoWever&.‘ the previously mentioned constralints such as raln,



/ ' ‘ a 2 “

ro/ clear atmosphere, and line of sight path between transm!tter: and receljv'er
/ﬁ/tm remalned & major obsta.cle. As a result, the free space communication 1s res-
/ tricted to short distance applications. ’Although the free space communication
with laser Is proved to be severely llmited ln application a great amount of
research has been done to Improve the rellabllity of communication by gulding

LN

light energy and thus overcome the limitations imposed by the atmosphere.

o

The 1dea of propagatlon of light energy tﬁmugh optical fiber fabricated from
silica or glass was proposed by Kao and Hocklam 1n 1066 [2]. Inftially the fibers
extracted frqm glass were of low quallty, consequently very h\s:ﬁattenuatlon and
were therefore not comparable with the exlsting co-axlal cables that were to be
reph';ced eventuallj. However, with 1n 8 span of 10 years since the proposal was _
made the lc;w loss fibers { = 0.2 dB/km ) were developed and fiber optic com-

munication system became pragmatic [2].

) . ~
1.2 The Advantages of Optical Fiber Systems

There are several advantages of optical fiber. systems compared to existing

channels such as free space, copper cable, co-axlal cable-and twisted palr [3,4] :

(1) Since the optical frequencles are on the order of 10'® — 10 Hz as compared
to radlo frequencles ( 10° — 10® Hz ), the avallable bandwidth is approxi-
mately 10° times greater then radlo frequencles, which 1s approximately

equal to 10 milllon T.V. channels.

(11) The fiber Is very small In size, dlameter and welght. It is slightly thicker
than a human halr, consequently, very large numbers of fibers can be pack-

"

aged 1n a bundle.

' (1) The quality fibers known to have lower attenuation as compared to twisted
palr or co-axial cable. As a result, the number of repeaters required are

minimized. The attenuation in fibers Is not frequency dependent as opposed




to that of wire. ' , -~ §

(iv) Fibers are safe from short circult protection, because of the nature of the

dle[gcmc as opposed to metallic wires.

]

(v) Fiber optic cables are iImmune to electromagnetic interference. Also, fiber to
fiber crosstalk 1s minimal. The corrosion due to water or chemicals Is less.

prominent for glass than for copper.

- (v1) The prime ingredient In optical fibers Is the sllica which Is inexpensive and

abundant In nature, consequently, the optical fiber costs are continulng to

decline. However, the assoclated components of the fiber optic systems such

as sources and detectors are relatlvely expensive compared to wlréd systems

* but as time prog::ésses the manufacturing techniques will be Improved lead-l
Ing to lower manufacturing costs. Consequently the fiber op'tlc communica-
tion sy$tems will be viable optloﬁ to present day electronlc communlcatlx

{
Although there are many advantages for using optical medium as the chan-

nel for transmission of informatlon, there are some difficulties with the présent

techﬁolpgy especlally in the area of optical connectors and and spllc;ﬁg (connec-.

tlon between ﬂber;). Optlcal connecto;s are difficult to Install and are wlrel"y

. «v-'-*’e)ipenslve. The reason belng the two flbers must be precisely aligned for proper
coupling of the ﬁght. energy. Optical system designers would like to see the con-

: nector loss to be less than one dB. However, this may Increase .the system cost.
Inexpensive plasu(; connectors are avallable with typlcal losses of 2 dB or less, rér

4 ‘ many a',ppllcat;lons this loss Is tolerable and can be lncorporat?d In the system

. design without much difficulty [4]. - L
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1.8 Scope of the Thesis and R'esegrci: Contributions

pRY

In digital communications, there are three fundamental types of coding are _

used to Improve the overall performance of the system. They are source coding,

" channel coding and line coding. Source coding Is used to Quce the redundancy

In the transmitting source, channel coding Is used t¢ ensure reliable "transmission

L4

over noisy channels. Th? other lmport:ant type of coding 1s the line coding, the
purpose of which Is to improve the efficlency of the transmission facllity in terms
of bandwldth (spectrum) and transmitted power. In an optical iber communica-
tlc;ns llne coding-1s not only used to Improve the p;rrormance of the communlica-
tlon system, but also to ensurg successful transmission of the data itself. There 1s
a possibliity that when transmitting a signal through an optical channel employ-
Ing an uncoded data stream the signal recelved s sd distorted that 1t 13 unintelll-

gible. The requlrenﬁent of coding In an optical channel Is as important as modula-

tlon of data with a carrler over conventional facllities.

- Although there are many typeg of llne codes usez in digital communication

the popular line codes In optical transmission systems are RZ, NRZ, Manchester
and Miller. In this vthesls. these formats are 'consldered for transmlission of optical

energy and an optimum recelver (a recelver which ylelds a minimum probabliity

of error) Is used to detect different line codes.
& £ a
Following this Introductory chapter, Chapter 2 illustrates the propagation

of light energy on optical medlum and transmnilsslon characteristics of op%nl

~ channel. In Chapter 3 the fundamentals of light sources such as LED and Laser

\\are studied, this chapter also discusses the motivation to opt for a certaln line

code and properties of line codes. . !

In Chapter 4 a typical optical Aiber recelver 18 considered and analysis is car-

ried out to determine the minimum required optical power to achieve 8 desired.

N

Al
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} N
Bit Error Rate (BER).

In Chapter 5 an optimum recelver 1s cc;nstdered to detect various line codes
such as RZ, I\fl_iz, Manchester a.n/d Miller 1n Gaussian as well as l;olsson reglme,
and probabliity of error exprésslons are derlved for varlous line codes. In deriving
these expressions the nolse“ encountered at the r;'ont end of the system Is first
modeled as a Gaussian process and then this appi'oxlmatlon 1s compared #galnst.

shot nolse which 1s modeled as a Polsson process.

Chapter b. contalns the conclusfbn and ‘suggestlons for further studies.

./Appendlx-l. contalns derivation Of probabllity of error for binary signaling

o/ ’ /7
;schemes. .- -
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CHAPTER 2

-

TRANSMISSION CHARACTERISTICS OF OP TICAL FIBERS

2.1 Introduction f‘ et

ags* Y
by rd

This chapter d&ls WI@nclple of propagation of optical signals through
the*opi.!,cal medlum and transmission charact,el?lstlcs of optical fibers. In order to

examine the principle of propagation of light energy we need to deal with one of
]

the classical flelds of Physics known as Optics, which forms a basls for optical

{
communlcations.

2.2 Geometrical Optics '

-

The principle of transmission of optical energy In a fiber’can be fully

analyzed by applicatlon of Maxwell's Equations for electromagnetic flelds. How-

ever, this approach is complex and can be adequately deslt by considering the _

light energy as a rajt. ghe theory baﬁed on thl§ approach is termed as Geometrs-

cal Optics[5). These rays obey some slmple rules.
' .
(a) In vacuum, rays travel at a velocity, ¢ == 8 X 10® m/sec. In any other

~
medium, rays travel at a speed given by the relation, v = ¢ /n where

n: is the refractive-index of the medium

9

c: is'the veloclt;f of light in vacuum.

(b) Rays travel In rtra!zht paths unless deflected by some change In tbg

/
medlum.

- (¢) When s light ray hits a boundary between the medla, & ray reflects at an

angle equal to the angle of incldence 1.e.

0; =0, ’ . . ;

s,
Vs

N
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Flgu}e 2.1 Varlous angles at boundary.

. 6; + 1s the angle of Incldence
6, : Is the angle of reflection

o * : /
6, : s the refracted angle C

' ‘(d) If a l1ght ray crosses the boundary, the angle of refraction 1s given by Sneil's

I
law

u

. 5ln 6, n,
=

sin6; ~ n, 2.1)

2.3 Total lnte{'nal Reflection

If a light ray 1s Incldefit at & bouxdary {n which medium 1 has high rerr;‘c-
tive Index than medium 2: as the angle of Incldence 8, 1s Increased, a situation is
-attalned at which the re;!ected ray jpoints along the surface, the value of reflected ‘
angle at which this occu;s 1s 90° . For angles of Incldence larger than this critical
o /angle 0, there 1s no re?racted ra;{. this sltuatl'on\c\ves rise to & phenomena called

, total internal reflection.

The critical angle Is obtalned by substituting §; = 90° In the Snell's law

" n,slné, = n, s 00° (2.2)
A { l 4
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N n,snf, =h, (2.3)
. Mg
nf = — .
sin @, e (2 4!

, L%

Total Internal reflection occurs when the angle 6r incldence 1s equal to or

greater than critical angle. This Is the primary concept In transmitting light

energy 1h fiber optic medium.

a

2.4 Principle of Propagation of Light Energy in Optical Fibers

Theé transmission of optical signal via optical fibers was first proposed by
Kao and Hocklam [2] 1n 1066, At the bezlmilnz, the losses or atteruation 1n fibers
were 1n excess of 1000 dB/km. However, they reallzed that this high loss 1s
mostly due to the impurities in the glass. This led to ¥reat amount ’of res;aprch t.o»
reduce th; attenuation by purificatlon of the materlals. As a; result, the ila:ss

refining technlques were Improved giving fibers with losses around 0.2 dB/km [3].

Varlous types of tl_ber§ are commerclally avallable depending on the applica-

tlon. The widely used fiber consists of a core and a cladding as shown In Fig. 2.2.

-

"Flgure 2.2 Flber construction.

Thi's type of fiber is known as step index ﬂber. It s co‘xistructed in such a way,
the refractive Index of the core 1s larger than refractive index of the cladding:
Fig. 2.3, deplcts thepropagation gnechaiﬂgm of light energy In the fiber.

.

{

!



Flgure 2.3\\ Propagation mechanism of light energy within the fiber.

Tl;ew optical signal wlll propagate ‘along the fiber by multiple Internal

reﬂectlon's. provided that the angle of Incldence on the core-cladding boundary é;

. Is greater than the critical angle, the critical angie Is-obtalned by_ substituting
6, = 90° In the Snell's law, we obtaln,

-

in @ i (2.5)
slnf, = =— . . ' .
“ ~ c nl
2.6 Numeric%l Aperture (NA)
. . N )
y A number ‘Which defines the light gathering power of a fiber. The NA is

equal to the sine of the maxImum acceptance angle. It can be derived as follows:

- .
» - Applying Snell's law at the ray entrance of Fig. 2.3, we have,

¥ . -

n, sln 0;, = n;sin§, / (2.6)
= n,sln (n/2-6;)
= n, c6s §; . :

g

If 6,, 1s Increased sufficlently, §; will drop below the critical angle and the

N ' ray will not propagate down the fiber. The largest angle 1s when ;. 1s equal to

. ! n s
the critical angle §,, At this angle sin §, = =

n, )
L .
) . /n 2 _pn?
~ cos 6, = y/1-s11%9, = ‘n 2 : (2.7)
i 1

'

> ]

5
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Substituting this value for cosd; into Eq. (2.6) NA can be written as,

NA =sinb, = +/n? -n} : (2.9)

where n g Is the refractive Index of the &lr (=1).

A ray‘lncl'dent at an angle beyond that obtalned for sinf,,, will not prb-
pagate along the fit®r. NA Is the one of the Important design criterla of the opt)-
cal wave gulde. ( - B

2.6 Reflection at a Plane Boundary

The reflection at a core-clad boundary, and alr-to-glass boundary where opti-
cal signal is coupled from source t.o‘ fiber and from fiber to fiber must be taken
into account In order to evaluate the total power system budget. These reflections

occur In the situations depicted in Fig. 2.4.

N

UGHT = : ‘l‘*J
SOURCE j

Figure 2.4 Sources of reflection at varlous interfaces,

The amount of reflectlon can be determined from‘the knowledge of refractive

Indices. This 1s termed as reflectlon co-efliclent ¥. This 1s defined as the ratlo/or

[ 4

reflected electric fleld Intensity to the incldent electric fleld intensity, and ls glven

by [5] ' ?

. »
Y=(n,-n,)/(n,+ ny - (2.10)

where

ny : is the refractive Index In the incldent region -
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n,: 1s the refractive Index in the transmifted region Fs
l(lThe reflectance 1s deflned as the ratio of the reflected beam Intensity to:the

Incident beam Intensity and is given by [5}

R = ¢ . - (211)-
The amount of reflection depends on the angle of Incldence. If }.he electric
fleld 1s polarized perpendicular to the plane of Incidence It is termed as S palarl-

gation and 1s glven by [

n;cos b; - /n?2 — n2sin%;

n,cos §; + /n? - n2sin%,;

Y, = (2.12)

and If the electric fleld 1s polarized parallel to the plane of Incldence it 1s termed

as parallel polarization and Is given by [5]

¢

" -nt cos b; + n,\ﬁzf - n ?sin%); (2.13)
- - 1
P

n? cosf; + ny;\/n? - n?sin%; ’

the corresponding reflectance Is given by

R=|t|%or || ,  (2.14)
2.7 Modes in Optical Fiber '

When an 'optlcal signal 1s launched 1nto the fiber from the source, all ray's

‘having angles betweén 90° and critical inzle are allowed to propagate, all the -

other rays exceeding criticai angle are evanescent waves l.e., the waves are
/ severely attenuated as they propagate along the nb_er. The allowed direction

corresponds to the modes of the optical Vyavezuide.

" There are two princlpal types of fiber t.h;,t. are used In optical fiber éommtinl;
catlons. Step Index fibers and graded Index fibers. These fibers are fabricated.by

varying the materlal con'xposit.ion of the core[1]. In the case of step Index fiber the

i

hd .
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rc.er'n:_ac}lve lnde.x of. the core Is unlfqr:m throughout fhe fiber exgept at the core-
cladding bouhﬁaryl At the bounda.ry the yerractlve Index undergoes an sabrupt
. change ( or step). Where as h; graded Index fiber:the core refractive index varles
as a function of the radial distance from the center of the fiber[1]. Step Index and

iy . :
graded Index fibers can be further classified” Into (1) single-mode (11) multimode
fibers '

(1) . Single-mode : S

-In ajslnzle-mode fiber, only one mode Is allowed to propagate. The advan-
tage of single-mode propagation 1s low dispersion of ‘the transmitted puise [5).

Singie-mode fibers are preferred -tc multimode fibers for high bandwidth and long

A ¥

. distance applications and also these fibers go not suffer from lntérmodal disper-»

81@5 P 4 , ! L

:

(1) Multimode :.

Multimqgle fibers allow the propagation of optical energy In many modes as

&

- shown In Fl1g.'2.5

w

Refraiton
nden mir)

Figure 2.5 Multimode fiber.

[

The number of modes & fiber can suﬂport depends on the physical puamenérs of
the fiber and frequency of the signal to be transmitted. The relation between the
number of modes a fiber can support and physical parameters'of the o"pt,_lc\l wave

gulde. They are related by Eq. (2.15) [5].

i

. : . J
N = 2":: (n2-nf) (2.15)

£

o T .
* .
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‘Where

N: Is the number of modes
a: s thecoreradius - |y |

A: is the free space wavelength

Multimode fibers are preferr?d to single-mode ﬁb&s for low bandwidth and
low transmission distances such as local loops in telephony, local g.rgaa networks
etc. Since multimode fibers have larger core dlameter than single-mode fibers 1t Is-
easler to launch optical power from an LED Into 8 multimode fiber than a single-
mode fiber. The single-mode fibers Iaf‘e almost always exclited with Laser diodes

because of thelr narrow core diameter.

A major dls&dvantaze of multimode fibers §s that they suffer from Intermo-
_dal dispersion. As 8 Tesult, they are applicable to low bandwidth applications.
The dispersion lntmduces pulse spreading. This effect ;an be’ minimized by using

graded index fibers [5).

2.8 Transmission Ch,aractéi-isti_cs of Optical Fibers

"In thig sect,lon5 the transmission characteristics of the optical medium are
examined. These characteristics play an important role in dezermln.\nz the max-

imum limitation on the information carrylng capaélty of the channel.

“The two Important characteristics of an optical fiber are atienuation and

v

dispersion. They are discussed 1n the followlng sections. .

- 3.9 Attenuation o - .

Attenuation 1s one of the- fundumental characteristics of any fraﬁsn;lsslon

medium such qs,rree ,space.‘ coaxial cable, and optical ﬂbérs etc. This property

must be examined carefully alnc; It determinés the required transmit.t.ed'o power

and repeat‘ spacing between transmitter and receiver. Also, the"amdupt. qf
s ~ | T

a 1

[ . \
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atteniiation a signal experiences while propagating along the medium play a dom-

inant role In determinlng system power budget. '

There are two types of materlals used for ralg;'lcatlon’of optical fibers: plaé-

tics and glass. The requirerents for optical fibers are (1)

(a) Low loss. !
. e )
(b) Abllity to make long, thin flexible fibers from the materlals.

4

(¢) Avallabllity of compatible materials to process slightly different refractive -

indlces: this implies light signal propagates by Internal reflection.

-

The fundamental losses (attenuation) are due to absorption, scatlering and

b radiative losses of the optical energy [1]. These losses are discussed In detall In the
. following sections.
2.9.1 Absorption ‘ ' S
| Absorption Is due to three mechanlsms [1,3] .
(2) Atomic defects in the glass maperlall J
(b) Impurities In t_.he glass material (Q(trmslc absorption) ' |
(c) Glass materlal itself (Intrinsic gbsorptlon)
The atomlc defects are due to imperfections in the atomlc structure of the
fiber materlal such as missing molecules, or oxygen defects in the glass structure
{1,3]. The losses due ’to atomlc defects are usually negllgli)le compared to extrin-
: sic and Intrinsic absorptions (1,3]. |
The extrinslc absorption is malnly due to transition metal lons such as #fon,
chromium, cobalt, and copper and also due to OH (water) lons. The transition
p metal impuritles which are present In the bas!e mateﬂal used for.fabrication of

the fiber absorb strongly In the re];lon of lnier«-ﬂ . These Impurities range between

-




(

H

1 to 10 ppd ( parts per billlon ) Incurring losses between 1 to 10 dB/km [1.:;].
’ /

The.loss due to transition metals occurs because of incompletely nlle;l sub-
shells In the lnnerlelcctron!c str‘!cture of the ato;n [1,3]. Absorption of light
Imparts some energy to electrons, consequently, the electrons occupy the higher
level subshells momentarily, eventually electrons return to the original subshell
giving off energy whose frequency of llght. falls in the reglon of Interest for fiber
optic communications [1,3). Another Important loss 1s due to the presence of OH
jon lxﬁpuﬂbles. The loss is due to vibration of atoms due to th){mal motlon. The
resonant frequency Is at- wavelength of*2.73 4 m (which Is not of interest to fiber
optlc communications) [5]. However, the overtones fall in the range of Interest.
The significant contribution due to OH occurs &t 1.37, 1.23, and 0.95 4 m, when
OH lons sre embedded in a silica fiber {5}. Wat,e'r impurity concentrations must
be mzﬁnmlned at less than few' parts per blilion If the attenuation to be less than
20 dB/km [1,3]. -Special precautions must be adopted durlng the fabrication of

glass to ¢nsure low loss due to OH Impurity.

Intrinsic’ absorption s associated with the basic Ingredient of the fiber

‘material itself such as pure sllicon dioxide (SsO 2)- This loss Is most significant In

~

the short wavelength ultraviolet portion of the electromagnetlc spectrum [5]. This
loss 1s due to xironounced‘ electronic and transitlon bands in the ultraviolet reglon

and a significant loss occurs as the visible reglon 1s approached [5].

The Intrinsic absorption peaks’ also occur \m the Infrared reglon. The peaks
are more pronounced between 7 and 12 g m fof typlcal glml compositions, which
ls‘beyond the reglon of Interest. The loss in the Infrared reglon due to vibratlons
of chemical bonds such as the Si0, bond. This occurs when the thermal ener'gy.
Interacts with a SiO, bond, consequently the atoms move, 8s 8 result, Si0, bond

is constantly moving stretching and contracting [5]. This vibration has a resonant
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frequency in the Infrared reglon. This contributes a minute loss at the upper imit

of fiber optic communication range, 1.6 g m [5]. As a result, the sllica fibers are

prohlbited to use beyond this range.

2.9.2 Scattering =

Scatterlng losses in zlaés are due to microscoplc variations in the material
'denslty, structural inhomogenelties or defects occurring during fiber construction
fsl. During manufacture of the fiber, the glass 1s In molten state (liquid), due to
heat the molecules mc;ve randomly through the material. As the material eoolﬁ;
the molecular motion would not exist. In solld state, the molecular locations are
frozen within the glass materlal. Consequently, the density 1s veried {1]. In ad&l-
tlon to this, the glass 1s made of several oxldes such as SiO, , GeO, and P,0, ,
which result,s in composltl:}zn fluctuations (5] These two effects gontribute to ©
varlat.lon of the refractive 1ndex within the glass. The varjation In refractlve
Index causes Raylelgh-type scatterlng of the light. Thls loss\ls modeled by Eq.
(2.16) [1].”

4 Qyeat =‘:—;T(n2 - 1-)QI{TF ﬂT (2.10)

Where

.

n: ls the refractive index

K : 1s the Boltzman's constant

By : 1sthe lsothermal compressiblijty of the material

T, Lr>the temperature at which the densltx fluctuations

are zen into the glass as 1t sondlnes
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As can be noted from Eq. (2.16) Raylelgh scattering Is inversely varlw with
A4, 1t decreases at a rapld rate with lncre\lng wavelength ( ) ). For wavelengths
‘below ipm, 1t 1s the most ;’bnounced loss mechanlsm In a fiber and ‘exhibits
downward trend with Increasing wavelength as shown In Fig. 2.6. At
wavelengths beaigxid 1um, Infrared absoi'ptlon- tend to accelerate optical s!“znt?l
attenuation. Q‘ 1% | uass

ABSORPTION IN
INFRARED

001 L1 gt b N M
o3 0607 1821323810
WAVELENGTH (um) : .,

-

Figure 2.6 Attenuation as a functlon of wavelength In an optical fiber [5].

2.9.3 Radiative Losses % /

These losses occur when the optical fiber undergoes a bend. Thl/s causes
attenuation. The fibers sre subject to two types bends, macroscopic and micros-

-

coplc [5].
Macroscopic bend 1s due to bends having radll that are larger than the fiber

dlameter. This occurs when the fiber Is 'wound on a spool or pulling it around /a.

corner [1].

-The microscopic bend is due to bend of the fiber axis, this occurs when fibers

~.
are Incorporated Into cables [1]. The strwsw due to cabling process cause bends
along the fiber axis (mlcroscoplc) whlch appear randomly along the nber.\rhe

microbends causes repetitive coupl!ng or light energy between the zulded modes

.
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in the ﬂbgr [5).
One way to minimlze this loss Is by having a protecilve Jacket over the fiber

as shown In Flg. 2.7. When external forces act on jJacket, the jacket may be

deformed but the fiber may stay relatively undeformed [5).

—
» . . N\
. . )
N . [ § .

Flgure 2.7 Radlation at a bem}}

Radiation at a bend can be 1llustrated by considering wave nature of light.
At a bend, the light at the outside of the bend must travel at & much f;st.er rate
than the the light on the Inside of the curve. The sﬁmller the bend radlus, the
faster the light on the outslde must move to keep up with the light Inside. As a
result; the necessary speed may exceed the.velocity of light, conaequeqtly the

light radlates away. : .,

2.10 Dispersion

If a lght pulse Is launched Into an optical fiber, at the nceiﬂnz end the '

pulse appears ‘wj&gr. this Is due to dispersive nature of the fiber material l.e.,
) refractive index profile of the medium varies as a function of wavelength. As a
result, different wavelengths 1n the spectrum of the soql;ce travel at different velo-
citles thus causing the pulse to spread. The dispersion usually specified In t{nlm of

ps/nm-km (pico second/nanometer-kllometer).

The most Important consequence of dispersion i3 the limitation of informa-
tion .ca\rryiny capacity of the optical channel. As the light travels along the fiber
the pulse will broaden a? depicted in t.h; Fig. 2.8. Eventually, this pulse broaden-
ing will cause adjacent pulses to overiap. The resulting interference between sym-

bols 1s called Inter s}mbol Interference (ISI). Consequently, 2 point will be

1

L4
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|
reac‘iled where the recelver will be no longer able to distingulsh between nelghbor-

-

Ing puises and error will occur at the detector. Thus, the dispersive properties of

the fiber material determine the rundaxi:ental Iimi: on the Information carrylng

" capacity of the fiber. , o
.\ "’. 1 3 X ’
1 J\ ! .
N X\
L,,_.We 2.8 Optical pulses tend to overlap . o
as they travel along the fiber. '

. In order to understand the dlspenslon on optical. channel the expresslon for
the group delay ( T ) 1s derlved. As the signal propagates along the fiber, each
spectral component of the source are assumed to be‘propagating lndependently -
and to undergo a time delay or group delay per ﬁ/x;lt. length In the direction of the

travel is given by [1),

‘ . . . .,
bl 148 . .
T=o =& | (2.17)
.~ /

-2 ds

enc dk ‘ .,

where ' ‘ Y
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L: distance traveled by a pulse )
B: propagation constant along the fiber axis -
The group X;locny. V, Is glven by
! ’ -1 ‘\7 ]
V. =c |48 (2.18) .
! dk r

-~

The group veloclty Is the speed at which the pulse t.ra'.vefls along a fiber. As
seen from Eq. (2.17), the group delaﬁr Is a function of & wavelength. Each mode
takes 8 different amount of time to travel a certaln dlstan/ce. Because of this
dltreren'ce In ‘ravel time of varlous modes \t.he spectral components of the source,
the optical pulse widens with time as It propagates along the fiber. The parame-
ter of Interest igghow much the pulse spread (dlspp;-sxon) 1s due“ep group delay

varlation. ——

If the spectral width ( AX ') of an optlcal source 1s characterized by its rms

value 0, as shown In Fig. 2.9, then the pulse spreading can be ‘approximated by

[1].

N | T T T
Lok 8$10-nm peak
] -
i AN
£ N
Eos -
=2
= l
. I
1
0 1 1! ! | ]
70 770 190 810 81 80 870
Emission wavelength (nm) P
. - Figure 2.9 Spectral emission of a LED source [1]. "
N ///
dt, d ® /,/
Ty =30 \ (2.19)
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Differentiating the expression t, with respeet to A\ -

~Loy |\ dB .48
'y = rv [2Xd>‘ + A FIX (2.20)
4
The factor
1 di,
D=1

Is termed as dispersion. It defines the pulse spread as a function \ (wavelength)

and is measured In ns/nm-km.

The three primery causes for dispersion are :
L4 .
(1) material dispersion,

) wavcjm'dc dispersion | \
(11) and sntermodal dispersion. -~

These disperslons discussed 1n the following sections.

~

2.'10.1' Material dispersion .

This dispersion s due to wariatlon of refractive index with respect to

wavelength [1). The variation is shown In Fig. 2.10. It is non-linear In nature.

| -
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Figure 2.10 Variation of refractive index
( with respect to wavelength [1].
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The mgth'ematlcal‘expresslon for material jinduced dispersion 1s derived In the
following sectlon : assuming a plane wave propagating In an Infinitely extended
dlelectric medlum whose refractive Index n( X\ ) is equal to that of fiber core. The

propagation constant, £, 1s given by [1]

p=2m20) - a)
Substituting £ In the Eq. (2.17) )
T, -X\df - 2
= 2.
L 2wc d\ . (222) .

.Differentiating § with respect to \ ylelds

dg _, [ _n0y 1dn : \
Y 2"[ 2 T\ d)\] - e

Substituting for d f/d )\ In Eq. (2.17), the group delay due to material dispersion

/

( tmat ) Is obtalned.

€



. biat = % [n ) - x%] ' (2.24)

The pulse spread 7,, for a source spectral width I1s glven by differentiating the
group delay with respect to wavelength ° A ° and multiplylng by source spectral

width o, . Performing above operations and simplifylng, the pulse spread due to

Yhaterlal dispersion 1s given by

dt
. Tmat = ______dv_n;t o) (2.25?
o)L d®n
-h rm“ = _-c—- [-— X-d—;;] (2.26)

1

The plot of pulse hpread variation with respect to wavelength )\ 1s shown in Fig.

2.11.
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Flgure 2.11 Material dispersion as a function of wavelength {1]. -

From the expression of material dlsperslon we can deduce the followlng :

R () Material dlspersloh ¢an be-reduced by choosing sources that have narrower
B . N r

spectral widths'* o, ° such as lasers or by operating the sources at longer

wavelengths.
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(b) The disperslon goes to zero at a wavelength 1.27 4 m for pure sllica.
o
x

RN

3

2.10.2 Wa_veguide dispersion : !

* This 1s due to distributlon of light between core and cladding [1]. The pulse

spread 7, due to wavegulde dispersion Is obtalned by differentiating the group

delay with respect to wavelength [1].

dt o
' Twg = O du;f (2.27)
- _ _1_/_0 dt,,
AN dv

Where * V ' is the number of modes an optical fiber can sup:p‘ort,. This expression

Is derlved under the assumption that the refractive index of materlal i‘, Indepen-

/

dent of wavelength [1].

2.10.3 Intermodal dispersion

a

This 1s due to varlation In group velocitles of the different modes [1]. This

dispersion can be ellminated by choosing a s!ngle mode fiber a.é an optical channel

s

for transmission: The pulse widenirg dlie to Intermodal dispersion s the
difference 1n travel time between the highest order mode and the rundﬁmental

mode this 1s glven by the following expression [1],

(ny-n,)L .
Tmod = T max = Tpw= —-_2-_6_—1— (2.28)

where

’

n,: Is the refractlve Index of the core

L. ;' 1s the length of the cable In km.

As seen from the ‘Eq. (2.28), the intermodal dispersion is Independent of

source llne width oy . It I1s lmportant to note that a pulse from a perfectly
!
)
i

P
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- ” coherent source l.e., 0, == 0, would still suffer from Intermodal dispersion while

the materlal and wavegulde dispersion would be zero. Tpe three dispersions that

contribute to pulse spreading are shown in Flgs. 2.12, 2.13 ahd 2.14.

4
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~

Figure 2.13 Pulses at different wavelength ( but propagating in the same
mode ) must travel at slightly different angles, resulting 1n a differerice In net
axlal velocltles.

) ' ' 2

Figure 2.14, A 'puise at single wavelength splits 1ts power Into modes that
travel at different axlal veloclities because of path differences. i

-
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CHAPTER 3 ,
OPTICAL SOURCES

8.1 Introduction £
= » . (
The block dlagram shown in Fig. 8.1, contains the essentlal blocks of an opt-
AN

lcal transmitter. They are an lnrqrnm%lo"ﬁ"‘%ource. a modulator (driver) and an
\ ST
] .

optical transducer.

\ﬂg
¥ .
\
Y L\l
information modulotor optical '
— or ‘ ¢ % fber
source driver tronsducer ennector
» L 4

Figure 3.1 Optical transmitter block diagram.
The configuration before .opt.lcal transd\;cer Is 1dentical to electronic communlca_—
tion. The additlonal device added to th; conventional sybsystems 1s the optical
transducer, to convert-electrical glgnal to corresponding optical signal. In this
chapter, the baslc operating principles of these devices will be discussed and also
‘varlous characterstics of-tliese devices are summarized as a fiber optic communl-

\

cation system design ald.

The principgl optical sources used.ln fiber optic communlcation systems are
%
Laser dlodes and Light Emitting Dlodes (LED). The operation of these two

sources are dealt .in the following sect,lons:

8.2 Light Emitting Diode (LED)

<

" A LED conslsts of a semlconductor pn junction, which emits light when for-
ward blased. The operation of this device can be explained by band theory.

Referring to Fig. 3.2 , the two bands with energy gap E, are the conduction
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band and the v‘alence' band. In the conduction band, the electrons are loosely
boggded to the atoms and are readlly av_allable WtIOn. In the valence
band, the holes (positively charged) are free o move. Holes exist locations at
.whlch an electron 1s taken away froxﬁ néutr;xl atom, as a result, the atom 18 posl-
tively charged. A free electron can recon;blne with a hole, retuxfnlng' the'atom to
its neutral state. Energy Is released when~ this occurs. The amount of energy radl-
ated out is glven by' (8,7]. -
E=h!‘

‘Where

E: Isthe difference In energy between conduction band and valence band.
. f: s the frequency of radlation

h: . Is the Planck’s constant

A p-type 'semlcond,uct,or has excess amount of holes and n-type semlcondﬁc-
tor has excess amount of electrons. When a p-type and n-type iaterials are

brought together an energy barrler Is formed as shown In the Fig. 3.2.

’ n pn JUNCTION

1
CONDUCTION BAND

1 f
SARRIER ===
. ' _— 3 ' ZERO VOLTAGE
! ELICTRON m\___ *
ENERGY i )
. FREE HOLES a
o VALENCE BAND
Figure 3.2 Band structure pr pn junction. -

Normally, the electrons ln the cdnauct.lon band do not have sufficlent energy to

cross the barrler and produce a photon. When the junction is forward blased, the

" barrler decreases, consequently, the electrons and holes have sufficlent energy to
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\j

cross the barrler and recomblne to produce a photon. In essence, radlation from
LED Is caused by recomblna.tlog” of holes and electrons under the influence of -

externally applied voltage[8,7].

. ’
As seen from the equation of the radiated energy, the rrﬁ\cy of radliatlon

varles with the band gap energy (E, ), consequently, the materlal used for fabrl-

\

catlon. Table 3.1 llsts varlous types of LED's that are used In fiber optic ‘coth-

munications.
’

. ' €
Table 3.1 Varlous types of LED's used In fiber optic communications [4].

L

Mate‘rlal Wavelength Range | Bandgap Energy
e 0 : ‘ pm ‘ ev
GaAs os | 14
. | AlGaas 0.8-0.9 1.4-1.55
‘ InGaAs - 1013 0.95-1,24
InGaAsP 0.0-1.7 0.73-1.35 2

]

3.3 Laser

Laser Is an abbreviation for light amplification by stimulated emission of

radiatson.

The medium for lasing can bé a gas, liquid, a crystal or semiconductor [1].
: Fpr optical éomm@lcatlom the Laser sources employed are semiconductor type.
Laser actlon Is tﬁe consequence, of three processes [1]. They are phopon absorp-
tion, spontaneous emission, and st;mulated radlatlpn. These are depléte,d by the

energy level dlagrams shown In Fig. 3.3

€ | e _
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c

(a) Absorption ¢ (b) Spontoneous emission

% Ta ]

(c) Stimuloted emission

Figure 3.3 Energy level dlagrams In Lasers.
E | 1s the ground level energy and E2'ls the exclted state energy. In accordance
with Plank’s law, transitlon between these two states involves the absorption or
emla;slon of photon of energy, hf = E'2 -E‘l [1]. Usually the atom ls at ground
state, when a photon of eﬂergy E o~ E, collides with the atom, an electron in
state E', can absorb the photon energy and be exclted to state E, as shown In
Fig. 3.3. Since the electron 1s In an unstable state, it will eventually return to
ground level emltting a photon of energy equal to the difference E, - E, [1].

This occurs without any external stimulation and 1s called spontaneous emisslon.

It 1s possible for an electron to make downward transition from the state E g (the

excited state) to £, (to the ground level) by an external stimulation as shown In
Flg; 3.3c. . ?

| In selecting a LED or a Laser ;m.)dé as a source there are certaln advantages
and disadvantages for each type of device. Some of the )advantages of Laser over

an LED are [1,2] :
R

(a) A F@response timeé. This Implles faster data transmission rates are possl-

(b) The spectral width of a LaseNs\arrower, which Implles less dlstortlon due

to dlsperslon

Es ' Eo

hf 12 . - hf 12 (if\ phose)

-
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(c) The optical power that can be coupled from a Lase; is greater, consequently,

greater transmission dist,ancss.

Some of Q& disadvantages of Lasers are :

»
-

. (a) Fabricatlon of Lasers Is more complicated.

(b) The optical output Is strongly dependent on temperature. As.a result, the

transmitter clrcultry is more complicated than the LED transmitter.
(c) The Lasers are very expenslve compared to LEDs.

The major difference between LEDs and Lasers 1s that the power emitted
from an LED Is lncoherent, /wh;ereas that from Laser Is coherent. In a coherent
source the optlcal power Is generated In an optical resonant cavity. The optical -
power emanated from this cavity 1s hlghls.r chromatic and the output beam 1s
very directional. In a .lncot/lrent source such as LED no opt.’lcal cavity exlists ror.
wavele;l'gth selectivity consequéntly the output radlatlon has a brohd‘ spectral
ﬁldth The coherent optical power from Laser can be coupled Into a single-mode

or multfimode fibers. However, the optlcal power output from an LED because of

Its Incoherency can ouly be coupled into a multlmode fiber [1]. -

The cholce of a particuiar optlcal sou¥ce depe‘nds\oﬁ many factors. As §n ald

J1n selecting a pdgrticular dlode for fiber optlc commt;nlcatlons, the characteristics

of optlcal sdurces are summarized In Table 3.2.

A



Table 3.2 Typlcal characteristics of dlode light sources [4].

Property LED ‘Laser Diode Singlemode
’ Laser Diode
Spectral width(nm) 20-30 1-5 < 0.2
Rise time(ns) 2-250 0.1-1 0.1-1
Modulation bandwidth(MHz) - < 300 < 2000 & 2000
Coupling efficiency very low moderate moderate
Comp’at.lble fiber multimode SI multimode GRIN single-mode
multimode GRIN single-mode
Temperature sensitivity Jow ‘ high high
Circuit complexity simple complex complex
Lifetime(hours) 10° 10%-10° 10%- 10°
Costs low high highest
Primary use moderate paths longpaths very long paths
moderate data rates high datarates very high data rates

3.4 Line Coding Schemes for Optical Fiber link

Optlcal fibers paved a significant path way for high speed communications.
With light as a carrler It 1s possible to transfer large quantities of data at very

high speeds through a fiber whose dlameter is extremely small.

: e
In the last decade or so the expansion of fiber optic techpology has been

remendous. However, many unexpected problems were discovered. There are for
exampie. some llmliting factors es'peclally In the performance of/assoclated elec-

tronl¢ circultry [8,9,10,11,12).

The main advantages of optical nbex_'s are high speed transmission and electr~
ical 1solation. Although optical medium can transmit large quantities of data at
the speed of light the performance of the assoqiated electronle clrcultry is poor.
This 1s because the response of the electronlc plrcultry has an inferlor response
w;hen switching at extremely high speeds. In ordexj to alleviate the problem the
whole transmission process I1s AC coupled. Also the preamplifier In the optical
recelver Is very sensltlve to high frequencles than low frequencles. The declsion
;vl_lgtl;er a blnary '1° or binary ‘0’ Is transmitted 1s determined depending on the

transition (low to high or high to low) at the sampling Interval. The fact that the
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Wi~
preamplifier In the optical recelver module is sensitive to high freguenciles than

low frequencles Implies that recelver may fall to detect when low data rates are
transmitted. As a result, when a serles of only 1's or 0°'s are transmitted, the out-
put of an AC coupied preamplifier will remaln In center leve! and not In positive
or negatlve levels according to the data belng transmitted. As a result, the decl-
slon loglc cannot determine whether a blpnary 1 or binary O was transmitted.
Above factors dictate the need for speclal line coding schemes (pulse formats)

with zero DC content to be used In the optical fiber communlcations systems.

The _dat.a to bé transmitted on optical llnk 1s first coded Into & suiltable
pulse stream (line code) and transmitted as an optical signal. At the recelving
" end the pulse stream 1s first regenerated and then converted back to its original
form. The optical 1lnk therefore acts as a conveylng medlum of light pulses, The
Iine coding required '!s not always provided by the optical link or Its assoclated
circultry such as drivers and detectors, leaving t.'he line code to be selected by the
user. The clock recovery and data phase synchronization, which are not always
provided by the fiber optic link, are also effected by the cholce of the llne coding
scheme. Certain formats can Inherently provide the error monitoring capabllities

without the need for parity bits.

In optical communlg:auons line coding is not only used to improve the per-
formance of the communication system, but also to ensure successful transmission
of the data itself. There is a possibility that'when transmitting a signal through
an optlcal channel employlng an uncoded data stream, the signal recelved s so

distorted that It 1s meaningless.
' s

The requirement of llne coding In an optical channel 18 as important as
modulation of data over conventlonal facllities. In certaln cogdlt.lons (such as If

\
the distance Involwed Is not too great) modulation may not be necessary in con-



35

Y

ventional facilities. The same also applles to optieal fiber communications, In cer- '
+
taln transmission copdltlons line coding may not be necessary, while In some

other conditions coding may be Indispensable to recelve any kind of Intelligence.

An optical communication sysiem st;pports varloﬂs line coding formats, s;nce
channel characteristics are Independent of the llne coding format. However, the
proper transmission of data through the optical channel 1s dependent on the llne
coding scheme. Althoﬁgﬁ. any gode format s appropriate for optical fiber
transmisslon, it does not necessarlly mean that the utilization of the transgnlsslon

facllity 1s at optimum.

There are several problems tha affect t.hé cholce of a particular llne coding

-

scheme. Some of the requirements for selecting a particular lilne codlng scheme
- .

are [8] : . \

(‘a.)‘ The fiber optic transmission sSrstenkls operate at a very high data rates con-
sequently, the recelver enﬂxployed must have a sensitlve declslon loglic to
determine whether a bina.ry 1 or O 1Is transmitted. As a result, the eye open-
Ing (the technique used t',o-aevaluate the }sensmvlt,y of a diglital communica-
tion systems to tlmlnz' errors) of the detected signal at the sampling Instant
shoulci be wide enough to be able to detect the data levels corfectly. This
can be achleved with a line coding scheme having only two distinct levels. It
1s generally known that the multllevel eye patterns have lower threshold

: tolerant;e of both horizontal and vertical ey.g openings. For this reason only

ON-:OFF pulses sometimes are preferred.
L
(b) The optical transmitter is electrically isolated from the recelver as a result,

the recelver must be AC coupled to the transmlssk';n facility. This implies
that the code (ormat employed for transmission must allow AC coupling and

pot be vulnerable to any DC drift. Consequently, the code format must hav;

Yo
8



(c)

(a)

(e)

9

(e)
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a 2ero DC component or a null at frequency (f=0) In its Power Spectral
Denslty (PSD). This requirement excludes the possible use of formats such as -

RZ and NRZ.

The transmitting source has a random pattern of 1's and O's and 1t is the ‘
objectlve of the code format to frevent any base line wander (accumulation

of puise talls).’

In optical fiber communications, the transmission speeds are In hundreds of
megablts. Consequently, In these syst.enis, detection of the data only possible
when the clock timing is fully synchronlized with that of transmitter. Since,
the only link between transmitter and recelver 1s the optical channel, the
clock Information must so;}xe how be embedded In the data stream. Conse-
quently, each transition will indicate timing information. As a result, the res-
triction on the code format is t& have as many transitions as possible. Line

codes which enable recelver to extracp clock information as well as data are

termed as self clocking codes.
¢

The recovered timing Information must be as stable as possible with no tim-
ing Jitter In order to ensure sampling of the pulse 1s at the center of the eye

openling with no wander.

The optical communication system and Its assoclated circultry have wide

bandwildths. However, the avallable bandwidth has an upper llmit conse-

' quently, the transmission rates that wlll exceed the limit may result lﬁ Inter

Symbol Interference (ISI). This implles the transmission spectrum of the
coded stream must fit within the passband of the optical fiber system.
One of the-requitement on the choice of a certaln line code Is the simplicity

T
T

of the encoder and decoder clrcults.

o
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Some of the popular line coding schemes In optical communication systems
are RZ, NRZ, Manchester and Miller. For these llne codes the bandwidth require-
ments are discussed in the following sectlon.

3.5 Bandwidth Consideration for Optical Pulse Formats

v —. —. Manchester
..l'...’.." RZ -t
————— NRZ

Milter

-10
-15
-20f

4B -25f
;30:
-3s

-40

-45

-50

Normalized Frequency [ !/ts] -

Figure 3.4 PSD of RZ, ,NRZ, Manchesterland Miller formats.

Fig. 3.4 deplcts the PSD of RZ, NRZ, Manchester and Miller formats. As

" seen from the Fig. 3.4 for RZ and NRZ pulse code formats the power Is concen-
trated on the lower end of the spectrum. Consequently, the DC component Is
more predouilnant than other line codes such as Manéhester and Miller. As a
result, AC coupling may x;ot possible or difficult to achleve. Also, for these codes

the number of transitions are fewer compared to Manchester or Miller conse-
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quently, the clock recovery may also be difficult.

The DC component for Manchester and Milller c;ades I1s almost nll, conse-
quently the ACV coupling may be possible between transmitter and receiver. In
* 7 addition, these codes have at least one J'transmon per bit, hence clock recovery ls
considerably easler than RZ and NRZ codes. Howevér. for these codes the

bandwldth required Is significantly higher than RZ and NRZ codes.



. & CHAPTER 4

. . \
¢ OPTICAL RECEIVER : STRUCTURE
AND NOISE CHARACTERISTICS

4.1 Introduction

In this chapter the varlous components of an opﬁlcal recelver are discussed,
. *

. and the various nolse sources that significantly aflect the performance of an optl-

cal recelver are discussed along with a derlvation of the required optical power to

achleve a specified Bit Error Rate (BER).

i . , — . o
photo _J-
ey} ——— preamplifier ——— amplifier |———— equoliz
light | getector P et 1 binary
signal data

>

Figure 4.1 Optlcal recelver ?rdck d.agram.

The bullding blocks of an optical recelver are shc@n in Flg. 4.1. It consists of

- a photodetector, preamplifier, maln amplifier, edua]lzer, and threshold logic. In
this chapter emphasis will be placed on photodetector,.preamplifler and equallzer.

The remainder of the signgl processing from amplifier flp to the threshold logle Is

identical to conventlonal electronlc' processing. One of the l_mpoﬁant blocks

‘ shown In Fig. 4.1 s the photodetector. In the following sectlons the characterls-

o, " tics and the operatlon of these photodetectors will be dlscussed. . /

4

" . 4.2 Optical Detectors

’ : ~

The purpose of thls devllce "ls to coﬁvert an optlcal signal to eiecirlcal signal.
IR ' '
The signal Is then amplified and processed further. If the chosen detector has

good characteristics, such as llnearity and responsivity, the requirements on the

1

Ki
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rest of the slgnal processing circultry are less stringent.

v

Some of the deslrable characteristics of photodetectors are [2] :

(1) High fidelity: The output of the detector must be linear over a

wide range-.

(1) High Quantum Efficlency: It Implles large electrical response

to corresponding optlcal signal.

(111) Wide bandwidth: Response time of the device should be minlmum In order
to obtaln a higher bandwldth.
y

(lv% Low nolse figure: Nolse Introduced by the detector should be minlmal.

-

4.2.1 Operation of an Optical Detector

The detection process in a photodlode s depicted In Fig. 4.2.

Figure 4.2 Detection process 1n 8 photodiode. .
For normal operation the detector Is reverse blased. When the device Is reverse
- blased an electric field Is developed across the pn junction. This fleld causes the
depletion reglon to Increase l.e. holes are aitracted toward p side and the elec-

- trons are attracted toward n side. This barrier impedes the majority carriers In
’- »
¥
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elther dll:ecf.lon from crossing. However, the electrons on p slde and holes on n

slde wlll cross the pn Junction generating a leakage current In the detector [2].

When an Incldence photon has energy greater than or equal to band gap
" energy E; l.e., hf > E,, the photon imparts 1ts energy and will excite an elec-
tron from valence band to the conductlon band. This process creates a free
electron-hole palrs known as photocarrlers [2]. The detectors are designed In such
way that these carrlers are produced malnly in the depletion reglon, where most
of the detected power Is absé,g}zed [1]). The high reverse blas voltage causes the
photocarrlers to separate and be collected across the reversed biased junction. As

’IJ
a result, a current, flow Is established In an external circult, this current Is known

as photocurrent:

For hlgﬁ photocurre'nt,. It Is apparent that the depletlon reglon must be

e

large. The performance of an optlcal detectors are measured in terms of respon-
sivily and quantur;z efficiency.
Responsivity : Is deflned as the photocurrent generated per unjt, optlcal power.

It 1s given by [2],

I
amperes [ watt (4.1)

Ro='1_>}"—
. o , s

where

Ip ils the'photocurrerﬁ)ln’amperes (a)

13

P, : Is the 1ncldent optical power In watts (w)
Quantum Eﬁ'iciéncy (n) : 1s defined as the number of electron-hole palrs gen-

erated per Incldent photon energy hf [2]. The rwponélvlty and quantum
‘ J
efMclency are related by [2],

—

I <
-5 ng -
R, =% | (4.2)
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where
q : Is the electron charge /v
hf  :listhe Dlllot.on energy

n : Is the quantum efliclency

The two maln photodetectors us%d In optical iber communications are PIN
and Avalanche photodlodes (APD).
4.2.2 PIN Photodetector

PIN photodetectors are the most common type of detectors employed In opt-

1cal \ﬂber systems. Its configuration and blasing arrangement is shown In Fig. 4.38.
|

. l - > —
‘_I P -+ n 0
L h

AA
L\ 4 44
<

Figure 4.3 PIN Photodetector. -

The dévlce structure consists of p and n }ezlons separated by lightly doped
n-doped Intrinsic (1) reglon. For ﬁormal operation the device Is reverse blased. In
the‘ ﬁn junctl?n-dlscussed earlier, the carriers drift i'andomly with relatively low
velocities [7]. a )'esult,, the displacement ‘current produced by a hole-¢lectron
palr occurs as a;pulse of shqrt duration when the carriers are moving th;duzh the
depletion regl%:n {7]. Th}e response due to thé optical power incldent on the-detec-
tor In the deﬁletlon rén‘non i1s immedliate. However, the electron-hole palrs gen-

erated In diffusion region produce'a delayed response {7]. To Increase the speed of

the device, 1t Is hecesary for the depletion rqzion to epclose the absorption reglon
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[2]. A method to Increase the absorption reglon is to Increase the reverse blas vol-

tage or by decreasing the impurities (doping) In n-type materlal. However, the

reverse blas caﬂnot. be Indefinitely increased because of the practical limitations

on the amount of reverse bias that can be applled to the device. The only option

left 1s to Increase the ébsorpt,lon reglon 1. The résulting structure 1s shown In Fig.
4-3. . ! . {

The area of l-reglon cannot be Indefinitely Increased elther, because of the

Increase In transit tlme (the time taken by an electron to travel from n-side to p-

" 43

&

. slde). Consequently, the respofise of the device 1s reduced. If the l-reglon is too

narrow, then the useful photo current (quantum efficlency) is less. Therefore, &

tradeoff exlsts between quantum efficlency and spee&ﬁe@ponse of the device [7].
AV '

4.2.3° Avalanche Photodetector-(APD)

In an ideal situation, for PIN dlode, If every Incldent photon produces a hole
electron palr, then at wavelength of 1 um, the responsivity 1s about 0.8 a/w [7].
‘Most of the recelvers operate With Input power leveI's as ‘low as few nano watts.
Thus, with PIN detectors, the photocurrent generated would be very small In the
order few nano pmpei'es. Such small currents would be severely corrupted by the
- amplifier nolse. To Increase the"number of ele{tron-ﬁole palr generated for each
Incldent photon an avalanche phoiodiode 1s hsed. The stru‘cture Is shown In Fig.

4.4.
4
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Figure 4.4 APD and Its electric field profile (1]).

Avalanche photodliode has high electric fleld reglon (avalanche reglon). In

L
thereby, producing new carrlers. The newly created carrlers galn sufficlent velo-

city, thus produclng some more carriers. This phenomena is called the avglanche
effect [1]. This avalanche effect multiplies the primary photo current by a random
gain factor, thereby, Increasing the effective responsivity of the APD by a random

galn factor 'G’. As a result, the recelver sen'slt,lvlt.& is also Increased,

Ay

«The carrier mult,lplicatlon achleved by this method causes nolse, since the °
| :
galn factor Is random (7). This randomness In the avalanche process produces an

effective noise which Iimits the recelver sensitivity of the APD devices, However,

at kcertaln galn factors where In présence‘ of amplifier nolse, the APD offers
N |

significant benefits over the PIN detector [7). The typical characteristics of PIN

and APD’s are shown in Table 4.1




A

Table 4.1 Typlcal characteristics of Junction photodetectors.

Material Structure | Risetime | Wavelength | Responsivity | Dark Current | Gain
ns nm a/w na »
Silicon PIN 0.6 300-1100 0.5 1 1
Germanium PIN 0.1 500-1800 0.7 200 1
InGaAs PIN 0.3 1000-1700 0.8 10 1
Silicon APD 0.5 400-1000 kki 15 150
Germanium APD 1 1000-1600 30 700 50

4.3 Noise in Photodetectors

~

The principal nolse sources’ln photodetectors are :

W\;ya

>

(1) Quant.um or shot nolse due to random generation of photocurrent.

N

-

cult, during the absence of the power transmission.

(1) Dark current which Is a small leakage current still flows in the external cir-

(1) Thei:ma] nolse 1s due to Interaction between free electrons and the lons in a

. [ ]
conducting medium: this nolse Is generated by photodetectors load resistor

(R ).

The exces§J nolse factor Is the gddltlonal noise lntroducfg by avalanche pho;

todlode. The principal reason for the presence of this nolse Is due to the random

nature of multiplicatlon process. This noise ra.ct01<depends on electron lonlzation

factor 'k’ and on the galn factor'G' [1]

 F(k.G)=Fk G +@-20-k)

L]

(4.3)

For PIN photodiodes the thermal nolse due to the load reslstor and §hé

actlve elements of the remaining signal processing circultry will dictate the per-

formance of the recetver {1]. For avalanche photodlodes the multiplicatlon noise

usually dom!nates the thermal nolse [1].

3

»

.
’
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4.4 Optical Receiver Operation and Analysis

( As shown In Fig. 4.1, a'n optical recelver comnsists of a photodetector, an
amplifier, and other signal processing clrcultry. “The purpose of the rgcelver Is to
detect an optical signal, amplify it and thén estimate the transmitted data with a
minimum posslble error.

.Durlng this process varlous t:ypes of nolses are Introduced by the photodetec-‘
tor and amplifiers. The recelver must estimate the transmitted message In the
presence of varilous noise sources with least possible amount of error.’ The

deslgner must take into account all the nolges that occur along the ﬂl;er optic

system for a proper detection of the signal.

One of the criterla for measuring the performance of a digital communica-

N

tion system Is the average probabllity of error, whereas for analog systems, the

criteria 1s usually specified in terms of signal to nolse ratlo (SNR).

\

In thls sectlon, sensitivity of the recelver is derlved for binary signal
transmlisslon, Thé modulation technique 1s assumed to be direct modulation (on-

off keylng) and direct detection at the recelver.

v

-

Quantum Limit : When an optical power Is Incldent on the photodlode, the
electron-hole palrs are created. On the average, \(¢), 1s the number of hé!e-

electron palrs created In a time Interval T, 1s directly proportional to the incldent

‘. b Y
optical epnergy and is given by [1],
T, E
: At )=-L [ W(t) dt =T= T (44)
« =37 b
where "
"A(t) :1s the average number of electron-hole pairs generated ' W/

W(t)‘ : Is the Incldent optical power

n : 1 the detector quantum efliclency

” 4




47

E : 1s the energy recelved In tlme Interval T

nf : 1s the photon energy

The exact number of electron-hole pairs created In a bit Interval, T, , deyt

ates from the average according to the Polsson distributlion given by [1],

-

o P (n)= Mc - \t) (4.5)

n!
where P (n) I1s the probabllity that n electrons are generated In bit Interval T, .

fsume an 1deal recelver, l.e., which recelves only 0 or E (Joules) of energy.

Thus,” the recelver produces no dark curl'é'?n:l SO no eL'ectron-hble palrs are gen-

_erated when blnary slgnal 'O’ IS transmitted. An error 18 made, If and only i the ———————

detector detects an optical pulse of energy E, when no electron-hole palrs are gen-
erateq. The probabfllty'of such an occurrence 1s glven by substituting zero for n

>

In Polsson distributlon, therefore
Pp = P(0) = et “ (4.8)
‘or example, If the desired Bit Error Rate (BER) Is 10™° the average number
of electron-hole palrs required 1s 21. Thereforé the required energy per bit 1s, E =
21 bf (assuming, n = 1). This Is the 1deal minimum energy required to malntaln‘’

a glven BER, for any optlical recelver, and Is called quantum limst.

4.5 Equivalent Circuit for an Optical Receiver

An equlvalent clrcult of three principal stages of an opt,lcal recelver 1s shown

ln Flg. 4.5. They are a photodetector, an amplifier, and an equallzer.
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Figure 4.5 Equivalent circult for an optical recelver.
Thg ’photodetect.or can be either an APD"with a mean galn factor of <G> or a
PIi\I photodlode with G==1. The photodlode has a quantum efliclency n,éxd capa-
cltance C,;. The blas resistor of the photodiode has a reslst;nce Ry which contri-

but,ei to thermal nolse represented by 1, (¢).

The ampllﬂgr has an Input lmpedahce, which Is a parallel combination of
amplifiers input resistance R, and a shunt cépaclt.ance C,. Thé e, (t) angt, (t)
are the amplifier nalse sources. Th@i, (t) and e, (t’) representf the thermal noise
sources caused by input-resistance of the amplifier R,. These nolse source's
assumed to have a white Gausslan process characr:terlstlcs.' The equallzer lmmedl—

ately following the amplifier compensates for the distortion introduced by the .

fiber.

Assume that the digltal signal Is transmitted with a rectangular pulse shap-.
Ing functlon h, (¢). The optical power Incldent on the photodetector can be
represented by 1

P(t)= B beho(t —kTy) @.7)

k ==-00
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where

hy (t) : 1s the pulse shaping function

b, can assume one of two values O or 1

The average output current from détector at any time, t due to the recelved

optical power can be represented by ,

<i(t)> =R, GP(t) (4.8)

substituting Eq. (4.7) for P(t) we have
«’ o0
<i(O)>=R;-G X bph(t=%kTFp) — (4:9)
k k =—00

where R, 1s the responsivity of the photodiode. The output voltage of the equal-
: , -~
1zer 1s amplified and filtered. The mean output current resulting in a mean out-
put voltage Is glven by the convolution of amplifier impulse response and equal- N
1zer Impulse response, therefore the mean output voltage Is given by-
<V, (8)> = AR, GP (t)+*h ,(t )*h ,() - (4.10) -

where

A ¢ Is the amplifier galn

h, (t) :1s the impulse response of blasing circult detector and
amplifier |

“hy(t) :isthe Impulse response of the equallzer ‘ . o .
. b ,“ i .
The Fourler transform of 4,(¢) 1s the Impedance function of the blas circult

N |

glven by

1

T + j2nfCrp

H( )= (4.12)

where .
Ry =R, | | R, : . (4.12)

, R, Ry . B .
TN ’ ‘ R‘ + R. ' i
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Cr=0C, + Cy (4.18)

The mean output voltage at the equallzer output can be \wrmen In the form
P
given by {i4], ~
* ¢

Vout (1) = <V (8)> + V, (1) {(4.14)
where V, (¢) Is the noise voltage assoclated with the signal.
/"> . . -
Substituting Eq. (4.10) for <V, (t)> and Eq. (4.7) for P(t) we obtaln
00 p)
Vout (t) = 2 bk hout (t - ka ) + Vn (t) (4-15)
k =-0q
hot(t)=A G R, hp (t)*hl(t)*hz(t) . (4.18)
* The Fourler transform of the hout (t) is given by
00 . ‘
Hyy(f )= °f hout (t)e™ axft d . (4.17)
. o0 .
. =A R, H(f)H ([ )H,([) (4.18)

=

where H, (f ) is the Fourler transform of transmitted pulse shape slgnal.

3

4.6 Receiver Noise

The recelver noise is glven by Eq. (4.14). The nolse voltage at the equalizer

output can be broken down Into four components which satisfy the following

-equation [9],

V.2At) = VA1) + VALY + V) + V() . (4.19)
where ’

Vs (¢ ):1s the shot nolse due to random galn factor G of the detector

Vg (¢ ):is the thermal nolse (or Johnson Nolse) assoclated with detectorbias resistor R,

Lo ‘
Vi(t )ﬁs the nolse due to amplifier input nolsé current 8, (t)
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Vg (t ):1s the nolée due to amplifier Input voltage source ¢, (¢)

o

Assuming phe nofse components afe statistically Independent the mean

’

square notse variance <V, %(¢t)> 1s given by [1),

hd

<V (t)> = <[Vou (t) - <Vou (t)>)P> (4.20)
= <Vout 2(t )> - <Vout (t)>2 ' -
= <VP()> + <VF(It)> + <VA(1t)> + <VF(t)>

The vailance of the thermal nolse voltagé due to load resistor R; 1s glven by,

Fy
< V2tV — 4K T Byn Rn2 A2 (4.21)
~TTRNYT R =N 2 hd A 7
b
where - :
KT  :ls the product of Boltzman’s constant K and absolute temperature T . ’

By  :1s the nolse equlvalent bandwldth of the bias circult,
amplifier and equalizer

By 1s defined as,

By = |H(f)|%df - (22)
l H( IE f | -
for the system under conslderatlon, the BN Is glven by, ~
. ' 1
. 2By = | Hy(f VHAS )| 2 df (4.23)
| o H O H0)]? Lim,
In‘terms of H,, (/ )and H, (f ) Eq. (4.23) can be written as -

out(f)
IHout(o)/H (0)|2f I Hp(f)

The thermal nolse due to amplifier Input nolse current t, (t) and .amplifier

2 By = |2 df (4.24)

Inpyt nolse voltage source e, (¢) are assumed to be Gausslan and statistlcally
'lndexie,ndent.. therefore the nolse sources can be completely characterized by thelr
nolse Power Spectral Densitles (PSD). The PSDs of the noise voltage and current

_ sources are given by [1],
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<V3(t)> =.285;By R A? : (4.25)
<VF#(t)> = 2Sp ByA? (4.20)

¢
where

Sy . :1s the PSD of ampliifier Input nolse current source,

Sg : Is the PSD of amplifier nolse voltage source

P : ‘
']
The nolse equlvalent bandwidth of the equallzer Is glven by

o]

2By, = [H U T*d] (4.27)

1 -
| H4(0) ',2*{‘* |

In terms of H,, (f ) and H,(f ) Eq.(4.27) can be written as ‘ -

Ry? |
2BN5 out(f ) 1

) 2
— | Hot (0)/H, (0) | ® 2o f | H,(f) +3j2nfCr||*®dJ(4.28)

R

The only nolse term to be derlved In Eq. (4.19) Is the shot-nolse. The expression

\

for shot nolse voltage Is glven by [1],

VA()> =29 <i,y><G?>By Rp?A? (4.29)
. < G?%> 1s the mean square avalanipe galn which Is approximated to G 2tz

4 .
x varles between 0 and 1 depending on the photodiode mateérial and structure [1}.

The shot nolse voltage is given by ,

<Vg(t)> = 2¢By <G?> Rp? A%<, >] (4.30)&)

where <#,, > Is the average shot nolse current.’
‘ ’_{ .

4.7 Derivation of Receiver Seqsitivity

In digltal systems the Information 1s transmitted as series of binary 1 and O °
at f ,, .(In b/sec) . Since the channel Is Imperfect, It attenuates and corrupts the
transmitted signal. ’1‘{ﬁe objective of the recziver Is to determine whether a binary

1 or O was transmitted In a given bit time interval with a minimum probability
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of error. The bit error rate (BER) is measured as the ratlo of number of bits In
error to the total number of bits transmitted. Typlcally the BER 1s In the range

of 10~ to 10~!® depending on the system applications \
LY

f The sensitivity of the recelver 1s defined as the required optlcal power to
. achleve a deslred BER [8]. To determine the sensitivity of an optical recelver, we

_need to guarantee the pulse stream has no ISI at the sampling instant KT} (1]

This 1s tllustrated In Fig. 4.6.

T Received
T N N

N 1
0 V \/l | 1
! "o I I
| | | |
| | S
Equahized | H “
pulse | Roy (D | |
| | I L.
I | | | |
_ L N Ll
\j L et I
7 A S 0 A by A 3T,

Figure 4.6 Equalized output pulse with no ISI at the sampling time.

ey

This implles . ' : s
hoyt (t=0)=1 - : “r - (4.31)
hout ¢=KT,)=0 for n 5 0. (4.32)
substituting Eq. (4.31) In Eq. (4.15), we have <
' | Vou (T} ) = b + V, (kT}) © (4.33)

varlous components of the nolse voltage are substituted in Eq. (4.33). To slm-

plify the resuiting Eq. (4.33) the followlng substitutions are made in Eq. (4.33).

’

Le_t,
Hout (f ) 2
) , . —— d . (4.
. -g‘ Il _foo | Hp (f ) ' f (4 34)
| N - ' f | 1;"((;)) |272df ., (4:35)
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and let ’

I, = | Hyy (O)/H, (0) | . (4.38)

By substitutlng I,, I, and I, In Egs. (4.24) and (4.28), the expresslons for nolse

equhkalggt bandwidth become

I,
2By = '1—- (4.87)
3
' 1
2By, = 7—‘- + —(21rRT Cr)? (4.38)
3

supstlt,utlng Eqgs. (4.24), (4.25), (4.36), (4. 37), In the expression for total mean

We noise volt.gge and simplifying Eq. (4.19) we have, ‘ '

- I, 2KT Sg ‘
<V,%(t)> = —R 2A"’{“q<z‘ >G2tT 4 —— 4+ § +—} 4.39
| n Ia T gn RB I R’Z ( )
I’s A%(2rR,C
. : +7; pA?(2rRy Cyp)
* simplifying further we have

I, . '

<VHt)> = TRI?A"‘{q g D> <G> 4 6} (4.40)
s ;
where § v
Sg I,
T

6 contalns all the terms that contribute to t.hf’mal nolse.

{The objective 1s now to find minlmum energy per pulse that 18 required to

El

achleve a desired BER. In order to do this, the output voltage of the equalizer 1s

assumed to be Gausslan distributed.
. Let the mean and varlance Qf the Gausslan output for blnary 1 be b, and o
‘and for binary O be b, and oZ. The 0, and o represent the deviation from the

< V,,"’(t )>. If the declslon threshold is set at V,,,R and assuming the transmission !

of blnary 1 and O are équlprobable then the profoablllty of error, P, lé.

~
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‘.ma. ) ) (tl - b0)2 /\\

00
1 1
P, = ———— [ exp |-——— | dv (4.41)
2 \/27rao;{‘ 204
+-]1-——1——mexp (045, ) dv '
2 2mo, Jo 20} .
let the parameter Q be deflned as,
Vi, - b b,-YV,
Q = th o 217 "n (4.43)
Co o,
then Eq. (4.42) can be written as
w 1]
P, (Q)= —}a f exp(-22) dz (4.44) R
TQv2 ;

Q

. =-;-—|t1 - erf (-@ ]

!

using the equation for Q, the recelver sensitlvity is glven by

) - bl"‘ b0= Q(Ul+ao) (4-45)
For ON-OFF systems the requlred energy per pulse neqded to achlevear™

desired BER 1s obtained by substituting o, and o, . 0, and o, are t}le Wworst case

values of < V,2> l.e., when shot nolse voltage term Is not neglected In the mean

square voltage noise expression. If b0 I1s zero, the required energy per pulse that is

needed to achleve a desired BER 1s chax:actegzed by the parameter Q is E

I . 1/2 .
b4=Q{-I-iR1?A2(q<i,n><G’+’>+6)} (4.48)
3

Since shot nolse was taken Into account Eq. (4.46) represents the minimum
T

recelver sensitlvity required to achleve a speclfied BER. A sub-optimum expres'-

slon (61‘ the redulred sensitivity 1s obtalned by neglecting shot noise term In Eq.

. v
(4.46).
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4.8 A Practical System Design Example .

The design of an optical fiber link involves several components sucp as fiber,
source, and photodetector characteristics. Performance and cost constralnts are
some of the maln factors in designing an optical fiber communication llnk. The
system desfgner’ must carefully choose the components to ensure that the desired
performance level can be malntalned over the expected lifetime without over-
sp‘eclfylng the component. characteristics. The key system requirements needed in

analyzing a lnk are: -

(a) Transmission distance

(b) The data rate ‘ . =
(c) Threshold __

(d) Tl;i bit error rate (BER)

To satisfy above requirements the designer has a cholce of the following

components and thelr assoclated parameters [1].

_ 1. Multimode or single-mode optical fiber

(a) Core slze
- ’_/'\

(b) Core rerracnxglndex proﬁlé
(c) Bandwidth | ‘
(d) Attenuation : ’
(e) Nt.unerlcal Aperture

2. LED or Laser optlcal sc?urce

°

(2) Emission wavelength

\



(b) Spectral line wldtl; -

(c) Output power ' \ /
3. PIN or APD

(a) Reéponslvlty

{(b) Operating wavelength

C Speedw
e S :

(d)-Sensitivity

4.8.1 System Design Considerations

To determine the llnk power budget, the deslgner ﬂr;t; decldes at which
wavelength to transmit. If the transmission distance is not too far, the d:eslgner
may declde to operate In the 800 - 900 nm reglon (- low. cost components ). How-
ever, for long distance communication, the designer may want to take advantage
of lower attenuation and zero dispersion that occurs at wavelengths aroind 1300
nm. ) .

Upon deciding on a wavelength to operate, we next conslder the three major
bullding blocks of an optlcal fiber llnk, that 1s, the transmitter, the o;tlcal fiber,
and the recelver. The deslgner.usually selects tﬂe parameters of two of these ele-
ments and then computes the requirement on the third compc;néni; to check If the -
system performance requirements are met [1]. If the parameters of the com-
ponents havg been over or under specified, a design teratlon may be needed. The
normal procedure 1s first to select a photodetector and them €hoose an optical

source and then estimate how far data can be trarisml_t.ted over the fiber befpre

8 repeater 1s needed to boost up the péwer level of the optlcal signal.
l\ ‘ h3 * ) ) N \
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In chooslng a partlcular photodetector the designer need only to determlae
the minlmum optlcal power level needed to achieve a specmed—BER requlremém/
at the speclEﬁs{ata rate. Usually this parameter iIs found on the dat:a sheet pro-
vided by the manl;'mxcturer. As we noted In Sectlon 4.2, there are two maln pho-
todlodes, PIN and APD photodiodes. A PIN photodiode recetver 1s slmple; to
operate, And more stable with changes In temperature and less expenslve than an
APD [1]. Also, the blasing voltages for PIN photodiodes are conslderably lower
than APDs. Tyi)lcal blasing voltages for PIIQI phot;odlodé; vlg less than 10 volts
whereas for APDs several hundred volts [1). waever. the advantages of PIN
recelver may be offset by the Increased sensitivity of the APDs extremely low opt-

ical power levels are to be detected [lj. -
[

The important parameters Involved in choosing between LED dr a Laser
dlode are transmission dlstance, signal dispersion, and cost. As we noted In
Chapter 3, the spectral wldth of a Laser source Is much narrower than that of an
LED. This Is of prime Importance in the 890 - 800 nm region, where the spectral
width of an LED and the disperslon mechanism of optical fibers limit the date
rate-distance product ( performance measure of an optical communication system
) to around 150 Mb/s [1]. To achieve a higher values of data rate-distance pro-
‘duct a Laser dlode must be used at these wavelengths. Since Laser diodes are
coherent sourcés a greater optical power can be coupled Into a fiber than an LED.
Typlcally the Laser diode can couple 10't0 15 dBme;re optlc;al powe'r Into fiber

> :
than an LED (1]. However, this advantage and narrower spectral width may be

offset by the cost of a Laser ’dlode. Not only a Laser dlodes are expenslve than an
LED but the drlving circultry 1s much more complex because the lasing threshold

has to be dynamlcally controlled as a function of temperatui'e ahd device aglx;g

[1]‘ . \
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In choosing an optical fiber we have a cholce between multimode ancll single-
mode fiber, the refractlve ;ndex‘proﬂle of e]ther fibers could be step or graded-
Index core. This cholce depends on the type of transmitting source and the extent
to which dlspersion can be tolerated. Multimode flbers must be used with an LED
source, since very little optical power can be coupled Into a slngle-mode fiber
from an LED. As noted In Chapter 3, the optical power that can be coupled Into
a fiber 1s a functlon,of core-cladding Index difference A, which Is In turn Is a
function of NA ( Numerical Aperture ). As A Increases, the 6pt1cal power coupled
into a fiber also lncre;'ases, however, we also noted In Chax;ter 3, the dispersion s
slso a functlon of core-cladding Index difference A. Consequentiyl, a tradeoff

must be made between the amount of optical power that can be coupled Into a

fiber and the amount of disperslon that can be tolerated. 1

& »
A Laser dlode can be used elther _wlth a single-mode or a multimode fibers.

One of the problems assoclated with slnéle—mode fibers 1s splicing (Joint between

fibers). Since the core size for single-mode fibers 1s typically around 5 to 16 ﬁm ’

as a result, splicing s critical for single-mode fibers than multimode fibers having

a core diameter of 50 um [1].

Two analyses are usually carrled out to guarantee that the deslred system

performance can be met; they are the link power budget and risetime budget

Jﬁljsis [i]?fﬁ the llnl?pov&er budget aha]ysls the designer first determines the

power margin needed between the optlcal transmitter output and the minlmum
recelver sensltlvmuleeded to establish a specified BER [1). The resulting margin
can then be allocated to connectors, splices, and fiber losses plus any other addl-
tlonal ‘m'ai'glns required for expected component degradation or temperature
éﬂects. If the cholce of components did not allow the desired transmisslon dis-
tance to be achle\}ed{ the components might have to changed or repeaters might

have to be Incorporated Into the llok. Once the link power budget analysls has
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been carrled out, the designer can perform system risetlme analysis to ensure the

dispersion limitation has been met,

The above two analyses are applled to the system to the example system.

The following are the speclifications of the designed system :

(a) The operating wavelength :1320 nm

(b) Datta rate or channel bandwldth :50 Mb/s (NRZ)
(¢) Type of ibér :Multimode V |

(d) Type of transmitter \:LED

(e) Me of recelver :PIN recelver -~

(f) Bit errofrate :10~°

() Transmission distance 1< 1km 2

(h) Type of line coding :l(danchester ’ .

4.8.2 Link Power Budget

The transmitter optical power, Py, 138 60 uW or -13 dBm at 200 nA. The
required sensitivity, Pp, for 10~ ° BER Is -39,dBm ( from PIN dlode recelver

module data sheet). The system galn G, 1s defined as :

G, = Py - Py O (447)
G, can also be deflned as :

“ G, =ad + L, +FM
where

a; is the fiber loss coefficient in dB/ km

>

‘d : 1s the distance In km between transmitter and rec_e!ver

FM :is the fade margin ( expected qomponent degradation due to aging,

o+
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¢

temperature effects etc. )

L,,: s the connector losses, splice losses, NA losses etc.
substituting the transmitter optical power and the required semnsltivity In Eq.

(4.47) we obtaln the numerlcal value for the system gain G,

= -13dBm + 30dBm = 26dB
The system power budget Is shown In Table 4.2

Table 4.2 ~System power budget. )

Mean launch Power -13dBm {* -
1 km fiber ( 1 dB/km) -1 dB ‘ j
¢ Connector Losses -2 dB -
Fade Margin -6 dB
Recelved Power : -22 dB
‘ Recelver Sensitivity -39 dBm
Operating margin 17 dB

The system galn G, 1s 26 dB Is allocated to varlous lossés shown I1n Table

4.2. The designed system has two connectors so the total loss I1s 2 dB. The-fade
4 .

margin, FM Is added to the system galm to compensate for the'expected com-

ponent degradation due to aging, temperature effects. This margin is usually

around 6 dB for LED based systems whereas for Laser based systems it is usually ~~

around 9 dB [2]. The high fade margh’l In Laser based systenis 1s because the tem-
pei'at.ure effects In Laser based syﬂns_ are more pronounced than compared to
LED based systems. Assuming a fiber loss coeflent of 1 dB/km, the attenuation
due to fiber 1s 1 dB ( for a distance of 1 km ). Therefore,l the operating margin s
17 dB (26 -9). The power budget requirement are adequate enough to malntaln
the desired sensltivity for a bit error rate of 10~ and also there 1s ample room for

future upgrade of the system ( In terms of distance and bit rate etc. ).

-

L )
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4.8.3 Risetime Budget

The risetime budget analysls Is a convenlent method for determining the
dispersion limitatlon of an optlcalﬂﬁber system. In this method the tlot.a.l*rlset\me.

“

lsys » Of the link Is the root sum square of the risetimes from each contributor ¢;

[1]).

»

: . N ’
tyys = A / p> t;? (4.48)
$ == ] -

The four baslc elements that may significantly limit systém speed are the
transmitter risetime, ¢,,, the materlal dispersion risetime, ¢, , the modal disper
slon risetime, £,,4, Sf the fiber, and the recelver risetime, ., {1]. As a rule of rule
of thumb, the total system risetime of the' Iink should not exceed 70%% of NRZ bt ~

period or 359% of RZ bit period.

For the system under conslderation the transmitter the transmitier risetime
Is 10 nsec ( worst case ), recelver risetime 1s 4 nsec and neglecting the material
dispersion risetime, ¢,,,, and modal dispersion risetime, ¢,,,, ( since the length of

the cable 1s less than 1km ). Thererore, the total system risetime 1s obialned by

© substituting various risetimes In Eq. (4.49).
b
'toya = ttz? + tr?

V152 + 4% = 15.5nsec ’

This wvalue falls below the maximum allowable 14 nsec risetime degradation for 50

Mb/s NRZ data stream. We next conslder the design of individual blocks of an

-»
optical communlication system. °*

4.8.4 Transmitter Design. . s .

The diglital data to be transmltted Is fed toi the driver of LED. The drlver In
turn controls the driving current for LED corresponding to the data belng

transmitted. The drlvér 1s configured as shown In Fig. 4.7

e
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The Qutput of LED 1Is a function of forward current Ir. As this forward
current increases, the output power also increases. This forward current flowing
through the LED generates heat Pp which causes the junction temperature 0,- of
the dlode to Increase. As the Junction temperature increases the output power

" decreases.

When the temperature of LED rises to a certaln level, the temperature sen-
sor ( ‘a transducér ) converts the rise in temperature to a corresponding voltage

”~

_ signal which will reduce the driving current of LED in turn the temperature.

Tl;e digital data to be traﬁsmlf,ted Is fed to one of the inputs Q or Q of the
driver. The resistors R, and R, resistors will prevent LED from golng Into
saturation reglon by controlllhg the current through LED. For normnal operation

" the current 1s fixed a.tb200 ma for which the output power Is 50uw .

4.8.5 Receiver Design

In thils sectlon the purpose and deslgn conslderation of each block are dealt.
In the Block dlagram shown In Flg. 4.7 the first stage ls'an optical detector which
Intercepts the optlcal .pulses propagating In the fiber, Photodetector 1Is essentlam'r
8 current source whose magnitude Is proportional to the Incldent optical power.
The output current from the photocj«e_tector 1s very small. Consequently, it is
rather difficult to Interface an amplifier stage without introduclng nolse. For thls
reason“ the photodetector and amplifier are integrated. The pregmplifier 1s essen-
tlallj a current to voltage converter. Thls amplifier Is a transimpedance aiﬁpllﬁer
bullt from an op-amp or other high galn amplifier with negative current feed-
back. The transimpedance amplifier does three things. f‘lrst, 1t converts photo-
current to co,frespondlng v'oltage and provides signal arépllﬂcatlon‘. Second,
because of high open loop galn apd negative feedback, 1t provides a low output

impedance. Third, 1t provides a virtual ground at its slghal 1ﬂput.
e



e

4.8.5.1 Main Amplifier Design

The output signal from the p?otodet:ector and ,pre—ampl}(gggr Is calculated as
follows : The output from the pl;o?odlode and pre-amplifier is -3¢0 dBm or 0.12
mw. A typlcal responsivity of photodlode ( from the data'shee-t. of C30086 ) Is
5X 10° v/w therefore, the expected output voltage vy ls

vo = RoPp
substituting values for R, and Pp-we have for v,

vo = (5X10% Jw)( - 0.i2X 10%)w =6y
Assume that the worst case slgnal-to-nolse’ ra%at the detector output 18 20
dB. The measured output nolse voltage 1s 50 mv or 36 mv rms. Therefore, the

output slgnal must be atleast 360 mv. The measured output voltage Is 500 mv,

which exceeds the minimum level. This voltage 1s amplified with SL560C (Plessy

component). This amplifier was chosen .because of its low nolse and wide
bandwidth. It was conflgured to glve a galn of 13 dB. Amplifying further at this
stage wlll only Increase the nolse level. .

4.8.56.2 Comparator Design ) .

This stage 1s used to convert analog voltage from the maln amplifier to digl-
tal signal. The SP9680 rrdm Plessy was chosen’ for thls purpose. This Is an’
ultrafast comparator. The optlmum reference voltage for the ﬁparator is

chosen as the mldpolnt of the Iimits of the ECL output swing, that 1s

prrnior
(Yor + VoL )
Vref = 2 ,
substituting for Voy and Vy; ( from ECL data manual ) /
= ._“_0;85';_1.'8_5 = - 1.325v

this reference wlll guarantee equal swing on posltive and negatlve peaks of the

Input slgné.l. The schematics of the photodetector and pre-ampllﬂe‘r, maln

/
N

\




amplifier, and comparator are shown in Fig. 4.10
~ \

4.8.5.3 Symbol Timing Recovery

Conventionally the clock is recovered by the signal through an appropriate
non-llnéar circult so that a discrete tone Is generated at the symbol rate fre-
quency [14]. The non-linear functlon may be implemented by dlﬂerentlaior, full

wave rectifier, detector, squarer etc. [14]. Y

This partlcu\lar technique shown in Fig. 4.11 employs a digital technique to
recover the clock Information from the transmitted data. -Elrs&' the clock to be
transmitted 1s EX-ORed with ~data slgnal' to generate a Manchester encoded slig-

A\

nal (refer to Figure 4.12). The Manchester encoded signal converted to an optical
signal and transmitted on an optical fiber. ™

3

At the recelving end the optical signal Is converted back to an optical signal.
The electrical signal ts amplified and converted to blnary slgnal by passing

through a comparator.

The output still In Manchester form ls}EX-NORed with delayed replica of
1tself to generate a form of Return-to-Zero (RZ) signal (refer to Fig .4.12). The
delay d, can be chosen arbltrarlly, the delay d, can be adjusted for 50% duty
cycle, -but 1t Is not Important as long d,> T}, /2, where T}, 1s the bit perlod of the
signal. Since the D Input of the D-filp flop Is always at high state, for every rising
edge of the clgck Input slgnai the output toggles. ’fhe resulting output Q 1s the
desired clock signal. This clock signal I1s used to recover the transmitted data.

The schematic of symbol timing recovery clrcult Is shown in Fig. 4.11

In this chapter a sensitivity equation was derived for ON-OFF cases. In
derlving thls expresslon various approx!mations were made. Thils senslt,lvﬂ equa-
tlon Is only valld for ON-OFF cases. If llne code were to change then the com-

pléxity of the derlvatlon Increases enormously. To decode the optical information

-
'
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00

. & simple direct detectlon recelver was assumed which 1s not optimum. Conse-
que1.1t;ly, the system 1s Inferlor in performance than the optimum recelver. Also, In
this chapter a procedure to select varlous components assoclated with the design
of an optlca] recelver was descylbed. ‘In Chapter’f, an optlmumrreceWer Is con-
sldered to 'detect. various llne codes In Gausslan as well as in Polsson regime. In
both cases sensitlvity !s; plotted as a function of BER. An optimum threshold is

also derlved In both of these cases.
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CHAFTER b

‘

OPTICAL FIBER RECEIVER : PERFORMANCE ANALYSIS

3

5.1 Introduction ’ -

In this chaptei‘ an optimum receiver 1s consldered for demodulating varlous
line coding :formats and probabllity of error equatlons are derived for different
line coding schemes. Depending on the type of nolse dominant at the front end of
the receiver, such as thermal or Polsson, a particular probability of error equation

Is chosen to determine the required sensltivity for a desired BER.

%

5.2 The General Structure of an Optimum Receiver L )
' ' i
f L‘I.ED/k:lur .
“| bingry data So(0) connector
to be - transmitter um, -
transmitted s
10 -
chonnel
L4
. ’ /) fiber
. PIN/APD .
e TH

R HOE O
. ' 8 |
Figure 6.1 Optlcal fiber communicatlon system.

The block diagram of fiber optlc communication system 1s shown in Fig. 5.1.
The transmitter émlgg, a slgnal waveform §4(%), §,(t) rox; blnary'mesagx;s m . and
m,' respectively. Due to nolse Introduced by Q photodlode a random vector Is
recelved. The objectlve of the optimum recelver is to determine which one of the
possible messages m -and m, Is recelved based on the knowledz; of couditional
probabllity density function and a brlorvl probabilitles of traﬁsmltted messages.
Glven that any partlcular vector say, =7, Is recelved , the optimum recelver

I

sets 1A ==m,; whenever

. optimum connector | _
—— K r__
: receiver % : -



i
4

Vi B 2

plmy |F =7>plm; |[F=7]; forimo01, i 96k (8.1)
where 7 1s the recelved vector and m; Is the transmitted message. For blnary

case Eq. (5.1) reduces to

- 1

_ -
N P(m,lr)<P(mo|r) (5.2)
' N 0
This particular recelver Is known as mazimum a posteriors probability ‘
. ® . ’ '
(MAP) recelver [15). This recelver Is also called an optimum recelver, since when-

ever recelver sets 1t ==m; , the conditional probabllity of a correct declslon glven -

that F=§ Is

“ P[C | 'r'—él P{m; | 7="] : (5.3)
removlng the conditionallty In Eq. (5.3), thg probablllty or correct declslon can be

wrltt.en as

4
4

P(C}= fmc*lr-wl () 47 (5.4)

Since p, ('y)>0 P[C] 1s maxlmlzed by maximizing the factor P [C l'F--q] in Eq.

" (5.4) for each recelved vector. ~.

\ @ ’

The .‘cond.\t.lonal- a posterior! probabilltles Pm; | 7'=:7'] can be obtalned by

employing Bayes rule.’ '

- Plmlp [l m] T
Pim; | 7= = AmilEed L . (5.8)

. ‘ Py ('7) ’ . .
since Py ﬁ) is independent of the Index 1, the optimum recelver on observing ¥ ==~y

, sets 1 ==m, whenever the decislon function

Pim;lp, (Y| T=%] 3i=01 A ( X )
1s maximum fof 1 = k. . ' : L d

A recelver that deter‘}es » by maximizing only the factor p, (y | ¥u=7;)

) 'wlthout regard to the ractor P [m; ] 1s called mazimum likelihood recesver (MIZR)

{

This recelver ylelds minimum probability of error when ‘the transmitter inputs

.
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are equally likely [15]. The MLR recelver can equlvalently compute the condl-
tional probabllity P(F |#=3;) . Let Z; be defined as P(F|7=%) . The'
¥ .

transmitted signal is determined by the test

1 s
2,22, (5.7)
0

this test Is also equlvalent to
o . }

\ . . ‘ 1
(\Vd logZ 1zlogZ 0 (5.8)

0 .
since, logarithmic function Is mbnotonlc Increasing In 1its argument. The

optimum recelver Just described Is employed for processing optlcal signals.

The threshold of the detector for the opt!mum recelver 1s based on two
eflects, thermal nolse and shot nolse. Depending on which noise 1s dominant, a
threshold Is chosen for optimum detection. These two nolses are dealt 1n the fol-
lowing sectlons and probability of error expresslons are derlve for various blnars{

L3

formats ror,tthe above nolse effects.

5.2.1 Thermal Noise

This nolse Is due to the photodetector load reslstor R, and also due to the.
blasing resistors of the ampllﬁgr. This nolse ar’lses due to random\motlon of elec-
" trons within the resistor. The mean nol\se power generated within the resistor Is

R, ?;f. where 't:,f Is the mean square value of the thermal nolse current. The signal

AY

current due to the Incldent optlc power, I1s added to the thermal nolse current.

The average signa!l ¢urrent due to Incldent optic power Is [5]

-~ anin
1, = ‘hf

(5.9)

F

7:  ”:ls the quantum efclency
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t

q: 1s the electron charge “

P;,: s the Incldent optical power

hf: Is the Incldeiit photon energy

“When thermal nolse current Is superimposed on this signal current the load
current ﬂuctuate$ randomly around ':: When the incldent power 1s small the sig-
nal current may be masked by the ‘thetimal nolse current causing errors at the

declslon polnt.

The thermal noise can be modeled bg an‘equivalent circuit shown in Fig. 5.2.

In Fig. 5.2, the R, Is the ideal nolseless load reslstor. p | -

~/
&

R .
' | e

”*-
AAA

rd

. ' ! ( . .
- Figure 6.2 Thermal nolse equivalent circult.

The mean square current ﬂf;produced by the load resistor R, 'Is glven by )

"l;hQ — 4KTB (5.10)
(
" where
K: - is the Boltzman constant (1.38 % 1072 ) ‘ o e p
' : ] A
‘ T is the absolute temperature In degree Kelvin
'B:  Is the bandw}dth of the recelver Co : L
! _ . N . ,(
[} .}5‘
9.



5.2.2 Shot Nolse -

2 This noise I1s due to random an‘ﬁmantum detectlon process. Shot noise can

be represented by an equlvalent circult consisting of a current source as éhown in

Flgo 6-30 h [ 7] Lo
—— . ' “
-
2
ts =29IAf
Flg_ure 5.3 Shot nolse curjent model. .
The average shot nolse current Is glven by [4,1
1,2 = 2¢IB (5.11)
where , N
qQ: _ 1s the magnitude of the electron charge
i
I is the average detector current " s |
B: is the recelver bandwidth oot

The detector average current I, 1s the superposition of the average slgnal ’
current 'a: "and the dark current Ip, therefore sqbéﬂiutlné for I in the mean\\ .
i

_ square shot nolse current ( 7, ) we have shot nolse clrrent, -

=290, + Ip)B : (5.12)

. 5.2.8 Signal-to-Nolse Ratio (SNR)

The equivalent clrcult of a photodiode.1s shown In Fig. 5.4.

i

. i . ' '
\ B ) . ’-
fo . ’ < v N ' s e
-, . . a s .
A . i
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Flgure 5.4 Photodlode equivalent circult. 4

When a constant power 1s llluminated on a photodiode, the average value of

the photocurrent Is given by Eq. (5.9). The average signal power dellvered to the

load resistor R; Is glven by, .

P, =1’R,

ngP :
- |3 ]

The average shot nolse power delivered to the load Is Tpr R;. Substituting (5.9) in

(5.13)

(5.12) the shot nolse power Is obtalned. The result‘l& equauoﬁ Is glven by,

ngP;,
TR

The thermal nolse power dellvered to the load resistor Is glven by, 't';,? R, 1s given

N

P,, =2¢B { + Ip } R, (5.14)

by,

P,, = 4KTB (5.15)

The signal to nolse ratlo (SNR), is the signal power dellvered to the load

divided by the nolse power due to all nolse sources. Subsmutlng for slznal power

' and nolse power the expression ror SNR Is obtalned. - : -
J . . .

S . Signal power

(.

Ll —— q - (5.105) ‘
N Noise power .
Py
o [.zz.__} R
: 5 _ LA ) N (5.16b)
Ng n9P;, \ )
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~

Eq. (5.16 a) can be written In terms of bit energy and nolse power (E; /N, , by
noting the bit energy, E; , Is related to signal power, S, by the relation E; =ST; .

Therefore, Eq. (5.16) in terms of bit energy and nolse power Is given by

_ 2 p—
, . 79P;,
E, [ Y; R/ T,
5 — (6.17)
0 n9P;,
29R; B Ip + Y, + 4KTB

Important Cases :

v
—

If the signal current, i, = ngP;, / bt >> dark current,.Ip., then Ip can
’ »
be neglected from SNR equatlon. Above sltuation occurs for large values of optl-

cal powers and low values of dark current. Also, if shot nolse power exceeds the
thermal noise power, then the thermal noise po;aver can be neglected from SNR

equation. The SNR equation then simplifles to
\

ﬂP.'
2hfB

S
~ (5.18)

" In this case, the SNR Is shot nolse limited also called quantum limited. The effects

due to dark current and thermal %olse, are ellminated by ‘lncrea§lng the optical

At .
power levels, \

J .
When the optlical power Is llmited, the thermal nolse power usually dom-

Inates over shot nolse power [5]. Thus neglecting the effects due to shot nolse

coN ) current the SNR reduces to
| ngP, " 2- .
R,
S hf . '
' N 4'KTB ) '

% *g- . . '
This case Is the thérmal noise' limited “case. The- SNR can be Increased

EY)

significantly by Increasing the value of load reslstanpé R;. ~However, this may

7

3 T | | o )
' | -

o




.

80

reduce recelver bandwidth and dynamilc range, since bandwidth Is inversely pro-
portional to Ry (B =1/ (2 7R, C) ). The SNR-s proportional to the square
of the incldent optic power level thus producing significant increase In SNR for

relatively small change in optical power levels.

r]

The SNR equatloh can be modified easlly to accommodate for photodetec-
tors having an Internal galn, G, such as phot.omult,!pllexis. For these devices the
slignal power Increases by G2: The ;xxean square shot nolse power also Increases
by G2. The thermal nolse power remalns constant, since this power 1s not gen-

erated within the photodetector. V\pth the above mm{ﬁcatlons the SNR equation

can be written as

" ' N\
Ganin. ?
R, - \
S hf - ’
A L . (5.20)
N G%qR B(Ip + 1P /hf) + 4KTB :

If the Internal gain of the photodetector I1s large enough, the shbt noise bo.wer can
exceed the thermal nolse power even for moderately low optlc power levels.-For
the above sltuation and assuming negligible dark current th\ SNR expression is

reduced to the following expression.

s 1P
N ,"‘B (5.21)
»Whlch Is the shot nolse imited expresslon ( 5. 18) obtalned earlter. R

5.2.4 The 'Ext;ees Noise Factor . ‘ '

3
@

The expression de,rlved for shot. nolse limited case Is valld for photomult.l-'

L%

plier, It can be modified to accommodate for APDs. In APD the shot nolse power

rather than Increasing as G2 1t Increases as .G ", where n lles between 2 and 3 [6]

‘i‘he shot nolse power 1s also Increased relat.tve to the signal power by the eXceras

nolse* factor which is defined ss G* / G2 = G"2 ) [s]. 'I‘hprefore. the SNR -

s S

/'xﬁi’
T

“——yr- '
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« . ‘\ \ . .
;quatlon Is modified as _ ’ \ ‘ PR /
L ['G n9P;, }2 '
- anth] —h_ R‘ 7
-% = £ 4 maP 2 (5.22)
G"qRyB(Ip + hf"' )+4KTB o

»

* .

The SNR can be improved significantly by choosing detectors having galn
beyond unity. These detectors improve the SNR by making the thermal nolse

negligible at low optic power levels. However, for detectors baYlnz 8 large galn
AN *
such that the shot nolse power s dominant, consequently, neglecting dark

current, Ip in Eq. (5.21), the SNR expressloa reduces to- '

" s 1 P
NS GrzohB . ~ (5.23)
which 1s equal to ‘
S _ _Quantun limited SNR ( (5%0\
N Ezcess: noise factor : . )

In Eq. (5.23), as Ci Increases the qﬁgntun; llmited SNR Is decreased by the excess

-

¥ N
nolse factor. As a result, the quality of the signal I1s degraded. ’

5.3 The ProbaBility of .Error Expression for Thermal Noise Limited

* Case

~

When thermal nolse Is domlnant at .the front end of the receiver the proba-

/

bility density runctlon s assumed to be of Gausslan type. The probabmty of

—
error expresslons for varlous b!nary formafs such as RZ NRZ, Manchester, Miller

are derlved In this sectlon. . _ « -

e

The function of a communlcatlon recelver Is to dlstlnzulsh between 'm’

transmltted signals { 8,(¢ )recesrens8py (¢) } 10 the presence of nolse. In th!s section

_the structure of an optimum recelver is derlved for C_;gusslan approxlmatlon. A

,geﬁera! probabllity of error equation and an ogtlmnm threshold 1s derived. It will



: , ) 82
. ’ - 4
vy - N
be shown that the structure of an optimum recelver takes the form of a correla-

-

tor -Integrator type (matched filter) recelver when the nolse at the receiver Input

¢

is white nolsp.

s . -

The analysls i1s carrled out for blnary communication system transmitting

"{ s .1=0.1 }.In Fig. 5.5, .
) N, /2
" - oge
: ' amplifier decision
; ———% transmitter + '}i _5.9 |
i- 5100 R il i PN ey
§ ' .

Figure 5.5 Blnary communication system In addm've noisy environment,
" At the declsloni polnt If the "slgnal + nolse™ exceeds the threshold D, a
,elnary 1 1s assumed to be sent and If "signal + noise” Is less than the threshold
. D, a blnary 0 Is assymed to be sent. There are two possiblitles In which an error

0t

can oceur (a) it 5 \r(}) Is transmitted and “signal + noise " dees not exceed the
fhre‘shold (b) lr 8o (1) I1s transmitted l.e., If backgreund nolse alone exceeds the

threshold D Symbollcally, the decision can be expressed as follows :

| : ~ 1
' Vr 2D, ‘ (5.25)

. : _ 0
Let_ S, (T) and S,,(T) be the outputs of 84(t) and 8,(t) respectively at the
sampling instant (t==T) and also let V. be the voltage at the sampling lnstaht.
A correct declslon I1s made if Vo >D, , when 8,(t) 1s transmitted. A correct
declslon s also made it Vy <D, , when so(t) Is t?ansmltted If 5; () is transmit-

ted where 1== 0, 1, the sampling-voltage at the decislon polnt Is
L /
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Vr = §;(T)+ n(T) ’ * (5.28)
. 4
Since the nolse 1s Gaussian type the sampler output Vr 1s also of Gausslan .
AY E ] .

type with mean equal to §,(T) and s4(T) for blhary 1 and O respectively and

2

varlance equal 0s. The conditional probabllity™ density function of V given

84(t) transmitted 1s fy (v | 8,(¢)) and the conditlonal probabllity density func-°

" tlon V given s4(t) Is transmitted 1s Tylv | 8§, (t)). These conditional probabllity

fv(v | s‘o(t )

densltles are sketched In Fig. 5.6 assuming S ol T)KS,(T).

(v {a,())

T el
R

A Y

S4T) kopt SAT)
h
Flgure 5.6-The conditlonal probabllity density functlons.

The total probabllity of error is

1 ,
P(e)= Py [P(e 18,(t)+ P(e | st ))] (6.27a)
substituting the appropriate condlitlonal densities and slmpllw‘lnz the Eq. (5.278)

the x:_i‘obablllty of error can be written as [Appendix-I}.

[1Eg+E, - 2pp/EoE, "
. P(c):l crjc _1. [ 0 1 p12 1] (5.27b)
2 2 .

4 No
where E, and E, are the energy contents In signals s,(t{) and 8,(t) and p,, 18

—

o

_ the correlation coefliclent between signals 84(¢ ) and 3,(t) which 1s defined as [23]

«

Q .
7/

. T,
1
P2 ' ’__EIEO'{, 1 0 :

For antipodal sl'gxials P12 = - 1, In which case, P(E) is at minlmum valﬁe.

«

»r, ¢

-
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T\he probabllity of error equatlon given by Eq.(5.28) can be used to derlve the
probabliity of error’ expressions for various line” coding schemes that can be
represented by two level signaling schemes such as RZ, NRZ, and Manchester
eecoded glznals. However, for Miller encoding scheme the probablilty of error

must be derived from first princlples, since ?our levels are needed to represent a

Miller encoded slgnal,

5.3.1 Nonreturn-to-Zero (NRZ)

In t.hls type of signaling the voltaze level Is constant during a bit interval,
This t,ype of encoding 1s generated by turning the optical transmitter ( Laser or
LED ) ON - OFF via a drlver, according to the data belng transmitted. The
required bandwldth for this code Is minimum compared to other coding schemes

such as RZ, Manchester and Miller. Howeirer. this code suffers from a DC com-

ponent (refer to Figure 3.4) and synchronlzation problem.

Probability of Error for NRZ Binary Format ] .

-__.—..--—/—-OV

s Flgure 5.7 Representation of NRZ slgnel. )
e (t)=A, o<t<T . “t (5.20)
” s(t)= -A, O0<t<T, (5.30)

S L \ '
T, p : _

js,’dt { =0, -7 (5.31)

. i /
Substnutlng the signal and performlng the Integration the expresslon for energy

i o .
.18 obtalned. Lo . ¢
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El = AQT‘ ﬂEo: : .t (5'32) -
therefore the average bit energy, E, aTE,xEo. Substituting various expressions . .

In the’ correlation coefficlent equation, Eq. (5.28), and Integrating the expression
we obtaln - 1 for p,, (since signals are antipodal), substituting for E,and Egyin
!

the probabllity of érror expresslon (5.27b) we obtaln,

P(c)=-;-cr/c 1: /I-fv-'—l (5.33)

5.3.2 Return to Zero (R2)

In this type of signaling the signal 1s represented only half the bit pgrlod. As
a result, the bandwldth of the élgnal 1s larger compared to ‘NRZ scheme. This
encodlng scheme Is also generated In the same way as the NRZ scheme except
that the optical transmitter 1s ON only half the bit perlod compared to complete
blt; perlod asWin the case of NRZ enc\odlnz scheme. This type of signaling also
suffers from dec component ‘and lack of synchronization. However, this representa-

tion Is also used In practise because of simplicity In generating the signal.

Probability of Error Jor RZ Binary Format

e o fow v s witn o o ot o @ @ fo s P wf - OV

v

¥ T, y

Figure 5.8 Representation of RZ signsl.

A, O0<t<T/2

= 31(‘)-"—-{'-‘4' T./2 <t <T‘ ' \t (5-34)
L st)=-A, O0<t<T, . (5.35)

The energy In the signal Is given by

[
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. ","\ 86,
A T, /2 . ' .
- E; = [ s%dt, fori =0, Lo coo (5.36)
= F r=— = A2 .
By=E¢=E, = A°T, - ( G

and’ substltuting varlous values in the correlatlon coemclent expressiont Eq. (5.28)

we obtaln zero for P12 Substituting in the general probabmty of error Eq. (5.27b)

we obtaln, Lf .
PE)=Lersfc (= - (5.38)
2 2N, " | _

5.3.3 Manchester

This scheme 1is intended to overcome t.I;e disadvantages of NRZ axid RZ (
such as DC component In the spectrum and lack of synchronlzation ) signal
encoding techniques. In this scheme, at least one transitlon 1s guaranteed for
every bit. Although this will lnc_reé,se the bandwldth to twice that of NRZ there

are several advantages. \

(1) Synchrom'zatio‘n : Since there Is at least one transitlon per bit the clock

recovery Is easler to accomplish than compared to other schemes.

(11) This secheme has no DC component. d

Probability of Error for Manchester coded signal

The representation of Mé,nqhester encoded slgnal Is shown 1n Fig. §,9.

a-



. . £, , ) ‘87
f . ]
; i o 4
N + / 14l
1
. o
‘ ..
| ¢
| A
|
4
1/ Manchester
Flgure 5.9 \Manches"ter encoded signal
The signals are defilned as follows : _ ¢
N {_A o<t <T, ,
{ -A o<tk T2 i
8o(t )= A T, /2 </t < T, . (5.39b)
The energy in each signalls given Py.
' . : T, T
Eo=E,= [ A%t + [ A%dt (5.39¢)
(4] T, /2
AT, (6.40)
The average bit energy E, =A?T,, ahd p,, (the correlation coefficlent) = - 1,

Pfe) & = " ( | — ' (5.41)

Miller encoding al

known as Delay Modulation code. This particular '

encoding scheme requlres.less bandwidth than Manchester encoding scheine. How-

&er; this encoding s .exhe l{as a larger DC component than Manchester encoding

scheme and élso 1s code requires less bandwidth than Manchester encoding
. , ! '

>
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scheme (refer to Chapter 3). Miller encoding is very popular encoding method 1n -

: ‘ <
. magnetic recording because of its reduced DC gomponentgal. The Miller encod-

"lnz scheme also has some sync capability. .
) /4

Probability of Error for Miller Encoded Signal

The state dlagram representation of Mlller encoded signal 1s shown In Flgure

6.10. .

’

Flgure 5.10 State dlagram representation of Mlller encoded signal.

The signals P olt) 831(t) 8o(t) and s4(¢ ) are defined as-follows (Fig. 5.2'2_)-:

so(t)=A 0<t<T, =-s,(t) : " (5.42)

‘ . A T,/2<'t <T,
.,Ba(t')’~‘=—82(t)={_A o<t <T,/2 (5.43)

The encoding rule for this format 1s as follows: a one 1s represented by a sig-

nal transition at the mid pou‘n of the symbo! period and a zero iIs represented by
% no transition unless 1t is followed by an another iem. The repn're‘sentatlon of
Miller encoded signal 1s shown byf a state dlagram In Filgure 5.10. As shown in
lﬂ'ﬁre 5.10 the Miller 'c;;ie requires 4 levels (stlates) to repi‘esent the'slgnél transl]-
tlons. The example for Miller encoded slgnal s shown In F‘.lgm"e 5.11:

.

4
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v 1 1 1
\
| A_ | NRZ
: |
' : i
P
' —i --{—‘_-‘—J Miller
; 1T

. Flgure 5.11 Example of a Miller encvoded signal. ‘
7

In order to detect a Milller encoded slgnal followlng matched filter recelver Is

1]

proposed. The recelver structure 1s shown In Fig. 5.12. The operatlon of thls

“

recelver Is as rollow§ : assume a slgnal so(t )lIs trgnsmltted. the \ncoming signal Is
correlated with the difference of signals &4(t) and 8,(t) . The correlation yleldﬁ
two terms the product term 8o(t)s,(t) and the squared term 82 (¢) . The pro-
duct term Iis not,hlng hut a 'zero ( because signals are uncorrelated ) and the

second tei‘m which is the squaf‘ed term when lhtegraft.ed or low pass flitered and

- - L

sampled and fed to a comparator ylelds the desired output. The deslred output In

L]
|

“this case Is nothlng but s4(t) . @y
\a-p"" , . . ' } \
a

o; (1),i =0,1,2,8°

fat -

|
|
l
4 [
i
|
|
|

!

v

Flgure 5.12 Recelver ‘to demodula.t.e the Miller encoded signal.

The decislon region for the Mlller encodeﬁiﬁz signal Is shown In Fig. 5.13.




Iy:b, =1 . . Ix:s. =0 - IY:G, =1

- -AT, -d 0 ¢ +4d ‘ AT,

’ A l
lglgure 5.13 The decislon region for Mll\ler encoded NRZ signal.

r In the Figure 5.11 there are two declslon reglons. Iy : { |8(t)| <d } and
Iy + { |&(t)|>d }. If, the recelver detects a signal In reglon Iy or Iy , the
estimated NRZ data, §, 1s 0 or 1°respectively. The probability of error glven that

Blnary *1° is transmitted is glven by )

'- » -4 + oo
Ple |[1)= [ fy(v)dv + {fy(v)du ~. . (6449

AT
where d =-2—b- and fy(v) s a Gausslan distribution function. .

r .
N -

\
. - + 00

=2 f Jy(v)dv L
Sod

2d

V2N, T,

the probabllity of error given that binary 'O’ Is transmlptEd is given by

- ==2Q{

. . ’ 2d - d .
' ‘- Ple | 0] =-—;—_£fy(v)dv + % f Sv(v)dv ) (5.46)0

!f 2d % +m'-“ + 00 |
T . ={fv(v)dv= {!\v(v)dv'—‘ [ Tv@)dv - .

2d

B e R S~ o I

o ‘ Thg total probability of error, assuming the a priorl probabllitles p 1;p,:-;\llz Is

v 4

l

|

| | , o
P ' o

‘ (5.45) ‘
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glven b& )
2d 1 - 4d .,

Ple] = —Q{ -——-——} —Q{—-—-—} 5.48
“UVRNGT, § 2 | NoT, (6.48)

substituting for d the probabllity of error can be written as ) —

»

Il

' g N AT, A”Tb S ‘
-2— 21‘ N Tb ’(5.49)

simplifying Eq. (5.49) we obtaln

AT,
. 2N,

2A%T, "
Ny

-3 -1 ~
= 2Q 5 < (6.50)

For Miller code E,==A 2T, =E,, therefore, Ey=1/2(E \+E j)=A 2T, substitut-
Ing the bit energy in the probability of errér equatlon we obtaln

employing the relation between Q function and e,rfc we Obtaln,

the probé.blllty of error exp‘rge&sslons Eqs. (5.33), (5‘3&), (6.41),and (5.52.) are com-

pyted and plotted as a function of Ej /N, in Fig. 5.14. The performance of vari-

(5.51)

owus line codes Is show?m in Flg. 5.14. As can be seen from the Fig. 5.14 Manchester
and NRZ have ldentlcal performance, which Is approximately 3 df better than
RZ and approxlmately 6 dB better than Miller. This can be explained as follows
: In the case of NRZ and Manchester, there are only two slgn,als to choose from.
However, Miller code uses four signals thus—maklng the declslon at the recelyer
even more dlmcult than other llne codes. In RZ case even though the recelver
needs two levels to _detect presence of blflary ‘1’ or binary '0O’, but RZ line code

format under utilizes the.bit perlod compared to NRZ or Manchester ( either
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é/ - half-pulse or no pulse ) consequently, the performancg of RZ 1s also Inferior to

NRZ or Manchester. : , ,

’

* | : ', .
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5.4 Prol;abiiity of Error Expression for Shot Noise Limited Case

»

To ‘dgrlve the probablilty of error expressfgn for shot nolse limited case the
niathematical model for nolse mgst be derlved.

\»
5.4.1 Noise Model \\ )

The nolse encountered In optical detectlon is shotsnolse. This noise 1s intro-
' *

duced by the photod!ode. The shot nolse arlses malnly due to raxuldom an;l/({uan-
tum detectlon process.. This nolse can be modeled as a Polsson process [17,18].
3Vhen light having an energy (Vhr) greater than or equal to bandgap energy
of tpe semiconductor materlaf 1s lncldent,\o\n\ a phoiodlode. the photons can
Impart thelr energy and stlmulate electrons from the valence band to the conduc-

tlon band. As a result, free electron-hole palrs are created. When a reverse blas
. . Y

_ voltage Is applied across the dlode, the resultant electric fleld In the device causes

the carrlers to separate. This gives rise to a current flow In the external circult,

which Is termed as a photocurrent. The current flow without avalanche effect can

" be represented by Eq. (5.53) [19],

M(t)
I(t)= glh(t -Zj)" (5.53)
where h(t) 1s the current response du; to an Individual electron, Z § Is the ‘time
response of the jth electron and M(t) 1s the number of electrons released In a bit
time Interval. This number iIs a count varlable an’d random In nature. The
current flow at the output of the detector stage 1s a function of count variable M

(t) as well as the functlon of occurrence time of an electron Z e

In derlving the nolse .moéel during a glven time interval say, ( -T L-;-T,) a
Polssot‘l process realization with time-varylng expectation k(t)‘ i1s observed {20].
lein gPolssox; prbcess with time-varying exp‘ectat!on X(t), the probability that
k electrons (l".e.. M (t) = k ) will occur In a time interval (~T,,+T,) Is glven by

Polsson distribution. which can represented by the following equation.

L D ‘ :
» 7. . . \ l.‘__

-,
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N k
. r
' At )dt Ty
' - . _Z-l (t) —_‘[ xu)ar|
P [M(t) = Ic.(—TLT,)T\=" ¢ ' (5.54)

The Jolnt probabllity density function of the shot nolse process over the
Interval (-T',,+T,) Is obtalned by considering all possible Intervals, ¢,......{,, and
obseryving the total occurrences In each of the intervals. To cover all possibllities

the observation time would tend to infinite. An alternative approach Is to use the

—

Intervals, ¢,....¢, as the observables [17].} The advantage to this approach belng
the oﬁservatdon time would not tend to Infinite since the number of Intervals are

finite. Conslder Flg. 5.15, In which the time Interval (- T, to T, ) Is divided Into
\

lnﬁnlteslmauntervals of length At [18]. Following conditions ‘are assumed 1n

deriving the probabllity density function [18].

§

~~ AL —~—
, P T
—] H '
-1 y ty o TN B

AR —
I
e
“«
L§
1
L ]

' ‘Flgure 5.15'Tlme axis model.

?

(a) The probabllity of one "qccurrence In an Infinltesimal interval At le, P [1,

Atlsgvenby P (L, AL]=X (WAL, AL >0 o .\

ib) The probabllity of more t,ha.n| one occurrence In- A t is zero for At — 0.

—

(c) The number of otcurrences In any Interval are statistically Independent.

‘ (d) The probabllity of no occurrence 1n an Interval (a,b) 1s given by

1

b : o .
P[0,(a,b )] = exp(- [N\t )dt) ) " . (5.85)

-
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" Conslder Fig. 6,13 again. Let { ¢; , 1=1,2,3,....m} be the set of disjoint Inter-

vals. The ‘m’ dimensional Jolnt probabllity density function p{ t, } of such a
system ( shown In Figure 5.3 ) can be evaluated by first segmenting the Interval
‘ - T,.T,)to lnﬁniteslmal Intervals of width £ ( Af; ) / 2 about 't,-,
(1=1,2,....m). The probability that one and only one electron would occur within

each of these Intervals' and none outslde the Interval 1s p { ¢, } At; At, .j

At,, which«<an be written as [18]

o

p (i, )Atl At2 .......... At, = , (6.56)
' At
Po,(-T,t, - T)]X(tl)Atl. )

- . At
- ' : P [0y(ty+— !

‘ At,
Mtm oty P (0(tn + ——T))]

At ,
Wlo - > IMtAL e .
e b

As At;.—0 (for all 1) 3 {t, } reduces to

- . At - @
P (tm) = Plo~ Tyt~ —=NTIN) (5.57)
1 t=1
| %\' [ a2
“- { mm} .
’ v ply)=¢e nx(t) (5.58)

- . 3=1 R r
1

Eq. (5. 58) provldes a statistical model for ténolse of Polsson nature. The above

= der!vat.lon assumes the ﬁlterlng eﬂ’ects (the response of the filter is small ém
pared to the siznal) and t.he random delay between samples do not affect the
nature of the process. The denslty of shot nolse can also be found by the method
.suggested In [19]. However. the derlvatlon In [19] assumes the density of shot
, " noise 1s low l.e.. when-AT'. ( where T 1s the Interval in which the observation Is

f - [
~ belng done ) Is ormthe order of 1. The Eq. (5.58) does not assume such a process.

T

-
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5.4.2 The Optimum Receiver Structure for Shot Noise Case

~

For analysls pirposes the_butput of the detector s expressed as a vector.
One of the methods used for vectorizing the detector output is to model the 40\1&—
put process of a photodetector as a countlng process [10] and this Is represented -
by t;lme samples taken ‘every‘t, /2 1/2 B; apart. Where * B; ° Is the approxi-
mate bandwidth needed to represent the data belng modulated [21]). This implies
the detectors shot nolse 1s also band Ilmlted to bandwldth B; of the data. In

order to represent accurate‘lrthe fleld Intensity we must sample at lesst ryp T, -

. These time samples can be used ‘to estimate the transmitted signal at the photo—

detector output. The recelved vector ¥ = (r,, rg yuueey Top, 1, ), Where 2 By Ty 18
the number of ¢, counting Intervals occurring In the observation time T, . These

samples- are.assumed to be statistically Independent [18].

5.4.3 ‘Addit'we Poisson Noise

The recelved s!gnal after photodetection 1s signal plus a random noise. The

“

noise can be represented by, @ = ( 1, Ny nap, v ) - The recelved signal

~

vector F and transmitted vector, 8§ , are related by the following expression.

_ F =8+ @%(s,+n, Sy+n, . Sgp,1,H0gp,m,) . (6:89)
Eq. (5.59) states' that =+ when §==5; If and only If i¥ =~ -§. The condl-

?

tlonal density functions ( p,(r | 8)), are glved by ' :

’ - A - - - '_
. p,(7|F=8,)=P,(7-5 |F =5§,) (5.60)
sinte nols¢ vector, i , and transmitted signal vector, &, are statistically indepen-
b , .
dent therefore, p (s | 4y*=Py -

P (1T | =5)=0, (Y-&) ~ 1=01 (5.61)

" In optical detection the recelved vector i is a count vector and the bit inter-

val is the observation time. The “vector, ¥ consists of '} ' components which are

3

% » LY .
B b ¥ ' LY



u;uzually excluslve time lnte&-vals These t!me intervals represent dlsjolnt ran-
dgm count variables. The probablllty of count rg occurring In any particular

!
interval ¢;, ‘When signal s, Is transmitted, the resulting distribution of signal plus

nolse Is Potssod (stnce shot nolse 1s Polsson distributed asg’hown earlier, therefore

4

signal + nolse Is also Polsson distrlbuted).

-

¥

(B, +80 )" -
P(r; |8;) = ..»._‘_(_:F"__ e (B tha) (5.82)
> 3

‘Where E‘,v is the signal count energy and pu, Is the average nolse count energy

and E; 1s the avéraze signal count energy over &w bit interval T, . Since the

count vector F has *)' components ( j=1,......,2B; T} ) and each component 1s

N

Polsson distributed and mutually exclusive [18] the total count vector ¥ has a

probabllltyﬁ glven by : |

4

n

‘ E,, + :
P(— )= BaTe { » #n } - (En +Iln) «
Fls )= : 5.63
L 11_=I 1 (ry ) (6.03)
Z; =P, (v |8=5F, ) then the MAP criterion is given by
4 -
2B, T, B o
logZ =3 |r; log{E +p, } -log (r;N] - (E;+p,) (5.64)
=1 . .

Eq. (6.64) can be simplified to —_—

2B, T, . E‘ 2B; T,
log?,- =Y [r,—log{u,,(1+-‘—‘-'-’- }} E;+ ¥ - (108 (rj)- p,, Isoss.,

J=1 j=1
The first two terms of the Eq. (5.65) are dependent on the transmltted signal

8, and s, and the remalnlﬁg'terms are Independent of s, and &, , thetefofe,
remalns same for both bits. Therefore, the recelver meed to .compute only,

log@=z‘- '

2

- 2B, E
Z;' =r; Y. log{1+ -

jnl n

}]{—.E,. e (‘5.86)



Above Summatlon 1s equivalent to dlscrete correlatlon of vector ¥ and log

function of signal and noise counts, The subt(r:ictlon of E; is blas adjustment to

account for energy differences In the bit transmissions [15]). The discrete verslon

of the model Is shown-in Fig, 5.16.

—Es
n S (t) a8, T, .E B
i ;}.‘-.:x lo‘{H-“:'.}] 7\'_b \l/
|
5t 2 decoded
_hf_y 4 J() compare sﬁ.{c )
) for mox /’
bit

) 2B T\ - E,,
. ri B lo¢{1+_.'..}
jm P

~Eso

s
Figure 5.16 Discrete version of an optimum recelver.

‘Where 4

I; (t): Is the photocurrent
n, (t): 1Is the shot notse

E,: s the blas adjustment for binary 1

E,; s the blas adjustment for binary 0
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Thg l_ntezral version of optimum recelver structure can be obtalned by

replacing the discrete summation by an equivalent integral. This can be achieved

by assuming the number of samplés and signal bandwldth are band liinited to a
bandwidth less than By==1/2T, , whlére T, 1s the sampling interval therefore,
the Integral version Is glven by (18]

T,

f}(t )log l:,u,, [1 +
0

s‘p(: ) ] ] dt - k{ (5.67)

This 1s equivalent to time Integral of the discrete version of the MAP decoder, -

which 1s correlation between photodlode output and log function of the transmit-

ted signal. T'he block dlagram for the Integral model is shown In Flg. 5.17.

S oI

log{1+ } -
e E s

"ot )— | a ——>@§——\| \

-———-—o deccded

A ' ‘ | bit

[ 4 5@;} ] /

0 &~ /
log{l + ﬁi’gl} —Eso /

Figure 5.17 MAP.decoder for contlnuous verslon. /

. /
- ’

- //
5.4.4 Derivation of Decision Threshold and Probability of Error

/

s/

' Expression for Shot Noise Limited case S

The probabllity of detecting 'k’ electrons during £ bit Interval (0, T, ') as

~

shown earller 1s governed by a Polsson process.

i\
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/ . . { (- [Mt)at) :
\ Pp==—p——e * - (5.08)

LY

To derive the probabllity of erfor and declslon threshold tile maximum lkellthood

ratlo test Is utilized [22].

(N

(5.09)
’ | ‘*\

where

f: (Z |8 ):1s the conditional Probability

denslty functlon of the data glven that s; Wwas true. -
Z: - 1sthe data on which declslon Is based.

C{; 1 1s the cost of deciding hypothesls ;

/was true when §; was In actuallty tn(1}r , - -

" p; :1s the a prior]l probablilty that hypothesis §; s true.

Usling the special cost assignment C,; = C,, = O (right declslons cost zero )

Ca = Cy ( elther type of wrong decision 1s equally costly ) Eq. (5.60) can be

[ 1]
stmplified to

1 8
[+(Z |80 Py A P8)
[:(Z |31)8< p=P(s,)"
1

- (5.70)

for ON-OFF cases such as NRZ and RZ tl_le prpbablllty 'denslty function on Z

when blnary 1 1s braﬁSmltped 1s given by

y °°Ec+nj
7 )= 5 Bt )

jmo 7!

e TEarh) §agy - BT1).

o

.
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The probabillty density function on Z when blnary O s transmlitted l.e., only,

backzroun& radlation 1s present 1s glven by

- r

0 5 | )
/.2 |o)=§3.f”_'fl-c(‘“-) 8z —3) (5.72)
J=0 7! ' ‘ |

The dptlmum jt:hx"esh‘old 'k’ which leiads to minimum probabllity of error Is given
by -

Z |1
f:(Z | ) > Po

R N ADET N

(5.73)

and if no signalis present L (-Z ) < p,/ p; . Where p, Is the a priorl probabll-

) |
ity that no signal Is present, p, Is the a priorl probabllity that a slgnal Is present

"and L ( Z ) 1s the lkelihood decislon function. Substituting for f, (Z2]|1)and

/. (2| 0) and simplifylng we have

7 . oo j -
( L(Z)=% [1 +%‘—i} (B gz - ) (5.74)

j=0
\ ;‘or some value of Z == ) = Z, the functlon L ( Z ) will equal to or greater

than p, / p, . This value will occur at Z, WwhentheL (2)> po/ py e, for

poend p, = 1/2

L4

- 0B ‘ E' 120 :
14+ —1] =P _, (5.75)
n P, .

solving for Z, , we have

7 = Es 1 -
0. log(l + EJ Ill‘n ) , ' -

(5.76)

T Inimum probabllity of ‘error P, can be obtalned using the threshold

derlved) The total probabllity of error Is given by

P, ;'%P(c |1)+-§-P(c | 0) | - (5.77)
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¢ [ ”
F 2o (B, + 8,) | ) J ‘
})c — _]; E 1 ' n ‘(E 1+Ha) + l ”' g e ly (5-78)
Simplifylng Eq.(6.47) we have,
. Zo‘(E +'u - . ' Zo-1y J
Pe —_— .!'. 2 21 - n ) e ‘(Ell+l‘l) + l 1~ _____u" . = (5.79)
2 |i=o ! -2 j =0 J! .
u,{[l + ] .
Z Zo-1 J
1 1 Q n ~(Eurtbin) 1 - Hn !
P, =— - $ 1T - |1 - — 7P (.80
‘ 2(:20 7! ’ +.2 igo I

“The Eq. (%76) !s the required threshold Z, to calculate the probabllity of
error. As seen from Eq. (5.76) the threshold Z, Is a function of recelved signal
energy Eg, and ﬁolse energy this the maln drawback of RZ and INRZ schemes,
this implies that thé recelved signal signal energy and noise energy must be
known precisely In order to approprlatéiy set the threshold for MAP detection.
The typlcai‘*plots of probabllity of error for RZ and NRZ line codes are plotted as
Gc'tlon of varlous nolse powers 1n Figs. 5.18 and 5.19 respectively. These plots |
assume an optimum threshold derived In Eq. (56.76). This threshold will yleld a

minimum probabllity of error for a glven signal to nolse ratlo.

The error probability depends on the average signal emergy E,, collected
over the bit interval T, . The error rate-also depends on the average number of a
electrons (4, )produced by the dark current Ip . The curves shown%: Figs. 5.18 -

and 5. 19 are optimized for detection threshold given by Eq (5.76).
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Probability of Error f;r Mavichester Encoded Signals

In the

tra 1tted

868-Q anchester encoded signal unlike RZ, NRZ cases the signal Is

es. To derive the probability of error 1n this case it 1s only

neceésary to compare the energy 1n one bit interval to the other. The transmitted

1S decoded by the largest count in a bit. The advantage In this case Is that

RZ and NRZ.

the threshold 1s not dependent on the transmitted power levels as In the case of

Manchester encoded slgnals can be représented by following set of sl‘gnals s

{A o< t-< Ty/2
al)=1\1_4 1,2<t<T,
.and

‘ {—A 0<t=<7T/2 Lo N
' 8lt) =14 T,/2<t <T,

¢

(5.81)

-

" (5.82)

These signals are' antipodal. They can be represented by a vector dlagram shown

ln Flz- 5.20- i 4
) : w v
: rong \ - Correct

‘oecision// Decision

\

a
B ¢

N

) a5
ﬂa 1
* ‘ Figure 5.20 Vector representailon of antipodal signals.

* / The optimum decislon reglons.for Fig. 5.15 are obtalned by the Eq. (5.83).

4

%

mln{gf -8 |I ~ N, InoP [m.,]}

‘Where

N

o
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r: 1s the recelved vector -

8; % Is the transmitted vector c
N, 1s the power spectral density of the nolse’

P [m;:1s the a priori' probability of message 1

For equal 2 prior] probabilities, the declslon rule simplifies to min | F-s; | 2%.
, ‘ S
Assuming §,(t) Is transmitted, the probabllity that an error occurs Is the proba-
bllity that the noise vector causes the recelved vector ¥ to leave the declslon

reglon (I,) assoclated with the transmitted vector l.e.,

. Ple | sg]=P[F=71n 1,|sq=P [n>n] (6.84)
The probabllity of error Is glven by (
2 . : k
: Ple |s,l=[ fx(z)dz -~ (5.85)
o0 N

where fy(z) Is the probabllity density function of nolse and k Is the threshold
level, substityting the discrete Polsson probabliity density function in Eq. (5.85)

the probabllity of error glven that §4 transmlitted Is glvgn by

k
g j,z-:; o (7.
by symmetry the co_ndltlonal probabllity of error 1s same for elther signal,

Ple | sg)=F][c | 8,]=P]e]
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The probabllity of error equation (Eq. 5.88) 1s plotted In Fig. 5.21 as a func-
tion of probabliity of error and E}, /NN for various u, 8 ( the average nolge due
to dark current). Unlike RZ and NRZ schemes the threshold for Manchester code
Is not dépendent on the recelved signal energy. This Is one of the advantages of
Manchester codlng scheme. In the case of Manchester code the error probabllity
Eq. (5.86) Is simply the probabllity that one Pélsson variate contalning signal
plus nolse energy does not exceed ‘another Polsson varlate contalning nolse energy
alone. In Manchester case also the error probabllity 1s a function of average signal
energy collected over the bit Interval T,. The error rate 1s also deperids on the

average number of electrons u, produced by the dark current Ij.

Probability of Error for Mi{{\er Encoded Signals

There are four types of signals that are used to represent the Miiler encoded
\ i

signal as shown 1n Flg. 5.22.

ASgty NGRS
. Sitt)= -sgt) A -
| oL NS
N, C B_ b %
Pt A S4q(t)= =So (1)
Figure 5.22 Representation of Miller encoded signal. /

s,(¢t )=—s;, (t) and s4(t)=-8,(t).. The signal vectors can be represented by
E‘o=(\/E_ ,0),8 1=(——\/E_2 0) , 5'27—-(0,\/5 ), ¥ 3==(0,-\/}_5.‘,. ) , where vE ls “,‘f
energy In each signal. For equally llkﬁy signals the a priori probability,
P(m;)=1/4,for1 =1, 2, é. 4. Since the signals are orthogonal to each other
the Miller encoded slgﬁals can be represented by as shown In Figure 5.23.

\ \
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& > polse vector

i ¥ §.(t . .
~VE v —3( ) recelved vector

Flgure 5. 23 The vector representation of Mlller encoded slgnals.
The condmonal probabllity of correct - decislon glven &, Is transmitted 1s
glven by,
¥ . T 00

¢ P(C|‘o)— I | Ix(zyfx(zr)dz, dz g . (56.87)
-VE -VE

Where [y(z,) Is the probabllity distribution function of signal + nolse and
j X(xz) Is the distribution of noise alone. ‘For nolse of Poisson nature t}’he‘dlstrl- )
bution runctlon Is also of Polsson type. Subsmutlng the discrete Poisson dlstrl-
bumon runctlon In Eq. (5 87) the probabmty of correct de¢islon given that s, ls .

transmitted Is glven by

-

K 14
Jl 1+ E‘OI} '
n

PCleg= 8 § Sl gy - s 58)
8,) = , S S » h_ ¢~ H(5.88
T ] Gl

By the syfnmetry .of the declslon regions the dpantltles P(C |s;) are all -

equal for 1 = 1, 2, 3, 4 therefore the probabllity. of correct decislon Is

P(C)='3 P(m)P(C|s;) S - (5.80)
{ ==l ‘ : 3
= P(C |m,) - (5.90)

Therefore the probability of error is,
" ’ .’\\/



" L, ; : \ . m

~ F —
Ple]=1-P(C) » (5.01)
,. . _ The probability of error Equation ( Eq. 5.81) Is plotted 1 Fig. 5.24 8s a

function of E',,"‘/No for varlous p, s ( the average nolse produced by the dark
current).rAs seen from the plots the performance of Miller encoding scheme 1s

Inferior to all other encoding schemes. This Implles for the same probablility of

;oW . .

. ' -error the Miller encoding scheme requires more SNR than compared torot.her

encoding schemes such as RZ, NRZ, and Manchester. The »reéson belng In Mtller
- . . \ . *

S vase the recelver must be able to distingulsh between four levels that are required

®, . to represent the basic signals-s5(¢ ) and &,(¢). | T

. A . . "
- AS N
* N L4




- , 12

!

OF ERROR

PROB.

8 '1@""' 20" 3 . 40
Eb/No(dB)

- .

-

. < : Figure 5.24 Pr'ob'abllltx’or error for Mlller.




5.5 Performance Comparison of Various Coding' Schemes

‘In thls sectlon the performance comparison of various coding schemes in

Gausslan as well as Polsson regime will be discussed.

In Gausslan case, (see Fig. 5.14) the performance of Maunchester and NRZ 18
superior to RZ and Mlller encoding schemes. The Inferlor performance of Miller
encoding scheme 1s mainly due to the rumber of levels needed to represent the
basic signals s4(¢) and s,(¢ ). In Miller case, the recelver must be able to dlst{n-
guish between four levels that are needed to represent the baslc digital signals.
The performance of Miller encodilng scheme is also inferlor In Polsson- case (see
Fig. 5.24). 'f‘he same reason glven for Gaussian case also holds for Polsson case.
The advantage In Gausslan approximation of nolse Is that the s)mpllclty In deriv-
ing and evaluating the Probablllty of error equatlons. The recelver employed In
Gausslan case 1s a slmple matchediﬁlter recelver which 1s exﬁremely easy to

. b ’ /
Implement practically.

In Polsson case, because of infinite summations In all of the probabllity-of
error equations, the accuracy iIs dependent on the number of 1terations performed.
The recelver emﬁloyed for the deco«éng the transmitted bit sequence 18 practl-

cally 1s difficult to lmplem’ent because of the need to generate logarithmic signals

for correlatlon. ' ‘ w 3

The error probability for various llpe codes. can also be obtalned for shot
nelse case by'uslng Gauss Quadrature Analysis [25]. , &
) . -
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' ' : CHAPTER 6
CONCLUSIONS AND SUGGESTIONS FOR FURTHER STUDY

6.1 Conclusions

Following the lntroduct,ory Chapter, In Chapter 2, the principle of propaga~

A

cussed. Chapter 3, malnly dealt with the princlple and operation of light sources

tion of optical energy and transmlsslon characteristics of /opﬂcal fibers were dls-

that are commonly used In optical comxﬁunlcatlon systems. This Chapter a.l'so
dealt with varlous llne codes that are commonly employed in optical communica-
tion ;ystems. In Chapter 4, a typlcal recelver was consldered and the minlmum
optical power needed t,o. achleve a desired BER was derlved. This Chapter also
discussed the deslgn of an optl'ca.l communlcation system and the various parame-
ters assoclated In selecting optical components. In Chapt;er 5, performance of

various pulse formats have been lnveétlgated in Gaussian as well as Polsson

regime, For each of the formats probabllity of error equatlons were derlved. Ifr-..

derlving these equatlons an optimum recelver was assumed to achleve a minlmum
[}

probability of error.

>

"The analysls shows t—hat tﬁe error probabllity for RZ, and NRZ depends on

the average signal energy collected over the bit interval T,. The dependence of

' threshold on the recelved slgnal energy ahd nolse energy Implies the received sig-

nal energy must be lgnown in order to appropriately set the threshold ‘of the com-
parator. Unllke RZ, and NRZ schemes the threshold for Manchest‘er c_ode Is not
dependent on the recelved energy. This lé one of the advantages oi’ Manchester
encoding scheme. In the case of Manchester code the error probability Is slmply
the probabllity that one Polsson distribution contalning signal plus nolse does nlot

exceed another Polsson distribution contalning nolse alone.
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The performance of Mlller encoding scheme as seen from the Gausslan as

well as Polsson environment (see Figs. 5.14 and 5.24) 1s Inferlor than other line

coding schemes. This Is because four levels are needed td represent the basic
binary signals In Milller encoded scheme. Consequently, the detection of the
transmitted data that employs Mlller encoding scheme 1s more difficult for the _

receiver to detect than other llne coding that use two level signalllng schemes.

In designing an optleal link the important conslderations the designer must
consldér are : (a) the data rate (b) transmlisslon distance (¢) the bit error rate.
Depending on these parameters the deslgner seiects the 6ptlca] components for
the deslgn of an cptical llnk. If the transmission distance Is less than 1 km such
as In the case of LANs and the data rate Is few tens of megsa bl‘t,s then the
designer can select a LED as gn optical source and multimode fiber for tranﬁmls-
slon and PIN dlode ;or detecting the optlcal pulses. Howeyer, if the transmission
distance and data rate were to be lncreas;d the above choice of components will
severely dete’rlora.te the pex.'lbrmance of an optical link. The deterloration 1Is

-

mdlﬁly due to ISI which occurs du:a to modal and materlal dispersions. This
dlspersion Is pr;domlnant, In multimode filbers than In slgle-mode ﬁbem. Higher
data réte—dlst.ance products can be achleved with cholce of Laser as an optical
source, single-mode fiber as transmission medlum and APD as the photodetector.
Although, these components are; quite, expenslve a cpns!derable amount of
economic savings can be realized In repeater costs. '

8.2 Suggestions for Further Study /

Althdugh the consldéred line codes fof optical systems In this thesls are RZ,
NRZ, Manchester ‘and Miller there are several ,gther formts such a.s mBnB line
codes ( where n Is greater.nhan m ) and AMI ( Alternate Mark Inversion ) same
type of anlaysis can be used to Investigate the performance In Gausslan as well as

Polsson environments. .
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¥

For data rates less than\lgo Mb/s and distances less than 1 km ususlly the

" disperslon on the optical link can be neglected for LED and multrmode fiber sys-
tems. However, for data rates greater than 100 Mb/s and dlstanées greater than

‘1 km the affect due to dispersion must taken Into account. The conségué&nce of
the ‘dispersion is the llmitation In the Information cai'ryl,l_z_g capacity of the chan-

nel, One way to solve thls problem Is to charact—,e;'lze the response of an opt;lcal

fiber In time or rrequericy domaln‘. Once theach;i'acterlzatlon\g done an inverse

operation can be done at the recelver i.e.. equalization. By thls method we ¢an

control the affests of ISI on the transmission channel.

.

3
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APPENDIX-I

DERI’VATIff\I OF PROBABILITY OF ERROR EQUATION
\ FOR BINARY SIGNALS IN GAUSSIAN ENVIRONMENT

A.l Introduction

The function of a communication recelver Is to distingulsh between ‘m’
transmitted signals { 8,(f )y....eee8py (£) }n the presence of notse. In this appendix ;
‘the structure of an optimum recelver Is derlved for Gausslan approximation. Thlsﬁ
model 1s used to demodulate varjous line coding schemes. A general probabllity of
error equation and an o;mmum thresholé is' derlved. It wlll be shown that the
structure of an optimum recel'ver takes the form of a matched filter recelver when

the nolse at the ‘recelver-input 1s white.

A.2 Derivation of Probability of Error and Optimun* Threshold

The analysis 1s carrled out for blnary commualcation system transmitting sss

} "{ & ,1=0,1 }. Conslder Flg. A.1, for demodulating ON-OFF slignals.

»

No /2 |
. amplifier é ; decision $
——> transmitter -+ & +
Si(t) ~ , ice D '
e, /U fiter | (g [dEvice So®.S,(®)

&+

Flgure A.1 Blnary communication system in additive noisy environment.

At the declslon polnt If the "signal + nolse” exceeds the threshold D, a—
" blnary 1 1s assumed to be sent and If "signal + nolse” 1s less than the threshold

(D, a blnary O Is assumed to be sent. There are two possibllities In which an error
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can occur (.a; If 54 (t) Is transmitted and “sig\nal + nolse " does not exceed the
threshold (b) If s, (t) Is transmitted l.e., background nolsé alone exceeds the
threshold D, . Symbollcally, the decislon can be expressed as follows :
1 .
Vr 2D, (A1)
0
Let So(T ) and S,(T ) be the oqtputs of signals s, and s, respectively at the
sampling instant (t="T) and al let.VT be the voltage at the sampling Instant.
A correct’ declslon 1s made If §T >D, , wh’er; 8, (t) Is transmitted. A correct
decislon 1s also made Iif Vy <D, , when s, 1s transinitted. The sampling voltage

at the declslon polnt when §; 1s transmitted wheae’l =0,1 is glven by
. -

, VT =S.(T)+N(T)f0r$ = 0,1 (A2)
Since the thermal noise Is assumed to be domlnatlni at the front end of the

“ .
recelver the nolse at the sampling instant can be characterized by a Gaussian dis-
tribution function with a zero mean and varlance of 0. Its Probabliity Denslty

Function (PDF') is glven by (15],

- 2%20¢

Vv2rog

sweThe nolse 1s Gausslan type the sampler output Vp is also of Gausslan type "
with

In@)s= | . (AS5)

mean equal to S,(T) and Sy(T') for binary 1.and O respectively, and the.
/

varlance Is equal to of . — ~ »

The conditional probability d;enslty function of "V’ given &, (t) Is transmit-
.tedis £( v | s,'(\t)) and the conditlonal probabllity density r\mct.lon° V' given
8o(t) 18 transmitted 1s f ( v | 84(t)). They are sketched in Fig. A.2, assuming
1So (T)<S$,(T)

-

4
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W 1
,
.

Tv(v | 6,(t))

fv(v | 86(t))

[
'
|
[
[
'
i
i
[
4

R

~
) SdT) k”x ' S|T)

Figure :&.2 The conditional probabllity density functions. -

. From Fig. A.2,the probabllity of error glven s, (t) transmitted s

§
- k) ~ ‘.
PE |sy(¢t)= | Fvv]st) dv . (A8)
v = -00 ’ .
) . - [v -s,(r)]2
) k @0)) '
dv (A7)

— ¢ z
=T

whlch 1s the area under fy(v |8,(¢)) to the right of v—kr Slmllarly, the proba-

bility of error glven s, (t.) transniitted is

, , - )
P(E |so(t) = "[ fv(v |so(t) dv , B (A8)
ve=t 2 .
- [-»- 547)] N
}o ¢ (305) — '

' dv ) (A9)

v =k V2ro? ' .

¢ The totsl probabllity of error 1s glven by

P(E)=p,P(E | 5,(t) + poP(E ['solt)) * (A10)

where p, and p, are the a priorl probabllities. If p , = p,==1/2 l.e., the transmls-

slon or slgnals s, (t)or s, (t.) are equally likely t,hen

3 JN
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P(E)=-3—[P(E |s,(t))‘+P(E|so(t))] ‘ - (A11)-
The objectlve now 1s to mlnimize the probabllity of error expression by choosing
the threshold and the mt,e'r traﬁs{er ruhction, H(f) appropriately. By observing
the symrnetry of thé PDF's of [y (v | 8,(t)) and [y (v | 8o(t)) Intt}ltl\;ely. the

optimum cholce for k Is the Intersection of PDF's which 1s

.

Kp =2 [s4m)45qm)] (a2)

However, this can be proved ln% following manner. Substituting for PDF's In the

(%

expression for average probablility of error we have,

. |v - ,ml -[- sm] ]
k 208 oo 208

PEY=p, [ dv-l—pof —  dy (A13)

V= -00 V2 ro? ve=£k +/2moOf

differentlating Eq. (A13) with respect to 'k’ and equating it to zero we obtaln the

optimum threshold, &,y

S(T)+ So(T) 202 In(p.,/p,) -

(A14)

k,, = .
o 2 2E(T)- So(T))
If p,=p,-then k,, reduces to ’
*
S,(T)+ ST
by = SATVE ST )

which Is equlvalent to the expression obtameq intuitively. Since the integral 1s

symmetric, the P(E) can be written as,

-(v + S/ T))
20,

P (E) == f dv (A16)

20 =k’ \/27!’00

changlng varlables In the above Integral the P(E) can be wrlt.t.en as-..

kY

L o0 e _(12)

1
P(E)_-2_ ka(T)m—dZ - . . (A17) '
Vi@e? | |

* The above integral can be identifled as an erf function, consequently, the proba,-
_/
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bllity of error can be written as \ ;
1 o | E-8&) o
= —erfc |—————m—m (A18)
2 20}
Substituting for k = k,;; In Eq. (A18) P(E) can be written as,
[ 5,(T)+ So(T
1 \1()2 0 )_—Sx(T)
' PE)= —cerfc (A19)
2 /o o2
C 1t [sam- s«
N = —erfc - . (A20)
2 2v/203
" Now we need to know the filter transfer function H(f) or h (t) that maximizes
" 5(T)-8(T) :
p= (A21)

)

The optimum Hiter theg 1s the filter that maximizes above ratio or the square of

—

the ratlo p°,

Let g(t) = Sq(t)— S,(t), the objectlve 13 now Is to find the the H (f) that

g .
maximlizes p = —7(,-2-:-)-, where g(T) I1s the output of the fliter due to Input func-

[
tlon, g(t), at the’sainpling instant . = T
. a¥T L
pa" _— i._(-a—)- . f
Oo
_ __9%)
E{ n?(t )}

At A ol . . )
+  Slince the nolse Is stationary l.e.,, mean:is constant and autocorrelation Is a ‘

(A22)

It=Th : . (A23)

4
function of time difference. Output nolse power from the filter is given by,

B{n*0)) = J 801801 T e
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\
_Where S, (f) Is the Input Power Spectral Density (PSD) of the white nolse,

which Is equal to N, / 2. Substituting the PSD of the white nolse 1n4Lq. (A24),

the filter output nolse power can be w.vrlt,ten as

t

N, % ~
E{ﬂ”(t)} == J VH( %S (A25)
~ - 00 ) ., ’
g(T) can be written terms of the Inverse Fourler transform
sm=r-{emmn) )
- i |72
= [HU)GU) iz 1T g (A27)

Where G (f) Is the Fourler transform of g), substituting in Eq. (A22) for g"(t' )

we have p

| fG(f)'H(f)c(“"'fT]d] |2
P2 = — = ‘ .
N o0
RO

using Schwartz's 1nequality Eq. {(A28) can be reduced to

FSq-llewnla (A20)

Schwartz's Inequallty holds If and only if

\ H(f)=kG*(f )e-727/T) : (A30)
The optimum cholce for H(f) 1s kG*(f )e (-92%/T) | The 1mpulse response

corresponding to H (f) 1s h(t) which.1s glveg by

h)=F-1[H())] S (s
— f kGO(I )c(+j21fT)C»(,-j2’.,T)df .- (A32)
— IkG( /)e(+12W!T) (-j2=x/T) df (A33)

. . : )
,)e(-;n;‘(r-tld , ‘

o= [JkG({ / ‘ (A34)
. - '
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—

= g (T -1t) o S (A35)
Therefore, h(t.) = S§,(T-t )-—SO(T t)

Thus the optimum recelver consists of parallel ﬁlters ivhlch pass slgnal +

i nolse” whose Impulse responses are time Inverses of s, and 8§, . The difference In

T Impulse responses ‘are compared agalnst a threshold at each sampling interval t

—

-

= T. The recelver structure s shown In Flg. A.3.

hg (F-t)
\ * - t=T I\ /\
S ), S t ;
| ) 3 () . ' @ aY D | 50,5 O
’ £ *—/ J M“ -~
h1‘(T-—t)

Flgure A.3 The optimum recelver for decoding binary signals.

The probabllity of error for matched fliter recelver Is glven by

P(E == erf ¢ (A386)
p was derlved earller as . o : .
ps‘ ——f 16 (L3121  (A3D)

] 0'00

In time domaln g(t) = so(t)-s (8 substituting for g(t) ln Eq. (A38) for p we

have, ‘ , ; -

“‘

P [so(t) - s ,(t)] dt , (A38)
N, S0 - -
expanding the bracketed term and uslng Parseval’ s theorem we have,’ .

. 2 ) ’l ' ) - ) -
P9=T[E0‘E1”2P12VE1E0‘] - - (A39)
0 ‘ : o~ : '

o
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Where p,, Is the cross correlatlog,between signals éo and &,, which Is defined as-

[24] , ’
T, ﬂ
‘/__js (2)so(t) dt ' ‘ (A40)

where E,, and El are energy contents In signals. so and s , respectively. Substl-

‘ t,ut.lng for p In the probablllty of error expression and slmplifying we have,

P(E) —crfc —\/{E°+E‘ 2p0V/EoE] (A41)

2 Ng
For antlpodal slgnals p12 = - 1, 1o which case, P(E) 1s at minimum value. The

probability of error Eq. (A41) derlved can be used t,o derlve the probabliity or\
error expression. for line coding schemes that can be represented by two levgl slg;
. naling schemes such as RZ, NBZ; and Manchester encodedﬁ signals, However, for
. Miller encodlpg scheme the probabllity of error must be derlved from first princl-

ples since four lévels are needed to represent a Miller encoded signal.



