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ABSTRACT

Power System Generation Expansion Optimiution
Us:lng a Probabilistic S8creening Curves-
, Branch and Bound Hybrid

-Lester Loud

~

\
Two new methods of determining long term power systen}

gene::ation expansion scenarios using the limited capabilities
of the personal (micro-) computer are presented. Both methods
analyze hydro and thermal expansion cancl‘idai:es and qéfficiently
determine near-optimal yearly expansion scenarios. They are
based on conventlonal Screenlng Curves techniques: which are
‘ modifjed to 1ncorporate prbbablllstlc productlor( costing and
'integer unit addgtions. The first method, -Probabilistic

Screening Curves, is used for screening analysis as it is

capable of analyzing large numbers of expansion candidates.

The second method, Probabilistic Screening Curves - Branch and -

Bound hybrid, refines the Probabilistic Screening Curves'
fine;l scenario usiﬁg Branch‘and Bound optimization techniques.
The Probabilistic Screening Curves - Branch ‘\and~ Bound hybrid
also provides suboptimal plans for sensitivify analysis aiding
*in the determination of globally optimal expans;ion sequences.
. These optimization methods_. are fast, efficient and well suited

to the analysis of large systems within the.limitations of the

|

iii
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\’personal computer. The capabili*}iies of" t}ae n_teth?as are
démonstrated by analysis qf actual power system study results.

An extensive survey of optimiiatipn methods burrenily in
use and thé classification of system podelling: costing and.

expansion papers are also included.
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SYMBOL DEFINITIONS
i #

i
v’/

° a; '~ Dual variable of the existiné units (4.3.6). . _ "]
- T - Normalized time [per unit]
-Ti' . Breakeven time [per unit]
’ a - Capacity avallabllity and systen reliaElllty
" constraint{matrlx. |
B - Productlon costlng constraint matrix.‘}
b,, - varlable cost of unit i in year t [$/MW-year].
BQ - Variable costs [$]- ' )
bq, - Varlable cost of year t;[$]. : .
b, ¢ = Variable costs for year t [é}Mw ;ear].
e - Fixed cqstsﬂof units [$/MW]. i | "
ct;, - .Capacity factor of unit i in year t [p.u.].
cp; * - Plant costs of unlt i [$/MW] (=0 ieI)
C, - Fixed costs for year t [$/MW yearj (=0 ieI)
) b)) - Total capacity of’ EMU‘[MW].
. D - Loading point of EMU [MW]. )
D, - - Total capacity of EMU up to existing unit i [MW]..
D; - Loadi;g level of unit i [ij.
S ‘ Dh;'v --@otal‘system capacity in interval m [ﬁW].
. E -WCOpstraint equalities/inequalities.
ELDC - Equivalent 16%9 duration curve.
T, ELDC, (x) -~ Equivalent.Load Duration Curve at capacity x .
after unit i has been loaded [probability].
ELDC, - Final Equivalent Load Duration Curve in interval
s m.
EUE, - Annual EUE [GWh].

t 1x




ILDC(x)

i

rate

LDC(71)

m-.
I;t

1OLP

ann

LOLP,

nint

.npl;

OTC

-~

Expected Unserved\ﬁnergy in interval m [GWh].
Expected unserved energy for year t (MW - year].

Capacity’avéilability and system feliability A -
constraints. iR

Production costing conqtréint matrix.
frodugtio; cosﬁ}ng constraint matrix. ;
Set of existing units. |
Inverted load duration curve. '
Interest rate [per unit]uie.tlo%/loo. )
Load duration éhrve. ’ ' o~
System peak demand in'year t [MW].
Annual LOLP. ' |

Loss of Load Probability in interval m
{days/interval or hours/intervalj].

PN
Number of units in the system (new and existing).
Number of intervals per year.

Plant life [intervals or years]

s
Objectlve function of complete s1mu1at10n period
. [8].
¥ ' “

(1 - q;) [per unit valuel. . W

i

Energy generated by unit i [MW].
Forced Outage Rate (FOR) {[per unit value].

. F
Index of the first existinq unit in the:EMU. .

Index of the new unit directly before the™first. ..
unit of the EMU. L

' Index of the last ex1st1ng unit in the’ EMU

Index pf the new unit directly follow1ng the last .
unit of the EMU.



Numberaof’years of simulation. .

d

Total cost in year t [$] T o

Time represented by interval n [days ‘'or hours].

Du%}.variable of the peak demand constraint of
4.3.2), :

v

Dual varlable of the non-negativ1ty constralnt of
(4.3.5).

New - capac1ty (Investments) [MW]

Capac1ty of new unit i [MW] ot
Capacity of unig i 1n\year t [MW]. - -
Masimum Eapacity of all units [MW]f
Max1mum [capacity of ‘unit i [MW] , ¢
Generating unlt';‘capac1ty [MW]. ‘ ;
Capacity of existing unit i (MW) .

-

Available capacity of unit j in interval m QW].
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\ ‘ ' Chapteér 1.

INTRODUCTION

1.1 xo&{ivation )

” . B
With the ever  increasing demand for electricity and
‘ r ‘ ‘ .
g . ‘escalating supply costs, long term planning of electrical
* . J o
r - power system generation is becoming more and more,-i..m((ortant.

-

Power system generation planning typically considersta time

[

frame of 20-30 years due to the long lead time required for
the installation of new\‘generation units and the high cost. of

not meeting the.system load. Thus, there must be careful
y ‘ -—

planning for. pfojected electrical’ loads and improving and

, divérsifying generation technologies. Ever increasing demands

o . are being placed on power utilities to perform efficiently and

to meet their specific needs. /
.Long term pc')wer(system,generation plann.:i.ng considers a.

‘wide variety of phenomena includiﬁ@; -the avéilability of

different types of generation and their associated,relia.-m

¢

bility, the availability of fuel and projected cost incrgases, '

natural resources apd political considerations. They must all

L
be studied‘l in the context &f the existing power system

generation [24,32].
« .. . Many differing computer simulation tools are available
¢ . to pétform this analysis, but-tend to require large amqt\ints

¢ ‘ . of computer time and storage. Thesé computer resources are

exp'ensi’w'/e and with the widespréad usage and increased capabil-

\—\\ \ ‘_/71
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.

ities of personal computers are not always warranted. Due to
'the uncertalnty of long term generation expan51on planning and
the,profound effect of social and political phénomene, such
séphistieated &ﬁd accurate techniques are not always required.‘
/Interaction with the analyst, near optimal §olqtions and ease

‘j6f ueage are far more practical. These can be provided for

‘e

a fraction of the cost on a personal computer.

A

. The personal computer, using hybrids of existing method-
ology, can be used to calculate realistic, near-optimal

expansion scenarios. Thus expensive mainframe Somputers can
L]

be avoided enabling the analysis of projected s?stem needs and

P

sensitivity analysis to be performed quickly and inexpen-

© sively.

This research outli(rjsfé\e, development of an optimization

tool capable of providing/a near-optimal yearly integer hydro-
thermal expension mix using probabilietic system analysis.
Suboptimal plans are also proyided to aid the analyst in’

developing reaiizable global expansion scenarios.
. 6'7/’L

L 1.2 Objectives s
There are' three primary objectiveé of this work. The
" first is to provide a comprehensive discussion of the criteria

. that are of importance in power system generation modelling

and costing. 'The‘second is to compare and contrast existing

i )

optimization technlques for long-term generatlon expan51on

1

planring. The merlts and capab111t1es of existing optlmlza—'

G . b \’-ﬁ



tion software packages utilizing‘these téchniqueé are - also
discussed: The thira objective is to—presént an efficient,
near-optimal method of éeneration éxpansion planning imple~-
mented on a personal computer. The qa’pa'.bili.tiesk of this .
method are theh demonstrated by comparing it to existing
methods using an actual power system.
. ‘
1.3 Outiiﬁe

‘A description of the electrical system generation
expansion problem is ouflined in Chapter 2. Differing costing
techniques and the assumptions in their formulations are

discussed.

Chapter 3 outlines techniques to solve the long-term

‘generation expansion planning problem. Various solution:

a
3

techniques.are cempared and contrasted.
Finally Chapter 4 pres§n s a near-optimal hybrid of long-

term optlmlzatlon technlques outllned iy Chapter 3 sultable
Py e

.for perscdnal computer usage. The method's capabllltles are

demonstrated by cémparison with actual power system study

results. \)
Appendix A compares!the results of two techniques used

<
' 9 :5,:5— ' ", .

.to model generatlon maintenance.

Appendix B summarizes and compares the capabilities of
existing optimization generation expansion planning prograns.

Appendix C contains a 1listing and classifications of ~

y o

papers that deal with the subject of'system plannigg and

e — - .
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. generation expansion providing details beyond the scope of
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Chapter 2.

o

POWER BYSTEM GENERATION EXPANSION PROBLEM

2.1 Introduction |

System planners began utilizing computers to solve power
system genefation expansion planning problems about twenty
five years ago. The computers were used to facilitate the
simulation of generation‘strafegies by providing estimates of
the production costs and system reliability.~‘ The planner
could easily postulate various expansion strategies and
develop a best blan scenario. |

Monte Carlo Fechnigugs were first used to model random
events inhereﬁt in power system generation. More recently
explicit probabilistic mathematical techniqugs have replaced
Montg Carlo simu}ation resﬁiting in iarge reductions in
required computerireéources. As larger systems were analyzed

and the humber of possible alternatives increased, the number

~
~

of feasible expansion strateg%es expanded beyond existing
practical simulafion times. Furthermore, due "also to in-
creased utility financial constraints, .too much reliance was
placed on the analyst. Eyen the optimality of final scenarios
could not be assured. ‘There was an obvious need'for better
planning tools [15]. )
| Why/postulate aﬁ expansion plan and then simulate- it?
Why not have the computer directly arrive at ‘an optimal

-exXpansion strategy? Methods of optimization were implemented,

N



but ‘restricted computer capabilities forced unacceptable

.tradeoffs'between retaining reasonable simulation accuracy and
ensuring optimal expansion seleqtio;?? Initially, many
formulations were not incorporated rdue to insufficient

computer resources. With increased size and speed of modern '
computers and advances in‘ ithematical oéfimization, both
efficient formulation and problem soletions are now feasible
[15]. (For a more detaaled historical development see [5].) |

Recen?ly, however, with the widespread usage of personal
computers, expen51ve malnframe time appears less attractive
resultizg in a reverse evolution. Existing methods are being
simplified to operate on smal}erApersonal computers, and still
give results that will assist tﬁe planner in developing a
satisfactory generation expansion plan.

This chapter outlines the different aspects of the Power
System Generation Expansion Problem and systeﬁ modelliné used
in simulation or expansion,computer programs. The first three
sections, 2.1 - 2.3, discuss system load modelling and tge'
resultant effect of non-ideal generating units. The following
two sections, 2.4 - 2.5, discuss reliability and eosting
c¢riteria used to assess different expansion scenarios. fhe
implementation of the cencqpte into a computer prog?am is
discussed in the following section 2.6. The final eection,

2.7, briefly outlines the capabilities, input criteria and

topiés handled by generation expansion programs.

L



2.2 Booth-Baleriaux Formulation
Power System Generation Planniﬂg is not analyzed in the
same way as day to day scheduling of power system operation.

This is primarily due to the long time frame in which a system

.is studied and the jinherent uncertainty of input data. The

amount of analysis involved for day to day scheduling would
be toougreat over the 20-30 years normal planning horizon.
Thus certain approximations were made and, through testing,
have been found to correspond closely with actual system

operation. One such.method is the BoothTBaleriaux formula-

—

-

tion.

In the Booth-Baleriaux formulation the system load is//

7

“ . ! 5wy
modeled as a random variable and generation units are madeled .
as power sou'}es with available capacity represented by ?7hdom

variables. Both are considered to be independent viflables

(5,18]. - . /

/
7

The -‘Booth-Baleriaux framework provides //reasonably
/

accurate estimates of generating costs and systegyrellablllty.

The tlmehdependenceaof events is not con51dereé important and
/

therefore, is simplified by subdividing each study year into
intervals. Thée system cost and reliabiiit§(are affected only
by the relative duration or probabilit§ of load levels and
plantioutages. /

Although the simulation has ghé form of a difficult non-
linear optimization, it can be~s$10ed using this formulation

’ ¢

without resorting to nonlinear programming. The efficiené}




L

of the probabilistic simulation ‘algorithm stems from its

'fdrward' nature. Each plant is considered individually in

succession and all relevant calculations are performed as it

is loaded. There is no neesto reconsider the plant once the
unit has been loaded. ' The algorithm is not a search proqess,

but an efficient step by step procedure [4].

2.3 Load Demand }dpdel

A system load fluctuates with time, and hourly predic-
tions are\difficult to make due to their random nature. This
is especially true in long term analysis. The time aspect of
the chr—enological load dex-nand curve can be collapsed J".nto a
time independent probability distl\:ibut_ion that models the
i system-load‘ as a random variable and is called the Inverted
Load Duration Curve (ILDC) Load forecasts can be obtained
through other existing software packages. (Ex. See {15])

Once- the system load f::‘;?a;ts have been derlve'd the
electrical. system 1sﬂ modelled \as a closed economic market
No consideration is given for potential substitution in other
economic sectors. This assumes that the price Qf electricity
has an inelastic relationship with the projected system
eemand., ,Analysis has shown this to bexa realistic assumption
[38]. '

The Load i)uration Curve (LDC) is constructed by sorting

the load into increasing hourly values. The LDC is t';he

proportion of time or duration that the load is expected to
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‘exceed a certain level. The ILDC is the same as the LDC but

with its axis inverted [18,20]. (See Figure 2.1).

-If the generating units were 100% reliablz, they could
meet the load as shown ‘in Figure 2.1. The area of energy
representea under each portion of the LDC and ILDC curves is
of the same proportion as the original chronologicgl load
demand curve. Thus the energy demand {s constant despite its
change in form.

As generating units are not completely reliable and not
all time deﬁendant properties cén be ignored, the yearly load
is divided intqpintervals, each with its own representative

load duration curve. The Trequired maintenance of generating
{

plants can be represented by having the unit not produce any’

‘energy for one or two intervals. If intervals are not used,

maintenance outages are approximated by reducing the unit's
qapacity or increasing the unit's speciéied rate of random
outages (Forced Outage Rate). (See Appendix A for test case
comparisons.) Limited energy plants or seasonal dependant
generation such as hydro units are«médeled by changing the
amounts of generating capacity and energy available éer
interval [18,20,42]). |

Planned outages are accounted fof through the use of
intervals, but the model must also account for the random or.

unexpected outages. These are modelled by the use of the

Equivalent Load Duration Curve.
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2.4 Bqutvalent Load Duration curvc

The random outages of generating units are called Forced
Outage Rates (FOR). A more formal definition is the expected /
fraction of time that the plant is not ayailable for operaﬁ'(
tion. Typical values of FOR are of the order of 15-20% fqt
steam turpine, 15-20% for nuclear, 10-15%.for gas turbihe|and.
diesel, and 1-5% . fcr hydro-electric. generating dhits. The
1nabillty of a generatlng unit to meet a load 100% of the time
' results in an increased load for the rest of the ope ating
,unlts. The remaining equivalent demand is the sum of the
custemer demand and the forced outage rate of the previously‘
loaded units [28].

The outage states for different plants in operatjon are
not treated explicitly since the numbeF of states grows
exponentially with the number of plants [5]. "lnstead the
unit's forced outages are modelled probabllisticelly through
convolution and are simplified for digital processing to the
following formula ([20,42]¢

ELDC; (x) = p;*ELDC;,(x) + gq;*ELDC,,(x-Y;) i=1, ...,n
4 : j

where . .

EKLDCO(X) = .ILDC (x) . (2.4.1)

Variables:

ELDC,(x) = Equivalent Load Duration Curve at capacity
x after unit i has been loaded [probability].

x - [MW].

q; - Forced Outage Rate (FOR) ¢ < q; <1
[per unit value].

P; - (1 - q;) [per-unit value].

Y, -~ Generating unit's capacity [MW].

n - Number of generating units.

¢ ! 11 ?
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This process is graphically demonstraied ih-Figures 2.2 and
2.3. (It should be noted that the probability, or percent time
axis represents the probability, or the time’of this’load
occurring. A probability of 1.0, or a time of 100% corres-
poné?i}g the total number of da&s or hours in that,particylar
inté%égi.) '

L3

After a unit has been stﬁpked, the remainipg area undef
the equjvalent‘ load duration curve is the energy to be
provided by the remaining units. ggpsecutive application of
a number of generating units of this probabilistic simulation
results. in a seqﬁe;éé'similarﬁto that of Figure 2.3. A new
curve is computed each time a unit i; préﬁght into service.
This formulation is for a two state unit model. Multi-state
unit modelling isbhandled in a slightly different fashion, but
is beyond the scope of this work. _ (See [18,20;22] for multi-
state methodology).

As"the number of generating units can be very large, the
probabilistic simulation i$ often avoided in the context of
long-term capacity expansion models because of its consider-
eble computational burden. A simplified deterministic
approach, similar to Figurelz.l with the unit's available
capacity derated by its forced outagé rate, is sometimes useéed
instead. This method is not desirable as it does not repréil
sent the random nature of the forﬁed'outgéf rates as in the
more realistic equivalent load duration curve method. The

diffﬁ%ence between a chronolofical and a load duration curve
S .
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- gystem representation is substantially reduced with the use
of probabilistic simulation and interval load divisions [18]
The differences between deterministic and probabilistic
s‘imulation can be ‘démonstratec_i by an examlole spown in Figure
- 2.%: Seventy similar typed thermal dn;ts (600 MW coal, FOR =
16%) are loaded. The éigura shows four load curves. The
f;rst curve is the qrigiﬁal system load duration.curve. The
second is the same as the first curve except that it has been .
divided by the unit's availability'(0.84). The'tgiro curva
is, the outer tips of‘ tﬁe probabilistic equivalent load
‘auration curve after each unit is loaded. The fourtﬁoéﬁfve

R

is the actual probabilistic operating range of theé thermal

| 4

\"units,

The ‘equivalent load duration curve is seen to oe'a more
v spiked curve than the original loadlduration'curve. Thus base
loaded uﬁits‘operate for shorter -periods of time and the
. peaklng units run for longer periods of time. The probabilis-
tic simulatlon properly determines the unit's operating
“ ~1ength whereas the deterministic production costing reduces
, the unlt's capacity- to approximate its forced outage rate.
;hls 1s 1mportant 1n‘determin1ng the optimal operating ranof
.,. of a unit when optimizing new unit additions. Improper unit

, .

{ i‘. mixes can result if p abilistic production costing is not

used.
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2.5 Power Systen Rol:labil:lty uoaaurem.nta

Power system»reliability is a probabillstic measgre of

v p———

the capability of the: géneration to” always meet the system

* load.,. The rellablhty mdéx is dependant on individual

generatlng unit's rellabillty, malntenance scheduyg'\ﬂo;ad'

demands, and operatmg pollc1es. ’

l

The reliability of each individual generation unit is

[

determined by modifying the e_.qu:.val_ent load duration curve by

the unit's forced outage rate. .The reliability of the -

complete system, after all the gener.ation has been loaded, is

.

.-detérmined by two criteria;' Loss of Load Probability (LOLP)

A

and Expected Unserviced Energy (EUE).
2.5.1 Loss of Load Probabi’lity (LOLP)

Loss of load probablllty 1s the risk associated with
having insufficient generation to meet the system load. It

is usually ejpressed in days per year or hours i)er year.

After all thed generation has been loaded for that interval,

the loss of Joad p}obability value is calculated as follows:

s

(See. Figure 2.5).

n

Dpp = EYo; - - 0 . (2.5.1)
j=1 S
IOLP, = ELDC, (D, )T, 3 - (2.5.2)
o Nine - . . g )
 1OLP,, = % LOLP, o, . (2.5.3)
" m=1 ' , . '
5 v “ 17y ’



Variables:

Y, - Available capacity of unit j in interval m
. - [MW].

Dypn - Total system capacity in interval m [MW].

n’ - Number of generating units in interval m.

ELDC, ., - Final Equivalent Load Duration Curve in
S interval m. -

LOLPm - Loss of Load Probability in interval .m

. w (days/interval or hours/interval]. .

CT, " = Time represented by interval m
(days or hours].
- LOLP = Annual LOLP.
ng. . L -_Number of intervals per year.

If the Simulatioﬂlis.performed on an_iﬁterval basis, the loss .

- 4

", of load probability for each-interval. is summed together to

obtain the annual LOLP value . (2. 5. 3). The 1635 of load
probability crlteria .is only accurate ‘to the aecond decimal
place due to the assumptions of the Booth—Baleriaux formu-

lation [42].

2.5.2 Expected Unservéd Energy (EUE) . » K .

The expec;éd unserved energy is a’statistical indic&tipn
of the energy shortfall in a given year and calculated as

follows: -(See Figure'2.3)u

L]

N ) () ’ .
EUE'. = J ELDC."\‘X) dx . . ‘2.504)
. Dn,n J M
. nint ) \
EUE,, = £ EUE, (2.5.5).
m=1 ! ' )

Variables: . o

EUE, - Expected Unserved Energy in interval m (GWh)
, EUE,, - Annual EUE (GWh]~ s !
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fhe expected unserved'energyﬂis computed by determipihg

the area remajning under- the equivalent load duration curve
after all the generation has been loaded. (See Figures 2.3,
2.5). There will always be some unserved energy in proba-
bilistic simulation as a power system's generation cannot meet
,“qll of its load 100% Sf the time. Likewise, there will always
be some small probability'sf insufficient gener;tién available
due to the units' forced outage rates. Like:the LOLP criterj
ia, if intervals are used, the annual expected unserved energy

3
is the sum of each interval's EUE [42].

These two criterka give a good indication of the expected
reliability of the system's generation scenatio. No indica-
tion of'the length of the outages is given, but th}a‘;s not
necessary for long(fange planning.

" 2.6 Costing

Production Costing simulates the operation of a power
system and éetermines the cost of the energy produced to meet
the system specified load. Many different generation scenari-
os can be found to meet a given reliability criteria.
Production costing is very closely tied to reliability
analysis. The degired system reliability affects the cost of
producing electrical enerqgy, thus resulting in a. tradeoff
between system reliability and system costs. As energy and

~-
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finances are both limited resources, the most cost effective

scenario is desired assuming all other factors are equal.
The cost of the energy production is determined by:‘
performing a simplified simulation of the system's actual
operation. The system load deﬁand is represented g&.the load
duration curve. This energy Qemand- is met by loading
(stacking) generating units under the load duration curve in
a predetermined 'merit order' ([5,18]. The 'merit order' is
determined by sorting the vafiable costs of each unit such
that the'hnits with the lowest variable cost are loaded first.
The variable .costs are proportional to the time the unit is
iﬁ operation and are expressed per unit of energy. Variable
costs consist of fuel, and variable operation and maintenance
charges. Units ope;ating in the lower portion of the load
dgratien curve are first in the merit order as they operate
more cheaply at a higher capacity factor. (See Figure 2.1).
The scheduling of the operation of generating units is
preplanned and deterministic [20,42]. The optimality of the

‘merit order' depends on the following simpiifying assump-

tions: absence of generator start-up costs, transmission

losses and linearity. of operating costs with power output.
These assumptions, when compared withxthe accuracy of the
préjécted data, are acceptable in long-range dgeneration
plannfng models [5,18].

The scheduling of units is affected by the division of

- fn .
the annual load into interval load duration curves. Units

21




scheduled for maintenance in particular interval(s) are

removed from the merit order and will not operate during these
interval(s).~ The scheduling of the maintenance of ;ach unit
is optimized over a year to achieve generation that cor-
responds to load fluctuations throughout'the year.l Unit
mainténance is scheduled to minimize interval loss of load
probability fluctuations throughout the year. Thus constant
system reliability and the lowest prodﬁé%}on costs due to
maintenance scheduling is assured [20]. If only one interval
is used, the effect of the maintenance outages can be approxi-
mated;by capacity reduction or increased forced outage‘rate.
(See Appendix A. for a comparison of various maintenance
techniques.)

Proper modelling of certain system phenomena require
minimum interval base lengths. Weekly or monthly interval
lengths can effe?tively model generation maintenance. This
time fﬁgme can also model fluctuations in hydrological
conditifns affecting hydro unit scheduling. Long term
expansion cannot model spec%fic unif.commitment and economic
dispatcﬁ as they require base times of an hour or minute

resbectively. The required interval base times to model these

system phenomena are summarized as follows;

Base ' Time "Modelling Capabilities

Month/Week Generation maintenance
Month/Week Hydro scheduling
Hourly Unit commitment
Minute Economic dispatch

!
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Long term system planning considers typicai base time

ihterval'rénges from monthly to a couple of years. 'Ope;ations
that cannot be represented in this time frame must be lumped
together in some reasonable way such as modifying a unit's
forced outage rate or adjusting the load duration curve [18].

Once the base time has bee.r:! chosen, representative da:ta
for each interval must be obtained for the system load (peak
capacity and energy),'maintenanée scheduling, and avéilabie
capacity and energy of.limited energy units. The operation
of the power system is simulated for each interval by loading
one unit at a time under the load duration.curve and represen-

ting the effect of its forced outage rate by modifying the

equivalent load duration curve. The area taken by the unit

‘under the ELDC multiplied by its avaiiability represents the

energy produced by the unit for that particular interval.
The stacking position of the hydro.units are not determined
using a 'merit order!" as with thermal units. Since the
operating costé of hydroelec;ric plants are cheaper than other
types of generating units, all their capacity and energy
should be used. Thus their loading position is determined to
maximize iheir output of-capacity and energy.

Once the energy production of each unit is determined
for én interval, the cost of generating this electricity is
calculated. The energy costs of each unit consist of fixed
and variable opefation and maintenance (0O&M) costs) and fuel

costs. Penalties for unserviced energy are then added to give

23




the total interval production cosg. The total yearly préduc—
tiop cost is the sum of all Ehe interval costs.

The long term yearly capital costs are calculated using
the Uniform Annuai Payment method.  These costs include
capital payments, interim.replaéeﬁent costs, property tax, and

insurance costs, and are determined as follows:

c; = ___C€Cb; + (interim reblacement, pro-

1 - (1+imef¥*np1i perty tax, insurance [$/MW])
(2.6.1)
Variables: .
cp; - Capital plant costs of unit i [$/MW].
- Fixeéd plant costs for unit i [$/MW year].

c
i
i.e - Interest rate [per unit) eg. 10%/100 .
npl; Plant life [intervals or years].

These capital costs are added to the annual production costs
'giving'a complefe estimate of the system cost per year. Over
a 20-30 year simulation annual costs are present worthed back
to the first year of simulationl. Thus the total cost of
differing power systems scenarios can be compared. From this
criteria, an optimal least cost generation system can be
deéigned to satisfy‘the desired reliability standards ([20].

The Booth-Baleriaux probabilistic formulation provides
‘a g;od estimation of the actuai costs and operation of a power
system. It is, however, limited by the assumptions inherent
in the method. The operational costs are based on individual

unit energy production which can only be estimated to an

accuracy of three to four significant figures. The cost




estimates are sufficiently acéurate for long-term expansion
analysis given the uncertainty of the simulation data. This
method of estimating poﬁgr system costs is widely used as it
prov&des a good balance between long term data estimation,
ﬁroduction cost estimates and the requifed qomputer resources
[(18]. '
.
2.7 Computer Implementation

The previous section only considered a mathematical
approach representing actual géneration costs of a particular
power system. Howev%r, certain problems are encountered when
production costing is implemented on the computer. The main

»

,problem is with the equivalent load duration curve coﬁvolut;on

calculations. When this is represented by a ‘computer al~

gorithm, {radeoffs between computational accuracy, flexibility

and efficiency result. The computation of the equivalent load

"duration curve and the energy produced, which are the basis
A Y

~of production costing and‘reliability analysis, represent‘the

largest computational burden.

There are two types of algorithms used to calculate the

equivalent load duration curve: Each has various advantages
with respect to computational and storage requirements, and
accuracy. The first type ié the conventional Booﬁh—Baleriaux
algof?%hm in which the convolution is the major bart of the
computational burden. The second type is the 'anaiytic

algorithm. In this method the calculation of each unit's

25
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expected energy generation requires the most computation,
whereas the convolution is almost free.
2.7.1 Conventi'ona‘l’ Booth-Baleriaux Convolution

The conventional Booth-‘Baleriaux model uses. a p~iecewise
linear method consisting of several hundred uniformly soaced |
rectangular areas to represent the equivalent lo?d duéation
curve. Convolution is performed using equations (2.4.1) for
each rectangular area. This method is considered a benchmark
algorithm to which 'altlernative algorithms —are compared.

The convolution or deconvolution requir -ed to load or
unload -a generation upit requires the recalculation of each
value of the ai:ray of rectangular areas repfesenting the
equivalent load duration curve. The numbef of convolutions
performed is proportlonal to the number of units in the
system. The computational burden of each convolution process
is dependant on the number of areas representing the ELDC‘
which is in turn proportional“to the size of the load. These
factors combined result in the computational burden increasing

exponentially with respect to the power system growth\. The

large number of calculations also produces numerical acc

acy

prob'lems due to digital truncation errors inherentvin computer

computation. As the power system size increases, this problem

can result in significant errors. The problem can be par-

tial y solved by using double precision calculations, but this
. W
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doubles the. computational burden; and does not tot&il&
eliminate the problem (3,18]. a

If the number of rectangular stepsvuseq to represenf the
equivaleﬁt load duration curve is reduced tqiéave on computef
resources, additionél‘errO{s are produced from the poorer: fit
of the ELDC. The fewer number of steps also increasgs‘the
dependency on interpolated values if generation unit size;’are
not integral multipliers‘qf'step sizes. The interpolation is
a ;inea} approximation of a nonlinear curve, ;nd thus is a
sdurc? of error. ' .

These eﬁficiency-accuracy tradeoffs are most pronounced
when the power éystems are very large and have limited energy
generatioﬂ units. Depending on the method used to represent
the limited eneray units, they can rquire repeat&i loading
aqd unloading to ensure optimal plécement in the equivalent
load duration curvéi The resulting numerical stability
prob;ems can be tolerated for most systems, but the enormous
computer resources requiréd'to overcome them have encouraéed

the development of alternative algorithms [18].

.2.7.2 Analytdc Convolution

-

. The basic requirement of probabilistic sifulation is to

9

be able to convolve the equivalent load duration . curve

quickly, and accurately represent the original load-duration

-~

L
curve. ﬁhe conventional piecewise linear method is most

- widely used but has two main drawbacks. , They are its exor-
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bitant computational burden and numerical stability problens .

in large systems. Analytic algorithms, however, are much
faster and do not have numerical stability prob Ems, but tend

not to representt\ﬁe original load duration c as accur-

? B
ately. Some examples ‘of anaiytic methods are 50—term Fourier

series, Gram-Charlier moments, Edgeworth moments, and Mixturé

of Normals Approximation (MONA) [18 22). The last thxee

. methods take advantage of the statistical properties of the

equivalent load duration curve where. the ELDC is one minus

the Cumulative Distribution Function (CDF) of the equivalent

‘load. The calculations required to represent the unit's

forced outage. rate may .be perfomed analy)tically. ' 'I:hiS‘
operation's computational process merely consists of a few
simple addltions [18]. o

* The cause of the analytical methods' poor load duration
curve representation can be illustrated by the Mixture of
Normals Approximation (MONA) technique. In this method the
load duration curve - is approximated by a sum of Cumulative

v
Distribution Function (CDF) Normal (or Bell-curye) distribu-

. tion curves. This method approximates the 1oad duration curve

Iby varying ‘the means and variances of the CDF Normal curves

making up the MONA of ‘the load duration curve. The shape is

T still limited in the different forms it can rqpresent. As the

Normal curve is a continuous curve, it ‘tends to smooth out

sharp fluctuations in the load duration curve.‘ Due to the
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length of.the'simuletion horizon and the uncertainty ih tﬁe
load shape forecasts, this is not a serigus problem.

Another problem ;ith tﬁe MONA repfesentation of the load
duratlon curve is that there will always be a non-zero value
for a probablllty dlstnlbutlon curve no matter how far one is
from the mean. The actual lgad duration curve nas a cut-off
zeré‘value et the‘peak load of the system. Problems. like
these can normally be overceme, thxohgh programming, or they
°can be neglected ell together and the computational benefits
Be realized [18,22]. _

The original fit of the load duration curve is-the most
fhportantosource of errors in the analytis techniques. Thus
it is better to use the piecewiséilinear methéé for small
systems, or, for systems %ith hiéhiy reliable ‘generating units.
Analytlcal algorlthms tend to b§ less accurate in these cases
[17]. Despite these limitations the .small dlfferences
observed between most analytlc models and the piecewise linear
model can be ignored due to the assumptions on which the
methodshere based. (For a comparison of several methods see

(17,18,22] and other works listed only under probabilistic

Production Costing in Appendix é). . : v
» ~
2.8 Generation Expansion Program Capabilities

The purpose of the optimization capability in generation

expansion is to select from a given set of generating units,

© o

the additions that will result in a least present worth cost

’
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scenario over the whole production hd;iZOn“éﬁfle meeting a -

specified reliapility criteria.. - The methodology must be
compatible with economic long term expansion strategies and
properly ﬁpdel generatinq'units having different econonic and
‘opérafing characteristiés. Various qriteria affecting unit

selection are outlined below.

2.8.1 Size of Power- System

~

The size of the power systemgreatly affects the require-

ments of computer 'storage and execution time as they increase

exponentialiy with system size. Thus, only efficient solution
techniques éaﬁ be used and modelling simpl;fications must be
made. There is, therefore, a tradeoff betwe:; solution ac;
curécy, power system sige Pné available_computs; resources,
Due to the limited scope of the‘problem°solution, global
phenomena of different scenérios cannoﬁ be hodelled. Other
" phenomena such as political and secondafy,benefits that cannot
be app;oximated by fixed of variable costs are ignored. Their
incorporation in the final scenario is left up to the discref
tion of the analyst. Only a small portion of the complete

energy sector is modelled. ' Thus other sectors are presumed

to be inelastic to electrical power sgctof changes (2].
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2.8.2 Simulation Period. - ' ' A

A

» - The length of the simulation period has similar tradeoffs

to system size. . Longer, more detailed simulation periods

result in larger problem sizes. This in turn requires greater

computer resources to solve generation expansion problemé.
Due to the long lead time of new unit installation, a
simulation period of twenty to thirty years is required.

System data prbj;ection for this lengthy simulation is dif-

ficult and uncertain. - The -modelling accuracy should be

w

comparable to the accuracy of the simulation data. Thus the

- —lengths of the simulation period, the intervals and the .

extension period should all reflect the accuracy of the input
data. 4 The evaluation period must also be long enough to

J(} realize the full benefits of new -genération over their

i

lifespan. | s
2.8.3 Load Forecasts

h The accﬁracy of the load forecasts is crucial in deter-

" mining final slysteﬁ?f"é:”%’é'é?‘%and new generation installations.

Longer simulation beriods result ir; more uncertainty in the

« ‘load projections, thus the load is simplified.using load

duration curves.” However, this simplification cannot model

load following units and other. time‘ dependant 'phenqmena. K

.Appropriate timé frames must be determined beariné 'inumin%

these tradeof;é’. . 5
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2.8.4 Costs X . ) 4
- Syétem production costs must be represpétative of thé
actual operating costs enabling proper unit cost comparisons.
Thus for new unit selection capital costs are determined using
uniform annual payments irrespective of the utility's actual
finaggial policies. This costing method weighs the capltal
costs over the unit's lifespan ensuring pfoper unit cost’
comparison. Using consistent costing methods, capital versus
production cost tradeoffs can be properly modelled over the
unit's operating life. Variations in system costs (bariable
or fi&edf over time must also be reflected in unit selection
criteria. | .
Other costs, such as transmission costs, affect unit
se;ection and are modelled with various degrees of accuracy.
When large capital expenditures‘are involved, power utilities
have limi€5tions’to the amount of capital they can.r&ise in

any particular year. This must also be incorporated into the

new 'unit selection process.

2.8.5 Gen;rating Units

Thermal units are loaded in a 'merit' order of increasing
energy costs, Limited energy‘plants, however, are treated
separafely as the 'merit.order' assupes no energy restric-
tions: Capacity limitations of all generating units must also

4

be moldelled correctly.
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Special techniques comparing hydro um.ts on an equal
footing with therma]: Rlants must be used. This is due to.h
hydro units having no fuel costs, and seasonal fluctuations
in -capacity and energy. ﬁLikewise, stora'ge plants -requ\ire
spec\:ial treat/ment. Not on}y do they have limited output, but
require simulation of the increased load for energy storage.
B Exisf:ixig units are handled differently from new units.
Their capif;al costs are assulmed to bep\ sunken and are nhot
considered- in unit comparisons. Some optimization models also '
consider retiring existing units if they are uneconomical when
compared to the newer.techn_oloqically advaneed units.§$

Diffe.rent,sized units do not affect t':he power system in
the same manner. They not only differ in dost, but also in
tl'1e contribution to system reliability. Thus, fihe economies
of scale must also be considered in unit selection.

Allowances for construction times must also be made when

‘determining if a ur}it is available for selection.s

'2.8.6 Reliability

The desired reliability criteria affect the optimal’ flnel
scenarlo with respect to new unit size, total system cost, and
the number of new units selected. Reliability can either be

expressed deterministically or probabilisticalh\‘
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. 2.8.7 Supmmary

- ’ > T !

These criteria are summarized in Table 2.1. They affect

the selection process and the resultant generation mix by )

varying d'egr?es, aﬁd must be treai:ed accordingly in the
optimization algorithm: As a general rule, tl';e more deta:l:ied
thé power syst;am modél, the more .c|omplic'a1_:ed the problen;
becomes, resulting in a t‘radle.of_f‘ due to réquired computer

resources.



Table 2.1 Power System Generation Expansion Criteria

. CONSIDERATION

EFFECT

SIZE OF POWER
SYSTEM '

-Increase computer resources (Nonllnearly )
-Restricts methods that can be used

‘| -strategies, benefits and costs constrained

1

(Not global picture.)

SIMULATION HORIZON

-# of Intervals
~-Extension Period
(Terminal Effects)

-Long term cost of units
~-Size of Problem
-Uncertainty of inputs

‘| -Proportional to accuracy of modelling

-May not realize full value of installed
capacity

LOAD FORECASTS
-LDC Representation

-Uncertainty due to long term predictions
-No load following
-Energy production

COSTS
-Uniform Annual
Payments
-Capital/Production
Costing Tradeoffs
-Inflation &
Escalation Rates

-Transmission

-Limits on Capital

-Not represent other types
of costing
-Change mi% of units

-Change mix of units

-Variations in capltal fuel, 0 & M
(fixed and variable) costs

-Generation unit siting

-Effective unit capacity

-Constrained optimization problem

GENERATING UNITS
~Limitations
(Capacity,

-Hydro

Energy)
A%

-Storage Plants

-Construction Lead

Time

-Existing

-Economy of Scale

~Forced Outage Rate

-Placement in merit order

-No fuel costs

~-Different comparison

-Special modelling required

-Different comparison -

—Sgigial modelling required
y first year available

-No capital costs in unit comparlson

-Retired if inefficient

-Different sized units impact cost and
reliability differently

-Impact cost and reliability differently

RELIABILITY

~Affects optimal mix.
-Probabilistic vs Deterministic
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Chapter 3.

GENERATION EXPANSION TECHNIQUES

(3.1 Introduction

There are a\numbe>r of different optimization formulations
used to determine an 'optimal' generation expansion scenario.
Each method has different strengths and weaknesses. As
computer time and storage are limited resources, tradeoffs
must be made to provide the analyst with as much information
as possible and in as efficient ménner as possible. Certain
optimization methods are better suite§ tocdifferent systems
and H%eds. To properly select the appropriate method a basic
understanding of the optimization processes is required.

Seven major groupings of optimization methods are
discussed and their features compared. They represent the
basis of the most widely Aged methods. Af couple of non-
standardized techniques are also discussed to give a broader
scope of possible solution techniques. Details of specific
software packages using these optimization techniques‘are
outlined in Appendix B.

The first method discussed, Screening Curves, gives a -
graphical interpreﬁétion of the basic concepts of the yearly
optimization process. These basic principles are then
expanded \by other techniques incorporating mofa\ accurate

system modelling and optimization over the whole simulation

time period.

\
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The second method, Linear Programming, linearizes the

power system and uses standard linear programming packages to
determine an optimal expansion scenario. It is a fast and -
flexible method, but has a poor system representation.

The next four methods use separate techniques for new
unit selection and production costing optimization. This
enables improved system production costing modelling without

solving very large, coﬁ\iex problems., They are iterative‘

‘techniques and use feedback criteria to transfer information

betweéh the separate techniques.

The third algofithm is the Genéralized Bender's decom-
position which uses a linear programming new unit selection
algorithm coupled with a complex production costing process.
The next method, Generalized Network formulation, is similar
to Generalized Bender's, but uses an integer heuristic method
for new unit selection and a less accura?e production cbsting
formulation. These methods use similar optimization techni-
ques but have differen£ modelling capabilities and strengths.

The fifth method is Dynamic Programming. This method,
although it can be loosely descriﬁed as a feedback method, is
an industrial standard. It relies 1less on mathematical
eledgnce as it performs an exhausﬁive search in a prespecified
region. A

The sixth method, Gradient Projection Method, 1is ‘a
different type of feedﬁack method. 1Its production costing

method is dissimilar to the previously described methods. It
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éives an .example of other, not so weil known, optimization .
techniques being developed.

The final method, Heuristics, represents a group of
methods that use 'rule of thumb' to obtain an ‘'optimal’
scenario. They tend to be specific to iﬁdividual‘companieé
and non~-standardjized, but are none the less used in industry.

Several of these techniques perform global optimizations
but in turn sacrifice;simulation accuracy, integer (realiz-
able) sceparios, or coméutational efficiency. 9n the other
hand, the non—élobal optimization techniques generally do not
provide sufficient information to determine a realizable,
properly simulated global sequence. The capabilities of each

. _ “technique are discussed and contrasted with the other optimi-
zatjen techniques. This knowledge can then be used to develop

a new generation expansion technique "to operate within the

limitations of the personal computer (Chapter 4).

3.2 Bcreening Curves

The Screening Curves (SC) generation expansion optimi-
zation method is conceptuallx’the easiest one to understand.
As its name implies, curves or graphs are used in the selec-
tion process of new units. The basis of the method lies in

" determining the optimal operating range or time of new units.
These operating times are then transformed into the optimal
new unit capacities using the load duration curve. Initially

only n2w units are considered. The boundaries of the optimal
/
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operﬁfingﬁrange'or breakeven times are determined using their

fixed and variable costs. N

3.2.1 Problem Description

The method can easily be under/stood graphically where
the straight lines, called screening curves, represent each
new unit (See Figure 3.1). The y-~axis intercept of the
screening curve represents the fixed cost, and the x-axis,
tﬁe length of operation. Tbe slope of the straight line_ is

" the variable cost of the unit. The intersections of the
screening curves are called breakeven times indicating the
operating time where t;wo new units cost the same to operate
[21]. ' . .

The least-cost all new unit mix is shown graphically by
the minimum polygon (See Figure 3.1). Other units not
included in thié polygon are ineff,icient and are not con-
sidered for the optimal mix. This method of unit selection
can be easily verified mathematically [34).

Once the breakeven times have been determined, thej( are
transposed onto the system load duration curve. Thus the
optimal new unit capacities can be determined. (See Figure
3.1). New unit's optimal capacities are usual‘ly non-integer
values [21]'. ‘

Existing units can also be incorporated into the new unit

optimal mix. They are represented by screening curves without

a known fixed charge or y-intergept. As existing unit's fixed
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Cost [$/MW]

-

Load [MW]

*®
LY
C. f Minimum
‘ : Cost
, ! Polygon
Screening Curves !
Cz i
' \_
Cq ;

T, ¢ 50% T, 100% .
Percent Time

e e b e ]

50% 100%
Percent Time

[=}
ot

T Breakeven Time'i [per .unit time].

b, Variable cost of unit | [§/MW-time].
¢; Capital Cost of Unit i {$/M¥].

x; Optimal Capacity of New Unit { {[MW],

Figyre 3.1 Optimal Mix - New Units Only.
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charges are assumed to'be sunken costs and are not considered.
'This concept is consistent with the expansion pla;ming
formulation.. The existinq unit's screening ;:urve is: placed
. 80 that its intersection with other screening curves cor-
“respond to its. fixed capacity. (See Figure 3.2) [40].

Similarly ne;: limited energy plants cﬁﬂ be incorporated.
Their fixed costs are kno;nm and a variable cost is determined
so that it 1s optimaliy placed respecting its limited energy
constraint [3.4‘] .

The screening curves problem is generally solved mathe-
matically. Details of their formulations are outlined further
in Chapter 4 or can be referenced in ({21,33,34,40]. | The
breakeven points of the screening curve intersections are
readily determined as they | are the intersections of simple
linear equations." Existing units and new limited energy
plants afe incorpora':ed by solving simple one-dimensional
optimizatic;n problems (See [33]). ,

~Once \the optimal expansion capaicities have been deter- -
nmined, operational costs can be solved using deterministic'
production costing. In deterministic production cos:.ting, the
load is represented by a numeric load duration curve and
forced outages and maintenance are represented by unit

“
capacity deration. Since the reliab#lity index is also

deterministic, a percent reserve criteria is used.
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3.2. 2-Advanta9es

’I‘he advagtages of the 5creening Curves technique are
apparent in its name. The method is excellent in screeningo
different new unit candidates. It can handle many -different «:

types of new units with ‘ease. It accurately \represents the

o 1

load duration curve and provides a good estimate of deter-
ministic production system costs. The Screen.i:ng Curves
technique is con‘ceptually eaéf to understend due to its
+ graphical représenté@ien. At is‘ a very fast method and

requires little computer storage [33].

3.2.3 Disa'dvantages . J .
The' maix;n ‘disadvantages of the Screening Curves formu-

lation aré that the optimhl scenario is non-integer and non-

° gl‘obally (yearly) optim;izeii. Another d-_isadvantage. is‘ that its

production costing estimates are deterministic. It cannot’

- properly model econonies of“scaleodue to its non-ikteger final
scenario‘ and thus, portionsv‘of 'new units are req’dired to
c.ompAlete the final system scer‘xario. T If the large units ere
\;nodelled by s‘maller, similar types ef nu"nits, their costs ar.:e
different and the final tmix is no longer optimal. [‘21]. As
probablllstlc phenomena are not modelled, proper urﬁ'f”‘ interac-
tions are not reallzed. ‘The deterministic rellablllty
.criteria of Screening Curves.is"'also less realistic then

probabilistic criteria. .




K

The Screening Curves algorithm,,althéugh conceptually ,
straight forward, requires a lot of spécific;}ogic prog;am-
ming. Th/e ease of handling new units is somgwhat negated by
the exegution tiﬁe required’ in handling large numbers of
existing units. Thus Screening ‘Curves i\s better suited to
systems with large numbers of new unit ,possibilitieé.

(_ .

In éummary,\ the Screening ' Curves method is a fast

<

screening tool useful for analyzing large nunbers of g/ifferent

types { new units. It produces non-integer yearly scenarios
- A\ * - i

and is based on deterministic production costing.

3.3 Linear Programming

1

Linear Programming (LP) generation expansion optimization

-~

‘ consists of a linear objective function which is subject to

linear constraints. The solution technique seeks to minimize
‘or maximize the oi)jective function within the so]:utioﬂ space
defined by  the linear constraints. Many well established

efficient software packages exist for solving general LP

“~

f9rmula‘tions. ) - ' -

.

4

3.3.1 Problem Formulation

-

' .. The problem formulation is of the following form:

min OTC(X) = ( C+ BCF ):X . . ¥\ (3.3.1)
X
bCf"t = b‘,‘.Cf‘,t ° (30302)_'

\ ¢ ]
s -
.
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subject to
AX=, 2, <E © (3.3.3)

Variables: " .

OTC - Objective function of whole simulation period
[$]. -

Fixed costs of units [$/MW]. F

Sizes of new capacities [MW].

Variable cost of unit i in year t [$/MW-year].

Capacity factor of unit i in year t [p.u.].

Constraint matrix. '

Constraint equalities / inequalities.

c

X
b, .

ct;,
A ’
E

A piecewise linear approximation of the load duration

curve is used to calculate production costs. ,The LDC is

'fepresentedf“by-—a*'féw (T<10) non—equallyj sized blocks,
modelled through tﬁe use ;} constraints. The energy éenerated
by the loaded units is not dictated by the load duration curve
<in the same way as conventional.production costing. The
Linear Programming specification requires thaé the operating
capacity factors (CF) of all generating units must be speci-
éied as input. Thus the energy produced by the new units
under the block load duration curve is set yy the capacity
factors and is not dictated by a,m;rit order or the shape of

’the load. Units supply portionﬁ‘?f the system loéd as dictated
by the input capacity factor.g The energy provided by th¥&
generating unit is subtracted:from the block load duration
curve st;rting from the first block. As additional generating
units are loaded, the resultant eneréy production is sub-

tracted from the number of lo;h‘blocks as dictated by the
unit's preébecified operating capacity f::}pr.f

]
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The accuracy of the system production cost estimate

depends on the number of time se&mants used to represent the
' load duration curve. Thus there is a tradeoff betyeen the
required computer resources (storage and -execution time)
versus system modelliﬁ; accuracy. The number qf segments
representing the load durationigurve is directly proportional
to the number .of variables and constraints used in the Lihear
Programming formulation [16].

New generating capacity is selected ﬁo'minimize the

present worth investment and operational costs subject to

reserve margins constraints. Eiiéziﬁé units are not included
in tge objective function due to their prespecified operatioﬂ
.dictated by their cagécity factors. Thus the substitution of
new cheaper generation replacing expensive existing units
cénnot be modeled. These new unit selections, due to their
prespecified capacify factors can resulﬁ in inconsistent
production costing. These inconsistencies arise when the
system ioad energy, represented by the load .duration curve
blocks, can be exceeded if the specified capacit} factors are
not consistent with the Linear Programming optimal expansion
plan. This results in unrealistic and suboptima; generation
expansion plans (18]. 7

_ Existing‘Linear Programming foé;ulatioﬁs are capable of
solving problems with a few thousand variables,lsubject to

several hundred constraints (15]. Most are based on the

%implzx or Revised Simplex algorithm. Either the primal or

46 ' 4



TR D R

i il

P e s L R A e &

. SRVttt Slie

(s imon o

i
4

dual problém— formulation is solved, depending on which
minimizes the number of constraints, computer storage and

execution time. [16]

3.3.2 Linear Programming Variations

The Linear Programming technique cah be modified to
optimize moré than one objective function. This technique is
called Sequential Objectives. Examples of possible multiple
objectives are maximizing revenue or reliability, and minimi-

zing new plant construction, health hazards (emission control)

or environmental hagards (heating natural water resources).
The objective functions are met sequentiaily, and are then
relaxed to meet subsequent objective functions. To reduce the
variance from optimized solutions, previous objective func-
tions are transformed into constraints. With small changes

in total system costs, differént criteria can be optimized by

4
[

changing the system.mix [38].

The Linear Prégramming method can also‘&ncorporate the
following system phenomena: a piecewise linear approximation
for‘nonlins?r unit cost versus output relationships; spinning
reserve; andliot and cold starts [16]. Hydro and storage unit
modelling can also be incorporated, but much data needs to be
prespecified and the upiﬁ,modelling accuracy is poor. (See
(18] for implemeﬁtation). The level of detail modelled

depends on available computer resources and the intended usage

of the results.
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3.3.3 Adyéntages‘ X

The main advantagéwof thé Linear Programming formulation
is that it is a fast, flgxible global optimization method with
a capacity to analyze a large number of expansion alterna-
tives. It can easily be implemented using existing standard
Linear Programming processing programs, éliminating the need
for expensive, specialized program development. The acéuracy
of Linear Programming's production costing is deﬁ%ndant on the
number of segmehts used to represent the load duration curve.

3

It is, however, - sufficiently ‘accurate for prescreening

analysis [18]. Sensitivity analysis is readily available due
to the shadow prices inherent in Linear Programming calcula-
tions. Mathematically it is a simple tool and is compﬁtation—
ally efficient.

3.3.4 Disadﬁantages—

Linear 'Programming's main disadvanfage is 1its poor
estimation of productioﬁ costs due to the Linear*Programminé's
linearityorequirement. It cannot represent probabilistic
phenomena pertaining to reliability and unit production.
Pfoduction cost estimates are furtper hampergd by poor load
duration curve representation. The required prespecification
of generating unit's operating capacity factors can result in

unrealistic and possibly inconsistent costing. The produc-

tion costing method is also restricted by its inability to )

‘



enable new generation to affect the operation‘Zf existing

generation.

Attempts to improve unrealistic non-integer generating
unit additions have been realized by modifying the Simplex
technique or by using a Branch and Bound post processor. Both
methods reduce Linear Progfamming's efficiency and increase
the required size of the computer resources [15].

3.4 Generalizead Bender.'s Decomposition

Generalized Bender's (GB) Decomposition determines a

71-éavét cost generation expansion sequence usin‘; érobabilistic
reliability criteria and probabilistic production costing
methodology. GB-performs a global seagch to derive an optimal
investment plan, choosing from a rel.at‘ively large number of
alternatives. This complex nonlinear problem naturally
decomposes into two parts: determining optimal new unit
investments, and determining system operating costs and
reliability. This formulation can be exploifed using decf,om-
position techniques which subdivide the optimization prol':lem

into a master problem and a subproblem.

3.4.1 Problem Formulation

In this formulation the master problem is a linear
program which generates trial solutions to determine a non-
integer optimal capacity expansion plan. The subproblem

determines the minimum cost of operation (production costing)
A
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operating costs

onstraints.

formed and a new trial system is generated.

continued iteratively until the 1least cost

provide new upper and lower bounds,

space with each iteration.

planning horizon.

and reliability of the trial system for each year of the

' While performing production costing, dual Langrangian

multipliers are computed by measuring changes in system
and reliability resulting from -marginal

chaﬁges in the trial scenarios (See [3,6] for methodology).

dual multipliers provide a first order linear Taylor

pansion approximation of operating costs and reliability
The dual multipliers are then fed back to the

master problem. Using this¥gpda§gd data, new constraints are

1

turely terminated with known error bounds.

The problem is formulated as foliows (5]):
Master Problem:

. T
min OTC(X,Y) = C*X + I
X,Y t=1

bq, (X,)

subject to
EUE < reljiability for all intervals
X, 20 1i=1,2,...,n; t=1,2,...,T

Bubprobleﬁ:

s

n D,
min bg, = I ‘biJ‘ ELDC,(x) dx t=1,2,...,T
) i=1 D,.4

50

This process is
sequence |is
obtained [3-6,10]. Constraints, determ}ned by the subproblem,
reducing the solution

The algorithm can thus be prema-

(3.4.1)

(3.4.2)

(3.4.2)
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where '
D, =0
i-1 : ' (3.3.3)
D, = I X i=2, ..., n¥1 )
j=1
0 <x,5 Y, i=1,2,...,n; t=1,2,...,T (3.4.3)
— Hoo . A} i .
EUE, = ELDC,(x) dx t=1,2,...,T (3.4.5)
’ ‘ Dn+1 Y '
ariables:

OTC =~ Objective function of whole simulation period

[$]1. -
o - Fixed costs of units [$/MW]. ' »

X ~Capac1ty~o§~new*unit“‘ (Mwyes

Variable cost of year t [$]

Y. - Maximum capa01ty of unit i [MW].

EUE, - Expected unserved energy for year t [MW-year].
Loading level of unit i [MW].

Equivalent Load Duration Curve at capacxty X
after unit i has been loaded [probability].

n - Number of units.

T - Number of years of simulation.

o
e}
(ad
i

o
h-‘-
O
0

[ |

In Generalized Bender's there ié one subproblem for each
planning period. The reliability measure of the triél
scenario is determined by the expécted unserviced energy
ensuring thg conve ty'of the problem formulation [3].

As the master linear programming problem is a non-integer
formulatlon, the equivalent productlon costs of portlogéa;f'
units are required. This is possible using analytlcai
production costing techniques. Fractional portions of units
are repre§éhted so that they affect system costs and reliabil-
ity criteria in a manner consistent with complete generating

units. An example ofathis formulation is outlined in (18]
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using the Gram-Charlier series load duration curve represen-
tation. Thus despite the use of non-integer new unit addi-
tions, the effect of individual units is correctly modelled.
3.4.2 Generalized Bender's Variations

There are many variations of the Generalized Bender's
formulatiqn. J. A. Bloom, through the use of Lagrangian
relaxation and Kuhn-Tucker optimality, transforms t!;e con-
'stra.\ined master problem to a larger unconstrained problem [5].
Noonan and Giglio's formulation solves the generation expan-
sion problem using deterministic product}on' costing couplep :
with a nonlinear Gayussian loss of load probability constraint
[(5]. Scheweppe et al. and Beglari and Laughton use the
Generalizgd Bender's formulation but h;uristics replace the
dual multipliers linking the master and subproblem [5]. This
method, however, cannot assure convgrgence. Another is the

Generalized Network formulation described in section 3.5 [13].

3.4.3 Advantages

The main advantages of the Generalized Bender's decom-
position lie in its ability to probabilistically model system
production costing and relidbility criteria. Production
costing estimates having an accuracy comparable to power
system cost:{ng programs can be realized, thus basing the

optimal scenario on realistic system costs. New capacity

additicns affect the rest of the system energy generation,

«
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resulting in proper unit interactions. Thermal, hydro,

limited energy plants (LEP), and storage plants (SP) can all
be optimized using the Generalized Bender's fo&mulg}ion. Due
to the resultant increased size of the master problem,
interval analysis is not recommended, therefore,' limited

energy plants, storage plants and unit maintenance are not

" modelled very accurately. Generalized Bender's can also

properly analyze the trade-offs between investment costs,

production costs and réliability benefits [18].

As the-mastér problem is a linear optimization process,

prespecified constraints, such as financial or reserve margins
(minimal or maximum); can be implemented. Sensitivity
analysis ig also inherent in the linear programming formula-<
tion through marginal costs of reliability and shadow prices.
Since the size of the master problem increases through
iterations, the last feﬁ iterations use the most computer
resources. If tﬁese small refinemenés are not hecessary,
large amounts of computer time can be saved by early.termina-
tion. The program terminates with a known error margin since
the solution is always bounded. The accuracy of Generalized
Bender's has been véz:ified by coﬁparisons to an accepted
. .
standard (Dynamic Programming). ?%e solutions were found to

match ciosely both in the time scheduling of new units and

total capacity installations [18].



\',

AW
3.4.4 Disadvantages

The main disadvaﬁfage of the Generalized Bender's method
is its inability to generate ‘a realizable integer optimal

scenario. A non~integer solution cannot be rounded or trun-

cated to form a& integer solution and still maintain its

optimality. Furthermore analytic production costing must be
used due to the non-integer new unit-additions. This imposes
limitations when analyzing small systems. Another disad-

vantage is the large linear programming memory requirements

and computer code size due to 'the”-éeparate master, subproblem

formulation. Generalized Bender's also cannot model economies

of scale due to non-discrete unit additions.

§

In summary, Generalized Bender's is a sophisticated

screening tool which poses less'‘of a computational burden than

exhaustive search methods, yet' retains a high degfee- of

production costing accuracy.

35 Generalized Network
. The Generalized Network. formu_lation of power systen
generation exp;nsion is very similar to the Generalized
Bender's formulation. Both utilize a master, subproblem
decomposition to reduce a ‘large problem into t\go -smaller
problems. The master problem selecté investment alternatives,

whereas the sypproblem analyzes the operational costs of the

proposed master problem scenario. The techniques used in this

¢ ' . 54
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formulation are ar integer programming. heuristic master-’
problem and a network flow optimization subproblem. ‘

Generalized Network's main focus is the' long term
optimization of systems with‘a high percentage of“hydraulic
producﬁion. The subproblem is able to model water flows and
reservoir management. Its production cost model has an
accuracy'comparable to the Linear Programmrng forpu;atlon.
If the storage capabilities of hydro plants are not properly
: !

ults occur.

modeled, difficulties can arise and erroneous r

thermal power plants), peaking requlrements, overall system

v

security. and energy production [13]. o

3.5.1 Problem Formulation

The decemposition deals with two decisions, plant mix
and equipment operation. ThEX are not decoupled as there are
lin:itations on plant capacitr:My and available energy. The

general problem formulation is as follows [13]:

min OTC(X,Y) = C:X + BQ(Y) . (3.5.1)

X,Y
subject to
“
A+X > F ‘ (3.5.2)
G'X + H'Y 2 B (3.5.3)
0 £X <nyY - (no partial units) (3.5.4)
Y20 (3.5.5)
Variables:

OTC =~ Objective function of complete simulation -
period [$].

X » = New capacity (Investments) [MW].

Y - Maximum capacity of all units [MW].

c - Fixed costs of units [$/MW].
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Variable costs [$]

Capacity availability and system reliability
constraints.

Production costing constraints.

Total number of units.

>3
]
i1

¢

5@
=
e
L |

A
Bender'e}Decomposition uses the block iangﬁlar structure of
'this formulation by fixing the variab e”x‘thus‘reducing the

problem to a production .costing prbblem with c?mtinuousJ

variables expressed as follows [13].

min BQ(Y) - . . (3.5.6) //
.v a
subject to: e ;
“.H*Y 2 B - G'% (% is fixed) ° (3.5.7) '
Y 2. 0 A M . @ (305'8)
) ,
\

This method is called Bender's Partitioning Method (BPM). It
is‘an iteratﬁye'procedure usingysucceéeive plans based:on a "
relaxed version of the master problem (subproblem ignored).
The master, problem serves as a filter to ‘eliminate candidates
from future considerations. ?ﬂgﬂoperating eosts.ot the new
investment plan are obtained. These results are then added
to the master problem and sefve éo further constrain t -
-solutiog space. As the solution space is reduced with each
iteratioq, the method converges to:the optimal solut;onf The)
efficiency of the method depenés on the speed of the sub- Q

' problem and on the convergence of the master problem [12].
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3.5.2 Subproblem . ' i [

The prod ction costing subproblem 1s modelled as a
network flow optlmlzatlon problem for which eff1c1ent solution
technlques exist. A spec1allzatlon of the Slmplex algorlthm

is one technique that is used. The production costing is

deterministic and considers not only the system load and.glant'

availability but also hydraulic inflows. The sy;tem load 15
met when production exceeds demand for each steb representfng
the load duration curve. The sy.stem load and generation gre
modelled‘by nodes whereby the conse tion of energy- ensures

that the energy eﬁtering a node equals the energy leaving the

node. (See Figure 3.3). Each arc joining a node is charac-

el

terized by a capacity and a cost for. the energy that flowsﬁ

through’ it. Unused| hydro energy can be passed from ohei

-

‘interval to the next by nd&al connections. There is one node

R \ ” .
for all thermal units as thé&{ do not have .energy limitatjons.

Eath arc represents a different thermal undt providing energy,

to a step of the load duration curve for each production
: . , w !
interval [13].

v . (

3.5.3 Mastef Problem

*

The ' master problem is solved us1ng an 1nteger Optlml-

/

' zatlon process usfﬁg heurlstlc methodology Ex1st1ng ﬁpteger

programming lgorlthms are compllcated and requlreufoo much

computer time to ?e useful in this 1terat1ve procedﬁre

¢ '

'
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Previous Period
Water Surplus

To Sink Node

Water Inflow

Previous Period
Water Surplus

Water Inflow

To Demand Nodes

HYDRO MODELLING’

Energy Supply Infinite

To beman.d ques

=y ~ - ) i
THERMAL UNIT. MODELLING
- 0 ’ !

Fromt Supply Nodes

Load

¢

DEMAND MODELLING

[

o

F‘igure 3.3 Network Represer;tation of Production Costing.
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The heurist{c has a search phase and | an improvement
phase. The search phase obtains a feasible integer solutior.
The integer constraint is then relaxed and Tn upl;er bounded
ljnear programming algorithm attempts to improve the integer

solution. At regqular 1ntervals dur:mg the

are made to truncate or round off 'x' to ob ,aiirf a feasible
integer solution. The linear programming problem is small and
~-

fast, therefore the heuristic method -is effi ient [13].

3.5.4 Advantages

This method ‘is usefnl for systems wit
facilities where the operation of reservoirs has a significant
\jgnpact on productio/n costs., The decomposition allows General-
ized Network to capitdlize on the master, subproblem decom—
s pos.Ltlon thus reducmg t%é size of the p oblem treqted. It

-

also obtalns a reallzable integer flna scenario whjich is

desirable. “ . \
3.5.5 Disadvantages
Generalized ‘Network's .main disad antage is the deter-
ministic approximatic;n of production| cesting which is of
similar accuracy to the Ifinear Programming formulation. The
heuristic method used for the master p oblechannot guarantee
an optimal solution and its accuracy

can only be verified

through ‘extensive~testing. °

»
T
\‘ ¢ M
M l

7N

earch, attempts.

large hydraulic -
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It is interesting to note that desp{ge the usage of
Bender's decomposition, the results of Generalized Bender's
and Generalized Network have very diffe;er properties.
Generalized Bender's uses probabilistic production costing
and ensures mathematical optimality, whereas Generalized
Network uses a simplified deterministic production costing
method incorporating hydro reservoéirs, yet obtains an integer

solution with uncertain optimality.

3.6 Dynamic Programming

The simplest and most assured way of determining an

]

optimal solution of a complex nonlinear optimization problem
is by 'brute force' or performing a comprehensive search.
Dynamic(ﬁ;ogramming (DP) is a refined version of this tech-
nique which ensures consistency in new unit additiohfl DP
ensures that once ‘a new unit is added, it will continue to
operate throughout i€ts lifespan.

In practical situations, however, the &imensionality-of-
such. a power plamming problem is so large that such a straight
forward approa%h is computationa}ly infeas}bie. To limit the
solution space of the problen, oﬁly combinations of expansion
candidates meeting a set of user defined "bounds are used.
These restrictions, while reducing computational burdens, also
sacrifice assured final scenario optimality [35].

Dynamic Programming is widely used in Power System

Generation Expansion Analysis. An industrial standard used

60

A

]




throughout, the world is the Wein. Automatic System Planning
Package (WASP). WASP uses Dynamic Progrémming optimization
[43]. WASP was used to accredit the methods used to develop

the reference sequence for thel'testing of this work.

3.6.1 Problem Description

The .Dynamic Programming formulation applied to 'power

system generation planning seeks to determine the lowest total

system ‘cost expansion scenario. The total system cost of
operating the system is represented by the objective function
consisting of fi#ed and vari.able costs over the complete stgdy
horizon. The DP formulation does not require the use of any
particular production costing method, and normally sophisti-
cated probab’ilist'ic methods are used.

Each feasible solution of new unit additions, dictatted
by use defined bound\s, is called a state. A state is defined
for a particular period of time depending on the number of
intervals used in the production costing simulation. (The
number of intervals is limited by the size and simulation
length of the power system).

The first state is defined as the first year of simula-
tion in which all units are existing or committed. Subsequent
states are restricted by user specified minimum and/or maximum
reserve criteria called tunnelling. (See Figure 3.4) These
bounds are necessary to limit the number of considered states,

thereby reducing the problem size. The states must also be
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physically realizable ensuring a continuum of new unit

additions %ver the simulation period. Sysfem reliability
criteria, 1loss of, load probability or expectg? unserved
energy, must also be met for a state to be c@nsidered [18,27].
For large power systems it is necessary to reduce the number
of states even further using heuristic criteria. (See [36])
The first step of the’ Dynamic Programming optimization
process is determining all feasible states of that particular
time‘period. These systemlgeneration mixes represented by
states are individually costed. Production and capital costs
are included in the state cost. The next step in the Dynamic
Programming .process is determining least cost routes from the
previous time period's states. (See Figure 3.4). As there
can be many routes to a paxticular state, the 1éast cost route
is selected and pointers, indicating previous states, are
stored. Using these selected least cost routes, the least
present worthed total costs (costs to date) of the states are
determined. 1In lafgg systems only the cheapest states are’
retained due to programming restrictions.
This process is gontinued for every iPterval through to
- thé end of the simulation horizon. The ch#apest cost to date
is the 'optimal'u expansion scenario. Ehe optimality is
dependant on the effect of-the tunnellingfboundary conditions.
These restrictions are flagged if they affect the optimality
of the final scenario. New unit installation dates are -

-determined by tracing the routes of the state pointers back
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'to the initial state. This techniquie is called Forward

Dynamic Programmingo[43] . (See [25-27) for the precise mathe-
matical formulation.)

. If sensitivity analysis consisting ofksuboptimal scenari-
os 1is desired, Backwards Dynamic Programming is used. The
" Dynamic Programming cost to date routing is repeat‘ed only
starting from the final year going toward the first. It is
not necessary to repeat the costing process as the results
already exist from the Forward Dynamic Programming optimiza-
tion. The number of suboptimal scenarios available is limited
only by computer storage restrictions [8].

Further constraints of the power system can be realized
through the selection process of acceptable states. States
not meeting constraints including maxim'um yearly unit instal-
lations and yearly cap;ital réstrictions are not considered for
analysis [43].

The efficiency of the production coosting algorithm is
very important to Dynamic Programming due to the large number
of states that are analyze;i. Since alnost 80% of the proceé-
sing time of the Dynamic Programming formulation is spent
calculating production costs, ar3a1ytic methods are widely
used. This enables substantial reductions of up to 75% for
large systems in the total processing time [39]. There is

,

production costing estimates. Many versions of Dy

no restriction, however, on the type of method used, for
I(Amic

Programming use production costing techniques of comparable
3
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quality to nonoptimizing generation planning tools. Any type
of unit can be modelled using tﬁis method as ldhg as the
interval time used for the production costin§ is small enough
to represent its operation accurately. These methods are very

accurate, but tend to have substantial execution times [39].

' 3.6.2 Advantages

jhe main advantdge of Dynamic Programming is its deter-
mination of a realizable globally optimal (whole unit addi-
tions) expansion scenario. Dynamic Programming can be used
"with any type of production‘costing and can explicitly handle
other constraints including financial and unit installations.
Due to the flexibility of the production costing algoritﬁm,
many different types of units can be represented including
- hydro and storage plants [41]. Probabili%tic production
costing methodology also ensures proper unit interaction.
'Dynamic Programm%ng also enables the usage 9f probabilistic
. reliability criteria, expected Jnserved eneréy or loss of load
probability. Suboptimal plans are also available giving the
analyst a sénsitivity analysis through realizable  scenarios

(18,36].

3.6.3 Disadvantag¢§
The main disadvantage of Dynamic Programming is the
'curse of dimensionality'. The method requires large amounts

of computer storage and has a very high comgytational burden
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for large systems. The method also relies on the ahalyst to

specify tunnel constraints which: while reducing the s}ze of
the problem, can result in a subop;imal solution. Fér example
the addition of a large base load unit which exceeds the
maximum reserve margin, might not be considered as a candidate

plant (8].

It is ironic that the appealing nature of exhaustive
search of the Dynamic Programming formulation in selecting
the optimal scenario is the actual factor that forces the

restrictions on the method which cause the optimality of, the

method to be questioned.

3.7 Gradient Projection

The Gradient Projection technique of Youn, Lee and Park
[(37,44)] is fundamenta}ly different 'from the previously
described optimization .techniques. The other optimization
techniques use a load duration curve to represent the system
load whereas this ;ethod uses a chronological load curve for
production cost estimates. Another fundamental difference.is
that the probabilist%c effects of the unit's forced outage
rate are not modelled using the,ﬁooth-Baleriaux formulation.
Instead the prpduction costing and reliability criteria assume
load fluctuations and plant outages follow a Gaussian proba-
bility distribution. This is viewed by some critics @&s

inadequate (see discussions in [37,44]) and'regg;re further
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testing for proper validation. It is presented, none tﬁe
less, to give insight into other possible methods being used
to solve the power system generation expahsion problem. It
is only briefly summarized due to the questions concerning its
modelling capabilities. Further details can bé found by
consulting the following references [30,37,44].

The Gradient Projection technique models load fluctua-
tiogs"using analytic ytechniques of Normal dis'-tt":fl’l‘)utions for
each load curve segment. Each segment is regrgggnted by
normal mean and variances.. Generating units' forged outages
are similarly modelled, thus enabling their con:bined effect
to‘be realized by simple additions and subtrag:,{tions of their

d
respective means and variances. This method is conceptually

similar to analytical production costing tephnfqués except
that a éhronological load curve replaces the traditional load
duration’ curve. Analytic formulas are ‘used not oniy to
determine operating costs_aﬁa reliability measures butdalso
to calculate their marginal values [44].

The long-range optimization process co;sisté of a master
problem to determine the annual investments of new‘units and
subproblems to determine minimum operation capacity costs and
reliability [37]. The master problem is formulatqd\as an
optimal contro‘l problem. The Hamiltonian mini’mizati'{on is
'performgd using a specialized version of the Gradient Projeq;

tion method [37]. “ver




The subproblem anaiytically' detefmines the operating
costs, reliability and their marginal changes. The marginal
values are then returned to the master problem which is
modified accordingly, and resolved to determine a new invest-
ment plan. The optimization is performed iterathély until

the optimal scenario is found [30].

3.7.1 Advantages
' The main advantage of this optimization technique is the

probabilistic handling ‘of production costs and reliability

measures. Due to the master-subproblem formulat\iqm,‘ the -

problem 'size is reduced into two smaller problems enabling a

faster solution and more detailed production costing.  This
method has interval analysis, ' but insufficient data is
available to determine its ‘affect on total simulation period

«

storage and execution requirements.

3.7.2 Disadvantages ' )

The maii'»7 disadvantage of this method is the unproven’

accuracy of the ‘representation of the system rloads and

3

generation forced outages by the Gaussian approximation. This
problem can be Yrectified through extensive testing and
analysis to determine the merits of the method [37,44]). The

method "also provides n9n-integer final scenarios, thus
v \//
requiring the analyst to discretize the final solution into

a realigable sequence.
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3.8 Heuristics ~ : P

The boundary that. divides mathematical and Heuristic
optimizatic;n' methods is at ‘best ambiguous. Mathematicians
reso;ve this problem through proofs and theories, but in the
actual implementation this categorization weakens. It has
been shown in Section 2 .7’, Computer Implementation, d.ﬂthat there
'e:éists a wide gap between theoretical formulati;ns and working
computer programs: Due to the comput'er's limitations,
approximations in the methodology must be inade. The approxi-
mations are based on the prograxﬁmer's und‘prstanding of the
problen aﬁd expecte'd. sysi:em data accuracy'. Heur‘istics or
'rules of thumb' are necessary and are used throughout the .
implementation of a method; thus the callse for the cl)assific;a—
tic?n ambiguity.

There are,‘howe\;er, proérams that dcé: not h’av;e a solid
basis in a-particular mathematical optimization formulation
and are almost completely based on‘Heuristics. These methods
generally cannot be proven to be optimal and are nodified or
'adjusted when the analyst detects conflicting or unexpected
results. These programs tend to be developed 'in house' and
are based on rﬁethods aeveloped through experience or a 'feel!

oy
for the system.

An example of a power system generation expansion*

optimization Heuristic is as fol&ows. Initially the system's
¢ reliability criteria is met with new peaking generation. ‘New

units of the type corresponding to the 'merit order' are added
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! ~one at a time until the least cost number of this type is
reached. The comparison is based on the gost effect of the
" nev'v unit on the new peaking cjeneration. The least 205’(: number
of new units of this type is adqed. " This process co:{tinues

until all new unit types have bgéﬁjtried. o

The probiem with this Heuristic method ;is that the new

‘

‘generation is only compared to the cost effectiveneks of
peaking new units- candidates. The method provides a realiz-.

able final scenario, but its closeness to optimality cannot

be asserted. '

»

Such techniques car‘?’ be sufficiently accurate for some
applications, but should only be used by a hi\;hly experie‘;;ed
analyst vho ‘c‘an determine {f the result's_are reasonable. To
‘ensure the solution's optimality, a lot of hand testing is

required' which relies exclu ively on the intuition of the

' analyst.

3.8 .‘1 Advantages

~

Heuristic optimization methods ate usually based on years

of experience : and if.properly incorpora'ted, can provide quick
' approximatioﬁs to aséist a; highly experiencgd analyst". They
tend to have small. overhead costs as they are developed ovgr'

a long period of time and are usilali(yﬁ ":i;n' house' prograxﬁ_s.

? -~

\‘,
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. +Breobabilistic reliapiliﬁy and interval analysis also add'to

@82 Disadvantages o

method.

-
B

‘8iderable overlap in the models described, but each is better
o ' .

y , o \
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' The main disadvantage is the unkﬁg"n quantities of a

¥ o N 4
Heuristic method. They may, perform as Sell, if not better
than methods based .on standard techhiques, hpt this can only

be asserted throu?e*c*'ensive testing. There is also a lack

. of standerdlzatlo A\yhich does not instil confidence in the

As Heuristic:methods tend to be quick approximations,

they can be iheffiEient, and unreliable.

A

3.9 Optimization Technique Comparison

. Various optimization methods, exist and implementatibns
> . L . }

»

. R ,
'suited tq/a specific purpose. Each requires d%fferbnt input

‘data, and have, 'varwlng computatlonal requlr%pents.

'51m11ar1t1es and dlfﬁerences are llsted gelow and are sum-

marlzed 1%li§bles 3\1 and 3.2. Heurlstlc methods aré so
var1ed and nonstandar ized that- they are.not 1nc1uded in the

following dlscp551on. | Co ¥ -

) ,
/S 7
. - ! A

[ 3 4
3 9 1 Productlon Cdsti g . : s

The most !ccura e productten costlng est%mates are -

E
&

avallable u51ng Dynamic¢ Programming.

bilistic Qroductrbh cos;

. v . |

energy and Storage plants
i

The method uses proba-

for ,long term optimization.

~
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of each Vary'}ﬁﬂcomplexity and versatility. There is con-~
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ting and can adequately model limited
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its accurate representation. The Gradient Projection produc-

&

tion costing method is not as sophisticated but is probabilis-

tic and has the capabilities of interval, and hydro analysis.

(.

G eraliged Bender's has much ﬁhe same iétail as Dynémic
rpgramm;né produFtion costing, without interva}ranalysis.
hus,the.modellﬁng accuracy'of maintenance, limited‘energy and

storage plants is reduced. Screening Curves' .production

costing is as detailed as Generalized Bénder's but is not as
accurate as deterministi&:methodology'and reliability criter%a
are used. Generalized Bender's, Screening Curves, Generalized

Network Iand Linear Programming are all unable to: moéel"

economic interchange due- fo their non—integer new unit

representation.

Génerélized Network and Linear Programming have the
poorest productioﬁ costing estimates. Both methods use block
load duration curve représentations'which results in poor
medelling accuracy. This is especially truey for Linear
Programming as -the uni£'s capacity factors are determined
exogénously. Generalized Network, however,éis the only‘pne

of these methods that incorporates hydro reservoir operation

into the production cost estimates.

3.9.2 Discrete Unit Additions .

P
f

Only Dynamic Programming and Generalized Network have

the capabiljties to determine realizable discrete unit

{

additions. "'This results in decreased capabilities in éystem




.

I
analysis size and increased compﬁtational burazt: (101. 1If
the new unit additions are real variables, the accuracy of the
final solution is affected. Difficulties arise in the
interpretation of the results ;s it is not always clear how
to discretizew variables for the final scenario. Blind
rounding or truncation can result in a poor, suboptimal final
scenariqst[lo,13]ﬂ Generalized Bender's and Gradient Projec-
tion, although they provide non-integer expansion scenarios,
have thelability\tp approximafé economies of scale and the
impact of umit size on cost and reliability. The final
expansion scenario, however, dictates the installation of

portions of units which contradicts the economics associated

with that type of unit.

3.9.3 Computer Resources

Discrete scen;rio methods re&uire the most execution time
and computer storage. They also tend to constrain the search
area to avoid the 'dimensionality—curse' and large processing
times. The more complex production costing methods also
require increased computer time and storage. Screening Curves

and Linear Programming require the least amount of processing

* time. Linear Programming due to the Simplex formulation

requires more computer- storage than Screening Curves.
Generalized Bender's and Generaljzed Netwoerk require large
amounts of computer stdrage also due to their Simplex formula-

tions and the detailed production costing. Dynamic Program-
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ming has the greaiest execution tiﬁes, which is‘highly depen-
dant on the production costing methodology.
Toﬂgive'relative‘execution times, a software packége
called the Electric é;neration Expansion Analysis Systém
(EGEAS) [18] has been used to compare va??ous methods using
three standard test systems. Each op%imizing method differs
in production costing accuracy and f; the final expansiog
scenarios. This is expected as the methods with Ilonger
execution times should provide better final scenarios. Usiﬁg
the Linear Programming method's execution time as a base for
comparison the following results were obtained. Generalized

Bender's required two to six times and Dynamic Programming

eleven times the base exgcution time for the three different

AN

sized systems [18]. It can be seen from these results that
the more accurate simulation and optimization techniques
require substantial more progessing'times.

There is insufficient data to comment on the execution
requirements of the Gradient Projection or Generalized Network
methods, but they are expected to be comparable to those of

L4
Generalized Bender's and Linear Programmf%g respectively.

o ”
. &
) '
3.9.4 Sensitivity Analysis
Dynamic Programming's sensitivity is available through
realizable /suboptimal scenarios. Generalized Bender's,
Generalized Network and Linear Programming all have shadow

prices inherent in the Simplex optimization method. Screening

Zah
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Curves and Gradient Projection methods provide sensitivity

analysis through the availability -of dual variables.

3.9.5 Power Tool Uses

Screening Curves and Linear Programming can éﬁamine large
numbers of expansién alternatives, and are therefore good for
screening analysis. ~Due.to their low compdiational burdens,
many runs can be made to test the sensitivity of different
system components. Generalized Bender's and Gradient Projec-

b

tion are more sophisticated screen tools as they)] have much

ki

better production costing models, but are limited by the size
of problem they can handle. Generalized Network is specifi-
cally formulated for hydro reservoirs and thus makes its poor

(
thermal- production costing model tolerable. Dynamic Program-

ming, due to its very high computational.burden, é;ould only

be used forifmall systeﬁs or final discrete unit scenarios

with limited number of expansion alternaﬁives. ;

Fér a comparison of existing software packages using

these optimization technique see Appendix B. More detailed
. PR

comparisons can be obtained through the references outlined

in Appendix C.

[ |
<
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Chapter 4.

PROBABILISTIC SCREENING CURVES OPTIMIZATION TECHNIQUE

4.1 Introduction

There are few generation expansion optimizing programs
available for use on the personal computer. Most existing
personal computer software packages are limitedgln their scope
and are not readily available. 1In a recent Canadian Electfi-
cal, Association (CEA) sﬁrvey [19] only six of twenty four
generation expansion programs could optimize new unit addi-
tions. 0f these six, none were implemented on a personal
(micro-) computer. It is the objective of this work to
develop an optimization software package for the personal
computer. oy ‘

T?@s chapter outlines the development of a hybrid of
existing opfimization methods and its implementation on the

personal computer. This new method is capable of determining
~a realizable. yearly near-optimal’hydro-thermal mixes using
probabilistic costing analysis.

The optimization hybrid is based on conventional deter-
ministic thermal optimization Screening'éurves (SC) . Included
in the formulation are recent developments ihcorporating
existing thermal units. This technique is then eXtended to
a probabilistic framework- called Probabilistic Screening

-

Curves (PSC). As Probabilistic Screening Curves cannot model

L4

all probabilistic phenomena, it is cbupled with a Branch and

°
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Bound (B&B) technique to form a Probabilistic Screening Curves

- Branch and Bound (PSC~B&B) hybrid. The optimization
capabilities of the original Screening Curves, Probabilistic
Screening Curves, and : the Probabilistic Screening Curves-
Branch and Bound hybrid are then compared by determining an
expan;ion mix of a test system.

Probabilistic Séreening Curves and the Branch and Bound
hybrid methods are then extended to include the analysis of
hydro expansion candidates. The full hydro-thermal capabil-

ities of the optimizgtion methods are then analyzed using the

same test system with hydro candidates.

4.2 Screening Curves Optimization Basis gelection

The Screening Curves formulation was chosen to be the
basié of this optimizatioﬁ technique because it is simple,
versatile and yet efficient. It is ideally suited for the
limitations of the personal computer as it does not require
large amounts of computer storage, and the execution code is
short and easily implementéd and modified., It is a simple
step-by-step method, building towards the optimaf solution..
The technique provides a good first pass non-integer soiution,
approximation. It is also robugt and convergeﬁce is assured.

The Screening Curves formulation is also bery flekible,
caphble'of hgndling large numbers of new generation alter-

patives with ease. It is well suited, as implied by its name)

for screening analysis. - Screening analysis can be loosely
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defined as the removal of inefficient generation alternatives.

Other me£hcd§¥ such as Generalized Bender's} Genefalized
Network, Dynamic Programming and, to a lesser extent, Linear
Programming, require much more stérage and ‘computer processing
time for she anaiysis of many new unit alternatives. -~ The
Screening Curves method is even used as a pre-screening
selection process for these methods to reduce the number of
alternatives to be analyzed. S

o The Screening Curves method can be used to obtain an
optimal, yearly non—intege; solution efficiently, using
deterministic p;oduction costing. The analyst is then left
to discretize and develop a global optimal final scenario by

trial and error testing.

¢

“

The basic concepts of Screening Curves are ,easily
unde:rstood and pr‘ovide the analyst with a 'feel' of the
system. The new unit selection progess can be shown Qraphi-
cally and provide visually unit selection criteria and the

14

final system mix. The visQal capability of this method

~

enables user-interaction and provides the analyst with a
‘ ’

better understanding of the system. Since its optimality can

be-ﬁroyen for yearly simulation, the analyst is thus assured-

of the optimality of the results.
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4.3 Determingpéic screening’Cureos optimization
4.3.1 Introductien ‘ ‘

Conventional Screening Curves techniques for power system
generatien expansion optimizationhhave been considered since
the early 1940's. They were not widely used due to their
inability to modelfexisting generation. However, since ‘the
1960's, with the improved mathematical techniques, existing
'deneration has been incorporated in the optimization process.

* The following sections outline conventional Screening

‘Curves techniques and Levin's [34] recent nonlinear approgch

incorporating existing thermal generation.

4.3.2 Thermal Unit Problem‘Definition
The Screening Curves formulation determines the minimum

total yearly costs of a power systeT/expansion scenario using

1

deterministic production costing. The system load is repre-

sented by a load durat}on curve. Both variable and fixed
costs for new generating units are considefed whereas oﬁly
var;able costs for ex1st1ng units are used as their‘capital
costs are assumed to be sunken costs., Capital costs are
determined using the Uniform Annual Payments cos:ing method
(2.6. 1) accrued over the life of the genfratlng unit. The
c%pltal costs are assumed to be constant regardless of the

actual capacity used. (ie. There are no economies of scale).

Variable costs are also assumed to be constant irrespective

r
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of the unit's production. Set-up costs, to bring the unit
into working condition, are not considered either.
The thermal unit Screening Curves optimization problem

| is mathematically formulated as follows [34]:
> . !
T g n . o :
Min TC.(X,) = I ( C*X¢ + B*Q; ) L (4.3.1)
Zt ) 1=1 . \ . ' .
; Such that

n
o & oX, 2L | (4.3.2)
» l=; . . .
D, = 0 “ Q
i‘l ¢ (4.3-3)
Dy= T x5, . i=2, ..., ¥l
N J=1. , ! ﬁ
. Dﬂ1 '” ' . ‘ "
N Qe = ILDC,(x) dx i=1, ..., n T (4.3.4)
) . ’ Di ) , ‘; .
X; ¢ 2‘0/ i=1, ..., n (4.3.5) .
X"t S' Yi,t P i € I . [y (4.3-6)
Variables: ‘ .
: n ' ' - Number of units in.the systenm . »
‘ (new and existing). ‘ =
‘ S S - Set of existing units. L
' . ~ Capacity of unit i in year t [MW]
b S ~ Capacity of existing unit i in year t (MW]
TC, - Total cost in year t [$].
[N - Array of fixed costs for year t [S/MW year]
o ' X ; ( 0 iEI) .
- b, . -~ Array of variable costs in year t !
h - [$/MW year].
) Q. - Array of energy generated in year t [MW]
LDC(7) = Load duration curve.
ILDC(x) ~ Inverted load duration curve. .
Ly - System peak demand in year .t [MW]. X
' T ~ Negrmalized time ([per unit]. ..
. ; 82 R )
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The object}ve function (4.3.1) minimizes the total cost
consisting of ali/yariéble costs and capital costs of only
new units.. It is a nonlinear #ormulation as the energy term .,
is calculated from the nonlinear inverted load duration curve

o ILDC(x) in equation (4.3.4). The optimization is constrained
to meet the system peadk load equation (4.3.2), and to operaté )
the generating units within their peak capaéity (4.3.5)‘—
(4.3.6). Thé”total capacity of the loaded units is repre-
sented'by equation.(4.:3.3) and is uség for the energy produc-
tion calculation of equation (4.3.4). ‘

This formulation is a convex nonlinear optimization
problem. Thereforé, the necessary condifions for ogfimality, \
given by the Kuhn-Tucker conditions, are also suffi;ient [1]-—

. Any'sg}utipn which sa£isfigs these conditions is aiso the
glbbél optimal [54].’ Tﬁus an optimization procedure uéingjthe,
Kuhn-Tucker conditions ‘ensures a least cost mix for that .
year's operation:‘ . |

Using Lagrangian relaxatipn,[l], the Kuhn-Tucker condi-

tions for optimality of the Screening Curves formulation, in:

equations (4.3.1)-(4.3.6), are as follows [34]:

~ c‘ + Ri - ui - u)= 0 i ‘ I . ’ ’ "4‘3‘-7)
. Where '
n i . ‘ _ :
Ry = = (b =°byy) ¢ 9(Dy) .. (4.3.8)
v j=1 C,

[ ‘\‘ . : v 1 .
g_ ‘ . a; + Ry = ~u=0" ! iel ’ _(4.3.9)
N o~ . . .
- ’ ’ ”
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U, x;, =0 - i=1, ...,n ’ (4.3.10)
B @ "
N n - ) ¥ < -
us (= % -L)=0 ) o (4.3.11)
=1 b s
oy (Y - %) =0 ier. (4:3.12) |
u 20 ) i=1, ...,n . (423.13)
a 20 ;i : ielI ' (4.3.14)
u 20 / T (4.3.15)
bm1E 0 ‘ . (4.3-16) =
Variables: ) o
u ~Dual variable of the. peak demand constraint J
. of (4.3.2). ¢
u, -Dual variable of the non-negativity constralnt
- of (4.3.5). .
%i -Dual variable of the existing units (4.3.6).° A

4}
L3

N . i ,
The units in this formulation are indexed by the sub-

script.:.'i'. This a551gned order is the merit order which

sorts the thermal units, Both’i new and ex:.stlng, into in-
: >

creasing variable costs. For the new unl,ts to be efficient,

. . f
the corresponding fixed costs of these units must be in
: ' ‘o

'decr'easing order. _ i .
by <by< ... <b <....<b (merit order) ' (4.3,17)
x‘". . - : c1>.c2>...“>‘c{>...l>c“ ’. (4. 5\18)
o n'/ , " This can be yerlfled 1ntu1¢1vely as a unit ‘.WZLtH high‘er fixed
' a}'ld variable cost 1rrespective of its loadlng position, Wlll
, - always be more expen51ve thap, unit with ehther a lower f1xe% .
or variable cost. If (4 3. 17), (4f 3.18) are not met, ‘the un1t ’
violating;’these condltlons is inefficient and is not con-
-7 sidered for the optimal mix. C k / o s
‘ 3 L v/ - § 3 84 ' : ..._ h 2
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* 4.3,3 Conventional Screening Curves\:ethodology

cénventional Screening Curves determine an optimal non-

integer yearly mix consisting only Qf\bew thermal generation.
The method does not have the capability of including existing
generatioﬁ in the optimization process. This formulation is
of 1ittld practical value, but is the basis of Levin's,[34]
formulation. It also gives ins&ght into the ‘basic concepts

" of power system generatiom expansion. It is‘a special case

of the more generalized formulation of equations (4.3.1)-
y

-~
(4 3.16). This method has beeJ‘widely discussed 1nkl1terature

[11 21,29,134,40].

The method is based on a graphical procedure using a
d

. breakevem point approach. As new units have different fixed
,and variable costs, certain units operate more cheaply for
. ¢ 1

specific lengths of operation. Higher,fixed, lower variable

| cost units run efficiently for long periods of time and’ are

base Ioaded; Likewise, low fixed, -high variable cost units

‘are peak loaded. The breakeven point is the operating  time

where two different units cost the same to .operate on a per

MW basis. & ’

_. P .

The breakeven time boundaries determinesoptimal'unit
operation for a particular load duration curve. This method
can be seen graphically in Figure 4;1;’ ;he y-axis of the
erst graph is the capital costs (c;), and the normalized time
() of the unlt's operation is on the x-ax1s. The slope of

the linear screening curve is the variable cost (b‘L,
* ' 'S

i .

-

\
-
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Intersections of the screemning curves. indicate the

breakevenn times separatlng regions where ne unit is more

@
+

eff1c1ent to operate than another. 7, indicates the intersec-

w

tion of the screem.ng curves for units; i=1 and j.—z. If

.‘..

operation times are greater than 7,,-it is more efflc:l.ent to

operate unit 1 and at lower times, um.t 2. 'I'he optimal unit”

capacity is optained by transposing the breakeven‘times (ry)
..,onto the system load dura\tion s‘urve, (LDC), resulting in _their
corresponding capacity (x;) on the second graph's y-axis '(MW) .
(See ‘Figure 4'.1) . Thus optimal, g-non-inteéer deteministic new
unit capacities can be determined. ’

Breakeven ‘times can also be mathematically derived from

the Xuhn-Tucker formulatipn [40]). They are calculated as

follows: — ; ’/ :

T. = e
i bi,, = by

(4

Ci/Pi = Cur/Pin . © o (4.3.19)

Strict ine'qual'ity signs must be used in equation (4.3.17) to.

avoid divisien by zero .in the breakeven ‘point equation
( 4.'3.19) . Screening curves cgnnot compare units wi‘thlthe‘ s'ame
fix‘ed costs, but intuitively the unit with the higher variable
. cost is'] inefficient. ‘Simila]::l'y, the unit with the higher

fixed cost is inefficient! for equal varlable costs. o

The breakeven times provide boundaries ‘inside which ‘the
unlts should operate to assure an optimal yearly generation
¢ mix. The spec1f1c unlts to be used are 1ndicated by the
.. ' X ’ o
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.minimun-cost polygon. The min;mﬁm'cogt polygon consigts of

the lower envelope formed by the lowest cost screening curves
[34]. (See Figure 4.1)
” Screeniﬁg curves not 'abpearing‘ in the mninimum cost

polygon are inefficient units. The constraints (4.3.17)-

(4.3.18) do not ensure all the units will be efficient or

economi€al. ‘Examples of units which are uneconomical are

shown in Figure 4.2.° cConditions (4.3.17)-(4.3.18) are not
» .

‘met in (a) and it can be seen that unit 1 is more expensive

to operat$ than unit 2. In (b) conditions i4.3.17),’(4.3.18)

are met, but unit 2 is still not part of the 'minimum cost

polygon and is inefficient. Case (c) indicates a breakéven'

time 71, gr;ater éhan 100% time which is physiC§llyyiﬁp8;sible

to reélize, therefofe the unit is inefficient. Thus fax.units

meeting conditions (4.3.17)-(4.3.18), the follbwing criteria
will ensufe the inclusion of only.efficient new units. .

1) 0 ‘<1, <1 ieI (Newunits only.)  (4.3.20)

2) 1 > Ty, i’¢ I (New units only.) (4.3.21)

" In determining the set of efficient units the fallowing

forward recursive methodology avoids calculating all screening

curve intersectioné, as with many new units the large number

of intersections is prohibitive.  Thus efficient generating

~

units are determined as follows:

1) Calculate new unit fixed and variable costs. !

2) Sort new units into merit order (bf < by,q) .

88
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3) Remove uneconomical units- (c; } Ci,4).
4) Next unit i (Initially i=1).
: 5) Next unit j (Initially j=2).

6) calculate 1,'= (¢; ='c)) / (b; = b;) (4.3.19)..

: »
"7) If r, 2 1 Then remove uneconcmical unit i and go to

-

step 4.

8) If r, 2 7,y Thén remove u;xeconomical unit j and go ,
to step 5.

9) Next k and go to step 4.

An array of breakeven point‘s rk;s and the egonomic‘al units

used in the formulation of the minimum cost polygon are thus

determined. Uneconomical riew units are also-identified. This
process is very fast and easily implemented. :

\ The breakeven times can then be transformed into new unif

—~t : ’

capacities using the loadT duration curve (LDC). (See AFi"gure'

4.1.)

-

.

This is the conventional Screening4, Curves method' for
determining the opt':imal yearly, non-integer new thermal unit
mix. ':Ll‘hé ‘total cost of the optimal solution is obtained using
deterministic production costing techniques.

{
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4.3.4 Screening Curves optimization With Existing Thermal
Units ,/

Optimization of a new unit mix/és only useful for systems
without any existing genération. ost expansion analysis must

be performed with a mix of fixed dapacity existing units. The

-

. fixed capacities of existipg uq&ts cannot be modelled using
/ S

- conventional Screening Curves #échniques. ,Several extensions

to the conventional technique/exist to detérmine theloptimal
new unit mix with existing /generation [21,34]. The method
outlined by Levin [34] has Eeen selected for its simple,
flexible andgEomputationa ly efficient formulation.

Conceptually, the

xisting units are handled similarly
to new units with the /exception that their fixed costs are
ignored and their cap citiés’?re fixed. The existing unit's
screening curve's si pe is fixed by their variable cost b; as
with new units. Nb capital cost is explicitly assigned to
do have some unknown capital worth'in the
optimal mix. This capital worth répreseﬁts the capital
'earned' by thée unit's presence in the final mix.
Graphically, the existing unit's screening curve's y-axié
intercept (fixed cost) is shifted up or down until the unit's
capacity: ictated by the in;ersections with the new unit:s
screeninq/curves and the load guratioﬁ curve, maﬁches the
un;t's Actual capacity. (See Figure 4.3.) The f?nal y-axis

.intéraépt is the capital cost 'earned' for the existing unit

being in the optimal mix and is dehoted by aj;.

[}
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When many existing units are in sequence in the merit

order, they are \combined together in the screening'curve
placement technique to form an existing;muiti-unit (EMU) [347.
The ioading position of the EMU is determined in a similar
- fashion to individual existing units. An example can be seen
in Figure 4.4 where it is shown that the new units' capacities
have been reduced due to the presence of existing units

(%] -> x;). ~‘ ,

The gxisting unit's y-axis intercept is denoted by the
variable a;. If a; is less than or equal to zero, retaining”
the complete capacity of the unit in Ehe final mix- results in
a suboptimal solution, as the unit is inefficient. Dl‘he
reduced capacity of the, 6 unit to remain in the sélution is
determined by forcing :he negative q; to be equal to zero.
Thus the unit will operate efficiently at a keduced capacity.

(See Figure 4.5).

The existing unit methodology can be confirmed mathe-

matically using Kuhn-Tucker optimality(condi%ions where a; is |

a Lagrangian multiplier for existing unit's capacity. The’

derivation uses the boundary conditions (4.3.2), (4.3.5),
(4.3.6) and the Kuhn-Tucker conditions (4.?.7)-(4.3.16{d¢m
arrive at the following formula indicating the existing unit's
optimal loading point. (éee [34,35] for derivation.) A one-
dimensional search, using this formula, locates the optimal

loading points of the existing uniﬁs.
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‘This formulation-assumes all existing units are efficient

and is as follows [34]: ~

-1
q(f‘ &,D) -jz (b,

4

K

j1 = bj) ¢ ILDC(D + Bj,y) - ¢ + ¢

* 4 (b, 7 by + ILDC(D) + (b, - b,) * ILDE(D + B )

(4.3.22)

r

.. \
Subject to:

aJ) The loading points of the new undts before and after

. the EMU: . .
D, €D < D, B (4.3.23)
-~ -~ Y - . .
— D, £D+ D "< D, ~4.3.24)
. b) 8 is a new unié loaded after the EMU:
. ) , .
‘ s < § < n+l : ' (4.3.25)
c) £ is a new.unit load before the EMU: -
1<f<r (4.3.26)
Variables: - . .
[ & . .
D' - Total capacity of EMU [MW].
D -~ Loading point of EMU [MW]. . ’
D, - Total capacity of EMU up to existing unit i [MW].
o -~ Index of the new unit -directly before the-first

unit of the EMU.

8 -~ Index of the new unit directly follow1ng the last
unit of the EMU.

o - Index of the first.existing unit in the EMU.

s - Index of the last existing unit in the EMU.

kIncorporating inefficient units requires only slight modifi-
cations as the basic reasoning is similar.)‘ . »lw

The optimal loading point for the EMU is determined when
q(z, é D) 0 in the domain bounded by (4.3.23), (4.3. 24) Asi

(f,é,D) is a monotonically decreasing function and the

—
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6ptima1 existing unit placement can be uniquely determined
t34]. The optimallty assumes that the bounds of the search
variable D point the gearch,procedure inward. If theéy.do not

the bounds are incorrect and\need.to be modified.

The, bisection search method was chosen to solve this: one~

.
Lol -

T

RN
A5

dimensional problem. It is'a simple, efficient technique/f-*—;

. which is easily constrained to Speeified search areas: It
converges quickly and can be terminatedgwith known limits.
(See [9] for the bisection iormulation )

If the EMU is loaded in’ the flrst or’ last positlon in the

merit order, .the search process 1s,not requlred as its posi-

tions and capacities are known. Formulations where all
. . ps ~ : .
existing uniteg capacitied mustrbe used, or units are ineffi-

cient are similar to the above formulation. Further details
! , . \ L

!

can be obtained in [35]. o
The method for determining the optimal loading point of

an EMU can be summarized as follows: = . ,

[ - -

1) Determlne eff1c1ent new unit r,'s. o

.
2$ Determine EMU boundlng new units and bouridaries for °

_ 4

the search area such that q(,,Dy,,) > 0, and
¢

q(u,Qﬁ“") < 0 and meet equations (4.3.23)

(4.3.24). ) E

. _3) If EMU is the first or last unit in the merit. order,

STOP. . - ' ' .

[



@f Determine optimal EMl(loading point such that

la(,,D)| < tolerance.

C ] |
4.3.5 Optimization With Multiple Existing-Multi-Units -

This methodology can easily be generalized to multiple

existing-multi-units. Each EMU is determined and processed -

' /indepenaently as indicated above. If any EMU's overlap, they:

L]

‘are combined into one larger EMU and its optimal loading point

P o
_is determined. (See :[35] for further details.)

\' .\\
. 'Scfeening Curves gnables the annual non-integer optimal

thermal unit mix to be determined simply and efficiently.

, "The analyst g':an be assured of the optimality of the final mix

as the method is_ mathematically optimal. Sgreeninq Curves
incorporates existing thermal generation and also has  the

ability to identify inefficient new units. The capacity of

existing units is properly modell!d and an optimal non-integer

"solution is obtained. /- ‘

1! R - '\"
{ . 1
4.4 Probabilistic Screening Curves Optimization
& -
';‘he\ previously described Screening Curves technique

provides an optimal non-integer ﬁyearly_ scenario. It is
I’ 4

limited bS( its ,inab'ility to handle discrete unit sizes,"

) e;:onpmiés of scale and probabilistic modelling of forced

outades. A more realistic probabilistic production costing

Y
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‘metho;i must be used to account for these effects in th
overall system cost and in 1nd1v1dua1 unit operatlon (18] .% )
Thus, whlle retaining the 51mplic1ty of the Screenlng Curves
formulation but using the superior probabilistic costlng
method, a new optimization method is déveloped call Proba-

‘

bilistijc Screening Curves (PSC),

The Screening _Curv;,es Jethod uses a variéble versus fixed
,cost breakeven point approach to determipe the optimal
cap‘acities‘ of new units. The lload. dura\‘.i’on curve transforms

!

the breakeven times to optimal new unit capacities. Trans-
ferring: this prinsiple to a probabilistic setting, the ‘o\ptimal
new unit capacity is taken from thé breakeven time interssc—
tion of the equix;flent load éuratipn curve (ELDC) rather than
the load ciuration curve (LDC). As the equivalent load
duratijon curve changss wit;h the 1loading of eac;haunit, a
so;l.ution similar to-the one s'tép cbhvgntional Screening Curves
éroblém is no longer possible. The: optimal screening curves
mix must also change to reflect edch new equlvalent load
'duratlon curve. Thus optlma’1~.new unit capacities must be
deternined ‘iteratively. (See Figure 4.6).

The complete recalculation of the screening curve mix at
the 1oading‘4sf\each unit is too slow and compitationally
expensive'. Examining the unit losding convoiﬁtion process\,
Equation K(2‘.4.1) ‘::and. Figure 2.3, it can be seen that the

equivalent load duration curve's values will never decrease.

“Even if a hypothetical unit's forced outage rate equals zero

W ;
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. percent, the equivalent load dvration curve will not :decrease
as it is not modi?ied. .For non-zero forced outage rates the
load increases oua_to the loading of each. unit. '

‘ ' Using this property of unit’ conv,b'lution, the optimal
capacity divided by -the new, unit's capacity determines the
number of new units to be loaded. All these units can be
loaded before the s;:reenmg curve calculations are redone.

(See Figure 4.6). The,sa,me is true with existing units. Oncen

an existing multi-unit (EMU) is encountered in the loading

- orcler, by definition of the EMU, ‘no new units are loaded in

between individual ex:.stln? units. The new units are opti-

mally placed before or after the exlstlng multi-unit. ‘
The originai deterministio de‘finition of the breakeven

point presents problems due to probablllstlc handllng of the

forced outage rate. The actual operatlng length of the

Ay

generating unit is not defined.by the equivalent load duration
. . , o

curve due to the unmet energy.' of the unit's. forced outage \

rate. The unlt's actual len th of operatlon ithe value of ’
: - the equlvalent 1oad dura\<0n curve d1v1ded by the unlt'
LYy avallablllty_. . Thus the breakeven-point is divided by the
availability of the new unit.
‘The breakeven spoint/ Mbwever, is detérmlned by the

comparison of two units. It must also be modifled for the
4

new unit above thq breakeven point. It will have the opposite

’

- affect on the breakeven point, and thus this ghit‘s ..avail’a—
bility is multiplied w\ith.the_'breakeven point. .

s

{‘ . 19‘0' ' . - e
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. \ .
Conventional Deterministic Screening Curves would add four
new units. Probabilistic Screening Curves, due to the )
Probabilistic effect of the Forced Outage Rates, would add five
new units of type 1'as the load has shifted.

+
1

.

) F_igure 4.6 Probabilistic Screening Curves- .

. Determining New Unit Capacity.

-
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The breakeven point is modified to the following form

f

.- c/p; - <:’m/pm Pis ' (4.4.1)
- by - b Py ‘

where: p; = (1-q;)
4

’ ';‘his breakeven point formula was confirmed experimentally
to give better results, than the conventional screening curve
breakeven point formula. ¢
The Probabilistic Screening Curves analysis is summarized
a‘s follows: '
1) Calculate new unit breakevén points (4.4.1) and
identify inefficient new units.
2) Group e.xisfing units into existing multi-units
(EMU's) . .
3) Determine optimal non;integer mix with ‘most recent
ELDC. '
4) Load similar typed units first in the merit order
and update ELbC.

’

5) Have reliability criteria (LOLP’'or EUE) been met?

’

If not go to step 3. ‘

Thus the final yearly probabilistic screening g:urvoe integer

near-optimal mix is determined.

' 4.4.1 Advantages
The main, advantage of this methodology is its ability to -

enable Screening Curves to use the more realistic probabilis-

©
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tic production costing technique. The unit mix can now
reflect in the system costs discrete unit additions, economies

PR

of scale and model the cost of the unit's forced outage rate.
Differences between probabilistic and det;ministic Screening
Curves are eépecially noticeable with the final costs and mix
of the peaking units as deterministic production costing is
not as accurate. The pfobabilistic production costing also

enables the use of probabilistic reliability criteria.

4.4.2 Disafivantages _

&he disadvantages of this modifiéation to the Screening
Curves method are the new problems that are presented by the
probébiiistic nature of mode’llir}g units. The method now h\as
the ability to model these many desirable criteria, but: the
Scree1’1ing Curves' unit selection process irs not designed for
them. The unit selection is based only on fixed and variable
costs which does not- reflect the unit's capacity. Screening
Curves cannot model the effectﬁ of two similar non-equaxlly‘

sized generating units on the total system generatidn capacity

. required to meet a probabilistic reliability criteria.

Thus the optimality of the'Probabilistic Screening Curves
methodology cannot be asserted. It is, however, based in an
optimal non-integer deterministic optimizing method. Thus,
confirned by testing, the Probabilistic Screening Curves

method provides a near-optimal yearly mix. In this method the
-
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probabilistic production costing is more accurate, but the new
unit selection cannot represeht these phenomena. '

This method in its attempt to represent the 'effecf: of
whole unit additions, cannot of itself, determine how partial
units are to be handled. Heuristics must be used’fo ei\ther

round or truncate the finaél scenario.

4.4.3 Implementation

Probabilistic Screening Curves is computationally less

¢

efficient than the deterministic Screening Curves techniques.

As the screening curves mix must be rectalculated each time a /

/
new type of- unit is loaded, the following methods can be/

incorporated to speed up this process. ‘ /

The values of the new unit's breakeven points (7;) ,n/eed

‘not be recalculated as they are dependant only on the n unit

‘data and not the system load. The original grouping of the

/
existing multi-units (EMU) will not change, but combined EMU's
/ .o

may need to be separated. Therefore the original,‘i:MU grouping-

" is retained and need only be regrouped if nec/e’ésary.

. /
The results of the previous solution is a good starting
point for the following Screening Curves//op,timization, and
can ogreatly speed up the solution process thxjough reduced

search areas. Further computational savings can also be

realized using the properties of the equivalent load duration -

curve. Search directions can ‘be predicted due to unit

additions.

' 104
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‘ 4.5 Branch and Bound Optimization

Probabilistic Screening Curves incorporgted probabilis-
ticfproduction costing into the deterministic Screening Curve;
méthodblogy. However it cannot ensure aﬁ optimal probabil-
istic scenario due to limits inherent in its formulation. It
does, however, provide a good first approximation to the
optiinal solution.

Probabilistic Screening Curves can effiéiently compare
many different types of units. As this methodology provides
a. discrete solution and is near to an optimal m.ix, it was
decided to vary the Probabilistic Screening Curves mix and
improve the final mix. The method chosen to perform this
integer search is the Branch and Bound search_technigue.

The Branch and Bound search technique successively tests
the addition 'of a type of new unit in an attempt to decrease
the total system cost. It continues to do so.until the total
cost starts increasing.~ Thus this branch (or new unit type)
of the search is bounded and another branch (generating type)
is tried [14]. e '

" This process if K}a:orporated for all the different
combinations of new units would be too slgy due to the immense
séarqh area. If indeed'it were incorperated, the search area
would resembie that of the Dynamic Pzi;ramming method. This

would require significant amounts of computer resources which

are unavailable:on the personal computer. To limit the search .
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area,nthe near optimal mix of the Probabilistic Screening
Curves method is useé. \

As base loaded units affect the rest of‘@ﬁé system mix,
new units are optimized acéording fhe '‘merit' order. The
Branch and Bound technique is used to add or subtract a new
uﬁit and the rest of the system mix is determined with the
Probabilistic Screening Curves. The number of new units of
this type is varied gn@il the total system cost increases,
- and thus the lowest cost mix of this type is determined.\ The
Bfanch and Bound technique is then applied to the next new
unit in the ‘merit orﬁe%. Once this process is complete, a
new optimal yearly solution is obtained. Even though this is
a binary search technique, global yearly optimality cannot be
assuﬁéd as the use of.Probabilistic Screening Curves method

does not assure optimality.

The cost function, due to, the probabilistic ;roduction
costing and whole unit additions, does not provide a monoton-
ically decreasing objective cost function. Thus the termina-
tion, of the neW'ﬁnit additions or subtractions of a particular
type must be based on heuristics with ;n appyopriate effi-
ciency versus accuracy trad;off.

Each iteration of the Branch and Bound technique is
computationallv more expensive than just the probabilistie
production costing due to the Probabilistiq Screening Curves

.calculations. However, the computational‘z?vings outline in

the Probabilistic Screening Curves technique can be used.
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When a branch is bounded for one unit type, the equivalent

load duration curve cam be modified up to the new unii:'s
loading level and be used as the starting point for all new
\:mit tests. HI‘hus, as the yearly optimization proceeds, the
brobabilistic production costing and screening curve galcula-
tions are reduced. Analytical production costing can also

spe'ed up this process due to its faster methoﬁology. e

The main advantage of the Probabilistic Sc'reening Curves
- Branch and Bound hyb_rid is its ability to quickly select a
yearly near-optimal power generation expansion scenario using
probabilistic production costing. Probabilistic Screening\
Curves - ‘Branch and Bound hybrid will provic'ie a lower cost
scenario than Probabilistic Screenir;g curves as the hybrid can
properly cost and model the effects of units size, economies
of scale and forced outages. The yearly expansion scenario
is realizable as it is an integer solution. The method is

efficient, can be incorporated within the limited resources

of a personal computer and yet can still handle large numbers

of new unit alternatives.

-

Tﬁe Branch and éound technique provides alterr':ati;,'e
scenarios, which also give an indication as to the fj.nal
solution's sensitivity.  This enables the selection of other
more expensive expansion scenarios which are better suited to

other external considerations. It also aids the analyst in

develop:ng a global expansion sequence from the alternative
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yearly mixes. The unit selection, is conceptually easily

' understood and cost tradeoffs are readily available to the /

-

analyst. ' ‘ . B

The main disadvantage of this method is that the final

/
solution is only a near~optimal yearly optimization. Due to

the complexity and size of the problem, in the context of

power system generation expahsion tools, this is quite accep-

table and common. Even ‘optimal' methods such as bynamic

\

Programmlng and Generalized' Bender's: cannot guarantle pti-

mality due to restricted’ search areas and non-integey solu-
\

tions respectively. Few methods, due to the nonlinear™hature

of the probabilistic proddction costing, can guarantee _
optimality, and even those that do, cannot necessarily be
implemented due to other practical considerations.- | \

’

This method is thus, a comprémise. It sacrifices known

-

- optimality Tfor decreased computer ~resources, an integer
iy

solution,  probabilistic costing and the availability of

[
subopt1ma1 plans. As generation expansion involves much more

than- Just straight financial con51derat10ns, thls results in
this tool being‘practical but not mathematically optimal.

\ 4.6 Test Cases and Results

The objective of this work was to ‘develop a fast,

. efficient method of determining a near optimal generation

3
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sequence for use on the personal cemputer. The Probabilistic

' Screening Curves (PSC) and Probabilistic Screening Curves -
Branch and Bound (PSC-B&B) hybrid methods were implemented in
‘FORTRAN. They were combined with an ex1st1ng Power System
Geggratlon Expansion Analysis program kindly made available
b;jﬁhaw1nlgan Consultants Inc. The system's analysis package

1s called the Advanced Power System Planning and Productlon
Cost'ing,Program (SYPCO) which is available on the personal
co;nputer SYPCO has beenA used on many. mternatmnal prog ects

™ and its analysis capabllitles havg'“been verlfled with the Wein
Automatl_c Systen Planni’ng Package, an industrial standarcl.
l\ll ’analysis.was performegl on a personal (micro—): computer as

this was the intent of the research.

Excessive computational requirements are a problem when -

analyzing large systems with hydro projects. Thus to tedt
the capabilities of the Probabilistic Screening Cuweg, and

Probabilistic Screening Curves - Branch and Bound hybrid

methods, such a system was chosen. The data and results used -

in the testing were also made available by Shawinigan Consul-
tants Inc. The system consisted of a twelve year optimization

initially of only thermal units candidates, and Was then
°

extended to .both hydro and thermal candidates. In this
section, the o6verall system will be described and the thermal

) candidates available for installation. Hydro optifization is
discussed in the subsequent sections.

4
)
a -

- \ [
b
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The test system. is based on realistic data, but is not
available for full public scrutiny. The system has a capacity

of 3, 000 MW 'in the first year . of simulation increasing to

'~ 52,000 MW in the twelfth year. The loadghnergy increases from

193,000 GWh to 325,000 GWh in the same time frame. This

" corresponds to about five percent load growth per year and a

.load factor decreasing from 73% to 71.3%. The discount rate

was set at 10% pet annum and nod escalation was asoigned for
relative fuel cost changes.’ The target reliability criteria
was a Loss of Load Probability (LOLP) of fifty hours B?r year
based on annual system anaiysis and deterministic treatment
of hydro plants, Production costing was determined using
annual probabilistic Booth—Balefiaux annual methodologx and
the maintenance was modelled using the derated capacity .
method. (See Table 4.1 for a summary of the system) . '

The system Load Duration Cyrve varied in shape as seen

in‘Figure 4.7 (b) throughout the simulation pé}iod. The hydro

" plants for the thermal testing of this section were treated
' «

as existing plants and installations dates were taken from the
ootimized scheme of the project. The hydro pliots were
ihserteo under the anntal Load Duration Curve based on their .
average energy production. The resulting Load Duration Curveu
was used for the thermal ootimization.

The ek%isting generation at the first year of simulotion
consistéd of 40 % hydro and 60 % thermal units. The existing
thermal ranged in size from 50 MW to 1/000~MW1 'These.théghal

<
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fﬂ le 4.1 Power System Used For nxbansioirmcsting .

°

E)

. . SYSTEM LOAD .
) Target LOLP = 50 urs/yr Discount Rate/=‘10f
' | Year 1 ] fearﬁG ) Yeé: 12
Capacity (MW) 26,468 * 36,420 49,907 °
Enérgy (GWh) 169,813 229,757 310,086
B ' ~ EXISTING GENERATION ’! '
1 rHERMAL ‘(coal) ¢

~

Capa01ty Range Number - FOR Maintenance . . :

of Units  [%] [Days]
0 <Y < 100 MW 7 11.0 56 ' R
| 100 < ¥ < 200 MW 6 11.0 56
" | 200 < Y < 300 MW 13 11.0 . 56.
) Y > 400 MW ' 9 11.0 56 .
THERMAL (Nuclear) . :

o

Capa01ty Range Number FOR - Maiptenance’

of Units (%] (Days] . -
Y=1,000 MW 3 11.0 28
HYDRO, \ . . v :
Capacity Range -, Number of Units .. . . FOR ,
. Year 1 Year 6 Year 12 (%] .
‘ \? 0 <Y < 100 MW 6 6. 6 3.0
: (/ 160 < ¥ < 200 MW'@ 13 13 13 3.0
: 200 <Y < 300 MW °~ 11 - 11 11 3.0
300 < Y.< 400 MW 14 “14 - 16 3.0
Y > 400 MW 4 7 ©10° 3.0
'NEW GENERATION
k THERMAL  (Coal) K S

! ' " 600 MW, FOR = &6 %, qutenance = 42 days, Life = 30 years'
THERMAL (Gas Turblne) . \ ‘

I

100, MW, FOR = 11 %, Maintenance = 14 days, Life = 20 years '

x
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piants consisted of Coal "and Gas Turbine units with three
‘“—<nuclear plants scheduled for installation during the simula-
. tion periégl. See Table 4.1 for a summary of the:ex;.sting
. generation. Figurg 4.7’?a) shows graphically the v;;-fable
costs of the existing thermal units and their approximate s
operating ranges. .
' To enable consistent comparisons, the capital ‘costs of -
\{ the hy;li;o units oi:timized in the next section's analysié are
included in the total costs indicated in the results.
Existing unit's capital costs are normally as'sumed to be
sunken costs and are not included. *

« The system's expansion candidates are 600 MW coal and 100
MW gas turbine units. Nuclear units were also originally
included in the candidates for optilmizatiOn but were deter-

) ;nined “to be unecon_omical by the Screening Curves. Thus, they
! ‘wdre forced into the unit sequencing as existing‘ units for

political rather than economical reasons. ~There ' were no

limitatigns on the number of eithﬂer‘ unit type installed; t%h} '

" the unit additions were purely baskd on‘present worthed

uniform annual payment economic comparisons. The new thermal N

.units' characteristics are sun;marized An Table 4.1 and in

Figure 4.7 (a)e. , /

The opt“im-ization method" used to determine the referenae
generation’ sequence was ‘obtained using” a heuristic deter- ‘\\}

ministic optimization program called the Generation Sequencing { ,

\

'Program (GSP) [23]. (éeq Appendix B for details of the
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program) GSP was -calibrated to the probabilistic metho‘dolog‘y _; ,
.of SYPCO such that an approximate reserve crlteria would
correlate. to the ﬂeq;red Lc;ss of Load Probabﬂ.w:y (LOLP)
criteria. The opt;,m'gl atearly sequence was then expanded to"

a reallzable global optlmalf expansnon sequence. ’ (As the
*

reference optimization was pertormed to meet a determlrustlc

I~ .
relz—a‘blllty crnfem* ’the rieference number of ,pé:l;g units
were not used, but were determined using an annual loss of
load probability (LOLP) criteria). Thus, the reference
séquence has peaking units added or subtracted te,the actual

‘optimal' sequence ensuring consistent comparisons. This

PR}

. ' 0N .
expansion sequence is referred to as the reference sequence.
) ' ‘

prem e

4.6.1 Test Methodology

‘Three thermal optimizations were performed and then
'compared to the reference sequence described above. The first
two were the- Probablllstlc Screening Curves and Probablllstlc
Screening Curves - Branch and Bound hybrid outlmed in the
previous sections. ) L .

For bomparieon purposes, the Screening Curves optimiza-
tion outline by Levin [34] and introduced in section 4.3 was
also included«- The deterministic Screening Curves, mix was
obtained and then discretized by rounding the hon-ihteger mix
to the nearest integer value. This disgrete mix was then
probabilisticalfly pi‘oduction costed and new-t”peaking units

added untll the desired LOLP criteria was met.
e
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Each optimization was performed on an annual basis using
similar data. The.results are shown graphically in Figures
4.8 - 4.11. The total cost comparison (Figure 4.8) is the

yearly cost cdnsisting of the capital cqrts of new thermal

‘units (and 'new' hydro) plus the variable tosts of alléuqits.‘

As the sequence has not been globally optimized the costs are

not‘bresent worthed and only total yearly costs are éompared.

It can be seen from Figure 4.8 that there are no substan-
tial @iffenencgs in the igarly total costs between the
optimization methods., It should be noted, ho&ever, that
deéerministic Screening‘Curves has-consistently highef'casts.
These, over ‘longer simqlétiqn péfiods, coulq amount to
subé;antial costs. Thus the merit of the Probabilistic

Screening Curves is demonstrated as the costs are lower than

'the deterministic Screening Curves. ‘The Probabilistic

Screening durvgs - Branch and Bound (PSC-BdB) hybrid can be
L -

seen to be equal to or slightly less than the Probabilistic

Screeniﬁg Curves (PSC) as is expected. As’PSC and PSC-B&B are

yearly optimizatiohs, the cost ié slightiy lower in year seven

_than the reference mix;

Thé mix of the new unit additions (Figures 4.10, 4.11)

'uemonétrate a close similarity between the number of coal

units added for PSC-B&B and PSC compared to the reference

A {

sequence. The reference sequence tends to install slightly

L

more coal units replacing gas turbines. This is to be

expected due to shortsightedness of the yearly optimization.
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The determiqiigyz Screening Curves method consistently

adds more gas turbines to the mix. This is due to improper
deterministic modelling of the unit's forced outages. The
peak of the load duratioz curve'is not modified appropriately
with deterministic production costing.

»

. Thus Probabilistic Screening Curyes and Probabilistic
. b
Screening Curves - Branch and Bound were able to detérmine a
- »
near optimal yearly optimization for this system and were.

shown tc be superior to deterministic Scgreening Curves.

4.7 Hydro Units

Thus far only thermal units have been considered in the
optimizing process. New hydro units must be treated separ-
ately from new thermal unit optimization, due to their lack
of variable costs and limited energy gereration. Hydro
projects have fixed capacitiés‘and energies, and it is most
economical to use both of these to their full capébilities
[18]. Thus they have only one loading point on the 1load
duration curve. (In the ensuing discussion, hydro units are
treated deterministically due to the small probabilistic
limpact of these high reliability plants. Large processing
times are required for their probabilistic treatment, it was
deemed ngt worth the extra computational effort. The method-
ology, however, is easily transferred to a probabilistic

, treatment.)

3
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A new hydro project candidate is either installed in a
given year (at its prespecified capaciéy and energy rating)
or it is'ignored. This ;é contrasted to new thermal can-
didates where many unite of the same type can be installed
over the simulation period. As hydro plants are site speci-
fic, they must be treated iﬁdividually.

The methodology incorporating hydro ﬂnit selections into
the Screening Curve methodology as proposed by Ley{n [35] was
not considered pr;ctical duve to its complex nature and
limitation of considering ornly one new project a year.
Therefore the following method was used. . ’

New hydro bfojec?s were evaluated by determining the
optimal total cost before and after the project was installed.
These cgsts were compared and if the project was economical,
it is kept and the nexé new hydro project was considered. The
hydro projects were sorted such that the least expensive
projects were considered first. Thus the first unit is
considered and if it reduces the total system cost, it is kept

and the next unit is considered.

An optimal scluti?n would require all combinations of new
hydro projects to be tried. This type of exhaustive search
is unﬁecessary and for large systems, beyond‘thebcapabilities
of the personal computer. Thus a near-optimal solution is
obtained through this'meyhodology.

‘Determining whether to include a new hydro unit iﬁ the

final mix can be determined in two ways. The desired accuracy

-
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and the computer resources available will deﬁermine which

method is used. The first’method compares the total system

y . 9

costs using the Probabilistic Screening Curves and the second
" uses the Probabilistic Screening Curve - Branch and Bound

hybrid optimization.

The Probabilistic Screening Curves method is summarized
- as follows:
’ . » ‘ .
1) Determine the system cost of all the thermal

system using Probabilistic Screening Curves (PSC).
2) Add a new hydfo unit.
3) Determine the new system cost using PSC.
4) Compare totq} system costs.
If cheaper, keep hydro unit. o L.
5) If more new hydro candidaté plants exist,
go to step 2. '
6) Determine the near optimal ﬁranch and Bound
(B&B) thermal solution if desired. i
The second'mgthod, using Branch ana Bound optimization for all
: hydroﬂtests, is summarizéd as follows :
1) Détermine system cost of all therﬁal system
using PSC, A
2) Determine near optimal all thermal B&B
'solution.
3) Add a new hyéro unit.

§\\ 4) Determine the new system cos;.using PSC. '
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‘55 Determine the near optimal system ¢ost using
| B&B. . e
6) Compare total system coste.
If cheaper, keepbhydrp unit. f
7) If more new hydro candidate plants eﬁi&&i K
go to'step 2;
The first method (PSC) is very dependent on €Le uncertain
optimality of the Probabilistic Screening Curve methodélogy
and is noﬁ as accurate as the secdnd method (PSC-B&B). The
Branch and Bound comparison 'should be used if the computer
resources are available and for determining final scenarios.
Differences between the two methods can be seen in the \
following test cases minimum costfscen;rips. :
4.8 Hydro Test Cases
In this section the outlined hydro eequencing methodol -
ogy is tested. The power system used to test the hydro
optimization capabilities is the same system outlined in°

section 4.6 except-not all the hydro generation is prespeci-

fied. Thirteen candidate hydro plants are available for

installation the first year of simulation. Each has different
capital™osts, capacities and energy availabilities.  Their
cost and operating range relationships to the thermal expan;=
sion candidates are shown graphically in Figure 4.12. 1In this

-

figure the hydro expansion candidates are placed at the ,,
o

inters.ction of their fiwxed cost and operating capacity

v . e 'kv
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factor: The hydro units are ranked according to inqreasing'

4

cost per capacity factor for the optinization‘selection. o

The same test procedure for thermal only units was used
to test the hydro optimization. Screening 0ur3§s, Probabil-
istic. Screening Curves, and Probabilistic Screening Curvés-
Branch and Bound (PSC-B&B) hybrid wére all compared to the

reference case. = (The reference case was determined in the

same manner as the, thermal seauencegwhere GSP was used to
: 2

obtain -a hydro-thermal expansion sequenceo This sequence

corresponded closely to the sequence thalned from WASP)
These test results are summarlzed graphlcally in Flgures 4.13

to 4.18. .

!

The Probabilistic Screening*cﬁrves, and Probabilistic

a

,Screenlng Curves - Branch and Bound. hybrld test reSults are

¢

J

very 51m11ar in total cost and mlxes They differ in thei

partlcular'hydro units wh1ch are installed in a few simulation
years, but do not result in 51gn1ficant cost or mix differen-
ces, The PSC-B&B hybrid new unit additlon costs are less than

or equal to that of the Probabllistic Screenigg Curves. This

is expected as the PSC-B&B is an extension of the- Probabilis-l

- tic Screen;ng Curves methodology. ‘Both methods, as can be

seen in Figure 4.18, do not result in reaIizable sequences as
units are added and then removed the following year. This is

caused by the non-global optimization, and is eipected. It

is left up to the analyst to determine a realizable sequence '
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from the data of Figure 4.18 and the suboptimal plans of the
PSC-B&B method. (See Section 4.9)

‘ The Screening Curves scenario is consistently more costly
than the probabilistic optimization methods developed in this
work. This deterministic method tends to install less hydro
and coalx and replaces it.yith peaking gas turbine generation.
This is caused by the difference between deterministic and
probabilistic production costing. However, due to the higher

il

percentage of smaller more reiiable Gas Turbines, less total
r'd

system generation is required. Similarly, due to the smailer?//

percentage of Gas Turbines in the reference, the overall
system capacity tends to be higher. |
*
4.9 Global Expansion Sequence Determination

The yearly optimal sequences provided by Probabilistic
Screeniné'Curves and Probabilistic Screening Curves-Branch and
Bourid hybrid do not provide realizable global sequences. The
problem with yearly optimizations is that there is no consis-
tency in unit installations. A unit that is installed one
year, if mathematically optimal, can be decommissioned the
following year. This is, of course, not physically realiz-
able, but occurs in the hyd;b~seqhences of Figure 4.18. Thus,
the yearly optimization must be modified to determine a least
cost expansion sequgnce.

An example of élobal optimization is‘proviéed for the

hydro-thermal test' case. (See Figure 4.18). A globally
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optimized generation sequence was determined based on the
results of the Probabilistic Screening Curves-Branch and Bound
hybrid's output. (See Figures 4.19). Comparing the global and:
the yearly sequences, it can be seen that the unit's commis-
sioning daéés can sometimes be changed when the system is
globally optimized. (Compare commissioning dates of hydro
units ten and eleven).

The methodology used to develop globally optimized
sequences from yéarly optimizations is based on heuristics,
the analyst's experience and external considerations. The
method used to develop this global sequence involved devel-
oping a realizable hydro sequence and then subsequently, a
thermal sequence. The hydro methodology consists of selecting
oﬁe hydro unit and comparing the costs of different installa-
tion dates to determine its best-comﬁissioning date. _ The
comparisons can usually be performed using the éuboptimal
plans of the Probabilistic Séreening Curveg-Branch and Bound
hybrid. Once the commissioning date of a particular unit is
Qetermined, it is t}eateé as an existing unit and the next
hydro unit is analyzed. Three system simulations 'were
.required'for the global sequence determination. Each subse-
quent simulations require less processing time as the number
of hydro candidates is reduced with each simulation. Once the
optimal hydro sequence was developed, a Fealizable‘thermal
sequence was then determined by advancing or retiring coal

commissioning dates.
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REFERENCE SEQUENCE

Y Hydro Unit Thermal Units

E

A |1|2]3|4]|5]|6{7]|8]|9|1|1]1]|2 Coal Gas

R 0/1{2]3 Turbine
1 | *ik|kik|% 12,000 MW| 1,600 MW
2 [dfk[w|x]x 15,000 MW| 1,800 MW
3 | k|k|k|k| % 17,400 MW| 1,900 MW
4 ||k *[x[x]| | x| (% [[18,600 MW| 2,500 MW
5 [*|dfw|k|nl Ix *| |*x| 120,400 MW| 2,500 MW
6 [H[*[H[xix| || *| [*{ 123,400 MW| 2,500 MW
NN NEENN *| |*| |l26,400 MW| 2,500 MW
8 |[H|k|w|x|x| [x *| f*| [|27,600 MW| 2,600 MW
9 (*{*lklhlx|nikinlwix] (x[x127,600 MW| 2,600 MW
10 |*|*[*|*|[*[*[*|*x|*x|*| [*x|*{30,000 MW| 2,900 MW
11 %) * |k k|x|k|*|k % [x[%|%x}13], 200 MW| 3,200 MW
12 x| *|*]|&|*|* x|k *|*|*|*|*[32,600 MW| 3,400 MW

BRANCH AND BOUND -
PROBABILISTIC SCREENING CURVES

Y Hydro Unit Thermal Units

E :

A (1]|2(3]|4|5]|6]7|8|9(21]|1]1]|2 Coal Gas

R 0/1]2]3 Turbine
1 [xlx|x|x|x * 11'400 MW| 1,900 MW
2 [kfk[k[x|x * 14,400 MW| 2,100 MW
3 [ Rx[x[x|% * 16,800 MW| 2,200 MW
4 | k| x]x% * 19,200 MW| 2,500 MW
5 [*lx|%lx|x * 21,000 MW| 2,500 MW
6 |*|%x[*|x]|x * 23,400 MW| 3,000 MW
AR EIEAEAEA R * 26,400 MW| 3,200 MW
8 |*|*|%|x|x * 27,600 MW| 3,500 MW
9 [k|k|w %} * *| 130,000 MW| 3,600 MW
10 [*|*|x|*|= | (%1 x| 132,400 MW| 3,900 MW

LD pE|F R xRk (%) [*|&]*| 33,600 MW| 4,100 MW

12 |*|*|*|x[x|x]| [*x| |*|x(x| [/36,000 MW| 4,100 MW

- Figure 4.19 Globally Optimized Hydro Scenario.
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The total pre;ent worthed costs for the Probabilistic
Screening Curves-Branch and Bound based and’reference globally
optimized sequencés are $ 7,338 million and $ 7,412 million
respectively. The merits of the Probabilistic Scrg;ping
Curves-Branch and Bound is once again demonstrated as it
wenabled the development of a lower cost global sequence with
a few yearly optimization simulations.

v
4.10 Summary

Probabilistic Screeniﬁg Curves and Progabilistic
Screening Cﬁrves - Branch and Bound hybrid are seen to be
capable of detefmining near-optimal yearly optimizations of
hydro and thermal alternatives quickly and efficiently in a
probabilistic setting. The Probabilistic Screening Curves -
Branch and Bound hybrid results in less costly scenarios as
its search procedure can account for certéin probabibiétic
phenomena thﬁt\Probabilistic Screening Curves cannot. The
PSC-B&B hybrid also provi@es suboptimal plans that can aid in
"determining a global generation sequence. There 1is, of
course, a tradeoff of computational time as the PSC-B&B

requires longer execution times.

1

o

Probabilistic Screening Curves is ideal for a first pass
optimization performed on a personal (micro-) computer in a
probabilistic setting. The Probabilistic Screening Curves -

Branch and Bound hybrid can then be used to provide lower cost
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r o
Chapter 5.
CONCLUD‘I‘}!/JG REMARKS

The purpose of this thesis was twofold. The first was
to outline concepts and techniques used in power system
generation expansion analysis. The second was to develop a
near-optimal ?nalféiS'tool that had computational requirements
suited to the limifations ofci/gersonal (micro-) computer.

The concepts and methodology discussed a;re representative
of the probabilistic technigues presently in use in long term
géneration expansion. Test data stressed the value and
importance of the probabilistic¢ treatment of the systém's
genergtion.

Various implementations and available software packages

demonstrated the capabilities of present day analysis tools.

The majority, however, proved to be prohibit;ive in excesses

T e TERMTIRE Y
SLER T s;ﬁ,{%.ﬁg
, PR

either in computer resource requirements ‘or modelling over- .

simplification. for long term expansion analysis. Thus,
sacrificiﬁg global ‘'optimality' for yearly near-optimality,
an efficient yearly hydro-thermal hybrid was developed called
Probabilistic Screenint;; Curves and Probabilistic Screening
Curve; - Branch and Bound hybrid. These methods determined
realizable scenarios in a probabilistic setting. They.were
implemented and tested on a Personal computer showing very
favoarable results. They are capable of handling large

systens -with many new candidates without demanding exorbitant
¥
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h \ ‘computexr resources. Due to,the widespread usage and low cost
. ‘ . . : {
o of personal computgrs, the power system analysts now have at

their disposal a fast, efffcient tool to aid them in deter-

E}

{ mining optimal power system generation expansion scenarios.
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-modelling accuracy-and -available computér resources. Unit

[

APPENDIX ‘A
. Maintenance Modelling Comparison
E§ery generating unit of a power'systém must be shut down
at regglé% intervals for maintenance. Maintenance is sched-
uled to maximize system reliability. Detailed-prbduction
costing programs model maintenance by subdividing each year
into intervals and removing units from operation for the
number of'gntervaIs éorresponding to its maintenance require-

ments. The chosen interval length depends on the desired

outages are scheduled to ‘either maximize system reserve or

reliab%lity (LOLP or EUE) for deterministic or probabilistic

'prodﬁbtion costing respectively. (Maintenance scheduling

solution techniques afe outlined in [7,141]).

' Long-term geqeration expansion planning do not require
such accuracy nor are thg computational resources ?vailable.
The larger interval lengths'are'incapable of rgpresentiné
inqividual unit maintenance periods. Maintengnce du7ages can
be fepresented by grouping similar sized unitslfor a combined‘
outage length corresponding to the interval. Unit maintenance
grouping is q‘complex problem and approximations must be made
for non-similar units.

Maintenance can also be approximated in a long-term

simulation by either redu€ing the unit's capacity or adding
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to its forced outage rate. These methods are attractive due
to their simplicity aqg ease of implementation.

They are not as accurate as the more complex unit removal
techniques, but approximations must be made to reduce the
computational burden. To determine the accuracy of these
methods, they were compared through test runs to.the realistic
interval unit removal method. The testing was performed using
two different power systems, a large system (16,000 MW) and
a small system (39 MW). The detailed siﬂklation dsing

thirteen intervals per year was the basis for comparison
&

puf§6§é§T"T6E5I“coét,‘fﬁéT"Ebst and unserviced energy (EUE)
were the criteria used in the comparison. The results are
summarized in Table A.l1. The derated capacify maintenance
technique for the large system was more accurate. This is
especially evident in the expected unser@%d energy criteria.
Both meghods have similar results for the smaller test systenm.

'Maintenance scheduling is far more critical for small
systems as each maintenance outage has a profound impact due
to the fewer number of reserve units available to meet.the
increased load. Thus more accurate techniqheg should be used
to simulate maintenance. » \

As maintenance.is a deterministié phenaomena, ' it seens
conceptually superiof to derated the units' capacity rather

\

than- add it to the forced outage rate which is modelled

probabilistically. As this reasoning concurred with test
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A

. results, the maintenance was implemented using the capacity

.deration technique. ‘ For\‘smaller systems, the compuéer

resource limitations are less restrictive and a more detailed

analysis can be used.

A
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~ ‘ APPBNSé}\Bl

Optimization S8oftware Package Comparison

. This appendix contains summaries of seventeen existing
software packages used to develop 1long term generation
. expansion scenarios. As this work concentrates on automatic
unit selection, only such packages are liﬁted. Each method
‘is briefly described includind a reference for further

information. The software packages are compared by referring

(;o Table B.1l. (Note. Sections in Table B.1 are left blank

t

~ planners.

if-information—is unavailable). ~
o

P

‘ Most methods used in Long 'Term Power System Generation
Expansion Planning are non-optimizing. 'In é 1985 C;nadian
Electrical Association (CEA) survey of Canadian Companies [19]
'only six out of twenty-four long term generation analysis
programs could automatically develop an expansion scenario.
Much of the power planning industry is still not using

existing programs to suggest expansion scenarios but, instead,

rely heavily on the experience and intuition of systenm

Ay
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N,

The Automatic 2Generat;ion ﬁlanning (AGP) ~optimization

model used Dynamic Programmihg to optiﬁize thermai and hydro
alternatives. It uses analytical probabilistic methods to
estimate syétem variable costs and reliability. -AGP has a

very good long-term expansidﬂ\h{::: representation. It has
a high computational burden due .‘Its Dynamic Programming

<

, L . )
formulation. AGP was developed by ACRES International [41].

v 8

__ EGEAS ,
The Electrical Generation Expansion Analysis System
(EGEAS) optimization package has four separate optimization

3

options each using a separate optimization technique. They

will be discussed individually below. . ]
L Y A . -
8C i

~ The first’ method performs a yearly optimization

using Screening Curves (SC). It can only analyze thermal

units and uses determinfktic variable costing and
reliability methods. It has a low computational burden
y#t still provides suboptimal plans. o

. | . (

The second method analyzes thermal, hydro and

LP

storage alternatives using a Linear Pgdgramming (LP)

formulation. The capacityx\ factors of the generating

units must be prespecified for the calculation of system

variable costs and réliability. The method 'is flexible
' ~ ' .
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P . # ., R
as it moddels fir?ncj.al, environmental and siting con- -

straints. It has a low to mbderate computational burden.
GB |

’ The third method us‘es Generalized Bender's Decom-
gt'asition ‘(GB) optimization to de'tt.ermine a least cost

thermal, hydro and storage unit sequence. It performs

E , a detailed analytical probabilistic variable cost deter-
1 nination method and uses a probabilistic reliability

criteria. It is capable of financial constra{int analysis.

; and determining suboptimal plans. It has a‘moderate
computational burden. o ' -
pp '

The fast optimization method of EGEAS 'is Dynamic

) Programming (DP) which also ana_‘},‘yzes new thermal, hxdro
and storage units. The very detailed method of system

s : ‘ s s \] r Ld » L] : (3
variable costg, and reliability criteria determination

. -

uses either Booth-Baleriaux or analytical. probabilisticg

smulatlon. Suboptlmal plans are also avallable oIt hasd/

d
a moderate to high computatlonal burden.

. g ) ~ | . . ,
. : w -
The 'EGEAS package is the most complete and versatile of

]

* ’
all the packages discussed. It was. developed by the Electrld'

Power Research Instltute (EPRI) [18]. ° B .
S S ’
, ‘\ ' ) ' t- / 4 . o‘ f
x A g
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.tion of the Wien Automatic System Planning Package. It

EDF : .
The Electricité de Frarce (EDF) optimization model uses

an optimal control and .decomposition method- to determine

thermal expansion sequences. The system simulation uses. .

- ?

deterministic methods yet has a hi’gh com;iutgtionai,burden. . —
The method is used by EDF [18]. d ‘
GENOPT i {a

7

The - Generation Optimization (GENOPT) optimization
algorithm uses' Dynamit Programming to optimize thermal, hydro )
and étorage alternatives. It uses ana}lytical“ probabilistic :

methods to estimate (;__ystem variable costs and reliability.

It is ab}e to provide suboptimal plans, but has the high

.

computational requirements inherent in Dynamic Programming
e .

formulations. GENOPT is also able to model financial limita- -

tions. It is used by ACRES International [19]. S . .

-

GMP

The Generation Mix Planning Package (GMP) is an adapta-

performs a\gl al optimizat‘ion based on D.ynamic. Programmirg
(DP) techniques ut‘can only optimize thermal alternatives.

GMP uses prObablllSth re11ab111ty and variable cost estimates ° P

°

[~

to “analyze each possible scenarlo. The search area is limited

3 .
by minimum arid maximum reserve criteria, maximum number of new

unit addltlons and/ financial considerations. The. computa--

/ «
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tional burden is moderate to high. . Further information is
¥ 2
available through Southern Services Company Inc. [18].

GSP o ‘ - -

The Generation Sequencing Program (GSP) determines an
(optilx;al thermal yearly 'sequencé, using Heuristic methodology.
It uses deterministic production costing and reliability
criteria. GSP has. a low computational burden.. It was
developed by Canadia;l International Project Managers (CIPM),
Yangtze Joint Venture [22].

J (

r
Hydro Quebec - GN

Hydro Quebec's Generalized Network formulation is -

? specifically designed' for detailed hydro simuiation; It

\“opt‘imizes thérmal and hyéro alternatiyes based on deter-
ministic; variable ‘-c;:st and reliability analysis. It has a
moderate computational urcien. It was developed in Hydro

Quebec's Research Institute IREQ [12,13].

-
*

Levin - 8C
. X

Levin's Screening Curves (SC) formulation is able to
determine ayf optimal yearly thermal and hydro generatio‘n
capacities. It uses determinjstic production costing tech-

niques and percent reserve reliability criteria. It has a

3
i

low computational burden. It was de\&eloped By Levin

[33,34,35]." . LT

.
> s
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MIT - LP hal \

The MIT optimization methoa developed at MIT uses Linear
‘Programming (LP) to determine a least cost scenario. Inherent
in its formulation, the user is required to specify the unit's
capacity factors to determine the systeh costs.,.Thé relia-
bility critgria is a deterministic reserve maréin. It is able

»

to optimize thermal, hydio, and storage alternatives yet only

has a moderate computational burden. Its Linear Programming -

formulation also enables environmental considerations. The

system planning package was developed by the MIT Laboratory
[18]. \ -

MOSES »

MOSES uses Dynamic Programming (DP) to determine an
'optimal sequence df thqrmal,‘hydro and storage units. It
determines variable- costs and religbility using a deter-
miﬁistic Linear Programming method. A major advantage of the
method is its ability to model thermal unit's incremental
average costs. This is muéh more realistic but thé overall
aécuracy is still limited by the Linear Programming deter-
ministic meéﬁodology. The method has .a moderate to high

¥
computational burden. MOSES is used by Manitoba Hydro [19].

AL
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OGP : ’ .
The Optimized Generation Planning Model (OGP) performs
a yearly optimization based on an iterative, procedure using

cost and reliability criteria. It has detailed production

" costing simulation capabilities and thus is useful for

determining the minimum cost of generation additions for each
year. It analyzes thermal, hydro and sﬁorage generation

additions. It was developed at General Electric [18].

OPTGEN ' ST

OPTGEN uses Dynamic Programming to determine a least cost

scenario. The variable cost and reliability estimates are
approximate 'and do not have the accuracy of prcbabilistic

production costing. OPTGEN is only able to optimize thermal

unit additions but can determine suboptimal plans. Due to its,

deterministic system modelling, its computational burden is
moderated despite i\ts Dynamic Programming formulation. OPTGEN
was developed by Lee [18]. A ‘
PUPS - ”

The PUPS -optimization model uses Screéning Curves to
optimize thermal sequences.‘ It is specifically 'designed to
analyze tidal power, an unconventional altefnative. PUPS
models power systems by chronological simulation. Its
computational burden is low and was developed bif Lee and

Dechamps [18,31]."
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RPI - LP

The Energy Appraisal Model Developed at Rensselaer
Polytechllic Institute (RPI) performs a global optimization
using a Linear Programming (LP) formulation. Using a se-
quential objective tc;_chnique it is able to optimize several
criteria while constraining those which were previously"
optimized. These objectives include minimum present worth
power production cc;sts, environmental, fuel restrictions and,
nurber of new unit additn:.ons. The progr;un is~capable of
optimizing thermal and hydro uﬁit additions. The computa-
t»ic’mai burden is moderate. The program was developed at RPI

[18,38].

University of Massachusetts
« The University of Massachusetts model determines an
optimal system plan using a mixed Integer-Linear Programming

method. Both variable costs and reliability calculations are

appi‘okimgte and do not have the accuracy of prolﬁbilistic

calculations. It is capable of analyzing thermal and storage
unit additions. The program has a moderate c:ompﬁtational
burden. It was developed by Noonan and Giglio [18].
WAGP ‘ ) ]

The Automatic éxpansion Program (WAGP) performs either
an annual or global optimization gsing Branch and Bound
techniques. To reduce the problem size, the ﬁew units are

7’
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preprocessed through a screening curve éelection process.
Eitper deterministic or probabilistic costing and reliability
criteria may be used. The solution region is defined tﬂrough
the use of financial, environmental and mix constraints. Both
thermal and hydro expansion aléernatives can be analyzed. The

computational burden is moderate to high. WAGP was developed

by Westinghouse [18,29].

WASP |

The Wien Automatic System Planning Packagé (WASP) is an
industrial standard. It ﬁses'Dynamic Programming to optimize
new unit additions and is only capable of determining new
thermal and hydra unit additiéns. ™t uses probabilistic
methods to determine variable costs and system reliability.
WASP is able to providé-up,;o ten suboptimal plans. It has'

a high computational burden. WASP was developed by Jenkins

and Joy [18,43].

Summary ' y e

Each of these optimization methods has its own strengths
and weaknesses. There is a tradeoff between modelling .
accuracy, program capability and‘ computational burden.
Modelling accuracy is often sacrif;ced to reduce the computa-
tional burden, But results in reduced confidence levels in

final scenarios. Other methods sacrifice modelling accuracy

to analyze financial, siting and environmental phenomena.
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Still 'others include all these phenomena with excellent
accuracy but have extensive computaticnal burdens. ‘

There is no perfect or best optimization pqdkage. Each

has a particular usage and provides the appropriate accurécy,

ity and computational mix. Most methods with probabil-
iséic mogelling accuracy havé‘véry high computational burdens.
Tﬁus it ¢‘was the objective of this work to develop a method
. which used the more accurate simulation ﬁethod of probabil-
istic préduction costing yet keep the computational burden at

reasonable levels. The Probabilistic Screening Curve tech-

- \

nique is able to provide a yearly optimization using probabil-
istic simulation with near optimal solutions with moderate

computational burdens suitable for personal computer usage.
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APPENDIX C

Power System Generation Expansion Planﬁing Bibliography

This appendix contains a bibliography that describes
various aspects of Power s¥steaneneration Expansion Planning.
They have been classified into the following categories:

OPTIMIZATION METHODS:

w - 8C - Screening Curves
. , LP - Linear Programming
Decomposition

GB - Generalized Bender's
. >

GN - Generalized Network
vEnumgrdtive

DP' - Dynamic Programming

B&B - Branch and Bound

Other

» GP Gradient Projection ..

/ H Heuristic

L
L 0 - Other

4

UNIT ADDITIONS:

R - Real (non-integer) unit additions.
' (Non-realizable scenarios).

I - Integer unit additions.
(Realizable scenarios).

t\
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PRODUCTION COSTING METHODS:
Det - Deferministic production costing
Prob - Probabilistic production costing
SURVEY: | o A

8 - A comparison or survey- of some of the
optimization techniques being used.

[y

The followin-g table indicates categories into ;Jhich each
of the listed papers fall. If more than one method is
discussed or critiqued, the approqpriate methods are indicated.
Several papers concentrate on either an optimization formula-
tion or an production costing technique. Thus a‘productic;n'
costing method may be indicated witﬁout an optimization’
technique or vice versa. The "SURVEY" category indicates
papers that give comparisons of techniques or contain good
literature reviews. Papers of. a general snature /t;ave no

v

specified categorization. ) >
P .

163 P



%  TABLE C.1 Classification of References Listed in Bibiiography

.
PAPER|| SC LP |DECOMPO- ENUMER-|OTHER [[UNIT PRODUCTION|SURVEY
SITION ATIVE ADDNS COSTING
1. / PROB
2. ‘ : S
3. \ ¥ PROB S
4. PROB
5. | 4 p(ROB
6. GB R rfﬂoa
7. -GB R PROB
8. GB R - °PROB
9. GB ; ‘R * PROB
1d. - DP, I_ . PROB
11. ] sc DP I. gzos
12. I - o) . .
13. GB R %< PROB
14. | sc R DET
15. GN I DET
16. GN 1 DET
. 17. LP ‘ ) R DET
18. LP . B&B I DET
19. LP. R DET
20. |} . ,
21. : PROB .
22. - . : s .
23. || sc R DET S
LP . R DET S
GB - - R PROB S
) s © DP i PROB S
24, S
25. . DP I ‘
26. - PROB '
27. || sc : I D);:T
28, : PROB
. 29. . PROB ‘
\ 30. A . l,\ﬁ" . S
31. " PROB
32. o I PROB
33, ‘ :
34. ~ DP I
35. DP I
14 ’
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TABLE C.1 Classification of References Listed in Bibliography

(Con't)
PAPER| SC LP |DECOMPO- ENUMER-|OTHER ||[UNIT PRODUCTION|SURVEY
SITION  ATIVE ADDNS COSTING

36. ( DP I S
37. B&B I DEEB

38. GP R PRO

39. PROB -

40. || sc R DET

41. \\“) .

42.. || sc ' R DET

43. sC R DET

44.

45.. || sc R DET S
46. S
47. PROB

48. i S
49. B&B .

50.. LP ' - R - DET

51. bP I DET )
52. - :

53. GP R PROB

54. . [
55. ’ _ PROB

56.

57. LP R DET

58. } [
59. , . PROB

60. DP ‘ I PROB

61. PROB

62. .] sC R DET

63. PROB

64. . «DP . I PROB

65. DT PROB

i

66. DP I

67.- DP I PROB

68. PROB

69. GP R PROB
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