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{ ' Two techniques for extending €he frequency range of active-Rc
filters have been developed and stud'ied in detaﬂ The first technique

A +

increases considerably the frequency ran’ge of apphcatwn of the active RC

Id

'. * - filters employing finite" gam ampHﬁers (FGA) as active e]ements while
, the second one maximizes the operating frequency range of any\second.,order}
active-RC fﬂter that uses open,afional amplifiers (OA). ", -
‘ A general theory of active compensatwh of oFGA'S: using DA's,
/ based on a control model h}vmg a single forward path and a single féedback
v , 'path is first presented This requ1res for stab'i'lity reasons, the improved

FGA's to have onl ya secend—order transfer functionc_A_complete_seLoi___ o

. realizations of such a transfer function is thus gwenJ Employ&’ng multiple

T
feedback paths it is then shown that stable FGA s of any or;der can. be ' f

1 £

realized ‘However, consideratlons such as re]atwe stability," the expected - _

\ improvémentein performance indicate that it is fruitless to go beyond
1 3

s v . N \
. < ad . L . . {f ] d
The comparisons of the characteristits’of the new FGA"s with

third order realizations.

those of the conventional FGA's show that the bandwidth of second order/ = ¢
v ' FGA's fs an order.of magnitude more than that Of the®cdnventional FGA"s.
Further, the bandwidth of the third order FGA's is about,twice’ that of
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the second o-rder FGA\ "~ Experimental results are'givén that fupport these

conclusions. = b Lo . -

) resi stors and the GB products of the OA s. These quantities al e\e{atively

the FGA s should remain independent of changing environmental co“ditions.

’,,qperating frequency range is extended atleast by 10 and 20 times when the

. conventional FGA s are replaced by the second order and. third order PGA s.

.been fpumd to be acceptable — - o <: R . L
- Threedpptimization algori"thns/are then giv ch of which seeks '

“to minimize the effect of the GB products of the OA' S‘used in any given

v el

- i

' - ? ¥ . ‘ -
The properties 6f the new r-'GA's depend on the ratios of the g

*

unaffected by the variations in power supply voltage, tgnperat ne‘. ei;c. in
1C technology Thus, in IC tecimolOgy. once tuned the i:haract ristics of

The utility of the new FGA s has been demonstrated by using them

.

in two well known active-gc filter circuits In-these applicetions the

respectivelyQ The signal handling. capabilities of these filters have al S0

el

second order active RC filter on its performance “In the pr cess, the h

'through an application that thes€ optil_nization techniques exteng %he

: algorithms are comparEdv as to the simpi ic , accuracy“‘of the’ resultyobtained

optimal set of values for the c1rcuit elﬂénts ar& obtained that maximizes . 'f

e

the operating frequenr.y of the giwen filter-(”T’has been demonstrated
operating frequency range‘ of active-RC filters significantly. Thes_e

and the execution time required.” Algorithm I is the simplest and the"most ‘

agcurate but requiresa considerably‘larger execution time. A’R_;orithn .. -
is the optimal one from the abtgve considerations,\ Al gorithp III is ) .
acceptable dnly for the highly sel ecti,ve filters, / ugh it requires‘the
least execut‘ion time. Extensive exper.inental resu[i: confirm the above

2 =

conclusions. - S ' .
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. when the twin-T RC network was used in the feedback path of an amplifier \

‘inductance and quality. factors by 1ntegrated eircuit tgchniques has ‘not

”’6lfactor from one,inductor to the other makes an accurate synthesis of

] capacitors and active elements and ‘whiich-does not require, 1nductors

R
_ Depending upon the type of the active elefent used in the circuit,

. ‘.(_‘ . .
b 4 ’ )
\ & - y N
;‘ , ‘ > +
:‘ . : ‘i
. " \. A ! - ° R ,{ \J' Y
‘ ! CHAPTER I - A
& | ' .o
" INTRODUCTION ~ o \
V\ . Yo, , . :
\l = ) ., F \
1.1 GENERAL | -

w \

Bt v L o4

The evolution of active-RC f11ters dates back to the thirties R

to realizé a bandpass filter However the strongest 1ncentive came '

1

from the rapidly deve]oping technology of 1ntegrated circuits where a

complex netwoik with all its elepents and 1nterconnect1ons, is fabriceted
°

~

1n a single chip The main-advantages of integrated circuits are well.

_known [ 2] However, bui1ding 1nductors with reasonable va1ues of ‘the

" been successful thus fah. Eveﬂ in conventiona].techno1ogy, thé inductors

of"reasonable values ate qefte heavy and bulky in size fd%‘lqw_%requency‘
applications. ﬂbrther, the non]inear;frequencikdepengeﬁde of the quality
factors (Q-factor) of the’ inductors, couplea with the variation of the .

LY

filter functions fairly complicated. L
(-4

The obvious solution to the above froblem is to realize

A .

network functions with an active-RC circyfﬁ\ which consists of resistors

active-RC ‘¢ircuits can be c1assif1ed ﬁQto the fo11owing genera1

c\asses [1 31 Vo < T
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‘,f‘ concerned witp,jeuch operational amplifiers, let us first discuss some

Ty }:‘4

&ontrol1ed-source realizations
Nega'ti ve-resistance rea'l'iiation(s ] ’ '
NIC, GIC, 'i;yragpr realizations . v '.:. / '
Infinite;gain realizations |

50

xMu1t1p’1~e-amplifier realizapions.- 4 -7 ' v

¥ Al the existing types of active elements are realizable with

'@Q‘t are known as operational amplifiers. As.this thesis is mainly

.
)

of the i,mporfant pmpepties of operational amplifiers. . <t

1.2, THE OPERATIONAL AMPLIFIER / s

3

; / The deévelopment of integrated circuit technology and
. pert1cu1ar1y the low-cos;: high-gain opera.;ional amplifiers (OA) had a
major 1mpac4t on the realization of any type of active-RC filters.~ ‘hhth
co_rffinuaﬁ_y fncre:sing use of this el’ement/, its price has comé".dovm to ‘
a Jevel which is’comparat;le to that of al resistor or a capacttor. .
Furthermore, 1t 1s an e]ement which is available as an "of-the-shelf -
componen“}.“ [4]. Commercially available silicon monolithic mtegrated
. OA's are reliab]e, versatﬂe, relatively inexpensive and have excellent
properties With further development of the IC technology,‘they are
‘also.,,avaﬂgble in the form Iof “"quads" (four OA's in a single chip) and
"duals" (t\;:io OA's.ina single chip). The representation of the most
commonly uSed OA element 5,shown in Fig 1.1. fdeaﬂy, the mode] of
this e1ement is one of hayg\g a frequency Tndependent infinite differential
gain and one of pzssessing infinite 1nput impedance and zero output

S

impedance. Referring to Fig. 1.1, the above statement. means that

4 i ’
-
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3 . $ .
§ ‘ .' L= ' “ ' (1.2)
. " Further, with this model, the OA should be capable of supp1yihg
'\ . N - . '
s any amount of power.
..s'f' ) L
' On the contrary, the practising engineer finds the conm;er’ciany\
- T .
availdble OA to possess the following important non-ideal properties.
’ D 1. It has a finite (but very Targe) input impedance . |
) - and a non-zero (but very low) output impedance. ‘
» ‘ . 2. .The output voltage, V, is related to the differential
. - " - input voltage, '\I,i “in- Fig. 1.% by . SRV
- * . i o il ) .!\
' .o ”. - : r N :
. e RPN vo AV, i‘ (1.3)
\'""Wre V (V.l -Vz) and A s, in general, a frequency dependent -gain.
] A ‘ :
" \ For an internally ﬂ;equency compensated OA, assuming a one,
. \
. pqle'm 1, the open-lo0p gam 15 given by . ¢
) o A w ‘ ) o
cC .
A== ‘ ) ' (1.4 -
(S+wc)- : : .
" . ' R I s ) . ’\
o F vyéée/ Ay »w, »sand B=Aj o are the d.c. gain, the cut-off
. freqaency, the generalized comp] ex frequency and the gain-bandwidth

i . product (GB product), respect:ively Apart from the above, there are

' other imperfectwns such as d.c. off-set voltage and off-set current,

>
- -




—_ - [ 4 .

s
>

— [ . ’ . . . [
slew rate etc. Table 1.1 gives important parameters of interest of a ?

commercially available 0A, pA741,

s o ‘ : e :
The quantities A, w. and B have large manufacturing \' .

tolerances iniaddjtion to. their dependences on the %emperature and- the - 4

‘- power supply veltage . ,

In most of the active-RC f11ter applicae?dhs, the effects of
the finite 1nput and non- zero output 1mpedances have been found to be
negl1glb1e and can perhaps be el1m1nated with a good clgguit design.

- However, the frequency dependence of the gajn effechs'%he performance
of the filter to a sﬁenificant level [5]. The frequenéy depeneent - 'l‘g

v

p .- - characteristics of the OA's lead to the non-ideal perfonmances of the

¥

active elements wh1ch are_ rea]ized by us1ng such OA's. XS for examp]e,

s . ideal controlled sourees are nan rec1proca1 elements and the gain facters
\ of these elements must be constant without any change in magnitude and
without any phase shift with frequency. However, when such controlied
oL sources ‘are rea]iged using OA's havjﬂb fnequency dependent chanaaferistics, B
Fhey will also have frequency dépendent characteristics. —To particularize
our discussion and also because of the«factjthat a large part of this
_) 4hesis is concerned with realizations of finite gain amplifiers, 1etxus
i ’ . now discuss the effect of %he_frequenc} dependence of the OA's in the

conventional reelizations of finite gain amplffiers.

1.3 FINITE GAIN AMPLIFIERS -

~ {;ji;}z The finite gain ampiifiers'are/en important class of active
SIS P . 3 4

elements, which are w1de1y used in the rea]ization of active-RC fi]ters

These types of filters, such as Sallen and Key [EJ, Bach's circuit {7,8]

v : 1
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and many others [5] are very popu1ar for rea11zing secohd and, hlgher

. order filter sections It has been shown that all useful segond order

‘ amp11f1ers using OA's are shown in Fig. 1.2. With -ideal OA s in the

of the OA's are included in calculating the gain factors of the circuits

" of Fig. 1.2, it is obvious that ‘these gains will also be frequency

N AR ATk
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realizations and all pass realdzations even with real zeros of transmissipn
. , -

in the'?ight hgnd ‘side of the s-plane can be realized with a single finite

A‘Wh‘mﬁ‘ﬁtik PRI

ga1n amplifier [9, ]0] ‘They are é[so useful in the inductance realization

schemes [1] 12] Further; these amplifiers find many other applicétions
s ! . . .

such as "in the design of oscillators, in instrumentatiof and in A/D

converters

. .
Such finite gain' amptifiers are usually ¥

. T —
OA's. The conventional realizations of positive and negétive~gain\\\\\\\\\;\“\\\*\\

circuits, these two c1rcu1ts will rea11ze gains of iy and 1y ﬁ

respectively. These gains are constants for all frequencies without any

n

phase shift be1ng 1ntroduced However if the frequency depend:ni‘?a

dependent. f“

Frnm the actual transfer funct1on one can obtain approximate E
expresswon; for the change. in’ magnltude of the galn from the nominal

value of ¥, and the change in the, phase of the gain from 0 or
for;positi;e'and negative ga1n ampllf1ers, respect1ve1y. It will be

shdwn 1ater‘that when the operating‘frequency, w and the GB” product{

B are such that (w/B) << 1 the excefs phase shift is of the order -

\
of (w/B) and the change in magnhghde is-of the order of (w/B)2 I
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In this case, obviously the excess phase shift will be the dominating

factor in restricting the bandwidth of the amplifiers. However, in the

qase of e other active e1ements,both the change in magnitude of the
gain and the excess phase shift introduced may be of importance. This
fact will be established later. At this stage let us simply note that,
in general, the changes, both in the magnitude and in the phase of the
gaiq of these elements from their nominal values, due to the finite values
of GB products of the OA's, have to be cons1dere¢§ These changes will

have ‘their effect on the performance of the actxve filters wh1ch use such

elements. These effects have been exam1ned in the literature [14].
The purpose of the next few sections is to consider sucﬁ effects and

. brief‘ly{.eview the solutions that have been attempted so far.

~ 1.4 THE EFFECTS OF FINITE GB PRODUCTS OF THE OA'S IN ACTIVE-RC FILTERS
. - | {
The excess phase, shift and the change in the magnitude, in -~

[P SUUINEN DN
'

active elements using OA's, from their nominal values

e performance of the active to deviate drastically ¢

) anas

The ci

from thd desired one even become unstable due

.

effects Genera11y speak1ng, the effect of fini products will be

—————

to cause the fo]lowﬁng in the realized filters:

e N 4

* (1) Change in the pole Q-factor,(qp) (usually

Q-enhancement):
(2) Change in the pole frequency (mp).

(3) A combination of the above two.

L

'y

These factors limit the maximum operating frequeﬁcy as well . B ;

. as the maximum Qp atta}nab1e from the active filters. At this juncture, 3




will be limited by the attainable stability of<pole frequency, w, long

"merits and demerits will be examined in the following sections. o A

) - 10 -
¢ 1 t IS ' 5 ~ -
\f‘ ‘ 1
it is worthwhile to note the following statement by Moschytz [15].

"In most cases, the m-ax'ignum Q's feasible with acﬁve networks

before they are iimited by the attainable stability of polé.-Q’.“.

r

Thus, even with OA's having GB products in excess of .1 MHz,

the active-RC flters perform poorly, if the frequency of operation is
beyond a few kilohertz. The effechf@itigj products of OA's has .

been analysed by several authors, some of which are given in [14, 16-20].

In an .attempt to solve the problem of realizing active filters

o

for high frequency applications, various forms of solutions 'have been

- given thus far? They can be broadly classified into the following

categories. f) '
' ‘1. Acfive-R Filters

- 2. Passive Compensation

3. Active Compensation

8 .
A brief account of the above techniques will be given and their
\

| SN

T

1.5 ACTIVE-R FILTER

In the recent past, several active-R networks have been
proposed th-the 1iterature for the realization of hig!; frequéncy'fﬂters,

some of which are gi en.in [21-23]. These filters use the 6db/octave

roll-o aracteristic of the OA*s~and thus eliminate the.need for
capacitors. The major—disadvantage of these fiTters_is the frequency
stability. Though the OA has become an Off-the-shelf component, the—_ - -

——— e

1
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: ‘gtability of the GB products of the OA's is noJ accurately known, as it

is known for resistors and cabacipors. Moreover, the value of the GB .
product itself varies from one unit . to the other even for the same §
type of OA's. This variation can be very large, even'of the order of
many tens of percent, Unlike those of resistors and capacitors. The

' result is that the actual frequenty of operation of the realized filter -

{

may be widely different from the desired one.

In addition, the GB products of the OA's vary significanly

with changes in environmental conditions such as variations in power
supply voltage, temperature etc. Thus the actual f(gQUencyrgf oﬁZration
of the realized filter will be highly sensitive to changes in the
environmental conditions. Though temperature compensated 0OA's such as
LM 324 are available commercia]iy; they are not yet inexpensive and do
not achieverstability of ;hé GB producfs comparable to those of

‘resistors and capacitors. Unless the technology simproves to a level

¢ such that the GB product of the.OA's of a given typé can be specified

within a few percent and its stability properties are well egzzblished/

‘and controlled, these types of filters are not likely to find applications
except under specified laboratory conditions.

\ v ’

Thus the only viable approach for the realization of insensitive

high frequency filters appears to be one that use;ﬂcompensation
technigues in the existing active-RC networks. Therg are two types of

"compensation techniques (a) passive compensation and (b) active compensation.
‘ “ - N ‘)
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1,6 PASSIVE COMPENSATION W ' o .

In this technique, the compensation of the active elements or -

- the overall network is achieved with the use of add1t1ona1 passive

elemefts sucheas resistors and capac1tors These additional passive
elements serve to reduce the effect of the finite GB products of the
OA's on the filter performance. Such techn1ques have been de%cribed

in {16,17,24-27]. This method suffers froy the following disadvantages:

: 4
1. The values of the, compensating elements have to be

related to the GB products of the OA's used.” Thus the va]ues of Ege GB

'products must be accurate]y known and the passwve ‘components have to

individually ta110red for each OA. .

2. Since'the ghanges in the GB product do not ueuallx track
with those in the passive components, the compensation will not he
effeciive undeh varying environmental co 1?1095.

‘ 3. The circuit may have to be tuneé for each set of ambi nt
conditions. To enab]e this, the passive components have to be ext 1
to the circyit, when the whole circuit is fabricated in the IC form.
Further, in many cases, the compensatinq elements tern‘out to be,h
‘capacitprs.' This makes net only the tuning difficult but. also the

fabrication of the circuit costlier,'ae capacitors occupy the largest

substrate area among all the components in IC technology. "

On the other hand, there are several advantages offered by
the technique of‘acéive compensation, in which only OA's and resfgiors

are used.




(23

P

1.7 ACTIVE COMPENSATION ™ . o

- , \

In active compensation, the characteristics of one set of OA's,
- are used to provide cqmeen“sation' for@he detrimental effects of another
' 4

, set of OA's in a given circuit. ¥ Such active compensation’ techniques

X
4

_have been’ considered by several workers for improving the performance

of active-RC filters [28-39]. The active compensation-technique not

' . W
only avoids all the problems that we encountered in the case of passive
compenéatioq but also possesses additional advantages. These are as

follows:

1. The éharac%@ristics of the compensated circuit depend

" only on the ratios df resistors and the GB products of.the OA's. As

these ratios track closely with variations in the environmental conditions,

once the circuit isJéuned, the compensation is likely to be effectivé
» . . .

under varying environmental conditions, such as temperature and power

N

supply voltage variations. ¢

—

2. The compensating elements used are only OA's and resistors
).f

\and thus these elements can be easily integrated a]ong yith the other

parts of the circuit. This is attractive if the who]e circu1t 1s to be‘

fabricated in monolithic IC form.
b Q

3. The tuning of such actively compensated circuits can be

%

. . L4
done with relative ease by trimming resistors only.

Al

From the foregoing discussion, it appears that, at present,
the method of active compensation is the only viable technique for the

realization of high frequency filters. The improved performance can- be

‘\ | \

»
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N
achieved in two ways:

(a) Compensating the overall network.

& . ‘ J(b) Compensating the active elements. s/

g z} Active compensation of an overall network may improve thg"
e

-~ -

> performance/of a given network as has been reported in [22 30, 39]kl~lowever,

« by compensat‘lng the active e1ements one can improve the perfom)ance of

¥ pe

an entire class of active RC filters. Thus the Tatter tecr‘nfque becomes

»

A s I ae
e g AR TNT T o b

a more geheral apbroach than the first one.‘ Such type} of active

i

compensaiion techniques have been suggested for finite gain amplifiers

and integrators [31-38].

As has already been seen, the class of acfive-RC filters

employing finite gain amplifiers is very popular and wlide1y used. The

high frequency performances of such filters can be upgraded by improving :

S the performance of these amplifiers. . p

A major, concern of this thesis is to consider various /

»

possibilities of active compensation of fin1te}1n amplifiers. Thus

° : in the following section active compensation techiiques for these

- amplifiers, that have been attempted so far, are reviewed.

' ‘1.8 ACTIVE COMPENSATION OF FINITE GAIN AMPLIFIERS

L4

. Finite gain amplifiers are usﬁal‘lyAreaHzed using OA's., When .

e

these amplifiers are designed with a single OA in the conventional method,
the excess phase lag introduced in the amplifier circuit wiﬂdimit the
maximum frequency of operation of the active RC filters employing such

amplifiers. This_phase lag is mainly determined by the first order term

;';-.' :' K7 ‘5’?‘”&&*"’%? ? .
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of (w/B) .. Actively compensated finite gain amplifiers with variable
p'ha'se shi'f\t employing two OA's and four resistors were Pirst Suggested'

by Reddy [31]. These amplifiers can also be used, wherein theyf{rst

i
« order effect of GB product can be made zero. However, the circuit given

by Reddy for realizing positive gain amph’fier's can not improve the
&
performance of an important class of positive gain amplifiers viz.

un'ity gain-amplifiers. Furthermore, as it will be shown later, these

. amplifiers have poor relative stability beyond a certain value of gain.

v

Later Geiger suggested a positive gain amplifier circuit [35]
using two OA's and additional resistors. The design of this circuit is

based on the monotonicity of the magnitude characteristic. Thus the

) phase. deviation of this amplifier circuit is still dominated by the

first order term of the GB. products of the OA's. This, coupl ed with the
fact that this amplifier has frequency dependent finite inmput impeciance,
limits the usefulness of this amplifier to low frequency applications of
active-RC filters. Egrther, these designs ndt only fail to realize the

class of unity gain amp’]ifiers but "can only be used to obtain amplifiers

having a nominal d.c. gain greater than (/2 +1). -

L]
Geiger also looked at the probl m of increasing the operating

fre?ﬂ'éncy of active-RC filters employing finite gain amplifiers in

anotLer way [36]. However, the circuits, except for one, given by him ’

N faa
- in [36] are the same as those suggested earlier by Reddy in [31]. The

only new circuit is for reaHzing a positive gain amphﬁer, which .is
again, a sl1ght1y modified version of the cirtuit given by Reddy

Unfortunately, this circuit possesses finite input 1mpedance and for an_y‘
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: : Al
given gain, less bandwidth compared to the one in :
\s

At this po1nt one may become concerned at the increase in the

number offoA s and resistors used. It will be later shown that the useful
operatingjfreQuency renge of active-RC filters can be ncreaeed‘by an
order oﬁ;magnitude or more by the new designs of the finite gain
amblifiers. Thig, along with the fact thit the cost of producing
additional OA's and resistors is 1nsignif1cant in Ic'techno1ogy, outweighs

the increase in the component count, particularly in the days of MSI and

* - LSI technologies.

1.9 THE SCOPE OF THE THESIS

The objective of this thesis is to present some techn1ques’\or
extendlng the operating frequency range of active-RC filters., This is
done by first presenting deéigns for a set of new finite ga1n amp]if1ers
w1th 1mbroved bandwidth so that the class of filters employing these ‘ .
amplifiers will have an extended frequency range of operationfgnd then to

give some opfimization algorithms so fhat the operating frequency range °
. ] .

‘

of any filter using OA's can be maximized.

Towands this end, Chapter 11 gives a general thedbry of active

! .
compensation for finite gain amplifiers (FGA). In this theory a basic

block dii?ram emp1oy1ng a single forward as well as a single feedback

. -

path, the same as the one used by the conventional realizations of FGA's,

is assumed. The required form of the»tréhsfer functions, for the FGA's
oy
bto‘possess improved bandwidth, 1s obtanned from this centrol diagramy -

The stability study of the transfer functions of these FGA's 1eads to

the fact that only setond order realizations are possible.

f - e T TR T T TR TR P ool
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* Chapter II. Thus the problem of stabﬂkity, encountered in Chapter I1 .

it is found that it is not worthwhile going beyond the third jorder

| Comparison of these characteristics with those of the 2 OA an

- 17 -

In Chapter III, all possible topological structures for realizing
such second order transfer functions are obtained. These structures

employ two OA'S and resistors only. From these structures, "optimal® and

A comparison of all possible realizations will be made based on tumability,

relative stability and the maximum bandwidth that can be
specified deviation in their magnitude and phase characteristics.
Theoretical as weﬁ‘]&as experimental results are also provided for these

| 4

circuits.

’ .

Some of the second order realizations are found to possess

multiple feedback paths instead of the sing]e“feedbagk path assumed in

¢ i

for higher order realizatidns, is re-examined in Chapter IV after i'nt“roducmg
»

multiple feedback paths in the amplifier realizations. This leads to 'twg‘

1

N

general cbnfigurations (one for non-invertinpand the other for inverting -
gain Fmplifier‘?) with which stable ampﬁfiers reaHzin;_:j higher order
transfer functions cgn be designed. However, for a g¢ood relative
stability and .frpm point of w)iewq improvement in the bandiwidth,

1 N
realizations. These are realized using resistors and 3 OA's, These

-~

circuits possess wider bandwidth compared to the one given by 2 OA
circuits developed inChapter ITI. Th oretical and experimental

characteristics of the 3 OA realizations oyf the FGA's; are presented.

\ convention-

al reéHzgtions establishes the superfiority of the' 3 OA realizé;tions. -
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| the magiti tude characteristic of the actual transfer function from the ¢

. active filters employing FGA's but also true for active filters

v e ‘ N E i ' )

. ' ) © <18 -

. e
-
. » . - -
)y . K]

Some ppljcatfdhs of these hew eléments in active-RC filters
are considered in Chapter V, through‘which the superiority of these new .

annﬁlfiers over the conventional amp11f1ers is further demonstrated

A method of comparison is also developed based on the max1mum change in

ideally desired one. The theoretical predictions show that the operating
frequency range of .active-RC filters can be improved by’more than an

X . . . L \ ‘
order of magnitude. These results are confirmed by computer simulations !

and experimental verifications. S . N

In Chapters IT through IV, the designs of the FGA's have been

considered separately from the circuit in which they are used. However 1.
. . % I ]

-

when an FGA is employed in-a particular filter circuit, the design of

the given FGA can also be,done so as to maximize the operating frequency
range of the filter circuit. ’)Lh1s ts not only true for the case of
using other types of active elements. In‘hart1cu1ar, the design ot ;
circuit emploxing compensation can be so done as to "match” the amount
of compensation r;qufred by the given circuit. Specifically, the
compensating parameteré can be chosen through an optimization procedure
Nhgch will maximize the operatjng frequency of that particular filter
for a'specified chanée in the performance characteristics, Thus, 'ino
Chapter VI, three different algorlthms for optimizing the performance
of any filter -such that it w111 have the max imum operating frequency
range for a specified deviation in the magnitude characterlatic of the
actual transfer functjon ;re‘aeveloped. In order to emphasize the fact- -
that these algorithmseere useful to produce an optimized design for
S 7’, |

1
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any type of fiTter, simufation results, based on these algorithms, are
prov1ded for an act1ve1y compensated double” integrator Ioop [39]

. Exper1menta1 verificat1ons of these results are aﬂso given. Finally, a
deta11ed compar153n of these algorithms, as to their accuracy and the

execut1on time required, is made through Ehe _same application.- Based on

these results, it is found that‘Only,two algorithms are competitive 4nd

the ﬁsefulngg of these algorithms is shown to depend on the rominal

S . B . 5
value of the pole-Q factor desired. Finally, the apppopriate algorithm . -

4

/
for a given po]e-Q factor is suggested. 7

N

Ehapter VII conta1ns a summary of the results’ obta1ned 1n'}his S

., thesis and includes suggest1ons for potentially usefu1 direct1ons for
/ - .
further reseatrch work. : \ s
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oA /1 »  CHAPTER II L o
g '"’ t ) A GENERAL THEORY OF ACTIVE .COMPENSATION FOR FINITE
2T C '“T\ oL, GAIN AMPLIFIERS
EREETI } | Y e ; I
co 2.1 INTRODUCTION o ‘

)
L4

1

The aim of this Chapter is to provide a general and a systematic

4

v

theory of act1ve compensatwn for finite gain ampHﬁers [33] For this :

‘ purpose a control diagram, which has a smgle feedback path and where the

forward path is provided by a s1ngle 1nterna]ly compensated OA,, is’ assumed.
\

;.v’ Analysis of this control mode1 1eads to the requmed transfer function®

\ . .for the- feedback e]oement for. realizing FGA's having improved bandwidth.

o The type of' contro1: diagrem is, in fact, suggested by the conventional

-, reahzatidns of the FGA S. Thus; let us start ‘by considering the
. - ° " B
conventmna’l realizations of the FGA's and their propert1es ~ The results

of such an analys{w will al so be useful later for purposes qf comparison.,’
VI :

2 2 CONVENTIONA‘L REALIiATIONS OF FINITE GAIN AHPL\IFIERS
»

v o The' conventional- rea]iza‘tions of positive and‘.negative gain
ampr"iers using 0A's ere shown in Fig. 1.2. For cdnvenience they are
reproduced in Fig. 24. Since we are 1nterested in the effects of the

N frequency dependent chgractem st1cs of the 0A's used on the FGA s, let

_1& ) o _us assume thdt the. 0A is ideal except that its gam is frequency dependent
i ) He shall al so assume that all the OA s are- 1nterna’l1\y frequency compensated
' Lo " and can be represented by a single pole model. Then the gainQ equatmw
E B - g ool : C . ' g
3 . " of an OA s given by (1.4). Generally the value of' e is few
;’ - . ) K 20 ) )
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radians/sec for commercially available OA's and the operating frequency

of the FGA's for active-RC filter applications is such that

.‘* .
v ° .
w, << w << B . (2.1)
c . {
o where. « s the frequency of operation of the FGA's. Then the gain
- equation of the OA given by (1.4) can be simplified to thqe given
belaw. f ’ I
Ats) = 2 (2.2)
AN . >
‘ ’ The transfer function of the positive gain amplifier, Gb(s)
,  can_be derived using (2.2) and it is given below as
o / N . B  °
- . \
_ ! uo r_? *
S Gy (s) = —2— | A )
) (14, —B-) :
a’ < s . ) e .
Coe Similarly the gain of an inverting amplifier is described by
the following eduation, " .
. . . : -
— -l“l ° N ’ ],
6,(s) = — (2.4)
‘{]*-(1*110) §'} ) . 1
<. ) ., - i -
' The cirjcuit shown in Fig. 2.1(a) will behave close to a real
positive.'gain a?nplif%er \;dt.h a constant gain of Ho and with a negligible
i . - .
. , | ) ’ ,
.phase sh‘ift only when o ‘ . ,
’ DL ) - ’ /
-.~ ° - :,: '; w ) . , : . i ‘
‘, \ (uo 8 i&] N ! . . {2.5)
rre , . .
~ : , AN . . b,
B ' e ’ ’ . . ' . N ::; ) * . L \
' o PR TR - . 7
L . . . ; N .| ; M-
. . . PRI PRI+ S RO AR P 'wxﬁt;‘if}fff‘_:;’x :'ﬁﬁl’tﬁe‘;%; ;
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»
where o {s the frequency of operation.

¥ In the case of the negative gain amplifier, the transfer .
function given by (2.4) suggests that the circuit of Fig. 2.1(b) will give™
a gain of u, with a phase shift close to = rads/sec, only‘Qhen'the

operating frequency o is such that

(uy*! )q_‘;.«j | . ‘ "(2.6)
- . -
The approximate expressions for the change in the magnjtudé
and the phase shift of the gain can be derived when the operafing' _
‘ freﬁuency satisfies the inequa1itiesr2.5 and 2.6, (The amplifier circuits

are useful only under such conditions). Towards that end, let -

L]
-

/

Gllo) = ulo) ei*) ] @

H i

. _// ‘where. G(jw) 1is Gp(s) or Gn(s) wher s=ju and u(w) gﬁd ¢(w)
‘Zf ( denote the magnitu?e and phase funcgions.of the finite gain amplifieré;
“! ' Nominally ulb) = u; and ?(w) =0 or n. However; the ndr@alized
changes in the magnftude‘and the phase for freqqencies satisfying ~ ’

ine4uélities'(2.5) and (2.6) are given as follows.

For, the positive gain amplifier,

(au/ug) = (1/2) (uyw8)? Y

sand ' - } (2.8)

e . \

8¢ = ;(uow/B)

T R i R ST T ——t -




In the case of negative gain amplifiers, these expressions

tuén out to’ be ‘ .

| (au/uy) & (1/2) {ny#1)u/8Y° )
o X v , ,‘ . . . . . 3
: and ‘ . . } (2.9)
- ' A = -{(u°+1)w/B} . ]
i X /
* The equations (2.8) and (2.9) indicate that lggg before the ‘ )

; effect of the change in the magnitude is felt, the effect of the deviation
) in thg pgase will be predpmjnant in the case of the above amplifier ° 1
circuits. In a general case, however, one has to consider the effects
of the changes in both the magnitude and the phase. Thus, if amplifier ,.
' circuits are deve]oped wherein both the change in the magnitude and.
ﬁ%é phase deyiation are theoretically zero, then by employing such

amplif{ers in active-RC filters, the effect of the GB products of the -

10A's on the performance of filters can be eliminated. "for this purpose,

\ . a §¥stematjc theory for the design of actively éompensated FGA's is *
. ¥

“presented next. | . :
@ ) , _ )
2.3 THEORY OF THE NEW FINITE GAIN AMPLIFIERS
To deve1op the theory of the new fidﬂte gain amplifjers (NFGA's)
° let us consider the block d1agram shown in, F1g 2.2, where A 1is the gain
of Jhe forward path, a -is a premultipl1er and B is the galn of the

v

feedback path. TMe transfer function of the systep is given by,




.
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6(s) = v‘: - e ' ‘ (2.10)
. n ' '

Our aim.is to develop amplifiers, whose gains are independent

,of frequencyi / Thus, G(s) should be equated to a real constant, o

[ 4
which will be equal to the required.value.of the gain (i.e.) we should

have &

Toag = ¥ O s=:—o--}-\ : C (2a1)
’ .
In the case of conventional realizations of finite gain .
amplifiers, the forward path gain is prpvided by an OA, as can be seen
from Fig. 2.1. Let us also assume that the forward path gain A is.

brovided by an OA and obtain the condition on the feedback faétbr, 8 .

BRI T SRR (T e
,
Ny . N
¢
<

Thus, A(s). is given by (2.2) and hence (2.11) becomes

s t
g= .5 : (2.12)
- 0 B - ' .Y
.

‘I:lQ

If the gain of the feedback factor of the_lggg is 3f the form
given by (2.12), then one can reé]ize the given gain il exactly at
‘all frequencies without any phase shift or the change in magnitude.
Unfortunately, such a realization is not possible with physical elements.
However, the equation g2.12) can be modified and written in the form of

a convergent series as follows:

/‘\ s A
. ’

; .
L"“ . - VO T L T SR re—r—py - -
. s n b e LA L ETIARY o P P A = 3. S S E i | e - XY
: R &R et L TR 2 e B 2 o T, R %
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' - 27 - | .
o -
¢ Yo ) -
B =
’ H.S <1 i
1. %
a ( aB ) ) 3
<
(%") [
0 Yo
= » provided ia-g-‘ < ] -, (243)

@ S
0,1
L] ' ]+j§] (QB ‘)

- In the case of conventional realization of positive gain

¥

amplifier shown in Fig. 2.1(a), we can show that

. . / ‘ -
: " a=1 tand B= " ‘ (2.18)
. Yo O

The resultant transfer function is given by (2.3). Similariy,

. for the case of conventional realization of negative gain amplifier '

N .

u
= 0 = ._.._] ‘ ) :
. a W and B m ‘ (2.15)

4

The resultant trqnsfef/Lunction for this amplifier,is given

by (2.4). ’ |
- E
As was mentioned earlier, the u§éfu1 frequgncy rﬁnge of the
coﬂ&entional realizations of'positiie and negative gain amplifiers is
~ given b& the 3ﬁegﬁalities (2.5) and (2:5}, respectively. He note from
| (2.13), (2.14) anq'(z.ls)\ihat the feedback factor that is provided
in the conventional OA realization of finite gain elements is just °

@ _ : and all,other terms in the denominator of '8 1in (2.13) are "’
" - "

o ,n - e P
completely neglected. However, by retaining more terms in .

ES ” R ‘ . 5 _,"

|
:
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the summation, better accuracy to the realization of FGA's can be achieved.

b : ‘ /

Consequeq}ly, better frequency response of the amplifiers . can be
expected. By preserving the first (m-1) terms in the summation for ~

- : B , the overall transfer function, G(s) becomes as follows:

HoS m-2,
[1‘*(;5—)*' "'( ) ( ] (2.16) "
. WS " HoS " AN .
v (] +(;,%_)'+ .o +(_) 0 ) "] ( 2 ) ] | .

a

)
oy, .
. \///T/ﬂ\ In (2.16), the transfer function {G(s)/tuo} is of-the form

such that the coefficients of the numerator polynomial are same as those

* of the denominator pol@nomial up to the order of (m-1) . The finite
giln amplifiers described by (2.16), when m>T-, will possess better
frequency regPonse compared to the ones realized with a single GA and

§

resistive feedback which corresponds to the case when m=1 . This is

because the 1imit on the operating fréquency of the FGA's described by

(2.16) is now given by « -
now oo
o \m , _
(=g=)" << 1 | (2.17)

instead of the inequalities (2.5) and (2.6).

v N . ! u w [y
>\\\\\\\“ Since (;%—0 is a quantity less than unity, the greater is. .
»~ * » [l - .

' the value of m , the larger is the bandwidth of the new FGA's.

Unfor;unate]y,’gé the value of m 1s increased beyond 2 , the transfer

function given.by (2.16) becomes unstable as shown in the nexfdsecgion. R

“




2.4 STABILITY OF THE NFGA'S

To determine the..stability of the transfer function given by
(2.16), let us consider the denominator polynomial, D{s) of (2.16).
Now ' .o
HoS “os)m

QD(S) 3‘1+ ;§-_+ ese + (a—B—

¥yS j
Letting (;E-é = x , we obtain
. \
'd '

D(s) = T+x + -+~

' ‘ m+] '

It is obvious thﬁt -(1-x) 1is a factor of kl-xm+1) and the

zeros of (1-xm+1) are the only Zeros of D(s) except the gne at x=1

These zeros are given by

x = g2/ (m+1) , “ns1,2,....m

LY

(n=0 gives the root at x=1' as mentioned before).

Thus, the zeros of D(x) all lie on the unit circle |x| =1

T ngle. 6 = (2nn/(m¥1)} from the real e\the position
he Bpase angle {20/ (m¥1)} from the rea i5is~g17'§\¢ e positio

of fhe zero on ;he unit circle. In order that the transfer function

given by (2.16) to be stable, those zeros can not 1ie in the R.H.S..of

the x plane. Thus, this phése angle, 6 , must be greater than /2

“ for absolute stability (correspondingly, the poles of G(s) will lie in
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the LIH.S.Iof thg/ﬁ-p]ane). Th1s means tth m should be such tha%

-

or equivalently,

©

m< (4n-1) , n=1,...,m. ‘ ’ (2.19)

The inequality (2.19) can be satisfied only for values of m
up to 2 and for m>3 , this can not be satisfied. Thus when m23 ,
' the transfer fpn;ti;q given by (2.16) becomes unstable. In particular,
when m=3 , there are a pair of poles on'the Jjw axis of the s-plane
and the corresponding circuit realizatiﬁn of (2.16) yields a purely

sinusoidal oscillator. It's practical imple@pntation and related

studies were reported earlier [40].

Thus, it is clear, from the stability considerations, mg2 .
» \ . .
As we ' have seen already, the case m=1 corresponds to the convent1ona1

realizations of finite gain amplifiers. Hence it is only required to

”

' find the rea%izafions cgrresponding'to the case m=2 . The transfer
function, fo* mTZ , is given ‘ . )
¥y s '
. ‘ G(s) = ny ' ;E_) oo A (2.20)
v | 1+( ) +(aB)

t
H

£ '
In|the nexh\Chapter, we shall concern ourselves with pracEiE%l
\ . -
circuits tha¢ implement the above transfer function. To lend generality

to the d1scuss1on, we shall consider the realization gf the transfer
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function of the following form: : ;
| 4 \ é
G(s) = 3511 "
S) s
(B -~
4 ' . . - - f .
- It is obvious that (2.20) i5 a\special case of (2.21), where !
ay = ol . It is alsp apparent that to maximize the bandwidth of the FGA,
. ‘ ) ' ‘1
the coefficient a, 1in (2.21) should be a5 small as possible. ‘ ;
. . o !
Since we are interested in the actively compensated FGA's, bur-
8 C
! circuit implementations of (2.21) must consist of OA's and res1stors

" _ . Thus, in Chapter LII, an attempt will |be made \to enumerate a11 poss1b1e

tobo1ogica1 structures that will realilze (2.21

Se.

using OA's and resistors.

\ -
|

(ward path and a

2.5 CONCLUSION

_Assuming a coftrol model with a single
single feedback-path, a generil form of! the transfe\\funct1on for FGA S

to possess an improved operat1ng‘bandw1d¢h has been

%

btained. The ' - [

: v
stability considerations, however, reducéxthe‘transfe function to one
of second order. The following chapter will cansider, \in detai1,'cirbujt

implementation of second order FGA's.

A

|
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- 3.2 ANALYSIS OF THE GENERAL SECOND ORDER FGA NETWORK

" elements in the nefwork must be resistors. A little thogg t will indicate

ot AN A gy e e v v w

CHAPTER III ’

i’ FINITE GAIN AMPLIFIERS .

3.1 INTRODUCTION

In the 1ast Chapter, sthe study of active compensation of finite
ga1n amp 1fiers led us to restrict ourselves to amplifjers with second _
order trapsfer functions. It s pd§sib1e to realize such a transfer
function in many different ways. Thus, in this Chapter, starting with &4
gene}al amplifier configuratién, all possible rea112;ti ns for positive |
and negative éain amplifier; areiinvestigated. It is shown that thg

amplifier circuits that have been suggested in the literature so far are

LY

anl particu1ar cases ‘of this general confiéuration Th& analysis also

yields several new circuits. Finally, a comparison of aﬁl the useful *

3

circuits is made based on some practical con51deratioqf. The frequency
. )

L ‘ . | , v et
response characteristics of the set of the/'best' amplifiers that emerge,

out of this analysis are then 1nvestigéted' in detail theoretically as

well as experimentally. .0

[

L

Our main concern 12/xh15 Chapter is to realize actively
compensated amplifier circuits having second order transfer functipns.

It is obvious that such FGAs will Have at least two OA's and the other

that the most general network \tnat one can think of for the FGA's, will




N v
be a five-port activerR configuration. Let us therefore ;pnsider the ’

: ¢ .
five-port two OA active-R network shown in Fig. 3.7. ‘t 1s assumed that
thevOA's have -infinite iint and zero output impedancés. Furthermore,
it is also assumed that the 0A,s embedded are intérna]ly frequency.
compensated for a single-pole roll-off. Thus each OA can be represented
by.a gain equation of the form given by (2.2). Let V'(s) “and V(s)
be column matrices of voltages defined by - .- “_ :

: Al
Vi(s) ¢
V'(s) = !
VZ',(S) &
" ‘where Vj(s) and Vj(s) are shown in Fig. 3.1. ‘ Lo e
! ~ ' s ' - ,

Considering V' and VI as Ehe driving voltages, V' can be

P . - - ¥ 9 i
obtained by applying the principle of superposition. This superposition
is applied to the:resistive network that ‘remains after the OA's are
removed from the active-R network. Thus,' ’ 4 ‘. )

Vi(s) = FU(s) + F vyls) R 1 I

) ° - N ! C @ )
© where ' ‘ Co . o » i
A i Pz . 1h \ )
F= L and f = .
FZ] F f2

* The voltages Q'(s) and V{s) are related by the gain équatkods

» . . o ‘o
- o o .
’ - . ¢ - /
- . . '
. . .
.
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The Genera}_ Active-R Network to Realize a Second Order
Transfeyanction
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of the OA's. Thus the foTlowing equation can be obtained.

V(s) = A(s) V'(s) : E ’ (3.2)

where A .isa 2x2 matrix given below:

r /' ,l‘
« . v \‘ d v
. B]/S . 0 ° }...,

A(s) = ' ' T (3.3) ‘
. iKY :

0 BZ/S 1

. $ .
-
where B.l and B2 are the GB pr‘odui:ts of the two OA's A] and A2
J respectively.

As will be shortly seen, it can be assumed, without loss of
r ' generality that the,,output of the FGA's 1s’taken at the output of the
.- 0A, A, . Thus, the transfer function of the network when V] is the

loutpu't can be obtained from (3. 1), (3. 2) and (3.3) as:

V. ) . - 4 (s) (f" )+fs/B .
’ o G(s) = (3.4)
. ) v (sT (FF )s ( 2)+ &°

S nfaFi2fan B] ° 51—82

’ where the def1mt10ns of various ‘ﬁf' and ‘,F’, func?ions can be obtainéd

) L[’ : by using (3.1). s for example,
Ty (s)] " ! .
‘ 2 =0 .
- sinilarly, * IR . o
& . T e
B ST £ BT : S

T e v o
t i q‘&"‘ = ,}é&‘ "‘sz?ﬂ"‘n’ 31‘5 ‘:’:'th?j’ by

[EERAS 4 2l



a vi(s) l ' Vo S : o
F] = - ] .
]' V“ s le - v.‘ _.: ‘o‘.

2 .
- ! ¢
"

C1ear1y, the qu/antities f's and F's are functions of resistor ratios.,

s

By considering the output v2 , an 'equation for the transfer
. :function, similar to (3.4) can be obtained where the roles of f and

f2.’ Fn and F22 ; and F]2 and F21 are interchanged. Thus,

topologically, the resultant structures o,f the am.pHﬁ'er' circuits will

remain thex same. Our-aim, as mentioned before, is to find all pbssib]e
realizations of second or‘der? FGA's. "l'herefore, in order to find the
possible realizations, there is no logs of generality in assuminlg that
the output is taken at tile oﬁfput of 0A, A] . .Hence,'let us focus our
attention on (3.'4). -Furt'her, it will be assumed for simplicity, that' o
;béth the OA's have got thelsame GB products, equal to B. Then, the

equatfon (3.4).can be writteq in the following form:

R U A
\ G(s) = a < =7 ‘ (3.5)
' 14, (§)+b2 (g) - . . .

~

L - 2ha - fiFp) SRR
(FiiFa2 - Frfa) ' :

~)
-~

‘r - A P f] » ’ A . . N K
. T o2y . o '

l o VTR - Af) - : L
_ by s “(Fy *F) S ' [
L Fiifa2 - Fizf o _

5 / ' \ " ' ~ 4

and . . : o,
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where o, and a, -are real constants, such that
- 4 '

— -

- 37 - | 'y P,

1 L ‘
b, = - |
2 (FyFq - Fiafg! - y

» 1 .
The transfer function of the amplifier circuits that are to be

‘developed, has been shown to be of the fgym given by (2.21). This function

is reproduced below for convenience.

S
2 ,
3.6)
0 3 S\2 (
1o, (5) * o, (g)

[

]+u.|(

G(s) = 6

<

a >0 T (3.)
. ’\~‘ m .
“a, > 0 ’ - (3.8)
2 9 —_ l“;« : '
and G is the required d.c. gain.

In the case of positive gain .amplifiershhe value of G0 is

positive and in the case of the negative gain amplifiers, Go is negative.

0= ¥g O kg fdr the positive and’ the hegat1ve gain

amplifiers re'spectivelg where Mg > 0 .. Now comparing (3.5) and (3.6)

Thus 1et G

along with the condiggons (3.7) and 1(3.8),. some equations and conditions
that should be satisfied by the 'f! and 'F' constants can be obtained
for both the positive and the negative ggin amplifiers. These are given

below: _ ' ’
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3.2.1 The Conditions on 'f' and 'F' Congtants for Positive Gain

Amplifiers ,
: N
. V0

1. (Fy Fpp - Fis Fy
. ‘ &‘\} ¢

’ 3. f-l > 0 . ’ . > (3.9)

- (faF12 - f1F20)

- u _
(Fy1Fpp = Fiafyy) "0~

Y

I

5. (F]-l + Fzz) 2 . (;;a) ‘

3.2.2 Thé Conditioﬁs on 'f' and 'F' Eonstants for Negative Gain
Amplifiers \ i | N ‘ )
V. (FyFpp = Fiafy) > 00 o

B : 2. (fFyp - fiFz) <0

l7 . 3. f] <0 N ' >(3.]0)

A o Fohg - Bfp)
| (Fiifae - F2fa) 70
5. (Fyy + Fp) = o
. (Fyy + Fyp) = — : ‘ -
n -t Fa) * o T

) . .
3.3 FURTHER COMMENTS, RESTRICTIONS AND SOME DEFINITIONS

/

As we mentioned ear11er; the constants 'f' and 'F' are

-

" functions of resistor ratios. 'These constants can be negative or positive




r
'

.

/ depending upon the\type of connection. Under certain circumstances, they
can be zero as we 1. However, the absolute magnitudes of these constants

must be 19‘5/1; nor equal to 1 and Jreater than or eqdal to zero,

that is, it is required that : » ' - |
- . ) ' .
0< |, [Fil <1, k=1,2 #nd i,j=1,2 _ (3.11) I
. S v (
. Depending upon the signs of 'f' and 'F' constants, fu.rther 2 o ) 1
restrieti ve to be imposed on them. For example it ts shown below ‘ '
that these functions must satisfy the following:

3

. ' Ifil + lFﬂ! + ‘F-izl 1 i=1,2 (3.12)

>
when all the thrée quantities f, , Fi; and F,, are of the same sign.

When anyone of them has a sign opposite to those of the other two, then
that particular quantity does not appear in (3.i2). Any restriction

on it, i‘towever, is taken care of by (3.11). To prove the.above statemént
as well as (3.12), let us consider the R-network, whjch results after the
removal of the OA's in Fig. 3.1, Let VI » Yy and . VZ be the impressed
potentials at the terminals a, b and ¢ respectively with reference to

' " the ground-terminal, g . Let '\(; s V]' , V; and VE be the resultant

)

potentials at d, e, f and 'h , respectively, with reference to the same
\ o ground terminal ,‘ g . Letnds,al so define the following quantities:
~ ‘ * N

y , .
f}") -1 i=1,2 - (3.13)
[] . I V] = v2 = 0 .

\




TR

3
3 \ = 40 - ,
: | . \ i ,
e ’ .
; .
; ,
- (x) V$X) 1=1,2 N
,?“ F = -v_l j:'l ’2
' slvp=vi=0 iy
. , P
: L)
F(x.) _ V] | : '
o "Vl ev, =0 \ - ) (3.14)
/! ’~ and . . ( ) . . . ) ' ,
X s »
e(x) Y2 |-
22 VZ VI V1 0
v, ) )
where. x stands for + or - sign. B ’

i

The network of Fig. 3.1 can be considered as a seven port

resistive network, where fgx) and Fgg) are all transfer -constants.
Clearly, these constants are all non-negative. Thus, let
. p(x) h
fix) o '
i Q(X’
| i
plx) .
glx) o A . ‘
IO} 21,2 ., 7 (3.15)
i . .
and - : .
px) ' _
plx) . 32 .
i2 Q!xi
i

where ng) , Pﬁ‘) , ng,_‘) >0 and ng)‘ > 0.

Since it is a resistive multiport network' the folTonng are
» ~ R B
true:

DO MY W T A 2 LT A GR AR S  AsT - T O Ta e
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CROR S

( ( '1=1.'2 ' 3.16
ERRETS p 16

(x) , plx) (x)
Pig” * P < ot

g R S e

and

“Prom (3.16), -it follows that

i

fled s Fﬂ) Fi) <1

fgx) + Fg?):-] .‘[g] ,2 ] > (3.]7%

(x)-, glx)
F_'.| + F} i < 1 .
and , /,

- ‘ L), (0 ‘ - 7
F12 +f1. <1 : \‘

I

’ Let us consider two particular gombinatiohs-of 'f' and 'F'
constants in (3.12). As a first combination, let f Fﬂ and F 2>0

These constants, by the definitions of (3.13), (3.14) and’ using (3.1),

B

can be expressed as follows:
\ N\
+
fy=fi- %
»~ ; + - ‘
x o P Ry - P - 7 (3.18)
. and : o/ ‘
- Fig = Fip = Fop ‘ .
2 12 i2 J
_Then, . A = ‘
/- ,
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L gt - + - + -
FtFintfig = (F-fy) + (Fyp-Fq) + (Fp-Fip)

+ .+
s (P )

, - -~ ) . n ;
Then, using (3.17) it follows, '

fi+ P tFp sl

Now another combination of 'f'" and 'F' constants is -

considered, which are such that f; and Fiz'i 0 and Fi1-3_0 . Then, .

F. - v
= -_ + - + - -
F31 TRl = (5100 + (Fip-Fip) 2 f3+Fy,

-

Thus, it follows from (3.17),

£, + [Fpl <1

.\ Also Fip &1 B | '
X

.

’\.SimiIar]y, by considering_p#her combinations of 'f' and 'F' |
‘constants, the gene%a] nature of (3.12) and the statement following it
can be proved. It should be noted that this proof is independent of the
mode of connectfons of resistances to realize a given set of 'f' and

.'F' constants.

At this stage, let us note that it 1s desirable, whenever
possible, to realize a pérticular set of 'f' and 'F' constants with
a minimum number of resistors. As for example) if _f] ,‘F], and F]2 “
are all non-negative, then for minimum resistor implementation, the

voltages VI s V] and V2 should be mixed through a star connection of

.
-— = . . 3 - -
T [N catems . - ez ettt oo v 2 ST
R N O TR RS iR




resistors. -The star point can then be connected to the + input of the
0A, A1 while the negative input terminal of the same is grounded. This

means that Jf]' : Fi'] and F]'2 are all zero. However, Sng can also haves N

- + + + - L
connections such that both the groups f, , Fy , F, and f, Fyp s

F{z have non-zero values. In such a case, however, a larger number of.

resistors will be required. t

As an additional example, let us consider another situation,

@

.-where two infinite-input impedance points are fed from the same source.

1 Théy need not be fed Qhrough different potential divider connections and

they can be connected 3'hrough a single circuit: For an illustration of
this, let us examine 2 situation, shown in Fig. 3.2(a), where only the
part of the connections that are required to realize F]2 (>0) and F22
(<O). are shown. (The constants f] and F” are non-positive; and

f2 and F are both non-“negative). The alternative and simpler ways

21
of connections which use a minimum number of resistors are shown in Figs.

3.2(b) and 3.2(c.) under two possible magnitude conditions that can exist

between these two constants. ‘ ‘

L]

X Let us now go back to our original djscussion about the equatio;\s
(3.11) and (3.12) and illustrate their use with an application. Let

f] = ', "Fi] = -8 and F]2 v, where a, B, v 2 0. The equations
(3.11) and (3.12) réquire the quantities o, B and y to satisfy the

 following inequalities.

‘0<a, B, vy &1

_and

1

. . ;‘
B ———— : o |
T R R e T TR i T e R R R R e T YR . 1

1.

TR R TETTATL
R v Ry AR S
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g B ' . : - ‘F22| = !Fu‘
Az
- \ .-\’
(b) )
- 4
|
>
(c)
FI{G. 3.2: Différent Mode of Connections when 120, Fiy0 . Fr20,
oo : !
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\

The restrictions given by (3. 11) and (3.12) must also be r.
consfdered at’sl with (3.9) or (3.10) for v the appropriate realizations of
the FGA's. l L /

Now that all the restrictions and equations relating 'f' and
'F' constants and iy (the nominal d.c. gain of the amplifier) have been
obtained, we are in a position to obtain second order realizations of

*

both the positive and the negative gai'n amplifiers.

It is easy to visualize that thefe are different compinations

"of 'f' and 'F' constants that can realize a given second order
. X U

amplifier circyit, even after satisfying (3.9) or (3.10), (3 11) and (3.12).

These different combinations will give rise to different topo]og1ca1

configurations of network's. For a given topology, however, the choices ,

for the different quantities can be made so as to maximize the amplifier

bandwidto. Ideally, .the maximum bandwidth is obtained for our amplifiers

when a, = 0 1in (3.6).° However a simple study of both the equations

(3.5) and (3.6) together, shows that it is impossible to achieve this
\ condition in practice. CIl ear]y then, one has to aim for minimizing @y -
Comparing (3.5) and (3.6), we obtain b o

] | , _
/ C G (FayFap - Fyg Py (3.19)

For convenience, let us denote the R.H.S. of (3.19) by F .
That y let T '“ ’

‘ * . »
( -
R8T TR m—r ..... rT-rmmy . ' ’
el .}?}”“ Y ; PR SO ey ey p——— T
- v o > ANA L VSN % 2
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F = Fyifp - Fafy

’

Let us introduce the following definition, which is used later on.

R / |
v ,

A suboptimal second oyde? realization is a realization obtained

Definition:

1 k]

from a gfvép topology for which the constant F (as defined by (3.20))

. is, for a given-d.c. gain g maximum (i.e. o is minimum) subject to .

& N
_the constraints given by (3.9) or (3.10) as the case may be and the

@

-~ constraints given by (3.11) and (3.12).

Clearly, there will be one realization among afi the suboptima}

’

realizations which will poséess the maximum bandwidth. However, maximum -

bandwidt~ alone can not be the main consideration.. Other practical
*_ o r

considerations, such as relative stability, tunability, e%c., are also

&

important. One may achieve higher bandwidth at the risk of poor relative
stability. However, when such amplifiers are used in practical applicgtions,
such as in qct{Qe-RC filters, the who;e circuit may start oscillating.
’?hus,'the choice of the optimal circuit is influenced not only by thela
gttainabie bandwidtlf but also by various other cdnsideratiops. This 1is
whx the amplifier realization possessing the maximum possfble bandwidth
for a éiven topology has been termed suboptimal and not opiima1. Let us
\

now ﬁ}oceed to enumerate various possible topological structures for the .

. realization of second drder FGA's.

3.4 TOPOLOGICAL STRUCTURES FOR .POSITIVE GAIN AMPLIFIERS

We ;:;Tf‘quuire all pos1t1vé g;ﬁn realizations to hav; an

19f1n1te 1nputl1mpedance.' Jhis requirement is 1mpo$gd-1n order to be

»




consistent with the fact that the conventional realization of the positive

‘gain amplifiers also has -an infinfite 1nput impedance. - Thus, invoking

o

~ this requ1rement one finds that there i§ only ane value for f] , wh1ch /
is i . Furthe;-more the same cond1tion also restmcts the constant fz
. to only discrete values of 0 s :1 ~and 41 .. Inyaddition, it is required
that FH s F]2 < 0. Hence,"'there are onl-y three combmatlons,‘@ f! s
and” F's that are possible. These three combinations of conditions on

,'the' 'f' and 'F' constants are 1jsted below:
- ]. f]/"‘" ’ th =0 ) "_" 3 F-lz ;0 \\, . . I . n:. :
- -, v .- ¢ .
¢ 2 . f] . = ] "y ufz‘ "d'] s F]l Y F-lz < 0 F2~l °’F22 bd 0
. RN .

. " . .3, f]v?"ll, f2=1’ F'I]‘QF]z:Fz],Fzz;o.

Since both Fiy yand Fyp <0 in all the cases, let us start |

with the-assumption that
i .
S co . oot 0.21
F-l-l = =0 and F]Z- rs . ‘ BN , . ’ (3‘ )
where a, s‘;o .

LN ‘l‘h,

= ) . - . “
Using the relations (4) and (5) 6f (3.9), we obtdin. . =~ -

and
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! Another quantity of interest that shoyld be maximized is F°
. and this is given ﬁy e PR U
4 ¢ J ! o: 3 N : ° . . N
- ’; s 3 sz (0 B uo) L . ' ' p °. . i
: F=- - _ i (3.23)
‘ ¥o Yo . :
a v P Qb D ‘." e
The dffferent possible cases will now be considered in | “__/—,\
detail. . " . '
Case I: f, =1 and f, =0 L ]
: In t‘his‘case one obtains, . | - °o }
. o s - X\ . \
/. f.l =1, F11 -c.: » F,lz = -8 . . . ,
-l r ) (3.26),
= T o= -'-_L“ ' - = - _:I.. ' !
fg 0 s FZ-I ‘ B ’o F22 . (C ‘uo ’ )
/ T -
The inequality (2) of 0(3.9.) requires that . < .
1 * ) - -
3 a < (-—) N (3.25) ~ 8
: Ho ' ‘ ’ .
o . ’ @ . . . » . ; - é ° . ' ”.
The above condjtion suggests that F22 <0 and Fy >0. . -

A1 the reaHzabthy conditfons can now be derived, using :

v(a H) and (3 12) and they are Hsted below:
, &

4 . . e ¢ ¢

f ! N
-~ 0
[ 0 ’.
3
o Ed
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. . ' [
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»
[} ¢ . 2 J
— 1
" i
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‘ (i) 0gagl,. (i) 0B <l r\
; - W) a< (), (i) ez d=1) ) (3.26)
‘ . . fa u
. 0 0
. f 12
v) Bgl-a, (vi) 82 (a-) 7 J
0
<t | . / - , :
\ It is obvious that g 1. Thﬁf topological structure to realize the ,
= .
. 'f' and 'F' constants given by.(3.24) is shown in Fig. 3.3.
v ' o To wobtain thevsuboptimal realization, let us refer to (3.23) and
4 o note that when " fz\;-'NO , 'F 1is maximized by choosing « = 0 , for a given ,
/;;0 . In that case, (3.24) and (3.26) become as follows:
. . ‘ fiel, Fy=0, F,=-8 -
. e o . , . 1 (3.27) ;
220, a7 +»Fp - . A1 - "
a i ‘Buo — 0 « _ ]
. . , . :
- ! Ve ¢ . g
where B is constrained by the following inequality :
} ‘l - = . : ) . . C t. f
142 ' . . T )
/(;6‘) <8 <1 Fa | . Lo ‘, ‘f

The quantity F 1is given by
3 , '\~
Foe (2 . : . (3.28)
uo - ’

o«

-

Obviously, there is an infj'nite number of values for the choice ‘

“W . of ‘® . Yhree particular values for 8 are of interest, in that they

-

a1l minimize the.m.mber of resistors used. Those choices for B8 are

z
<

)
°
' N N
. -
[ ~
t e B © .
s . —
' § - .
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. ' |
} (%—02 . (%—J and 1 . The corresponding suboptimal realizations are
0 0 “

. f
given in Fig. 3.4. The circuits shown in Figs. 3.4(a) and 3.4(b) were

- reported earlier by this author and Bhattacharyya [33].

Case II: f1i-1,f2=-'l ' /

In this case, the quantities 'f'" and 'Fr o Yre given below.

’ ;.

o

®, 4 (o - )2 » (3.29)
foml, Fp=los 10 Fbp = (o'~ 1)
2 > 2 g [ ’ 22 Moo '
and
® 1
(a - :—)
_ B 0
F==- (3.30)
uo 110

(i) 0<ac<l, (i1) 0<B <1 S A
(1) gz s o () o sl ) (3.31)
\ T ¥o ‘
and , o(m‘_\il )2/ ‘ - , | o
> (v) BZ_"‘(T'_;TD——, . b ]
‘ ‘ A\

The topological structure for the realization of the ‘'f' and ‘F'

constants given by (3.29) is shown in Fig. 3.5. The realization is’

possible only when o <1 (to keep B finite) and this implies that
) > , / (3.32)

vk




FIG. 3.4: Suboptimal Realizations of the. Pos'ltiveifair{ Amplifiérs
with =1 and f,*0 '
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FIG. 3.5:_ Topological/Structure of the Positive Gain Amplifier
. W'ﬂ;h f] =1 and f2=-1 N \
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For the suboptimal realization in this case, the value of o

has to be chosen as (%:3 . Choosing this value of o , the equatfdns
0 . c .

"(3.29) and (3.30) become as given below: .

- = _ (] - B :
f] =1 ’ F]] - (-v_o_) ’ F]Z -8
c _ - (3.33)
- = (] '
\ fo=ls Fu=(m, Fps0 . - [
and o
g : f
F=(By . . (3.34) -
Yo -
The realizability conditions thus become " o 4
. i ) ' [
(i) 0<g<(l -:-IE) and (1idg ug> 1 . \ (3.35)

It is worth noting that a choice of B = (%—0 can be made
which will satisfy the conditio’?& gjyen by (3.35) for o 2 2 . MWith

A

such a choice, the realization of a positive gain amplifier is shown
in Fig. 3.6.. Ho;ever,/thé suboptimal realization is obtained when

g = (1 = &—) and this realization, originally suggested by Reddy [31],
0

is shown in Fig. 3.7.

Case I11I: f1 =1 and f2 = 1

. In this case, the various 'f' and 'F' quantities are as

i

..-
follows: - . : . . ¢ (
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v a z . = .
f] ] 1 F]-l (] £ ] F-Iz B . ]
. ( 12 (3.36)
; ¢ - )
: . fo= 1, Foome——l L F.. = (o =) :
’ 2 LA B g ’ 22 Ko
and ; .
Fa(ly?. fett) ST (3.37)
Ho o
b R et
The realizability conditions are given by the following:
- ] CY -
& (1) 0ga,B8cl, (3i) (o+8) g — AT
Y0 . \
) - !
¥ | 1,2 g
‘ - (i11) (a+8) <1V, (iv) B 2ug (o - %) (3.38)
: o - L2 .
] ‘ uo ’
(v) a <« — . (vi) 8 e /
Yo ' —-a-1) -
1% ¥o .
The condition (vi) in (3.38) does not apply when a > (2/u0-1) L
7 It can be shown that o=0 makes B8 = %— , leading to F=0 , while
; " ‘
g=0 makes ao = 111—— in conflict with the requirement « < %—- . Thus the
. ‘ 0 0
choices for o« and g have to be made such that «, 8> 0 . After choosing
— ‘ -
the value -of o ‘such-that 0 <a <.l—- , ithe value of 8 can be chosen
. 0‘
' "to-sati'sfy (3.38). The topological structure to realize (3.36) is shown
" in Fig. (3.é). By combining conditions (iii) and (iv) in (3.38), #t ‘ )
. . ] ‘ ‘ A
f follows that
1 \ ‘(1#4';1'6'-'3') ‘ o : '
LI S N ) _

0 ' ) B

In order that o 1is real, it follows that "/

\
‘ -
. .
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Mg & 0.75 .

The suboptimal realization 1'5 obtained with o = (1/2;10). B = (1/4u0) .

Then the quantities 'f' and 'F' become as follows:

\

(3.39)

and ¥
Fl= () ~ | ‘ \ (3.40)

where, as shown above, ) o

> 0.75 ‘ ’ (3.41)

. . /
Fa . \
:

’ u
\ 0

\

~+ The suboptimsl realization corresponding to (3.39) is shown in
. Fig: 3.9.

A ¢ . \

- ~

. Having obtéined the possible topological structures and the

Ed
corresponding suboptimal realizations for positive gain amplifiers, let

vt -

Us now proceed to derive the possible topological structures for the

realization of_pegative gain amp¥i¥iers.

]
3.5 SOI‘IE GENERAL COMMENTS ABOUT NEGATIVE GAIN AMPLIFIERS .-

t

. In the case of the conventional negative gain amplifien, the A
input impedance is finite. It is impossible to realize a neg“at1ve gain
amp]ifvi'ér with infinite input 1mpec§angb using a single OA. ' However,l

4 .
- ~ -
Al

A
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Proof: o B N A .

)

a1

infinite input impedancgycan be obtained ylith a buffer amplifier at the

input, Thus, fer the® reaHzation of negativg gain amplifiers with an

infinite 1nput 1mpedafce, at 1east two 0A's are required. As twol's . v
are also used for actively compensated second order FGA' s, it may be

possible to obtain 1mproved negative gain amplifiers with an infinite

1’nput impedance This Ieads to two possibi'Hties

(a) Negative gain amp'lif*iers with an infinite input
impedance ,#

(b) 'Negati\ve‘ gain amplifiers with a f1n1te' input

impedance., . : -

\/.

Before proceeding with these two cases let us prove'the following

theorem . . -

[
Theorem 3.1 | , o
It is 1mpossible to reaHze an 1nvert1ng amprier with a second

order transfer function as defined in (3.6) such that the following conditions
are satisfied: ‘

a) The ampﬁﬁer‘sl'nul\'d employ only two OA's.
b) It should have an infinite input 1mpedam%\_, e
c) Ho 1. ‘ '

'

For infinitg \input impedance, the va1u'es of both’ f and foz,

can take only discreté values,of 1, 0/ and -1 . In particular‘,‘since

fy < 0 (Condition 3 of 3. 10), the only possible value for f1 s -1,
Also 1t implies that Fiq s F,z > 0. Thus, let '




v - 60 - - . “-
& : F” =2 o and F]Z =g (0\5_ a, 8 1)
: ' .
4 From the relation (5) of (3.10), 'we get - . _
LR . . LT
o - :
&' e L1 . B X
2’5 F’ZZ - % - N (3.42)
N / The realizability condition of (3.11) requires that .
\\ [l 21~ Ty .
B : '
. ”
%‘; , The above inequality and (3.42) imply that N
_ Y92 —
oo Now we shall investigate the case u0=1 . Again the only
i . . - : .
possibikity is-that Fy, = -1 and =0, that is, ~
;. ) Fyp = -1 and Fp/= 0 ' T (3.43)
! <
Then the' inequality (1) of (3.10) requires that : - -
- F-‘Z-Fz]’> 0 ) . (3-44)
oo \ Since Fjq =0, neither F,, nor F, can be zero in order .
. . oL 3 ) ,
A to satisfy the inequality (3.44). From (2) of (3.10), one also gets with
‘ ’ ) ~ * '0‘
e fe el . - :
=& Ay B . - . .
: 7 . : DN
\_\ f2 F]z -1 <0 ‘ ‘ ‘ (3.45)
- ' . R Ky
. Ugnf(4) of (3.10‘)' now, for uo-l. , it can be shown that
| e , # g
| -
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. infinite inputrimpedance,'thg magnitude of the d.c. gain, ug must

. , . ‘
3.6 NEGATIVE‘GAIN AMPLIFIERS WITH INFINITE INPUT‘IMPEDANCE

~
—

-’

. , e #
- 61 - ) v Ve
‘ . ' .f, ) ’ " ) /
;z Pzt = R fa , (3.46)
0 R o N M u. r . . . , *o
In view of (3.44) and (3.46), we can write” | . '
)f2°F<|2" ] >,0 ’ 'J' . Y . ) . \ ,(‘3.47)

-

It is impossible to\safisﬁy‘(3.45)13ﬁd (3.47) simultaneausly. -

Thus, for an inverting FGA usinE’two OA's and pos%essinglana ' }

>

satisfy the condition wy > 1 . Hedce the theorem.. ‘
' v ~ ”‘ . .‘ e ' - " Kl
The above theorem implies thép‘itaié not possible to realize

a second order inverter-(dnitx gain inverting‘aﬁb]ifie?)uxith an i%proJed»/

bandwidth ;nd possess1ng an 1nfin1te input impedance. Thus, we need only

to investigate the poss1bi1it¢es of reallzing non-onity gain 1nxert1ng

amplifiers with an infinite input impedance. A 4 . C ‘

&

4 4

¢ . In the case of infinite 1nput impedance, it is required‘thét

fr=- Fy "F122-9' o S B
. . ) . ' 3 . . da? . L
Let Fiq = @ and " Fy, = 8 . Then, using, the relation (% of (3;107f%2 L
we ‘get, . , 2 Lo ?‘ 8 ' ‘ . )
o Teadly R
« . Foy - (o + ;3? N , o (3.49) v ’

e o T oL '

- & A ' L o
Since F22 < 0 “for all possible values of .ug , there are on]y two s
possible 'values for f2 , which are* 1 and 0 . These two ga;és wilt, - 7
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© be considered separately now. ’ ' ]
.: = o _ ‘ ;‘ . ) ) e
Case I: f, =-1, f,=0 o R
- With the use of relation . (4) of (3;10), (3.48) and (3.49),

the 'f' and 'F' constants are obtained a?gfiven below:
B H /

f1=-"l~, 'F]«l*u,F]z‘;B. .
| (3.50)
(a+ —lﬂ )2 ‘
. and A .
' N ele .12 |
F=2y ()~ . ‘ . - (3.51)
~ 110 “D l ) . " . . J ' -
.. The realfzability conditions are as fd]lows: | »
', : .
v (i) Dgascl, (1) 0gBcl-a = '
(a + 12 SR AL CR-))
(i11).8 2 ' -
s -a - —) .
o . o 1 -
Using (11) and (iii) of (3.52), it can be shown that .
. ] 3 I s
(1- g - t?g)
‘l’ rd d o :
+ —
(2 ro‘)“ . ! // &
L) - f N ! ! . .
Thus, g 2 > {(/B4)/2} in order that a2 0. . The topological"

The. syboptimal

structure to realize (3 50) 1s shown 4naFig 3. 10‘
mliuﬂon can be obtained vdth the follovdng choices for o and B .
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(“0 + ])Q
, g = ——2—+-—
a .I\ (2110 + uo)

i

The resulting value of F is given by (3.53).

. (ug + 1)
(2uy +u0)_u‘

Two possible realizations are shown in Fig. 3.1T.
s

. Case II: f, =-1, fz =1 -

In this case, the 'f' and 'F' constants are giv:g'ﬁ belowéf

& ‘
s .

=1s Fpmas fp=e

1,42
u(a+—) ‘.
—

8

1

L

4
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* C
Ustng the Conditions (1) and (iv) of (3.57), it can be shown tidt

1ne;0m),0ﬂ}:7r:n

- 66 -l L4

(1) 8< (ot 3o (1) 8 < ug (ot "6? |

(3.57)

(ot 12 ’
"o

°
v

The topological structure realizing (3.55) is shown in Fig. 3.12.

)3 .
0
The quantity F can be maximized with the following choices for a
and 8. >
3 . L L . \
a=1- %%11+ ) :
] " «
- ’ $ (3.58)
° N
and ’ )
2, ; i
- g = 352311—-(16 L X - . y
"z Fo .
Vol 2 - o o
It is ogyfous that in ord¢r that’ a is non-negative w
: . A |
-4 PO .l R 4« ¥
N %, “{H,'?a . Ho ra (”iﬂ ) | L - : . ,
. A ' -
. LI . . we
. The maxjimum value‘of , F becomes, - : '
> 9 EY . 2 .
Do b 2 /
' (1) (v2-1)2 o \ ,
- >
g - . é N . , \.f.‘_.ﬂ (3059)
i uU 3 - / . o
i K " ‘ ) o ) . 1Y

of s

'The topology of the suboptima1 realization is same as shown in Fig. 3. 12

‘HoWever, as it will be seen 1ater that this circuit is not suftable for

practical ad}ustﬁents further consideration of this is omitted.

. W coa Tk ! . [ .
corresponding suboptimal realfzations of negative gain amplifiers with_~/?k“

I

ia . ,‘d-C'

Before proceeding to find the topological structures and the
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Structure of the Negative Gain Amplifier
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* finite input impedance, some co;abnts are now in order. ‘

- 68 - - -

—

Since the input impedance can be finite, the resistors can be -
$

_connected from the input to any of the input terminals of the OA's. There

are only two equality relations in (3.10), while there are six parameters
to be found. Thus, in general, four parameters are to be selected
arbitrarily, while satisfying the inequality constraints of (3.10),
(3.11) and (3.12).\ The other two pa}ameters are fixed by éhe equa1ity -
relations of (3.10). |

%

< 3.7 NEGATIVE GAIN AMPLIFIERS WITH FINITE INPUT IMPEPANCE

. . “l 4 .
Since we have to pick four parameters out of six arbitrarily,

let us first choose the value of f] to satisfy the 1nequa11ty (33iof

H

(3.10). Thus, et

fo=-a (0<acl). (3.60)

¥

The next choice can pe'made-for F22 or F11 . Once the choice for

one is made, the other one is fixed by the equality relation (5) of

.
L

S

' ' '4

(3.10). Thus, let us choose F,, as follows:

Tace gl o : " (3.62)

- \

The equation (3.62) 1mp11es'that g can be negatjve:’%lsitive or zero.

&



Hencé, the following two cases are to be considered.

1. Fpp 20 ‘
22, . . LY (3.63)
- 2 Fpal o

w

I In each of ;he above cases, different subcases will arise

\ depending uporr how the other parameters are chosen. However, let us

first consider the subcases which are common to both the above given by /
(3.63),°that is, with F22=0 . For ease of 1ater‘u§e and to maintain
an order, we shall continue to serialize the cases in a contim(mué]y

_ ! ! \

increasing order along with those considered in'the previous section,

that is, those with an infinite fpput impedance: !

3.7.1 Negative Gain Amplifiers with F,, =0 w— .
4

The use of the condition (1) of (3.63), (3.60) and (3.10)

results in o
. 2 o
=" g, S | (3.64)
] | »
The inequality (2) of (3.10) implies that = .
* ’ J s
fz F]Z < Oﬂ ) “ (3'65)

L] |
, .
“

The inequality (3.65) can be satisfied in two ways as given below:

(a) f, < 0 and Fip > 0

!

;o “(b‘) f'2J>"0"" and  Fj, < 0

A

.o

o .
Fo, W0 ey ST LT A Lr m
P A L e . fp e el % AR X Wregry B 5,
PRI A SR RN R "l “’:?%";Tg‘fg’{‘i:é}h T
. N g e e BN ﬁ




!

Thus, we have two subcases when’ F22 =0,

© o
Case III: ﬁ|< 0, F22.= 0, f2 <0 and F.|2 >0

Let Fi, 76 and 'f)= -y, Then, the 'f' and 'F' constants’
4

are given below: : ) - . ‘
a ) - \
fy=-a, Ffjy = ‘(Q) » Flp=8 "’*
(3.66)
B - B . L t-3 ' ‘-
fz Y F2'| (uo) ’ Fzz 0 . \
-
“and N
" F=8r ) : : . | (3.67)
- Mg - : . oo ,
The rgaHz"abﬂity conditions are given below: \
7/ —
, Yo -
(1), 0<a,8, vyl - ('H)‘ aaY;nTu—o')- V
and , R T (3.68)
| ‘ ¢ . P ) . l' : ~
| I (1f1) ug > 0 | B , . .
] The topological structure realizing (3;6’6) is shown in Fig. 3.13. From
- (3.67) and (3.68), one can note that F is maximized with the following - )
Y R B ' - . N « -
| ' ch¥ices for 8 and y'.: . \ \
SopfTm R -
, ST \ : . J ) . \
' T «1 and y = n.._).uf’ = (3.69)
b . ] B an Y +u0 . 3 ] . .
b X . -~ - .
N .. .The choice for a 1{s still arbitrary except th its valueé 1s_ restricted
T s by (3268). For a maximum fir‘Qt ondér'coefficiént (for better relative'
C . - “ -
R L < i
- . stability), it is always better to mxinyze a . Thus; the choice for -
‘ P o . . -,
) ' °
[’ | | | ) , ‘ | | | ‘ ‘
! SR R T T IR
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FIG.'313: Topological Structure of the Negative Gain Amplifier 5

’ 3

wjt f1<0. .F22=0, f2<0 and ”F]2>O

<




"are given by the following: L

The realizability 'cond1-t1'on§ -are as ‘-follow's:

(3.70)

\ )

This choice for a will also r?duce the number of resistors by '1. .

The resultant second order suboptimal realization is shown in Fi\g. 3.14 _

"&

and the quantity F , is given by

.. - ' : |

This realization was oriﬂg hal 14 suggested by Reddy [31].

f]=-a, F22=0‘ f2>0 and F12

!

Case IV: < 0: }

Let F,, = -8 and f2 =y . Then Ahe 'f' and ''F' constants

/-

-

Yo (3.72)
2 X . = g
fz = Y ? F2~| uo N F22 0 ¥ , -
N -
and . ’ . ‘ . ..
F = (BX) v c@ny o
IJO ) .

- . . N v

.
L N » 0y

Y . "
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B FIG. 3.14: Suboptimal Realization pf the Negative Gain Amplifier

R \ with/ f1<0, F22=0, f2<0 and F]2>.0 -
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l'b_ ~ ; -
- 1
- A .
' - 74 - ' ‘
\ .
(1) O0<a, 8, v, (i) 0<3<'|-a('|+1-1--) %
- : @ = )(3.74)
» E -uo , ) . b
(111) Y < Tl (1v) wg> 0. s

!

The topological structure oorresponding to (3 72) is shown in ¢1g 3. 15

~

X The suboptlmql realization is obtained yith the cho1ce for v
N\

(T-——) and the values of o .and B8 tending to zero ‘and one

-

respecti?h]y. However, the choice for ‘a has to be made with the(

N~

following restriction._
e uG . - -‘ ".
pelml

Thus, an'appropriate value of a sdbject to the abdQe constraint should

be chosen Then the*va]ue of B8 can be chbsen as -

V-

) (] +UD) °
g=1- : A3.75)
. uo o ’ ~ =
. b s
. /‘/ . :
The resultant 'F' is-given as below: | VO .
Fa ] . - \ //// ' ﬂmv*(3.7g).
AETO R \ M
»

The kuboptima1 realization is showh in Fig. 3.16.- A suitable,
comprdhise between bandwfdth and st;ggkié;’can be obtained by choosing

a to'be {uo/(yo+1)}

+ /
. ¢
Y

~Theq, tﬁg guantity. Fois given by
L] g’\
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1
/‘/ ' -
” D - 2 | .
. AN . '
. . ) B | 3
N ) P -
- ] h .
- F o= o . . (3.77)
\ﬂﬁxd)z : ) .
NE N . ) - ! ( - , r
. L2 A -,
. 3.7.2 'Negative Gain Amplifiers with F.,2 > 0 ,
- . Let , 4 . C L y
- ‘ R . ‘ \ \’
\ \ f] = =0 and FZZ B x\\/\ /" (3.78):
) \.\ ~ . ’ N
N Then, . N A ™
- - a_ )
iy = (o) , LB
l \ ' v v | l
K ’ The conc\ﬁ}ioh (2) of (3.10) implies thaf; there are only two pos;1b1e Y -
c‘ase-s when \sz2 >0 gnd they are . . ,’// ’ ' ' \ \
| | | e
e (a) fz <0 ang F.l2 >0 | , -
° ‘ . .
(b) f,>0 and Fpp <0 h
. \‘\\\ N /’
‘Case V: f1 <0, F22'->- 0, f2 < 0 and F12\> 0 : . ’
s 7 Let F,=y and f, = -6 . Then the 'f' and 'Fi constants
. ) . ) :
are as given below: , ) .
' ’ i \
: fl=-a, Fp=-+3), Fo=vy : ‘
1 n g 1277 | (3.80)
2 ' . .
- = (8.4 B -
- - - Cfp=s Fy -(“o tyl Fpp =8
{ "and P - ' . \
\ B F = (IG - G.B_l\ > (3.8])
‘ Yo
\ |
Y . ~ ]
L} G - .
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, ’ e 1 . - - ' )
) ) -78 - ' v
. YJ R .
. N . : . ‘ . . .- S
The Fealizabflity conditions are as follows: _
. ! ‘ . \ » ' . . : a ! . " \ '
(1) . 0ga, v, 61, (1) 0<@/cl” ‘
, , 2
o ‘ C -8 o .
(1i1) vy s>a 8, (iv) ¢ :_Z—er } (3.82).
. - - 1+ — )
. . u “
and\__ ) . 0
- ) a _<_\L1_-_B]l_’_i ' A / '
(1+ =)
Yoo - :
i |
\ . ) ' . ’ , ¢ ] :
\ Two possible topological struetures are shown in Fig. 3.17. The sub- ° N
~7 optimal realization is obtained by choosing 8 = 0 . This realization
) has already been obtained in case III. \ o y
- !f.ase VI: f1 <0, F22 >0, f2 > 0 and F]Z <0: ’
L 8 .
Let F, = -y and f2'= 6§ . Then ~'f' and 'F' constants
¢an be obtained, which are given below: J |
E, _ . ‘=-” » L - . - .
R L ) (3.83)
5 ' . 2 . L4 R . ’
t ‘. - R - ~
f_ - f2=8 =gty o Fp =8 :
' and . d
\\ ) F = M ‘
- \ i
. -’ ! -
- . ¢ Y
The realizability conditfons are given below:
/ bd ~ A ¥
’ ’
:
| t .
. s
o o \\\
| .
1 - N
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oo, i) Y‘5>03"."‘ - (v) a g
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0-s0+ By
(ug)

(v) &<

°
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> M . . }
< The only possible topolegical structure to real

(U -Bey)p

1ze (3.83) is sh@wn in

Fig. 3.18. The suboptimal realization reduces to the one given in

- ’ L) L )
case -IV. ' o -

7

-

L4

3.7.3 .jegative Gain Amplifigrs with F,, < 0 T
. ¢ . . ~
. Let us start with the following: H
C ' ’ it 4
- > | f] = .q ’ F&z = _B i » ,' (3.%) .
! o ‘ V; - ) - . ) . ., .
Using (3.86) and the relation (5)-of (3.10), it follows: . "
. \ o i — »
IR R g = (3.87)
110 A ° <
) . g ) .
7 | ¥ . T ‘
For arﬁi'tr"ary*choices of a and B , the equation (3.87) impl ie)g two ’
possibilities. s \ .
. d v . B ) N
. s « L4
(a) B‘f_ ;6. (:F'” < 0) . - ) {
- . ’ . . ) (3.88)
(b) Bz & (Fy 20 - T
UO .
- o , " t . . A @ ’
The inequality (2) of (3.10) implies that ’ ~
o Flp’<ag - o ‘. (3.89)
« ’ )
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‘4 ':y- ) ‘ ] s R
' / (1) fz=°’ Fla 20 but'f, Fpp < aB

! <
~ ” «/ -9 o
f [
¢ o -.82 -
N -~ b .
‘ /
ot
™~ ! to, . . o -
. ° - ' ) »
} . , ’ \ . ] b, . -
. ‘ // ! e : ) . . . ;

The choiceé for f, and’ F,2 can be made in the foﬂowing four possﬂﬂe

4

ways to Sat1sfy {3.89). _‘ N \(’ I BN

P
B . . .
7 . . \ . -

4 <1 ‘ S 0 S ‘
// _;\ ( ) fz S 9 '3 F-' 2. < but fz F]Z < Bﬂ CE
. o ‘ . . -
/ . - g “1 S
) (111) f2<0 and F >0 © . 'x 3
* ' ,I\ l ’
R . ' ' . . , \\ g ‘
, (.1v‘) f, 20 and F, 20 _ \

- . . . I

Thus it turns out that there are eight di fferent cases that we'

haye to consider. Nhatever might be the cho1te for a, 3 s fz and

F12 , one gets the fo'l]owing equations e .
-« {aB - f,F,,) 5 . )
F = 212 ©. (3.90)
110 )
t, - ’ . ! . v \
a“d) » < " LT . LT v ’
. Lo, 2 g S S
Fr -2 8 R R (3.91)
) -1z e s o
LY R .. - -~ . “D '.

Since the 'f' and 'F'. constqnts are finite, the equation |,
| (3.915 suggests tbat neither F]Z nor F21 can be made zero. Thus,

from '(3.90),, ‘when both f5 and F )\ gre of the same\me
: ¢ h L

possible to make f2 equal to zero for ma;imizfng F Let us now\\
- - \ ®

examine the eigh; differeht cases in detail. r
™ @ A

‘. ii‘ . . @
. 4 "o ' L. & ' % - "

Lo /o ’ N

- )
‘ .‘. ’ . v - " ‘
0 " ]
PV ‘ {
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’. Case NII: fp<0,

| 82‘ 1__.. Lo . ‘ v
h- fz 2 ¥, :‘FZ" 2 -(9— - uo) ’ Fzz = '8 " ' ! . ; /J./’
‘ . '? s!da “ !62 ’ ' ) - * 3. ’ ':' i
110 — ) ! PRI
. I £
oo , o
‘« .. Since 78 < %—-|and‘ aB8>y6 , these two conditions imply
. 0 ) \ _ . R
that F21 < 0 . Thep, the realizability conﬂitions}¥o11ow immediately s
,-‘ T ’ 4..'!’.': ’ o . \
e (1) 0<a, 641, (i1)-0 <8, ¥°¢ '
'(1_11)‘ azugs .o (W) as>ye - : $(3.93).

4

. .
: .
© ) ’ .
: - =83 - .
. g \ .
s Ll

. - r

Let. Flz/l s aﬁd f,z = ‘5(’.° The'n_tlf?e, quant«[{:feS £ and

'F*  are as.follows: - -

! s (G : =

’ (1+B)UO ‘l \‘ ,@_2_ ' o .
(v) @ -TT-——j*' and (vi) ¥ 2 “0 (g+ 5= -1} Y

4 - * -

\ ' s
i .-

Two possible topological structures 'ar:e' shown: in' Fig. 3.19 to realize

(3.92). The suboptimal realization is obtained with y = 0 and this

N4

' reaHzation is shown in Fig. 3.20.. It is worth’noting that this

: reaHzation reduces to the high 1input impedance realization.(Case I)

when 1, = (f5+1)/2 ' The quantity F is given by.

-

S N -t
; 1 - . .
F = ‘ H - v 3.94
4 . . . . '
- . ‘. ! P .

L]

. ‘-’l‘
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3. 19; Topo1ogical ‘Structures of the Negative Gain Amplifier

W’ith f <0, <0’ F]](O fz_ and F12>0
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Subopfima] Realization of "the Negative Gaip Amplffier:

1<0, Ppps0, F <6, £,20 and »‘.12°°\' '
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.« o .'\’7 ° iy _\’-
-86 -
. N~
N CaSE-VQIII: ‘f'l"< 0" .Fzzio’ 61i‘io,.f2;0‘

o
-

Let F,, = -8 éﬂd{vfz =-r . Then the

1

and~ F12.< 0.

[ Y '

‘F' and 'F' constants

» " are lobtaped as given below:
i g e T
; \ ’ C . o . .
i f]/ - 'Y F4|-! -(uo.- B)- ’ E\lz & -6 ~1 -
: . ” o ’ bo- 2(3.95)
i ’Y : 82 Y . o
3 . . /fp =y, Fpp 3 =— - , . F, -8 Lo
»: ‘9' 2 g 21 6 uo . %f ) ]
i * and A'k . ' , s . ' .
L_ .. F = M //é “ 4 v o "(3.96)
t. ~ . uo . o i} P 4 - ‘\

. - . . 3“ ‘ _ - - - ' . yov

. ft can be showt that .F1 >30 . The realizability conditions follow .

.« ) . C

* now.’ ? b
) N ¢ ) N
. (1) 0<a, 61, () 0gB21, -
» . .
(1) 6 <2, (V) ag>y °
L. ‘ uo ‘
- Cugli4e-8) 2 .
3 . '
, g M e
| . : : Ho )
) L and , - « )
¢ . o
' (vii) 8 < (1-y) . v v
: *Two possible topo.iog'icﬂ structures are shown in .Fig."ﬂ,zf._ The sub-

quantity

optimal 're'aHzat'lon in this-case ‘turns out to be with
A Y .

'g! 1§~ given by the following: .

*The

a

fy =0
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FIG. 3,2 Topolog%cgl Structures‘of the Negative Géi@ Amplifier
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K \ » .’\ ‘ -
-_88 ’,. . 4“
. o ki J -
. . .
1 . )
. A R L (3.97)
i“ " ¢ -9 ' R v
3 ) : o * wWhere ) . S, . . )
S P Mo
; ()+1-()-.'
Eo 1 . . o ) ( « ' A
é ..The suboptimaI realization is shown in Fig 3.22. Two more realizations
T of negative gain amphfier-s which can.be derived from Fig 3.21(b), are 4
\
shown in Fig. 3.23. These networks sof 1nvert1ng ampriers ‘were originaﬂy

&“

. suggested' by thas author and Bhattacharyya [33] The quantity 'F° forJ

‘?. ( : the circuit shown in Fig. 3.23(a) is given _by . .
) ' . . ‘ L XY :.‘ -
j\ - LT . ["”" : ; ’ (LI +~| - ’ N ' . N
- A o) Sy (3m)
- ' . {(1‘0 f:?"‘o} i Je-
and for ihe cjrcuit shawn in F‘ig.' .ﬁ(b) , F is given by E
\ J — | . ) o . - B
Fl= < 1 . '® (3.99)-
5 (110 + 110"']) ! ) [ *}/ V
L Bt \_, . : / ‘ ,“‘/U . v
] N - Case IX: f, <0, Zg_ _<.0.f2;0 and ~F12>0‘ . ‘
~ ' \ ) . ‘_ .
. = - te e . "
- Let F, * arp £ =-r. Then the £ and 'F' constants X\
. v can be obtained as given below: * - B e
v - . K _ )
[ . f] =G = "(u - 8), F-‘Z J /
) , (3.100)
I - , 2 .
= B a7 ;
- . 4 fazvs Fy ﬁé(a- * “o) » Fop = 8 : ’
et ' “ \; i
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-vng,o -
>, . . " y : T
o al‘ld . s - "’ o -,
- f=laB +y8) . (3.101)
o "o
8 i P . . ) -
"+ The realizability conditions ave as follows: é7
: ~ - S , ' .
. . “ o N [ )
(1) Q<eg, 821, - (1i) " 0 <8, vy &1 .
(111 | e : uoll8) l
v ~ ) B ,<_ (;‘0"‘ . ( V) a.£ W $ Y -
& ., . e B32)
and : 2 ° ’ < 1 ¢
. Q ‘
v . 2
« : ug(1-6-8")
. . (-V) Y':‘ ‘.1+“05 - J’ '
. Two possible topological structures are shown in Fig. 3.24. The sub- !

: ‘ .
. o s 3.103).
N - WO A J ( )
kol
and the realizability condlftion is given below:
o no 2 541 | .  TEaw
T\\tms now consider th/e last case corresponding -to the
. -t s ” 4 f ! - -
condition (a) of (3.88). s . / E s
- oY _ - R \\
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Let F-‘z = "6~ aﬂd cfz = Y .

quantities are as follows:

(t
f ,‘-a ’- F ‘= q\(ﬁ__ B) , Fi, = u
] \ 11 ¥g : 12 ’ ‘(3.]05)
2 - . .
£ = = (L% B = - ' :
=Y. Py = ote). Fpp= b o
X
- " ) .
and P
e FaloBtyd) \\\ (3.106)
J Ho .
- N
The realizability conditions are given below: S _
e (1) 0<a, 6%,  (4) O0gpyel. \
'(_11) ) ' ‘(1 )//’/ ug(1-648)
1 B<\—), - v a <
= Vo . =T +T) ) (3.07)
and ° - ’ ' ‘ s
| i Rl o )
W fsgmyr | e

“ 1Y

~ Two possible tdpological structures are shown in Ffg. 3.26. The
(i\ amplifier netwofks shown in Fig. 3;23 can also be derived from Fig. 3.26(b).
To obtain the suboptimal realization, from (3.106), it is obvious that
F 1s maximum when ; and § are maximum. Hence, choosin§ the upper
N bdund for y' and & (which are in terms of a, B and po)’;us‘ng‘ﬂv)

and (fv) of (3.107) and substituting them in (3.106), the quantity 'F'
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Yo

¢ ¥
\ . R . ?
: - --%,- T N ©
- ' " Y ¢ b
| ~ ¢ .
becomes . bm 2 S
' o R . w3,
.b . A" R 8 .
. ’ K ’ N \‘ v’ - >
’c F = (] -8) (-TL - q.__-_..}.“4 »- . . . . ‘ . - b
. ~ ""‘0 Hp* . N . ' o

; e s v. & "
Now F «is maximum for a = 0 . This condition cor/trad‘icts (1) of

(3.107), which requires o > 0 .  Also, the amplifier circuif betomes .

unstable with o =% . Chl.)osing*{he minimum bz):;nd for o from (i1i) of ° -
(3.107), it can be shown that' F becomes 'r;egativce‘for -“0 > 0 ;:"again ¥
leading-to an unstable mode. In order that F be ~pnos1't1'vg, it -is. ‘ |
- requireds that | . ' - . - [ 3 N

“« 3
.

@ ' ?

Using the above and (111) of (3.107), it can be shown that o <0 , -

{
contradictingagain (1) of (3.107). Thus, there is no suboptimal ’ /

realizatiog, which will meet the conditions 'f"2 >0 -and F 9 < 0. ’He;lce, :
N ’ . ! -

" we start again. with f, = 0. “The suboptimal realization is obtained

»

with F,; = 0 and is the same as shown Jin Fig. 3.22. ‘

fet us now consider the cases v}hen Fip 2.0 .

ay N . ‘ [
Case XI: _f]<0,F2250.-F”_>_0,f2_>_9.and,F]2>0:‘ o,

<

Let Fyp =8 and fo =Y . Then the: 'f' and 'F! constants

<t

are as given below:

- - - a = - i
f-l (s I F]‘] B ;‘0' ’ F]z ) - .
\ ' %', (3.108)
& = - = I—- - §— . = ..4 ' ’
fa=vy » Fy (“o % y  Fyp = -8




3 o . ) '
§ > " : . b3 ) ,_és’ - i \
. . . ]
E ' ’ and PO ' [N -~ A . - e I3
& 0 - o e ¢
i . & . . , . ; . ¢
‘\ ) ) F =‘M .. . (3.109)
'. , - . . i
It can besghown, that F,, < 0 .. Thus, the realizability
E conditions are obtained as given below: Sy
'i. . ) . B \\ ' AN
. . (1) Q<a, 61, (1) OgB, vl
R SRR CRTD R -SSP (Iv) B <16+ 2 ‘»
: L . Mo o-, , ug ) (3.110)
] .
) _— e ' (H“II ) .
. ’ -" . (V) B<—'—_O— and (Vv‘i)"c8>y6
\ e <o -— (.‘+ E) . - S . R J
- . o The. topological structure realizing (3.108) is shown in Fig. 3.27.
; _ The suboptimal realfzation 1s obtained with y = 0 and a =.1-. Under
T such conditions, the various Jf' and 'F'> constants given by (3.108)
are the same as those of. _(3.50) except for symbol cha'ngt‘zs.~ Thus, the sﬂb-
_optimal realization in this case, turns out to be the ore given in case I.
- L . L o ‘
Case XII: f1 <0, F22 <0, F” >0, fz ;0 and F12 < Q. . ¢
i ~ . )
, BN . :
’; ¢ Let /F12 = -§ and f2 = -y . Then, the following equation
- -gives the 'f' and 'F' constants. ‘
} '\m : . 4
. =, =g . & - ’
. f-| R * F]‘ B. ]10 » F-‘2 ‘ §
' ! _» .
” o .v B2 L - . (\3-11] )
. . fa= v Py =g g F2™
. .
' "-' . *
/)
- 0! . ' ¢

N\

Y T T T T R TR TR o Tt TV I o At T »
i * - .y e ta ¥ RN o
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Topologica'l Structure of the Negative Gain Amplifier
. with f1<0 F22<0 F”>0 f2;0 and F12>0
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F reaéhes its maximum value when K

_be chosen as follows:"

I

— 1\ L ¢
¥
- 08 - ,
. ,\ , t ] ° 4 - hd
¢ \\" -
and ¢
\‘ . , . . . ‘
Fa (aau- 8) . q / (3.112)
0 . : .
) \ f .
It tan be shown that F2] > 0 Then the reajizabﬂit& conditions are
given be]ow s '
: h ) ‘ 5 .
(1) O0<a, 81, (41) O<8 ysl.
3 " . s
, - B . 1
(1i1) 83 (=), (iv)-a+s <1 ‘ B}
l ) uo . ) " .
» ., . . . .. - '> (3.]]3)
(v) 0< (8- <1, (vi) vyl ¢ T
: W = :
o ”“, $‘
(vﬁl 6. +L) and (viii)a B>y &
o)
Two possﬂﬁe topological structures are shéwp in’ Fig..3.28 to realize
(3.111). The suboptimal realization is obtained with vy =0 , 8 ='82
jand 6 < (1-a)i. ‘But according to (m)«»of (3.13) & 2 (a2l .
Thus, the value of o < restricte by \
v \\‘\
oz 2Lt ar, U
.po ) )

aximum. Thus,’

a and B_can

AN
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“ - (b) ~

F1G. 3.28: Topo]ogical Structures of the Negative Gam Amprier
with f1<0 F22<0 F”>0 f2<0 and F]2<0
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: - 100 - . Lo
o2 ‘ T e
a = z-q‘ [(T+\-%-)i-ﬂ\] Y .
4 ) l‘o -
and . ‘ . ‘(3.114)
- ' '
¢ ¥o \ ,
v’ . i)'
.

This case has already been dealt with in case VIII.
~ . ) .
. Cas‘e XMIII: | f]‘ <0 "y ng < 0 ’ F]°] _2_.~0 ’ fz Y 0 and F12 > 0 .f

77 With Fo, and f; chosen.as given below

| A

F12.= 6 and f, =y

. e T

L.
one gets the various 'f' and " 'F' .constants as follows: » )
2 =g - O - ( v
f] -0 ’b F]'I B ,“0 [ F]Z é
\ 2 ’ (3.115)
= = §.._ Y. F = "J N
Lo -Gl s Ptk T
/ ] _and - ' " . : : )
:/ ) . i ° 3 ' [] \
R . « . . X "
’ F = {aBh8) T (3.116) -
¥o
. =
Ao r The realizability conditions follow immediately. \
1 / : - 3 \ \ \ N
y o (1) 0<a, 61 , (1) 0<g, yel. e
‘ o, 'I - - * : ! ‘w
o ug(1-8-87/6) . .
o (1) v < Thighs v liv) 8 259 : ) (3,147)
\ - ° : \'M '
‘ "~ and- ~
v) 8 < (14 S -
. ® - ( ) '<'( 110 B) . - / J v
. C % : '
; - - ' o A [}
o i




S ‘ / C
x" . -0 - , :

]

One possible topological structure is shown in Fig. 3.29.

~
The topological structure shown in Fig. 3.24(b) can also realize (3.115),,

thbugh it was gfven for F]1 <0, 'The reason for this is that there are

\ 3

g ' both positive and negative feedbacks in that circuit. Depending upon tpe
. ) relative magnitudes of these feedbacks F]l can either be made pgsitive
] o or negative. ) : P _ ) oo |
g ’ ) g ) .. R . -

{ , The suboptimal realization can be obtained by assigning

-

. maximum values to a, y and 5 . Thus choosing a =1 s Y 2 {u0(133-32/6)}/

Y -~

= ‘ (1+u0) and & = (1+a/uo-8) , - restricted By (i), (iii)«aﬁ& (v) of (3.117), _
. F betome§ ‘ | ~ ' .
s g - wgsY o
T T uatl) ] )
Lo 0o | o | ,

The above is maximum, when g = 0 . However, the value of 8 is

B s

/
' 4

. . - . . L3 T
restricted by (i) and (iv) of (3.117). Thus, one ha& to choose B8 such
, that ’ ' S
'z , : - ‘ .
! « ]—- < B <1 f) ¢ ‘
uo =t .
. q . .
. ’//(/ However, F 'is maximuh, when B 1is minimum. Thus, B can \
) ~* be chosen as (1/p0) , in which case . Fiy =0 . This dase has beentdealt
' in case IX. However, another u§efuf'inverting amp11fie§“honfigurat10n
4 Y . .1'. . .
' can be obtained from Fig..3.24(b). It is shown in Fig. 3.30. In this; \\
amplifier, Fq 20 for g2 1" and Fip <0 for ug'< 1 when ,
‘1 is infinity. .Egr ¢ <= , the sign of F]T depends on the.values of
i ¢ and ug - fhe quantity 'F' for this amplifier circuit 1§ given by o
[ .- - - e e T
/ » . - B \
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" can ‘be obtained, which are as’ follows;

0 rs .
';lm‘ ‘ "y
, T . v
.’,f"" F o / | -, @ms)
© e Qg e L e e
y B I} w ' , N - .
- o \ =

# s maximum when- ¢ = = .\, Thus, we shall choose this value

for future analysis of this circuif.

L
~ . . -
Case XIV: “f, < 22 < Fi1 2 0 f,20 .f“,d., Fiz < O.l ' )
' , 'Let fF]Z = -§ and f2-= . Then the 'f' and G _constants

U

[S

v \ -
= . = - E—. = -8 - -
f_] -a , Fn. B uo s F]Z = -~§
h 32 vy '
. - - - B N o=
7Y, P s tyy vh=8 0
‘and : ;
. % g , 1
F= ——LH’B; &) ' A0 7T (3.120)
The reaHzabﬂﬁy conditions dre given below: . B
(1) Ox<a, 651 <1 ) “
- <a, 61, (if) 0gB, v ¢
e “hoi- L) ' 1)
C (1) 8% (%),‘_,’(v)wmy— By
L - “‘ N —A . ‘\
Wloatgl, - i) By
C = : . g )

Two topolcgical "!structures that ‘realize (3 119) are suggested
in Fig. 3. 3. The. suboptimaj reaHzation is obtained with the fol'lomng ‘

4 .

choice for the differen%arameters.
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FIG. 3.31%. Topolapgical Struetyres of the Negati\!te Gain'lémplifiers
' * rs \u‘__&\ 4 .
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' Ho 2 1 (2.% .
= 2" y— +. — - o
a (;E,:T—) ‘[{1*' Q “o) 1 -1 , _
N e ot S ) (3.122)
y=0 |
. A
- and , ST . ,
/ § = (1-a) . s
. N //
) The tit F' 1is gi .
- quantity 'F' 1is diven‘as. '
.
" . - )
F = EE- . . . / ‘ * - ’ (3.]23)

Ho

where o and B8 are given in (3 122). Thg suboptimal rea]izatidﬁ is

\\\\\ 4"shown in' Fig. 3.32.

Finally, it may be pointed out that there 1s a degree of

i

arbitrariness present in,the rea1i#ations of the different cases. This ,

~
arbitrariness exists at -two stages of the realizations. It first appears

in the se]ection'proceis of the 'f' and 'F'. constants. This is because, ‘
/
{ six of these quantities are to be chosen from two equations,. while
A satisfying five inequality constraints. Once a set of 'f' and 'F'

constants are chosen, the corresponding topologicdl structure is also not
- 4
unique; but can be chosen in a number of ways. In fact, the choice s
o v

. 1imited by one}s own imqginatioﬁ. In all the cases, however, tﬁe topological
structure corresponding to a particular set of 'f' and 'F' constants

has' been obtained with an eyé to a minimal resistor realization as\

diacussed in Section 3.3. . _

-

- ¥ ¢

- ! The suboptiﬁa1~set of 'f'" and 'F' constants, on the other

I
[
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hand, corresponding to a'given selection of Lhes ¢

. Now that we\have the various second orde
FGA's, let us look for the 'best' circuit fof’the
négative gain amplifiers. Since our aim islto get
extended bandwidth opeéatiop, obviously the best ci
having the highest possible bandwidth for a specif{
performance characteristics. However, thjs bandwid
attainable in practice due to-a humber of factors.

related to the fact that these amplifiers must be b

elements in a given teechnology. Further, the ampii

onstants, is unique

realizations for the
sitive as well as the
amplifie;;\;;fﬁ,'
rcuit must be the one
ed deviation in its’
th may not be

These factars are

uilt using practical

fiers so fabricated

are often required to be parts of larger systems sych as filters,

simulated inductors, oscillators etc, Thus, sever

1 other practical

aspects of these realizatfons must also be corisidered before deciding

whether the "apparent® bandwidth based on the theoretical realizations

are attainable in a given application. One of th

is that the

characteristics of the amplifier circuits should be adjustable by

\

trfmﬁing some resistors. In addition, when they are ysed in-practical . g

applications, these circuits must have a good relat

4
though all our circufits are stable by themselves.

\k )

fve stability,

Apart from thf abo@@
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considerations, there may pe a concern (though relatively minor) as to the
Ii _ number of compcnents used ih each realization, The maximum bandwidth
atta%nahie agter secisfyfhg the practica]lrequirements such as the ones
discussed above is only pfrinterest. Clearly, a comparison of the different
rea1izations'shculd be thus based on the maximum bandwidth i;tainab?e

L 4

and not on the maximum ‘'apparent'rbandwidth.

A

A reasonable yardstick, for the purposes of comparisen, is

[ ] . . - °
determined by the factors given below in the following order of preference: .
. ‘ BN ‘
" 1. Tunability of the circuits ‘ .

- " 2. Relative stab111ty ‘
” 3. Maximum bandw1dth that 1s, the maximum bandwidth that
- can be achieved for.specjfied deviations in 1ts performance
~'characteristics{ |
] N ¢

N

A

In order to-prOVfde.é rationale for such a choice pf yardstick,

each of the above concepts will now be discussed in,some/détail.

3

3.8.1 Tunabji{ty | .

{
3

) . ‘Each of the ahp]ifier circuits has to be designed for a
. specified d.c. gain of T When the circuit is built in discrete or
IC form, the actual transfer function can be different from the idea]]y
‘ expected transfer function of the form given by (3.6). The performance
characteristics of the actual circuit can be different_from that of the

desired ones in two respects:
¥

(a)  The actual d.c. gain may be differezc.from.1ts'requtred'
~

\ ' .

1nomina'l value of Ko - . ,
: , . ' » ' .

MR T R T T e — g



_polynomials of the transfer functig& must be equal. However, in the
: S :

. -

! - 10 -

L

(b) Tne’ §uccess\cf the' improved perform¥nce lies|in the fact

v

that the first order coefficients of the numerator and denominator

¢ . !
actual circuit they may differ from each other. This difficulty can arise
due to two possibilities. (i) the tolerance of the resistors and

(11)' the differences in the GB products of the OA's used. The latter one

i

needs an elaboration. In our earlier theoretical- deve]opment of the
amplifier circuits, an assumption vas flade that all the OA's have the
same GB products, equal to B . Though this aseumption is a reasonable
one, especially when the ci‘rcu1t is made in IC form; it 1s not valid }
under all cei rcumscances . The values of GB products of a gi ven type of
0A may be close to each other-but never equa1 part1cular1y when tpey are
built using discrete compcnents.~ In IC techno]ogx, the resistors are
not made t(: exact valu'es._ They are,’ in fact, trimmed to the requir‘ement'
by using some trimming procedure, such as the one using a laser beam.
0bv1ously, under such circumstances, the difference between the actuaHy
reahzed d.c. gain and the required nominal d.c. gain has to be tuned

out to sét the performance of the circuit within an allowable tolerance.

Similarly, the differences in the first order coefficients of the realized

circuit must also be tuned out. Obviously, these two tuning procedures
~3

must be independent of each other for ease of control.i From the above
P 4 *

'discussions, it can be appreciated that such an i'ndependent tunability

of the circuits is an important practical aspect of any realization .
procedure. Thus, one must 106k for only such circu'Its wherein the d. c

gain and the first order coefficients can be 1ndependent1y controlied.

.
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Among all the suboptim;ﬂ circuiﬁts, ‘thef'e are only a féw circuits
which possess such a properfy./ These circuits’are the ones shown in N
Figs. 3.4(a), 3.4(b)/a’n’.cﬁ/:7 for positive gain amprigr‘s and those shown
in Figs/31/1(b) 3.14 and 3.16 for realizing 1nvert1n%gain amp'l1f1ers
If tunabthy and bandwidth alone are our main concern, we can stop
our search within those circuits given above. However, as mentioned

e;flier, another important practical aspect is their relative stability.
. ¢ ¢

3.8.2 Relative Stability

Since the amb]ifiers developéd previously are intended for use

‘in some applications, such as in active-RC filters, the ampriersb

- themselves should not orﬁy be stable bu‘t also must have adequate relative
stabﬂity for the application at hand. It ‘i‘s not uncommon tt:B‘ see a
circuit employing a stable amprier, becomingﬁmstable Thus, one is /
interested in some quantitative 1nfg{ation concerning the ‘degree' of
stability of these amplifiers [41]. Frequently used measures of relative
stability include gain and phase margins of the;e amplifiers peai( <
magnitude of the frequency response and the dampmg ratiq associated with )

the dominant pole pair. '

4
v

The gain and phase margins,'which/ are calculated based -ﬁn the
Toop transmission, give good indications of the relative stability of a
systém. \lt is generally found that gain margins oBthree or more combined
'with phase margins between 30° and 60° Fesult.in a desirable trade-
off between the bandwidth and relative stability [41]. _For the purposes
of comparison of the amplifier circuits, .one can use ihe above figures.

- a4 . \\
+ Unfortunately, this technique becomes tedious and complex in the cases

*
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.of circuits having multiple forward and feedbacky;ths (for example the
amplifier circuit shown in Fig. 3.6)..

Another quantity of interest for feedback systemﬁ is the peak ‘
| maﬁnitude' Mp » equal to the ratio of the maximum magnitude of G(jm) to its low-
frequency magnitude.. A large value of Mp indicates a 'relatively less

stable-system, since it ’shbws that there is a frequency at which the
characteri st;ic 'equation appraaches zero. This, in turn, 1nd1catés/ that
qtf‘\ere is a pair of (closeq-loop poles near the imaginary axis at
approximately the peaking frequency. Feedback amplifiers are frequently

. ®
designed to have _Mp's between 1.1 and 1.5 [41]. .Lower values for

i

' Mp imply greater relative stability while higher values indicateithat

the stabj]{ty has been compromised in order to obtain-a larger low
) fr.'equ,ency loop transmi.ssion. The above indicated values for Mp can be
used only for systems with the form of a transfer function where the
numerator is a si‘mp]e constant.. However, in our transfer fun'cﬂons, o
G(s) , the humerator is not a. constant. It is a pelynomial of first .
+ degree. Relaﬁve stability epe'n-ds purely on the relative positions of
the\dominan‘t potles,with respect to the imaginary axis. These poles are
détemined by the denominator polynomial. T.hus, the measure of peak
"magnitude Mp becomes unsuitable for our purpose, since it will also
include information about the numerator polynomial of the concerned °
transfer function. However, the damping Egtio is defined based‘on the
derfominator pq]ypomia] only. Thus, it can be us;ad. 'An.,equiva'lent )
quantity, which is more commonly used 'by' the filter designers is .the
pole-Q factor of the pole patr. This quantity can be easily calculated

from the denominator polynomial. Thus, we ;ha]l henceforth be concerned -

?
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with the po]e-d factor, Qp . This is defined”through the denominator \) 1
3 = * ’ , '."
Polynomial, D(s) , of the transfer-function G(s) as follows: ’,
3
- N(S / E:
6(s) = §rs : (3.124)
where - N
O T e 0 SN Rt
L ' . PP P -

The information concerning the value of Qp", that should be
" -used,| can be obtained from the acceptable value of Mp , when N(s) =1 .
in (31124). The acceptable values of MF', are given in [4"] for the

transfler fu‘?\ct'ion of the form (3.124) with "N(s) =1 . Th%g'e are between
¥

1.1 and 1.5 .. For the same range of valies of Mp , the x"%nge of Qp

is between  0.926 and 1.4 . The larger is the value of Qp , the

poorer will ‘be the relative stability. Thus, a reasonable choice for

. this faqtor, Qp , seems to ‘be 1.1t s bossib‘le that all the sub-

optimal pealizations have to be rejected because of the attendant un-

acceptable reJ ative stabflity. In such cases, the search for accept“a‘ble

.

realizations has to be continued beyond the class of suboptimal realizations '

L

into the class of a,l'l tunable’ circuits. With this consideration in mind,

yTables 3.1 and 3.2 have been prepared for examining the properties of noh-
1n‘vert1ng and inverting FGA's. As is observed from these tables, Qp is

a function of o ,‘~’the nominal valué of d.c. gain and increases with
g except in three cases. Thus there s an upper bound on By SO that

»

Qp. does not exceed a given"permissib}e' value. These ranges are also
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* given tn.the same Tables for each configuration. ) ",

Among the positive“vg‘a.in amplifiers, the-configuration shown in

Fig. 3.‘4‘can realize any value of ug 21 as in the case of conventional

‘&realization. The configuration shown in Fig. 3.6 can not Fealize any

gain below g and the configuration shown 1}1 Fig. 3.7 can not realize
an important class of FGA's, viz., unity gain a‘mp'lif'iers with improved.

. bandwidth. If the value of Q is restricted to unity and 1.4 , the
configuratwn shown in Fig. 3. 7 [31] can realize gains only below 2 and
3 respectl_velx. Only at the risk of poorer re]atwe stabﬂ\w, one can
use this configuhation‘ for gains above 2 . This is also )demf)nstrated by
the faét that when this amplifier was used to realize a Sallen and Key
Filter, sﬂ1con diodes had to be emp]oyed for 11m1t1ng the signal and to.
‘avmd unnecessary 1ock1ng into oscﬂlatwn [36} Reddy, who proposed
this configuration [311 and used it in an oscillator circuit: also had to
u%e silicon diodes to 1imit the Signal level so that the OMds will not
get saturated. Thus, if"Qp is kept as Tow as pgSSibIe 1n ordnr to

prevent stabﬂitw problems from ariging in active-RC™ filters that use

" these amplifiers, the 'nseful range.of Mg avaﬂab1e fron};&ggd}'s am/prier

is very much Timited unlike the one obtainable from the amp]ifier
c1rcu1t shown 1n Fig. 3.4.
A‘mong the nggative gain amplifiers, t‘he configurations shown in
Fig. 3.23 can realize any value of the nominal gain whereas all other
. ampl{fier circuits have Mmited ranges of ug - It@should be noted, in
_particuhr, that the configuration shown in Fig. 3.14 (due to Reddy) can
\only reaHze unity gain inverter, even when the value of Q is rg‘,laxed .

9 . v

: . o
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2 ~

.
-
> I3

to' 1.4 | The conflguration shown 1in Fig. 3.11(b), though it has the
advantage of having an infinite input 1mpedance not on1y falils to rea1ize
an fnverter but a150 its range of ) 1s rather Hmited The configuration
shown in Fig 3.16 can real fze any gain beyond 2.5, if one can risk a.

Qp va’lue of 1.4. The advantage of the configuration shown in Fig. 3.30
is that 1t can realize an invegrter with a good, relative stability. e

K Funther,, if one allows a Qp' value of 1.4, the nominal d.c. gain can be
incredsed up to 3" . '

v . .
o ~ . I . e
-4

3,8.3 Apparent Bandwidth ' . —_— :

‘ ¢

~ Our aim 15 to design amphﬁers that provide us with the

max1mum poss1 ble attainable bandwidth in practice. The attamable bandwidth

<

of an amp11f1er clearly .depends on its apparent bandvndth The larger is

. the latter, the greater is the-former, assuming, of course tbat the
£ , ' other requirements as to the tunability and the relatlve stabﬂity are me‘t. ‘
S S Ks it has';,béen seen the ampliﬁers have frequency dependent gains and
.. ¢ that.thete are changes 1n the ma\gnitude and the-phase of the ga1ns from -

L] -

their, nominal values. Further these changes increase with frequency

%;' r ™, . Cléarly, these chinges in the amp1if1er§£haracteri§tlcs determine the "
.2 ’ : ¢ maximum frequenci up to which'a-given circuit, containing these;ampl tfiers
'“; ", can be operated within acceptable specifications. The apparent bafdwidth
o S | {oi’ these amplifiers is thus; decided for a given circuit application, by

the way these changes affect the performance of the given circuit that
~  uses these FGAVS. 7 ‘ v
- “in order to derive a quantitati‘ve Reasure for the apparent
L . ’ ¢
e i ’ bandwidth that these ampriers can offer, 1et us assume that they are
fao ] ) | ' ‘

.
. o~
i N 1
. . N - .
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all ased in the same application, say in realizif\g an active-RC filter. |
Because of thenampliffér imperfections, the transfer function of the
r_eaﬁ?gd filter will be different fromﬂtl‘le ideally expected one, T(s) .
If we assume that only amplifier imperfections affect the perfomanc)e _ Tt
of the filter, then the per unit change in the tranifer function (AT/T),
is given by =\ ‘ : " ~\\ |

' " "-(; ) ' . ‘ )

oot gy - s

t

where K is the gaiﬁ 6f any of the ampiifiers and (AK/K) 1is the per

unit c'qhange in the gain, ¥ . Since S}; depends entirely on the circuit
chosen to realiie the fi’lter, (aT/T) can "onIy be minimized by ) %
minimizing (A}lll() . Suppose the amplifier gain K , for real frl'equeancies ;’

is written as : .

| K
K(w) = ulw) e3¢() L : (3.127)

<

where q(w)‘ and ¢(s) are frequeficy dependent magnitude and phase ' - . !

functions of the amplifiers. Nominally, ou(‘m) ot e 0 and ¢(w)=0 - }ﬁ,

or = . Mt can easily be shown that _ o |

\
\

| (3,128)

BN (A + jos

K Mo |
' To‘mini‘mize'. the effect of amplifier imperfections we should .

therefore seek: tg\'minfmize the magnitude of . (AK/K) . “ This function

F(o) , 1is glven ! ’ -
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Y § . ) .
v\ Flw) = {(Au/no)’z *.(M)z}* . ' o (3.129)

L)

o

A 3

This function F(w) , can be‘interpreted as the normaiized magnitude of
the error vector. The approximate values of this function F(w) as a‘
function of frequency areiTisted in Tables 3.3 and 3.4 for positiyg
andAnega£1ve gain amp11fiers, respectiVe]y, alpng with the conveqtiona]
realizations. Attentwn has been restmctedﬁ to the amplifiers
considered in Tables 3.1 and 3. 2. To 111ustrate how F(w) is calculated,
let us consider the transfer function of the form given by (3.6). We find
that (An/uo) (azw /B?) and A¢ = -a uz(m /B ) . It is-observed that
the effect of magnitude change will come into effect, as the frequenty
increases, long before the effect of the phase cﬁange js felt. Thus, we
find that S | i }‘
. 2 \.\ ‘ ) .
Flw) = oy -tz ‘ ‘ ‘ | (3.130)
n
In practice, in order, for the amp11f1er imperfections to be
acceptable, Flo) has to be restricted to a small value Actual value
" of . Fla) depends upon the® app11cat1on at hand and the acceptable tolerance.
Restricting the value of F(w) to be within a value, say (1/¢) (usually
o >>J1 for active filter applications) the limits on the operating

frequencies are also giv?n in Tables 3.3 and 3.4 for positive and negative

gain ampl?fiprsz respectively.

. t. T
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TABLE 3.3: BANDWIDTH ANALYSIS OF POSITIVE GAIN: AMPLIFIERS
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Fig. 2.1(a)
. (conventional Mg B -~B—-
realization) i
>
2w :B
Fig. 3.4 u .
- 0 EZ ' udﬁ; .
2 :
2 w B
ig. 3.6 u —
f 02 "
| {
22 ’
T ug-l
Fig. 3.7 4 B2
. / (‘Jo'] )B uo
1 TN
' o n \ '
\ ’ * -
' ~
/ __)




Faa

A
o

2
;

TABLE 3.4:
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BANDWIDTH ANALYSIS OF NEGATIVE GAIN AMPLIFIERS

"1 Fig. Number in “L
which the amplifier F(w) (Approximate value of
configuration is » the 1imit on the
shown ‘ ‘bperglting frequency)
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/ 3.9.1 Positive Gain Amplifiers

erties of tunable amplifier .

-

Amdﬁg the positive gain amplifiers, ﬂne can find that the

* amplifier configurations shown in Fig.. 3.6 (hen

ot usefu1‘for gy < 2 . The COnfigurgtion sho
amplifier,. RPGA) will have less bandwidth in t
hat 1 < uy<2 and more bandwidth’ for u, >
fprovided by NPGA2. This ine;ease in the bandw]

Y
risk of. poor relative stability. Thus, in order to have better relative

//gtéb11ity, one has to use either of NPGA2 or NPGAl.

In the range of 1 < uy <2 , the on]

is NbGAZ, since it has better rdlative stability and ‘provides more
bandwidth than\the others. We have two a]te}nativgs for gggzﬂf/
without risking poor relative stability as mentioned befo?é. Among

theéeﬁtwo alternatives, the NPGA1 has the minor disadvantage of requiring

an additional resistor. Hewever, if one ca1cu1g;es the actual transfer

- . Ie

'Fig. 3.4 (henceforth called as NPGA2) for w3

ceforth called as NPGA1¥
configuration shown in

2 . NPGA1l 1is however;

wn in Fig. 3.7 (Reddy's

he range of g such

2 compared to the one [

dth is achieved at the

y useful configuration .

-
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' ¢f the 0A, A, . For NPGA2, the first order coefficients of numerator

- 123 -
4

function of two networks, having unequal GB products of the OA's, it is
found that for NPGAl, the first order coefficients of both the numerator (

and denominator polynomials depend on the same GB product, namely, that

and denominator polynomials depend on the GB product; of OA's A2 and
- .
A1 » respectively.. 'This is not a major disadvantage, since, as we

discussed earlier, such differences can be tuned out. Aftew funing;
these GB products as well as the resistor ratios will track with each
other W?th'variations 1n'the environmental'Eonditions, such as in poweﬁ
supply voltageand temperature. A detailed analysis of NPGAZ‘with 0A's
having different GB,Qroducts, its tuning process and other details are

>
given in [33]. | : »

Considering all the-details of practical and theoretical

aspects, one comes to the conclusion tﬁe among the positive gain
{

)

ampl ifiers, .in the range of to such that 1 < <2, the best circuit

Mg 22 , we have two alternatives aﬁong NPGA1 and NPGA2

» t

is NPGA2, When

'.and there is not really much to choose. If one can risk poorer relative

stability, one can use RPGA for u, > 2 . At this point i1t is worth ) <

" noting that RPGA fails to improve the properties of the unity gain

aﬁplifier, which 1s an important element by itself. In this connectioh ’
it is worth hotfng that when the GB products of the OA's are equal, we |

can realize a unity gain ampfifier using the coﬁ?Tﬁ&ration of NPGA2

w1thou£ the use of additional resistors and just with two OA’s.\ Laboratory
tests have shown ::jf;Eiggificant extension of the bandwidth over

conventional realifations is achieved even when the OA's used have
! ‘ )
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unequal GB prodycts and po’addttfonal resistors aré used to compensate

for this. These conclusions will be more clearly demonst;ated by considering
some applications later. B%fore concluding this paragraph, it is worfh
noting ghat all these second order realizations can also be used as

variable phase shift amplifiers.

“ Finally, to get anéidea of the amount of 1mprovément achieved
by'the new designs, let us consiger a particu]a; value of o . For example,
if the error should not exceed 0.1% , then the value of o = 1000 . |
This turns out to be a typical value for active-RC filter applications.
For‘this value of o and for d.c. gain of ug=1, 1.55 (which will be
used later in our applications in Chapter V) and 3.0, the limiting
frequencies have been calculated. These are given 1n,Tablé.f.5. The
corresponding v&Tues of Q;,.are ahso 1ncludeq in the Table. -In this

Table CPGA refers to the conventional realization of positive gain

amplifier. Referring to this Table, one can note that there is an

" order of magnitude improvement in the bandwidth provided by NPGA2 compared

»

to the one given by fhe CPGA. A1l our previous conc1u§iop§ are also
confirmed by this Table. We shall now proceed to compare the performances

of negative gain amplifiers.

e

3.9.2 Negative Gain Amplifiers

From the4p01nt of view of bandwidth, the amplifier configuration
shown in Fig. 3.14 (henceforth called RNGA)\(SI) gives the maxfimum .
bandwidth for any value of T Unfortunately, it is the wor st cirgujt___ L
from the point of view of relative stability. As is obvious from Table

3.2, it's application has to be limited to low values of ug - The.
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cqnfigurations shown 1n‘Fig. 3.23 (hence forth referred to as NNGAl and
NNGA2 respectively) are found to have goad relative stab111£y and useful
for any value of cj‘ain,~ ug - These also provide significant improvement
. 1n the bandwidth over the conventional realization (CNGA). We shali
compareﬂthe performances by taking a pariicular valué of ¢ =1000 for
u0=l (pﬁlinverter) and 1,=10 . The corresponding set of limiting *

frequencies is given in Table 3.6. The appropriate values for Qp are

also included in this Table. A general conclusion can 1mmed15te1y be

NN N T LE
\

drawn from this Table; all second order realizatipns provide improvement
in the bandwidth, which is an order of magnitude. As an inverter, the
configurations shown in Figs. 3.16, 3.23 aéd 3.30 all provide more or
1e;s same bgndwidth and is comparable to that of RNGA." HOWeQer, they
have better relative stability compared to that of RNGA. For large gains,
however, the only usefuj configurations are NNGA1 and NNGA2, because
‘ they possess superior relative stébi]ity. In the realization of NNGAZ2,
the element spread is of the order of ug and hence it is useful only
for 1owqya1ues of Ky - It is observed that, as a# 1nverier, the ogtimum:
circuif is NNGA2. If the slightly poofer relative stability of RNGA is
acceptable, then it is a better cirpu%t. For gains g > 1, the '
configurations shown in Figs. 3.11(b) (1. <g s 3.56) and 3.30
(1§y05§) seem to be better, if their Qoorer relative stébility are
acceptable. However, for ug > 3.56 , the only useful configura;ion is

“A

« .  NNGA1 because of fits supefior'relat]ve stability.

3.10 EXPERIMENTAL RESULTS R
° J

The positive gain elements of NPGA2, RPGA and CPGA—werg buflt

i

”

x
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TABLE 3.6: LIMITING FREQUENCIES FOR NEGATIVE GAIN AMPLIFIERS WITH

B b o = 1000 /}f

H

R

Fig. Number in ug = 1.00 ug. ® 10.00
which the amplifier :
configuration is w Q w Q
shown o ! L, P : ot P
Fig. 2.1(b) Cosxio™e | - | 9ax1075 | .
(CNGA)
8 .
Fig. 3.11(b) - - o] e7am073B ] 2.29
.| Fig. 304 2.2x107%8 | 1.414 9.540738 | 3.32
(RNGA) * / .
-2 -3
Fig. 3.16 1.6x107%8 2 2.91073 | 1.1
Fig. 3.23(a) | 1.7x107%8 | 0.935 | 2.9107% | ' 0.9%
(NNGA1) : '
Fig. 3.23(b) 1.8x107°8 | 0.866 310738 "0.958
|7 (NNeA2) -
2 .\‘F A - ’ ‘ ' -
Flg. 3.30% 1610728 | 1 6.7x10 3 2.345
I — - - . N
N, w F Limiting” frequency
! Qp = Pole-Q factor o
P B = GB product of the OA's B .
| .
2 1
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to realize a nominal value of uy * 1.55 and tested in the laboratory.
Discrete resistors of| 1% tolerance and uA741 (Motorola) OA's with a
/ .
- '
nominal GB product of| YMHz were used. "In none of the cases was any

attempt made to compensate for the unequal GB products. The theoretically
expected magnitude and phase characteristics are shown in Fig. 3733, The

experimentally obtaineq points are marked over these curves. It 1s
observed that for frequencies hear the peak of each curve and at higher .
frequencies, the experimental resu]ts differ significantly from the
theoretica] ones This 1is to be expected since the one pole model is

no longer va]id in this region and the second pole of the amplifier [33],
which has been neglected, should be t;!en 1nt0 consideration. This effect
of. the second éole on the aMplifier characteristics is considered in_

detail in Chapter IV, '

o

p “Inverting unity gain amplifiers, with the same OA's. and discrete
. '

resistors of 1% tolerance, were also constructed and tested. The ,
theoretically expected characteristics, with the one pole model, of NNGAZ

, and RNGA are shown ip Fig. 3.34 aiong'with e characteristics of CNGA
Experimental]y obtained values are marked on\the curves ( € ;
3.11 CONCLUSION |

x J// ; Ln this Chapter, starting with a general five port aéiive R

form £Tven by (3.6)‘ are enumerated. Thése circutts have also been

maximum apparent bandwidth that can b€ provided by each circuit. From

- .
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these studies, a set of optimum circuits. has been selected for positive ’
“as well §§'negatiwe gain realizations. It has been found that the
optimum circuit dépends'uﬁon,the range of th; nominal gain desiqu. Both
. ‘theoretical and experimerital characterfstics of the magnitﬁde and phase ?

"responses‘of these amplifiers have been providéd to show the su?erior{ty

of these amplifiers over their counterparts in the conventional realization.

The superiority of these new amplifiers will be further
established through some applications in Chapter V. <Before doing that,
Tet us take a look at the nature of some of these new realizations. . It
should be noted that originally a control ﬁodel with a single forward
path and a single feedback path was assumed .to obtain (3.6). Hoﬁe%er,
in 1mplementiﬁg (3.6), some circuits that‘anploy multiple forward as

well,as feedback paths are obtained.

-

JOur basic theory of active compensation of FGA's in Chapter II
was based on single feedback system. The realization of higher order
transfer functions was abandoned based on the sfab111ty of such a syétem.

) However; if one introduces-mUItiplé feedbacks in the basic model, it might i
be possible to get stable higher’érder realizations that éxtend thg
frequency range of the FéA's beyond.whai can be achieved by second order

. ‘FGA's. Another w%y of interpreting the same situation would: be that the
additional feedback'path§ miqht'pull ihe right hand side (in s-plane)

poles of the higher order realizations of the basic control model back ’

to Ehe left hand side, in the process providing, improved operating " o
freq;en;y range for the FGA's. This is the squeétlmatter of the next
ghapterw o ;3 o (
/ - . ) .
- . .
&I el O D T T T U R e ey
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 CHAPTER IV

’

HIGHER ORDER REALIZATIONS OF FINITE GAIN AMPLIFIERS '
Z ' ' -

- 4.1 INTRODUCTION -

1 @ ' .
The possibility of realizing stable higher order FGA's was

mentioned in the last chapter. This possibility is investigated in this

chapter. Towards this end, tﬂo'geﬁera] network configurations are

assumed. These twqaconfigurations are obtained as generalizations of

NPGA2 and NNGA1, where additional feedpacks have been introduced. It is shown
that a stable amplifier of any order cﬁn'be realized by one or the other of
éhese configurations. However, phase margin and gain margin‘studiqs

lead to the fact that only 30A cdnfigurations are useful. These 30A

circuits realize a third order transfer fumction. Thus, we restrict '
durselves to the realization og configurations with 30A's. The elemental

characteristics are provided which show the-superiority of these amplifiers

compared to the conventional as well as the second order realizations. .

4.2 TWO GENERAL CONFIGURATIONS (5”

Let us consider the circuits shown in Figs. 4.1 and 4.2 for
realizing positive and negative gain amplifiers, respectively. These
two‘circujts are obt:Qned, as mentioned before, by generalizing the

configurations of NPGAZ and NNGA1. For simplicity, let us assume that

the GB products of all the OA's A A A A are same and its-

1272 " "n-1""n

value is equal to B . The gain equation of each ,0A , in the frequency

rahge of interest, is gi@en by (2.2). Then the transfer functions of . -

-

i
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the networks can be derived in terms of the parameters given in the

network and these are given'below: -
’ ﬂ-] 1
v 1+ § N,x
0 1 i=1
— = G (S) =
Vm ) n j
- 1+, 7 D.x
21 J
j=1
: /
Where )
v -, < STt Reng)
i i a ’ =lacs
n-1
a
N a(N. 4 —1—)
n-l. n-2 a
%
Dpz1 = Mooz
Dn = Nn-l
and
= (3.
X ‘GB
- . n'] ! .I
Ty o O+ Z N1X
Qe (s) =B
- V1n IT N n j
‘ 1+ ) Djx
. j41

[

..,N=2

4.1)
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(a_ ,+a_ ,+.--+a Yy ]
. N{ - 01 B n-] ln_“l . -l ’ 1’1 azi'--an"a T
- (a tn)
N = aq{N_,+ =}
'n-1 n-2 a1
Op1 = M- |
«
= Na (4.4)
D, r-‘n‘-1 - >
n-1 o
= _S__ - !
X (aB ) -
and . - " -
= ..4_]__.... * ‘ *
= ) _
(1+lﬁ? L B y,

The equations (4.1) and (4 2) give the, transfer. function of
the circuit shown in Fig. 4. 1 and the equations (4.3) and (4.4) describe
that of the circuit of Fig. 4.2. By observing (4.2) and (4.4), one can
note that only the ratios of resistors affect the transfer functions and _
thus, wifhout loss of generality, we shall assume a1 1.0 1in both
the ‘circuits. In oréer to realize a d.c. gain of o » we need to have,

in the circuit of Fig. 4.1,
| ‘ )

ug * (%) (4.5)

and in the circuit of Fig. 4.2,

m=1 and n= (1) . ’ T (4.6)
: ' . ¥o . S -

/4

LW
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In order that the coefficients of the numeratof and denominator polynomials
4 _are equal up to (n-1)th=power, the con;’kion for the posffive gatn ,

amplifier turns out to be

a, = N ,lug-1) | (4.7)

and for the negative gain amplifier, it is

22 "’wﬁw&w"@ﬁmf -~
i

a = po N - — . (4.8)
'The conditions (4.5) through (4.8) can be satisfied in practice andif
these conﬂitions are satisfied, then the transfer functioﬁs given by

(4.1) and (4.3) reduce to (4.9) and (4.10) respectively, as given below:

. n_'l 1 | =)
;o , 1+ § N x
C I ¢ I : ~
- ' 1+ ] D.x
. jgl\ J
]
o ' where
N, =Dy = (1+an_2'+---+an_i_1) . i%1,2,...,n-2 )
and | ) (4.9b)
M1 = Ona ™ 0y = Moz
/
\ b ~_
. n-1 i
1+ ¥ Nx (
= gyyls) = =12 (4.100)
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where ' .-
v ] © \ ’
N1 = Di = (1+an_2+ “+an-t-1) , 1=1,2,...,n-2 -
‘ .
N =D a N
n-1 . “n-1 n-2 - B 1
> (4.10b)
and '
D =Ny - \
— n n-1 ( +])
L Hol¥g J
1 : - ‘

A 3

\ The equat'ioa; (4.9) and (4.10) indicate that the circuits of’ !

Figs. 4.1 and 4.2 can, respectivély, realize an nth order positive gain

amplifier and an nth order negative gain amplifier. It is obvious from
(4:9b) and (4.10b) that (n-Zi., parameters of the amplifiers can Fe chosen

arbitrarily. However, before proceeding further, the‘stabi'lity of these

-

b  amplifiers should be examined. : ' . 1

4,3 STABILITY OF THE HIGHER ORDER AMPLIFIERS B y

We shall consider in detail the case of the positive gain
' amprier_s only. Similar discussions apply to the case of the negative

gain amplifier also.

Considering the denominator polynomial of GI(s) given by
. (4.9), it is our aim to show that the constants 3 5 8y 4eees 3 o
can always be chosen such that its zeros lie in the L.H.S. of the x

plane, The denominator polynomial, D(x) , can be rewritten as shown

below: ' : "




3 J

0y agx' - x™ (142, )]

D(x) = ——L1 \ED (4.11) .
| 2, ¢
In the polynomial {1+ )] a i} .+ each coefficient can be chosen

‘ Lo “i=]
arbitrarily (i.e. each a; can be chosen arbitrarily\and thus, bya ~

- proper choice, its zeros can be placed any where in the x4{plane. Hence,

the choice of ai's' can be made such that this poiyno al has its zeros

B R R o T P
)
+ . R

) ' in ‘the L. H.S. of the x-plane. To be specific and for simpl icity, let us
choose the 'ai's so that aH\?he zeros of the pol ynomial are repeated
and lie on the negative real axis (though this is not necessary for our ('
argument'). Thus . we can write that
. n-2 i
T+ 2 ax = (14ax)"" S (4.12)
i=l l . .
- * X
Changing the variable as in the following
yrax L (8a3)
. and substituting (4.12) in (4.11), v}e’get
+ ‘ ’ - \
| a[(14y)2ym (a)” 5 L
, " D(y) = — {a~y) N . , "
. , -
L )M a’fflz (1+y1)"'2] ’ (#.14)
a" (y-a) (148 M7
- v n41 2 2 nH
('l Obviously, (y-a) is a fact? of the part 1- {a" (’I+y)"l' }/{(Hu)"' y" }

u"*‘ s . C I e T PR PRI T WP INLOC TR (TN N ST A UM TR IONGT: UG WTE 2 e
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in (2.14). Thus, clearly, y =4 {s not a solution df the characteristic

e fon D(y)|= 0 ., Thus, we have to concentrate on the modified

characteristic equation,

. n.‘2 ) . \ N
QIR R o (4.15)

” Yy

where
/s

n+l
a

140 )" - T

E connn ]

-
s ~

’and check whether, by properly choosing n ,.al1 the roots excepting ’the,
~

one y=a ,can be placed in the Teft half of the y-plane.

i | This characteristic polynomial has (n+1) roots at y = 0

for‘ n=0. for inci‘fasing Yalues of n, the roots start.moving away
.. from this point. As n > (corresponding to « -v‘m), (n-\ﬁz“) of these
‘roots terminatd on y = -1 and the remaining three approach y = o .
P For any value of n (determined by a particular value of o), the}e 1s
a root at y=ja . However, as \1nd1cated$ear]1er, this root can be
»ignored. T'he‘l\bcf of the roots of the characteristic eqUafion for the
; . case when n {s odd, are shown in Fig. 4.3. The root-locus diagram for

the case, when | n 1\5 even is the same excepting for the fact that the

branch on the negative real axis between 0 and -l is absent,

‘ V " It 14 observed from the root-locus diagram 9&4‘. there can be

only one root qf the nodified characteristic polynomial at y = g ‘and
- . / / ,
"7 the rest of the fn roots can always be placed in the L.H.S. of the

L]

4
[}
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FIG. 4.3; Root-Loct of the Characteristic Eduat'lon (4.15) when n is odd
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y-piané~by>choosing a sufficiently 1arger value of n ,-“that is, a/{4,

These remaining n roots are the roots of the origina1 characteristic

,poiynomia1 D(y) -. The parameter a can be 1ncreased to  any va]ue by

properly choosing ay 's . Thus, it 1s always possible to choose ay »

a5, Cees a, o such that the transfer function given by (4.9) is stable.

'gimilar erguments hold good for thjhioher order hegative gain amplifiers, -

that is, for the transfer function described by (4.10). Ihﬂs, it can

be’ concluded that by a ‘proper choice of a

angd 4.2 can be used to realize stable positive as well as negative éain ’

]

ampl ifiers of any order n . It is worth noting that these ampl ifier * _
configurations reduce to those of NPGA2 end NNGA1, described 4n Chapter 3,

1
[}

when n =.2 . : -

’ .The constants‘ ai's° should be so chosen as_ to get mafimum »
bandwidth. As has been seen in the second order cases the maximum
bandwidth is obtained when the coefficient of the highest order term. of -
s in the denomipator pol ynomial is minimum. ;Thos, the aim should be to

minimize this coefficient, while at the same time, ensnrinb.i“good
. R -

" relative stability. In'order’to do sbo, the reiativegstahiiity of the

4

htgher order realizations are next studied. - ’ - L

a

To this end we sha11 refer as in the cases of second order

1

.FGA's, to the reaiizations, where the coefficient of the highest power

"of s in the denominator polynom1a1 has been minimized as suboptimal

"

v K v v .

's 5, the stiuctures in Figs. 4.1
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4.4 SUB-OPTIMAL REALIZATIONS AND RELATIVE STABILITY
' \' .

Matheinaticaliy, the transfer functions 0f the negative gain

[

Y

FGA's are different from those of thqepositive gain FGA s oniy “in the
coefficient of the highest-power of x . This dii’ference is 1/{u0(u0+1 )2
. and 1; constant for a given wu, . Further, either the maximum bandwidth o
’ or the degree of relative stability of #these FGA's are affected onh:_ .
v negiigibly by this difference, especiaHy for. "0 > 1 . These conclusions
.have also been” verified by computer simulations. In view of the foregoing
discussion attention will be restricted to only non- ianrting FGA's.

Hhatever values of a; 's Tare obtained for these amplifiers will also be )

d )

adopted for the 1nvert1ng FGA's.

. , . 4 o
&

.t -~ " For reasons that will subsequently be evident, higher order

's realizations onlyupto n=5 are examined. - _ c» oy

3

4.4.1 Three DA Structure (n = 3)
. ‘ g g ) \

e " In this case the transfer function given by (4.9) reduces to o
. p L

the one given belot? . B

< (’ Te(ieay Jx(la E . ). ——
- Es) = : 4.16

s ; °<J+(el+a] ))§.+(1+a1 )x2+(1+a1 );§ . ¢ .

> ‘ * . .
| The max imum bandwidth is obtained when 'a]3= 0 . ‘However, this choice

of a leads to an unstable circuit. A Thus, for stability, one has to

Nt

‘c[\oose 8 . .
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4.4.2 Four OA Structure (n = 1) ‘ :
. The equatioﬁ. (4_;9) reduces as foli’ows wlien ns=4, .
.23
R (8.9
1+px+qx~+gx” +gx- )
| , i ’
where ‘ ~ !
k/// : p rz‘ 1+a2 i .
and . - : (4.19)
’ q = T+ayha, ' “ : '
The quantity q 1is minimized while ensuring stability, if a, and a,
‘are selected as given below: )
v ) M ) \
. a, = 1 : .
o \‘ N '
a) = l+E¥ ) 9 ? . (4.20)
and -~ 7 Lol S
E> 0 .
) < A -1

—

Substituting ,(4.20) "and (4.19) into (4.18), theé tran\s:fer function G(x)

g -

becomes, : R *

- ‘ 1+2x+(2+E1x2+(2+Elx3 ‘

142x+(24E)x“+(24E)x"+(2+E)x - , ’
where
3 ' o
¢ . E s 0 -
N L "
I S
7 A ]

?
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4.4,3 Five 0A Structure (n = 5)

For the five OA circuit,’the transfer function is a fi

fth

order one. This function can gasi1y be obtained from (4.9). The following

choices for a; , a, and a, will minimize,fhe coefficient of

I

order term ofzx in the denominator polynomial of the “transfer
3 = 2p , . - 3\
a, = 3+p+E
and' G
ag = p \
| ' o
where o . ‘
p, E> 0. \ '

\ -

the fifth

function.

*

) (4.22)

With these choices, the corresponding transfer function is

given as ' ,
1+N]x+N2x2+N3x3+N3x4
G(S) e 140 7 3 - & 5 N ) (4.23)
Lo TN, XN X HN X 4N T 4N X . t
"where - )
Ny = (14p) ~ ‘ N \
N, = (4+2p+E) | - L
Ny = (4+4p+E) - t) 4.28)
.and = . , ‘
p, E> 0. ' y
- . R .
d e
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In each of the above“realizations, there are stiIl some unknown

parameters to be determined The conditions obtained before in each case

’

ensure stable operation of the amplifiers. However, as discussed in the
previous chapter, it is the degree of relative stability that is important,

if these amplifiers are to be part of any id}ger system.

/

In the case of second order FGA's, the pole-Q factor, .Qp was

found to be suitable to predict the degree of relative stability. As we

Ly

" are now dealing with higher order FGA's, this is no longer appropriate.

Thus the measures of gain and phase margins will be used. In aII the above
realizations, the ‘phase and gain margins can be calculated from thé Ioop
transmisoiog, The values of these measures can then be used to fix the
unknown quantities. In an attempt to do that, let us choose a]k= 4 in
(4.16), E =6 ,in (4.20); and p=5 and E =5 in (4.24). These
values were chosen so that there will be an improvement 'in the bandwidth

as the order of FGA is increased. Then the Nyquist plots were obtained

. to determine the gain and phase margins of these amplifiers.‘ These plots

are ‘shown in Fig. 4.4.

In the case of 50A structure, the gain margin and Eﬁase margin

\

are 1.67 and 5.6° resbectiveiy These values are much ‘lower than

\

even the minimum, quoted in Chapter III (which are 3 and 30 ), for

" good relative stabi]ity If we attempt to increase the values of p

and E to improve the relative stability, the <increase in the bandwidth

compared to ‘the 30A and 40A structures becomes insignificant. This,

~along with the fact that there is a considerable increase in the .component

B PR )
count, makes the 50A structure unattractive. in practice.\ Hence, this

. - o
‘ )‘-j h
> .




v-. - 149 - ‘

) o/ - 1.07 "

s
IMAG.




) | - 150 - .
& t

‘case is not considered any further. Incidentally, the relatiye stability

of six and higher order FGA s.1s poorer still. In fact, for a sixth order

realizatfon, the phase margin {s less than 1° .-

Moving now to the case of 40A structure, the phase margin is
'measured by the angle subf%n ed by the tangen;‘tO‘curve in the portion
A and B péssfng through the origin with the negative real axis [42].
Though the gain margin in this caée is = , the phase margin 1s.only about
28° . Increasing the value of E beyond 6 in (4.20) will increase
) the phase margin. In that case, however, the improvement in the bandwidth
| provided by this structure becomes negligible ;oﬁpéred to the one provided

by the 30A structure, ‘ .

Clearly then, any fﬁrthef;séadies should be restricted only to
the third order realizations, These correspond to the case n =3 .
Henceforth, the third order positive and negative gain FGA's will be
‘referred to as NPGA3 and NNGA3 respectively.

4

In the case of NPGA3 as well as NNGA3, ihe gain margin is
always infinity and the phase margip cén be controlled byta proper
" choice of the constant a; . As mentioned earlier, the feedback amplifiers
are usually designed with a phase ﬁargin to be anywhere be;ween 30° ’
and 60° .' The constant 3 in (4.16) can be chosen to give a phase
- margin within this rﬂnge.' Before-choosing a particular value of a,-
’1££shou1d bé observed tha; to maximize the phase margin, the quantity
Ch has %o be maximized while to maximize the bandwidth, ay has to be
minimized. A good compromise between these two cqnfl}cting requirements

can be effected by choosing



{
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a, =4 ' ’ : (4.24)

fhe above choice yields a value of 45° for the phase margin for NPGA3.
In our subsequent analysis, (4.24) will be used in (4. 16) In the case
of NNGA3, the phase margin will be slight]y more than 45° for the
choice of('a] =4 in (4.10) with n =3 .

Let us now examine in detail the 30A structures. For the sake’
of generality, the GB products of the OA's will now be assumed to be
different from eachkother., A tuning procedure will also be described

to account for' this difference,

4.5 ANALYSIS OF 30A STRUCTURES

The new 30A realizations for posfgive and negative gaié
amplifiers can be derived from the general structures shown in Figs. 4.1
and 4.2. These are shown in Figggg.s. A slight modification has been

: i
made to account for the differen Sfap the GB products of the OA's.

- ]
’Let B] s B2 and 83 be the GB prodpcts of the OA's A1 R A2 and A3

respectively, in_both the circhite. Again, let us assume that, in'the
frequency range of interest, the gain of each OA is described by (2.2),

which 1s reproduced below for convenience .

Bi o
Ai(s) =— ,» i=1,2 and 3

~

‘ R . , "' ,
. Then the transfer function of the circuit shown in Fig. 4.,5(a) can be

‘derived to be . s .

i
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FIG: 4.5: Finite Gain Amplifiers with 30A's

N . .”\ o
= . (a) ‘Positive Gain Amplifier ¢
{b) Negative Gain Amplifier T

i ¢
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¥ | 2
) -1 1+ -5- (l+a ) + "§'T U+a1+a2)
G (s) = — 2 % ' (4.25)
. 172
) f o (1+ )+ 58132 e N )
3 .

- ‘l \
" the following equation.
‘ &2
) . : m 1+ T ('|+a.| B, ) + —E_ (1+a;+a,+n)
: aRN Gb(s) = - , 31 52 B, (4.26)
[1+ (1+a ) + (142, 7= )
1 BB BB] 2 1 83
- + W-((]ﬂﬁaz&n) - ﬂY}]
P py where ] : : !
_ Y 1
; y
’ V(1 D)

\

- The d. . gains of the amp1if1ers are fixed by « Yin the circuit of

4

Co Fig. 4.5(2) (NPGA3) and the ratio (m/n) in the circuit of Fig. 4. 5(b)‘
" (NNGA3). If the required d.c. gain is ug . then we have for NPGA3,

%5

e L 1 ¢ o
UO a 0 . . (4.27)
- and for NNGA3, . - ‘ __,//
. 0 m=1 and ns— | , C T (4.28)
s - ‘UO R -

. and that of the negative gain amplifier shown in Fig. 4.5(b) is given by
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The cBnditions on (4.25) for the numerator and denominator coefficients

to be equal are as follows:

B,
B3(1+a] FB—) ) '
QB»‘ = BBZ = W (4.29)

Similar conditions on (4.26) are given below: /

il
S :
2
. B36"31 B .

o 3 ' s ]
yB, = @By = ‘ (4.30)
‘] 2 , ('I+a1+a2+n)

3

These conditions will reduce to the same as given before in (4.5) through
(4.8) when o =g and B, =B, =B, in the case of NPGA3 and when

B =y and B, = B, = B, fin the case of NNGA3. “It is easy to show that
the above conditions can be met easily in practice and if thase are met,

t o, -
then the transfer functions given by (4.25) and (4.26) will reduce to the

following:
6. (s) = u 14Ex + ExZ . _ ’ “3”
27070 ek + ExHEX ‘ L ’
and " ’
T A
Gb(S) = "'llo - 7 3 T - ’ (4.32)
. 1+Ey + Ey"+y (E- ) .
g lugt1)”

where - : ‘ y
| 2.8 ;
E= (14 -%-39 )

' 3

~

JCTVPSDENE N

i
%
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1

Ohe‘can'verify‘that (4.31)'reduces to the same as given by
(4.16) for equal GB products. . It is reasonable to assume that the GB
products of‘ the OA's are equal ‘for a given type of OA. Hoyever, t[rls
analysis shows that éven if the values of the’GB products are different,
by'broperly choosing the resistor ratios, it is poSsible to compensate
for the gifferences in the GB products. Thus, there is q& loss of
generality in assuming that the values of the GB products are equal.

An_interesting point to note is that when the GB products are equal, a. N
a'd . .

positive unity ggin amﬁ]ifier can be realized with just 3 OA's and two '
T :

resistors as shown in Fig. 4.6.

The above results ‘have been reported in [34] and [38] As

discussed at length earlier, the value of E can be chosen as 5 in

[}

’(4.31) and (4.32) to givea phase margin z, 45° . Once this cho1ce is

made, then the consfants qi g and a, can be chosen to fix the
nominal v::ue of the d.c. gain and'to satisfy the cond1t1qns g1yen by
(4.29) in the case of NPGA3. -Similarly, thehxgrious parametefs m o, n,-
g and a, can be chosen tb meet the d.q. g;in requjremént éng the )
conditions of (4.30) for NNGA3. Let us now discuss anpéocedure for funing

these circuits. - _ / o

4 ) -

e
\. . ] ‘
N " "
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N ' 4.5.1 Tuning Procedure
: . \ -4 o
The d.c. gain requirement of py can be met by aAJusting a

¢ -

and n in NPGA3 and NNGA3 respectively. Then setting a fr qugncyltuch :
a -
/// that

i | . ..
\ \ g2 > )2 << 1 in the case of NPGA3

(u0+1 )0) 2 ) r {

E{ 12 << 1 1in the case of NNGA3 ' -
1 . P :

. the value of B can be adju#ted to give a zero phase shift between the
fnput and output signals. Now at a frequency sq&h‘that,

. N

E( ) <1 in the case of NPGA3

4 ! ) * .

/ . *

and A

(Ho'” )m . ' ' :
E{ 5 } << 1 1in the case of NNGA3
: 1 .

hY

-

2y cah be adjusted to give again a phase shift of zero betwegn the input

and output signals.

o . - ..

- ) _ In order row to gain an idea @S to the effectiveness ofﬁthgse'

circuits,_@e’éha11 proceed to compare them with conventional as well as

‘second order realizations.
' }

. " /‘
- v, . 4.6 COMPARISON OF THE 3 0A CIRCUITS WITH CONVENTIONAL AND SECOND ORDER FGA'S

It should be pointed out at the outset that the|problem of *

. . relptive stability in these structures does not depend on| the nominal

“




L

Al

/._

- 158 -

‘
t

-

e

o ;\'

. v¥1ue of d.c, gain, pg as was the case fn some of the second order

realizations. These structures being the genera1iza§dgp% of NPGA2 and .

NNGA1 are useful for realizing any given d.c. gain va1ue w1thout having Lo

the problem of re1at1ve stability.

-

.

The next aspect that we have to consider is that 6f the T4

bandwidth of .the amplifier.for a given permissible deviefion in the
° ,

magnitude and phase characteristics.

a J

" One may recal] that .the funct1on

F(m) given by (3.115) was derived independeatly of any amplifier W

configuration. Thus, this function can be used for the. purposes of . N

comparison. In the case of these new amplifiers, NPGA3 and NNGA3, the ;

change in phase (A¢),, is of the order of (q/B)B whereas  the. per unit

change in the magn1tude (Au/uo) , from the nom1na] dac. va1ue 1s of.the .

order of (m/B) Obviously, when

(w/B) <1 the change in the phase, 27,

A¢ dominates over (Au/vo) and the approiimaxe va]he of F(w) fbr o
. . 4, . 4‘

NPGA3, can be derived as

‘ u
Fla) = E (-
an5~for NNGAB,‘we have 1
PR (n0+1)w
'l: F(m) = H{
where .
&
H o= {E s —

} B

—}
bolugt1)’

B

a ', l" A T
. L4 .
: C e
. > ug
e v "° @
? “\ -‘ *
a o
(4.38)
¢
. . “a .
-y ' o
EA
o
° L
~ 5 S
a
»
‘ *
¢ v
. PUR




At tﬁ‘ls poipit, it is obvious ‘that, while the performance of

.

. conventiona1 reahzations and those of the second order realizations are\ ’

. affected by the first 8nd second order terms of , {w/B) , that is, by

e

(w/B) and (m/B) , respective‘ly, our new amplifier circuits are affected )
on‘ly by the third order term of (w/8) , namely (m/B) . Clearly then,
o
_ the third order structures should possess a wider bandmdth compared to

- ‘those of the other ones. However Tet us try to obtain a quantitative

l

comperison by calculating the 1imiting frequencies as was done in

Chapter III. Thus, limiting the F{w) to be within a value say (1/¢) ,
Toowe can get the Hmiting frequencies and they are -given b A5) and -
(4.36) for NPGA3 and NNGA3, respectively. - e

’

B .
W, 3—-——1—3—A
L"uo(&’) /

E B -
L g (i)'

’

Co
.
E

To jet a more pre,cise feeling ai:dut.~ the perfonnance of the

. new circuits, Tet us now consider onty the non-inverting FGA's. Similar_
conc]usions can be obteined abodt negative gain FGA's. Let o = 1000 .
For ‘the. values of Mg = =1, 1 55 and 3 (the same values 'were considered
in Chapter III), the corresponding Hmiting frequencies are 0. 0;858

- 0.03858 and 0, 01958 respective1y Now referring to Table 3.5, it can-
be noted that NPGA3 extends the operating frequency range by about 58.5 ‘

times n comparison to CPGA, whereas, under the same ¢ircumstances,

NPGAZ fmproves the operating range :nl«}’byebout “‘31 .‘6 times. This ratio




- 160 -

\ of 58,5 can be increased still further ﬂby choosing’a smaller value for
E , at the risk of poorer relative stability. In comparison with RPGA,
referring again @:3 .5, the improvement offered by NPGAB will be
58:5 Aimes for & in of Bg = 1, while it fs 2.5 times fora djc.

gain of 1.55 . This ratio decreases with the increase in gain. However,

one might recall from section 3.7 that RPGA has very poor relative -
stability for ug @ 2 . ‘

It will be demonstrated in the following chapter that the
changes in the pha;'e and magnitude in the gain' of the amplifiers affect
the performance of the active filters d1fferent1y It turns out that these

estimates in the case of CPGA and NPGA3 are on the pessimistic side. 1In

actual applications this ratio of 1mprovenent in the bandwidth provided

by NPGA3 will be more compared to the one provided by the second order

- realizations. -
4.7 EXPERIMENTAL RESULTS
v : ()

The positive gain ampl'lfiers CPGA, RPGA NPGA2 and NPGAB were

aH constr(cted to realize a d.c. gain of uy = 1. 55 =by using uA741

. 0A's (Motorola) whose nominal GB products are 1 MHz and with fixed resistors

of 1% accuracy. The theoretical frequency respoiises of, both m‘agn{tude
and phasekcharacterisltics are shoem in ng\.:4.7. The experimental pointS"'
are marked on. these curvés.’ It is seen that there is a good ;gréenent_
between the thegretical predict1ons and the experimental results, )
:However, there 1s a significant divergence between the éwo in the high
' frequency regfon particularly {n the neightourbood of (X2) =1 . This,

is becquse-o:f the second pole in the OA ;;afn as mentioned in Chapter II.
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~ Thus, this divergence can be explained with a two pole model of OA gailn
instead of. the single pole mode] . This' two pole model s diseussed in

[43] under a different context, wherein a simp]e method of measuring the
second pole and the GB product of an 0A has a1so been suggested. Using

the method, the second poles and the GB pr:oducts of the OA's were nleasu;'ed.

# - ®The 6B products of the OA'3 A ', A, and Ag in Fig. 4.5/njere measured
 to be 1.04 MHz,.1.088 MHz and’ 1.085 WHz , respectively. The second

poles of the OA's were measured .to be 1.8MHz, 1.95 MHz and 1.96 MHz,

~ - '

_respectively, in the same order. . ~

Incorporeting the revised 0A model with these values q,f the GB
p'rodncts and secon‘das poles, the théoretical magnitude and/phase Eharacteristics\
.are shown i'n Fig. 4.8, where‘ again the practi'can‘y obtained p‘pints are T
- marked on these curves.® 'I:hese figures still show a difference between the
theory and exper1ment at the high frequency range. . However, there is a
AL close/ agreement now The apparent difference can be attmbuted to the

measurement errors,:especjally in thé measurement of the second po1es,

chh 1n turn critically. dgpends on t«he phase measurement in the high

N
‘ frequency range. CoeL -
N o PRI O ‘ ' % .’ A ¥ - I { )
. 4.8 CONCLUSIONS
‘ , i T In thts Chapter two generq1 structyres, which emp‘loy 'n' OA's
DA fOr rea1121ng FGA's w1th an nth order transfer function have - been examined.

‘ Though these ampHﬁers are st@bTe bx themselves, attention had to be

restricted to n =3 beCause of the requirements of “the relative stabﬂity

,- s R A detaﬂed analysis of the structures ;ﬁth n = 3 has been given. Comp&rfsons

have also been made with the %onv&tio’nﬂ as weﬂ as the second order T L

Do
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_realizations. It {s shown that these new structures improve the operating

i

frequency range significant1y oyer the ones provided by the other
’ realizations. Experimental results ‘of positive gafn amplifiers have also

been given to demonstrate the superiority of the new FGA's.
. ® St
A major objective of this thesis, as discussed tnh the beginning,
is to extend the operating frequéncy range of active-RC filters employing

FGA's. Thus, to demonstrate the usefulness of these new amplifier circuits,
’ )

it is appropriate to 1investigate the performance of some practical filters

. . 1}
in which the new FGA's are-used. This fs the Subjeét_mattqr of the
following chapter.
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)

SOME APPLICATIONS OF FINITE GAIN AMPLIFIERS

I BRSO A SOy

5.1 INTRODUCTION

W

Several new procedures have been suggested in the preceding

RN R

o chapters for designing FGA's with an improved bandwidth. The improvement
in their bandwidth should result in an extension of the operating

frequency range of the circuits that employ them. The purpose of this

NS T s

- chapter-' is Ao demonstrate this fact by considering a few applications. :

e

. of the FGA's in active-RC filters. It is shown that when the new
amplifiers replace the conventional ones in the filter circuits, there
4s a substantial improvement in the operating frequency range of these

filters. . -

5.2 SELECTING THE FILTER APPLICATIONS

The active fﬂL/er circuits that employ the positive gain '
amplifiers are likely to hz\sve the best high f\requency performance.v/ This -
is because these circuits place t!le~ mildest rgquirenents on the amplifiers
used [Sj. Howeyer‘. ‘the highest operating frequency of even such filters,

q L . i . .
. for reasonable chatiges in w_ and Qp » will be only a few kilo hertz,

P .
when the conventional amplifiers are used in these qircuité. Even among

the filter realizafjioqs emp'loy1ng”pos‘itive gain amplifiers, it has ‘been'
s‘jmown [44] that the effect of tl{e GB pr"odycts will be ;r\inilqum. if j:t\re' ,
nominal value of the d.c. ;ain. ug 7is as Tow as possible. This fact.

" ewill later e_mérge in our derivationxj.fooi ~~0b,viously then, the realizations

- with unity gain ampriers will be the ones where the effect of the“GB
. / ‘ . .. . ' ‘

[N RN

. . \
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products will be‘ minimum~ Further, such fi]ters are an important class
by themselves In addition, the reaiization of the unity gain amp1ifiers
requires no additionai resistors in the case of CPGA and NPGA2 and oniy
two resistors in the ca'se of NPGA3. Thus, these eiements ‘tutn out to be:

~y
e

‘more desirable than the realization of rﬁn-unity gain (>1) FGA's. N
&

Hence, we shali/first consider the appiication of unity gain)PGAZ and
NPGA3 (since RPGA can not rea]ize an improved unity gain-amplifier).

S
For purposés of comparison, the unity gain CPGA is also included in our

-

SUETELS i iR LAt m AR SR REMRS SR

analysis. .

In order to gain an insight into the applications of non-unity

< gain elements, a singTe amplifier filter circuit is also considered.- As

1

a by-product of the analysis in this chapter, a new method is also~ '

- _ - _developed for comparing single amplifier filter circuits.

| ~ 5 3 ANAPPLICATION OF UNITY GAIN AMPLIFIERS

o

4

; ~
. to Bach [7,8] and is a popular lowpass filter,"which employs voltage

Consider the circuit shown in Fig. 5.1. This circuit is due

y ' followers as active elements. If the gaips of the active el ements are -

\ - ideally-equal to unity, the transfer function of the circuit can be

derived to be f

1 >
' wz '
. Lo T(s) = 2 - (5.1)
& - s _2 ‘ 1Y
S AR T . ~

¥
" The anaiysis given in this section is based on the: ma;eriais given in

[331 and [34]. 4 - 1

. .
.o & . -

. / ‘ .
B . v J .
! i '

.y .
. . B —— - ——— e gy
"

Vo, - oms &
R S IO 7 S RN B T - e TS TR e - ARTTINE




= - 169 -

LU T e T e

e

§>
|

A
; . \ ¢ . N .
v .

FIG. 5.1: Bach's Lowpass Filter
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where o/ 'and ‘Qp are the pol.e/ frequency and pole Q, respectively and

& e
AY
_ .

they are given by

o ,;wp = ] ’ : . ) T (5.2)
/R.l % C.l C2 ) 'y
and 7 )
. >
R & - )
Qp —RZ_TZ_ \ M y ‘ , (5.3) .

If the gains I(1 and K2 depar"t from unity, then tpe

\

transfer function of this circuit becomes,

o

). ‘
IK .

Tals) = — mK‘ 2 %p\__ . (5.4)

5T {,(b%) + (1-K, Kz)“’pr}smp

o
o

To find the effect of the GB products of the OA's used in the

real tzations of the voltage followers, we shall assume that all passive

comporients have been properly chdsen so as to realize the given u_ and

P

Qp - If the gains K- and K, are each realized with a single 0A in

‘the cohventiona] way (CPGA's), we . hate

S )

11 LY
Ky = ~mmmete— and - =
LI R 2 (1 +5)

- where B, and B,. are the GB products of the OA's. For simplicity,
let us assume 'thaf both the 0A's have the same values of GB products,

* .
. \ '
L4
L .
. .
kY
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say B . Then the transfer function given by (5.4) becomes as follows: .
) .

- u)p
T TS
345 + 835 + 325 + a1s + ao

p
a (o+-)+( 22
> 2 " B p B
.
N '8 L _2.1 ta’
ay = u, (Qp ) and ag = I .
. ‘ Extracting\\fe dominant poIes of the denomin?tor po1ynom1a1 R
AR N

of (5.6), the effective pole frequency, ”pe and pole| Q , Qpe “CA
be obtained. Thus following a procedu&@;given_jh (5] and neglecting *

terms beyond second order, we get the exgressioﬂs for) Wne and Qpe

-as follows (for Qp > 1): ' * A R [
w - - . i
(28 2 ‘ \ (5.62) B
RIRAL T o 1
and C oA " . ' ' . : \
’ \ .»Q ) . *\ . .‘ ' .' ,
, (-28) & /TR AR SR (5.6b)
Qp ' 3 - .
- | ¢ - v
where o ( o
, . Y / _ \ A \ '
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Now let us considér the case when the active elemefits are' the ’
unity gain amplifiers u%iyr;g the configuration of NPGAZ, Ag'ain;for'
simplicity, }e't'. us assume that all the OA's have the same GB products
and the unity gain amplifiers are described by the following gain equation
o - ]+ % g e ) ’ -
Ky = K2 2 } (5.7)
1+ % + % K \
- B )
. : Substitution of (5.'7) in (5.4) gives the actual transfer function TA(S)_,.
as follows: A o )
l O.‘ ’ A - ' \q ‘I (1+ %)Zmz ] . B “'
e T(8) s P : (5.8)
Ce A 6 i N
~ /.~ -. '. ‘ . ‘ X ais C sy
' i=0 T . e v s
YT o o , +
: 1
i " . where ! ] | :
, - ‘ / ¢ % { 3 N . ~
, - : as = lT vy }as = %--‘- u-ig (Q + l—-) _ f
B " P & .-
! S S .
. - 3 2;‘;% ( ] ) 70_.); 'y o
oo a, =5+ —x (Q +5) ¢ \ )
o A A A o
‘o " ’ {:j& . / : .
‘ t w v . ~y
-l 38547 /
. ) 53 B+BWQP+ Qp§+‘25%* .
(o) 3225 ‘ :
S a, =1+ +3 ) : W X
lu‘ y . ‘. ? Qp B . /MW . - . \
" , . _ .o W ,v' \
‘ f . ' B 2o, 2 - o ‘ A
| . Y r - 4+ . = . ! . “da
} . , | ) l1 Wp (6; jED') and lo mp o . o s .
| \ . o . ’ /( | U K .
. ' a -~ ) /
o ) . ' ! }\ . .& . A , ;? ’ \’ . i
) ~ . ‘n;‘ . ‘ A ar 4 - I‘/’*;\o
” ' PR
'. \ f sj". Lt ‘ K A. ) - _ , "'(" ' /7 ~|
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T - «(:Ei) Q. - . O (s.5)
p —————— EE%-, . / a
1- '
Ed . ‘ b .
and ' ) -
(gﬁﬁ) e T ) f < (5.9)

(1-2x
Let us now consider the case when the a-pliﬁeré used are

NPGA3, namely, the 3 OA struoture&.' When the 6B products of the OA's are

gqﬁal, the voltage followers -are described by the gain equation, which

4 fs derived from (4.31) as .

. . 2 . s 52 » ‘}l

X . (e g+ ) !
. K =K = 53 (5.10)

v (a+ %4' %‘F _53_) ‘
P B
L 3 | \\
-~ —~ £
]— T o ‘ N\\‘ i ’
where a E . /\\ \

As discussed earlier in Chapter IV a phase margin of 45° is

~

This corresponds t6 a value of..

et chosen and hence the.value of E=5.
as= 0.2 . Substituting (5.10) in (5. 4) gives the actua‘l transfer |
\ function, A(s) as follows:

.
‘. - * '
P ! ” 5
E L ' ) /
— - S 3T
» N “ . tem
':' ¢ L ke 7y

(R At ,,xgu ,mv""“
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can,'iré derived and are given as follows (for Qp > 1):

.
4 ' -~ 2

As before, the effective values of pole fréquency and

~

(-pey = L. .
mp‘ D ‘ e "

pole Q .



e/ w0 (¢ 4 F

——

. - .,
‘ - , l - ]‘75 - ! — -
. _ ) | . L4
- am\ PN « —~
DN K LI X (5.12b)
. P 20, w 3" b 2 .. 4 .
~ e =B (@0 - 2B R
1 : AN
 where - - .
Q o @ g ‘ ,1 ' )
0 = (1- B (B - & (&Y | (5.12c)
’ a

—
-

4
Extensive computer simulations have been carried out to _
 verify the‘expressions given by (5.6), (5.9) and (5.12). The expres’sions‘

]
equatfons. They are given below for the three cases in the same drder,

by (5.13) through (5.15).

for the normalized changes in o, and Qp can be obtained from the above

¥

)

B : - .
(—Rj = (28 .1 : 5 . . {5.13a)
Y (-] ] 7] - .
\ P P (1+ —éLE) . ' ‘
and . . ' ) . » T '
g AQ Q N ¢
o R ) (5.13b).
'&\ ‘ ' P
when - '
:EEE<< 1
B 1 P
-“ . .
: . ® : <t » ‘
(2 = ., (5.142)
p . .
. ’ o] \\ "»‘1.
_ i N
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.2 —9-59- '
(,?.P.) = ( ) | ' (5.14p)

e I (“—%-G-E)Z]

(2%2)2«1 - < ¥

B L - A,
: Ty I.,)3;[\1«-2(?)(8 1 ' (5.15a)

aQ Q Q. w. o '
(B * D) G 3+ 2RY (9} et L. (5350)

.
a
N »
~ o - . ) o
\ p . L . : | .
) ) , . . -
B -~
» - " . '
- N -
. .
. «
;0 . ]

Q o - . .
-E 3 _ . ~ ' \ R
;E (B ) <'< 1. ‘ = . 7 o
. : ‘ p
‘.o
2 The expressions (5.13) thrqugh (5. 15) give an ‘i“dea about the
changes in wp ~and Q .from their nominal values. For a.given Jqp .

the changes are of the orders of ' (mp/B) , (wp/B) and (mb/ﬂ) in ‘the

<

threé cases that use CPGA, NPGAZ and NPGA3, respectively

Thus, we note that the f requency up to which the circuit can

be employed without w and Q exceeding a particu'lar percenta.ge

P
variation from their nomina1 values, is extended by using NPGA 2 and

considerably extended. by" employing NPGA3.over the one obtained by u .,sing
C'PGA. In~ order to obtain a mea‘ningful‘ and qu'a.ntitgtixea comparison of
the circ'uits, we proceed as given in the following sectien.

t

oy - .
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. 5.3.1 .Comparison of Bach's Fil'terﬂusjng the Different Unity Gain Amplifiers
e v .

o

’

Hhen there are changes in both «_ and Q ’ as{is the case

P
when the filter uses CPGA and ‘NPGA3, the maximum change. iy the magnitude

of a high Q second Srder transfer function in the passhand gccurs-at’ the )

hl

3.db points and is given by [15] Ten Tt . T -
2, ol ’ n P ' ‘ ’ .
' LI - s
5.16 '
% L—“l 17 [ -
IT mx N s i ar

© ., When the nomalized change in mp is neg‘ligibie and ‘the change.
in Q is considerable as it happens tq be the case nhen the NPGAZ s

o

are used in the network, the maximum change in the transfer function occurs

at ‘the center frequency and is given by [15] °

T Am' b
. o ‘ max
R T e

_a t v

aQ | - ' e B
_al _ r san”

\d -

* i ~

. * Further, it may be noted that the normalized changes in oy
and o are of the samew(dér in (5 13}%-and (5. 15) @  Thus in these cases
for’Qp, > 1 (5 16) can-be further simplified as given below : 1

) ' p) . Wi
. "y : (5.18)
, P e e T
. \‘ . -« . . i . L ﬁr ‘
\ Let the deviation in the magnitude response of the filter in the passband
) &

, v .« be constrained. to be within x% .. Let¥ u Gpe **9nn

maximun operating frequencies that can be obtained empioying CPGA, NPGAZ

and’ “’pN “'be the
, ' and P{PGA3, respectively, ungier the above constraint. THe_n, one can find N
\ / ' - ‘ 3 ' » i . _‘. " ’ ) > ' .

| o o
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) P * ’ ) '
' . ' hnd .o oo o
- a . ' ‘ ) . : @ .
. .
that | ~ . ' -
k, \_ . . - . , ' 0 - .
. < . .
» . . .
. . , 'i
f
4
A
i

LS < . N
. B » ,
@pe ’ o0 X ‘ j/ ‘ (5.19)
| P | -
) ':\ . ! 0; j
s B_ X 172 ,
- - et (oY (5.20) \
R 1 N ) 2 . s e - ! ‘7
. ' and g
' x; ~.173 R ' .= . o
' " w.y *B {(—=3} T . (5.21) o
. PN 100 Q - . . L. ;
! : P | .
° V{Haf'ge’ ) * -.
‘. 2 = o (Y12 ~ (5.22)
' , pc P ™ *
and u ; b .
: 4 X ‘ : ‘
f w a10.Q ’ ’ '
. . PNy 1/3 ‘ _ )
(w ) {_j.__E_} . (5.23)
- ml . X . ~ e l . ¢
é » _For the.filter performance to be acceptable, _;1: _'—I“OO Thus, N
from (5. 22) and (5.23), it is clear that a considerable 1mprovenent can 1
be achieved fn tthum operating frequency of the fﬂter by usm\w” ’
P ' 4
Q- NPGA2 and NPGA3, even for moderate yalues of Q " To cite a partic ar L
‘ exasiple, "’\‘d\em Q = 10 and x =10, - the ratios given by (5.22) ‘an o
.§&~23)Are ?2 3 and 58.5 respe&fve] y. " Thus t@::um“a':p'erating L
* fréqency of the filter using NPGA2 §s 22.3 times the-ofie_that can be.’ -
. M s o
obtained by using conVentmnal voltagé followgrs Ihis ratio is
fncreased to” 585 times when we employ -NPGA3. To put these figures Lo
, » ;\ -4 . * : . g
a - . > b ) - - ’{3}"; '
e N g3 'S s " .

. . : s
APLEN e v - LT o IR IR
. ¥ . e B X - A - i Ry LR
st - R AR W Ry “""étv - H ’W M 11‘@% ﬂw e i



o . into prdper perspective, it should be noted that {n order to obtain a .

n‘ comparable performance from the conventional designs of voltage quowers,
' ‘the OA S that are used in these designs, shou?d have a value of 6B "_- '
.~ product. equal to 22.3 times’ that of the 0A' \nployed in’ NPGAZ and

{

58.5 times that of the 0A' s empioyed in NPGA3. -,
> \ 1
5.3.2 \E&perimental Results ' \ L L
. ——— g ‘ .
N ‘ . S, .
. The Bach's lovaass filter circuit with a nomimal value of

e Q‘p =10 was constructed and tested with a1l the 'three types of voltage

foiiowers The Texas instrument pnA741 OA s along with resistors of 1%
accuracy and capacitors with 5% accuracy were used in the circuit The
GB products of the 0A's were aboui: “2ax1 06 rads/sec. Hith this va]ue of
1; and f are, ca]culated to be

. pc ’ “pn pN
- KHz, 22 3 KHz and 58.5 KHz, respectiveiy, for a maximum “permissible

+ GB product, the values of f

deviation of 10% of ‘the transfer function magnitude in the passband of -

the fﬂter characteristic,. The voltage followers using the configurati‘m

of NPFAZ were realized with just two OA's and those using the configuration
)NP(IS‘“ were realized with just three 0A's and 'two resistors as shown in

- Fig. 4;6: No attempt was made to cqmpensate for the unequal GB products

- a . .’

. » .
' (

The “theoretical magnitude characteristics are shown in Fig. 5 2(a)

_of the OA's.. ' o I

. witha nomi_nai value of the'poie frequency, fp = 5 KHz, along. with the T

experimentally obtained values marked on them. i

* ue note from ‘these charac.lieristics that even though (ng) = 0.005,
the.change in fp of the realized filter chdhacterist‘icgth the use of , °

L3
'

CPGA'?r is about 5% from the ideally expected \Q’]ue and this amounts to a-

. N " ]

/
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change of 508 4n the required bandwidth ¢ 0n the o{ther hand , the magnifude
characteri st1cs obtatned with the use of NPGAZ and NPGA3 fo11ow a'lmost

exactly the desired 1dea1 character1st1‘c

4

- \ . . ' \1
NEEA ' Another set of. readings were Tken at a nominal pole frequency ¢°
e _of 25'KHz . The theoretically expected magnitude characteristics along

e ,with the'experimentaf points are shovm in Fig.'5. é\(b) From this f1gure
_ _one can easily visualize ¢ total fatlure of the c1rcu1t employing CPGA.
_ Aiso, the charactéristic of fhe circuit using NPGA2 exceeds the specified

deviation in the. trapsfer finction mag’nitude at the center freqqency;

.the .change be)g app ximately 14 5% 1nstead of 10% o Thys Q-enhancement

becomes more prbl!ﬁnent with increasmg values of fp
e}

o fﬂter charactemstic with the use of NPGA3 fo]‘lows again

expected characteristic almost exactly o : ) Coe

) ' ¢ ‘o,
¥

K Fl?ﬂy, a set of readings were taken. at f = 50 Kz to - '

compare the performances of RPGAZ and NPGA3 The results'are shown in

I Fig. 5.2(c). One can easily.see the severe Q-enhancement ‘in ‘the filter
.o © characteristic obtdyned with NPGA2. It can also b?obserm “that even
' though we are near the theoretically predicted max lnum frequency, the

- filter characteristic obt'aiined by using NPGA3 is

ery close to t/,pé ideal.

ch'fara,cteristic desireds These results §erve ta d monstrate the superiority

i of NPGA3 over -the other configurations«of positwe in amprlers.

L4

%
From the theoretical study and the experimenta verifications
of the above fﬂter characteristics it can be noted that the-use of
! /
: , NPGAZ ‘increases the operating frequency range of the fﬂter by an order '

° , /of,}magnitude compared to.the one that can be obtained with the use of
e / .. ’ v . ' ¢ ‘ ’ '

~
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CPGA. The use of NPGA3 1ncr‘eaées the fr}quer(yrange stil further and

the maximum operating frequency 1s increased . to about 58,5 times the
k-v one that can be obtained with the use of GPGA;.d This 1s about -3 times
higher than the one. that can be o"bt‘ained with the-dse of NPGAZ. Thus,
among all the amp1jf1er configurations, NPGA3 gives the max imufn operat‘l{\g
frequeney, With this conc]uswn let us proceed to the next/section to

. co;{éidebr another’application wherein we' can compare' the' performance of
P ‘A, . N 4 “ >

'RPGA also along with these configurations.

< *

5.4 AN AKPLICATIONi}QF NON-UNITY (uo > 1) POSITIVE GAIN AMPLIFIERS*‘- v
8 -
W“
The fﬂter circuit shown in Fig. 5. 3 15 a bandpass filter due

to ®allen and Key [6]. Such fﬂters ar% extenswely used in practice .'\

, In this case also, let us assume that the passive components and the
, nommal’ value of the d.c. gain,; uy are properly chosen to reaHze a.
: particular po]e frequency, up | and pple-Q factor, Qp‘ . The design of
this circuit_is entirely based .on [3] If the amphffer gain 1s real
£ and equal to “0 R the circuit will realize an ideal second order bandpass ™

- transfer function, given by the following equntion:

\ ~\ b'). ’
) )i S
T(s) = s" -~ (5.24)
- W 2 j i
st o+ (SR s+ Wl )T
’ Qp

l . “ L) ) ‘ FD
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For the filter circuit that'is now consfdered the equatfion (5. 24) can
be written in the following forq vhere the gain of the finite gain

amplifier is expressed explicigy. o o T
o . Kes f . : :
T(s) = ~— P , _ (5.25)
) .' e {szi-awps +aw§ - bko s} - s .

" where the constants a and b depend épon the dgsig;;; and

¢
[

ag;d wheré Wy » Q . and ug are uouinal values of the“ pole frequency,

: >
pole Q—factor and -the gain of the ampli fier, crespectivd y. To geheralize
the ana‘lys{s, let us now substitute (3. 127} in (5. 25) Then, the transfer
function for the real frequencies becomes .

L ¢
j““’j“’en\,, ) 3 o

T(fu) = —g—p—Bs —
M W Jauay - b ued®y

(5.26_)
p -

< In fﬂ ter appl ications, as discussed earﬁer, one is mainly
1nterested in’ the change in uagnitude of the transfer function and thus '
_we’are zinterested in ‘Iinitfng this change to be within a specifiéd value

"

m the entire passband of the fﬂter. Towirds tlutlend, we wﬂ“l_ have

" t6 find the normalized per unit change fn || and this will be a fuiction

of w . For small chinges.in |T{ ,nne can writeé

L
A

.
- L
e e
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- i, Tﬁ:s; for the transfer function given by (5.26), we- get ’ " 2 .
) . AITI ‘ .
( = Fy (o) (51'—) +F, (..) a8 C ., (5.28)
. - l l ) w/ « ™ R . ) ;
‘ . + -
s ) » . o~ \
. where/ i
b, S v L0 T . ‘ ' .
. * ‘Q \" . . ,’ @'n
T Y e &
T Fle)=(1- — —2 } - y
. b [0- %% am? e
1 N - P P B '
‘ | and . o '
»; . -ty (1= ()
S Lo : P . P -
t : / . FZ(“) = 2.2 . 2 : ) S
' ‘ . Lot ol 2+(abu ) ()
z . mp
b o .ﬁ o . . o
o ‘ ‘ We find that F.(¢) reaches its maximum at ® and this
. ~ ] o o . P
y  waximum value is | T C
. Pl EBRG o (6.29)
’/’/ i o ‘, ’ i . / o '
- . A ‘ ~ \.

whereas Fz(w) reaches its -axinuu at “ (1 ZQ ) (3 db frequencies)
\ \
“in the passband and its max imum value 1s ’

N by Q. - e
. - Po . . ,
C e ot (5.30)




Thus we can write from (5.28),

i

N lTI n‘—ax o .

J R
S TF sl 15 # [Py m\u

- .’ - ’

Now we can substitute the expressions for (s}'-) and (8¢) ,

.: s ' ‘ - v o ) y
eviluated at w = 6, » for the different amplifier configurations in.

max

~

'gar 'value, say x% . \ ,

Before doihg that, it is useful to recaH that, in the case of

(5.31) and detemfne~tmximm “ in each case soch that [a|T}/|T||

does pot. exceed a part

CPGA and NPGA3, ‘the phase change (A¢) affects the performance of the

plifier characteristfcs predom]nantly. Thus, in these two cases, we

. get - ‘e

o

7

Y1
o = | Fopax! W;l
« The magnitude change (ﬁ-’f;). is the predominant factor in
changing the amplifier chéracteris:ics of NPGAl, NPGA2, and RPGA‘\.\ In
case y, < 2 , NPGAl is no§ realfizable and when Ma ;2 , the analy;is
. of !lPGM ‘and that of NPGA2 are same. In any case, in such cases where '

(%E) is predomlinantv, we get
< 6 N




At this point, it should be noted that (5/32) or (5.33), as the
case may be, is not on1y appiicable to the application that fs considered
now, but,also’to any other filter for‘uhich the decomposition indicated
in the denominator of (5 25) is valid. This includes a large variety of
singie amplifier Towpass, highpass and bandpass Sallen‘grd Key type of
filters. Let us now proceed to compare the perforuances of the different ,

. amplifier configurations by obtaining the maxdmum @ 's  with“the use of

. (5.32) or (5.33) as the case may be.

5.4.1 Comparison of the~Sa11en‘and Key Filter Circuits using the Different
‘ Amplifter Confiqurations . \
Y , n \

‘s , we can writg, from (5.32)

v

Proceeding to find the maximum o

) p
xr ‘and (5.33) | '
~ s .

" xR (5.35)

. - . ‘ " ~“

!

in the'appropriate casés At this stage, "Tet us recall a‘statement made
- earlier in séction (4.6), that the phase and magnitude changes in the

amplifier characteristics affect differentiy the performance of the filter

circuft. This is evident by comparing (5.34) and (5.35). - ﬂouever, the
.comparison that was made earfier'inysections (3.8) and (4.6) as to the
bandﬁidths,depended on'thg change in the transfer function ( ) , whereas




here the max‘inum operating frequency, ;hat is of interest, is based on -

' 8|7
the change (l—l—) It is easy to ,./shou that
T e - B

ATl

\ ‘ . . ‘
. AT i
\\ < 144 . |

‘ kS 7| T
\‘ N ‘

This is the reason; why the estimates in the cases of CPGA and NPG;\3 turn

/

out to be pessimistic. ,

N

°The changes A¢ for CPGA and NPGA3 are available from
., Table 3 .3 and (4.33) respectwely \The changes (Au/u ) are avaﬂable
From Tab\e 3.3 for both NPGAZ and RPGA.. Using these changes afld (5.34) .
and (‘5.35), we can find the maximum mp"s that can be obtained in each, :

case. let o and WoN be the maximum operating frequencies

pc * “pR * “pn
Jobtained by using CPGA, RPGA, NPGA2 and NPGA3, respect1vely, in the .

filter circuit. Then, they are givep/by the foﬂowing

B¢ 2x > ) - ~
: (—) ———— , (5.36)
< Fpe = N’ oo 1obQ,) :

e AR

S ‘ T

b | E'f ) (100 1obQ,)

T~

B { X }1/2

w = ( ——,
pn Mg
’ <0- 100 uonp

and
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(-By (—2x 113" - ' (5.39)

w & (-
PN "y , -
[¢ ] 1 00 E]Jo pr

Ly
. ¢ \ \
R .
.

where E;S and? uobqp.>> 1 4n practice. ) ) C
\ Kj - \\'\ ! . '
Since {x/(loo Uy bQ )} is a' small fraction, it is evident

from (5 36) through (5.39) that the max imum operating frequencies of the
filter circujt using NPGAZ and RPGA will be higher compared to'the one

obtained with the use of CPGA. Further, the greatest. increase in the

© maximum operatfng frequency ?s attained using NPGA3. To quote an example,
taking the design given in [3] for our retwork, Qp =10 and = 1.55°,
' gobdp = 46.5 . ‘Suppose, the value of x i§ fixed as 10 , as was done

in the previous application, then we get'

fpcuz.skuz" - : ' © Y

fop = 222 ‘l(‘Hz o . -

fon = 29.9 KHZ' } (5.40)
and | “\ 'j o \ . | -

o 61.35 KHz R )

The value/of B in the evaluafion of éaqh of the above has
been assumed to be I;axlos rad/sec, whfch is fypical 0 the‘GB product
values of uA?41 . However, computer’ simulatrons sho that these values
are 2.8 KHz , 21.5 KHz , 28.5 KHz and 52.5 Kiiz respective}ff for crea,
RPGA, NPGA2 and NPGA3. These results are ;uite cloge to the predicted

ones except in the last case. The error in the last case is due to the

fact that the magnitude er;or (Au/po) . which hag been neglected, also

Ll

<
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X

.value of Q = 10.0 . The theoretically expected magnitude characteristics

. maximum deviation is well within. 10% . The one with NPGA3 closely follows

1mg e

\ r4 . ) A e
Lo . , . : oy ‘
contributes “to some extent, especfally-at high frequenches. A -

o E .’/ ) , ol G. ‘ ; >
5.4.2 Experimental Results . fRy . ‘ -

4 ) R . S
! © The sallen and Key filter circuit empldying gvea, RPGA,"NPGAZ
y N -
l NPGA3,  were all realized by using Motorola.“uA741C OA's with a

nominal value of the GB product equal to wayb rads/sec. The circuigs v

were built with 1% resistors and 5% scapacitors to reaiize a nominai

uili all the four amplifiers along with the 1deaily expected characteristic
with a nominal pole fiequency of. fp = 10 KHz afe shown in Fig 5 4 (a).
Experi;entally obtained pgints. are marked on these»curves. It can be
seen’that the magnitude characteristic u@th:the use of CPGA is widely

different from the ideally expected one, whereas the characteristics of .
the filter circuit employing RPGA, NPGA2 aud NPGA3 cipsely follow the

1deal one. Another set of characteristics at a nominal uaiue’ot fp = 25 KHz

are shown in Fig. 5.4(b). At this- frequency also, the characteristic

using CPGA in“the filter circuit differs widely from the ideal characteristic
The performance of tﬂe circuﬁt employing RPGA-exceeds the specified
maximum deviation of - 10% from_the ideal characteristic. The ‘characteristic

with_ghe use of NPGA2 also deviates from the ideal one. However, the

. the desired characteristic. A final set of charagteristics were obtained / .

at fp = 50 KHz *and these are §iven innFig 5'h(c) At this frequency

no meaningful result could. be obtained USing CPGA and the filter uﬁth *

RPGA simply oscillated dle to severe Q enhancement, even after grounding

the input. Thus,‘the characteristics with NPGA2 and NPGA3 are only given
¢ L

\)
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‘. along with the ideal on€. The expgr1mental points are marked on these
| \curves. It is remarkazle, however, to observe that at this ffequency
too, the fi]ter‘characteristic with the use of NPGA3 follows qd1te:élosé1y -
~ 'the ideal chi%acterfitic: The above results again convinc1n§1y deﬁonstrate o

. # .
the superiority of NPGA3 over other amplifier realizatfzns. '

»

v - ;ﬁ‘ * .The . filter characteristics were obtained with an input signal

of 10 mv . The'd.c. supply voltages to the OA's were maintained at

C£12 ¥ - At/this stage, it is resonable to inquire into the signal'hagqling
capability of these filter circuits. This will be/discussed at 1ength
/'QF the next section. Now we shall examine the effect of power supply °
“*voltage variations on the fiitér responées. The power subpl} voltages °
i ,‘ were ;ncreased‘from £12 VDC to 18 VDC . Over thia range, E;e GB

Broduct changed, on an average by 11% . The changes in. the effective pole

frequencies and pole-Q factors were measured.for all the fijters at

f = 10°725 and 50 KHz . These results are given in Tables 5.1(a),
5.1(b)-and 5.1(c) . '

\

o ‘ Before taking a close look at tHese figures, let us recall a'
comment made by Mostchytz [15] that "frequency stab11i;yﬂis'far more
‘(at leapt 2Q times more),cruc1a1, for both amplftude and phase gesponse
of-a_second order network than the Q stability". Examining now
- j&able 5.1(a) with f; = 10 KHz , we observe that the pércentage change . —
in fp for the filter circuit with CPGA is.the worst compared to-a{} f |
. ' other filter cirgyits. The combinéd‘effect'of thé.chgnges in both,-fp ' )
- ) and Qp is mu@ﬂ%lgwer,in the case of the filters using NPGA2 and NPGA3
than in the%ones cbrresponding to RPGA and CPGA. However, it may be noted -

S~

that if frequency stability alone is of consideraiion,’then the circuit

. R
. . R
.
. ' , A
. . ‘ o
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nof RP@( may be desirable.:

Now moving to the nexf table one can easily note' tha{ NPGA3
- ﬂrfoms very well even’ at 25 -KHz because of the very low changes
1~n fp *and Q Though qm_changes in fp s corresponding to t .cases

of NPGA2 and RPGA, are lower than that of NPGA3, the changes. in. Qp. are

quite large. These 11-;1?. the operating frequenciés of _,ihes‘é filters.

hoving now to Table 5. 'I(c): the  changes in  f_ and Q ?or ilPGAB are :

Targer nou but .still. acceptab1e. It 15 alSopobserved that the fﬂter
icircuits using CPGA and NPGA2' are severe1y affected by the variations

in the power supply vo‘ltage In the fomer, the poor performance is due

to the significant effect Qf f ~ while in the‘htter, it 1s due to tdhe
‘ qgtrong influence on 9 K of the varfations in the power supply vo1tage.

Howeyer, as discussed shortly before, NPGA3 performs quite well at this

3

high frequenéy also. The frequency shift and the Q-enhani:e'ment can be

 ° avoided by appropriate1y at¢counting for thesezsffeéts. The designer, .
however, has no coptrol of'er these changes themselves. Thus the
auplifier configura 1dn of NPGA3 again appears to be the most desirab1e’ :
“of all ‘the positfve &in amp‘lifiers o - B

]
s

t

Let us now proceed to compare the signal handling capabﬂities

" of the filter circuits emploﬁng the differept amplifiers. This compar{son

. will be done only briefly based ‘on sodie experimental results.

°

.5.5 SOME RESULTS ON THE SIGNAL ‘HANDLING CAPABILITY

-

It may appear that the signal handling capability of the fil‘viter
) wr

T

circuits may be reduced sfgnificantly.as the number of OA's used 'inqr:,eases.'
However, it may also bé noted that the OA's are not connected ip/téndeu,




_when ¢his is 1ikely to happen. "The additional OA's are Connected in the
feedback patbs. Further, tiese OA's often have their own self feedbacks.

. Thus, it is no% unreasonable to expect that the signal handHng capabilities
of the fn*’temcircuits ellp'loy‘ing the new actively compensated rea s will

" not be drastically reduced. A few experimental r:sults are now presented

that tend to suppbrt the above conjecture. These results werg obtained

.
wit-h the Sallen and Key filters discussed in the previous section.

/7  Let us first cons1der the filter cirCuits designed to operate .
at fp = 25 KHz . At this frequency, the fﬂter circuit with RPGA started

osciﬁating when the input signal was increased beyond 120 mv (rms) .
No such difficulty was experienced with the filter circuits employing
CPGA, Pf?ﬁAZand NPGA3. The dutput signals were only distorted when the
fnput signals were increasedqneyond 200 my , 200 my and 100.mv in
CPGA, NPGA2 and lj!"giAZZa,~ respectively. It fs to be noted that the
"berfomance of NPGAZ (two OA configuration) is the same as that of the
CPGA with reférence to the signal handling capability: l;'lso we note
that the signal handling capability of the filter using NPGA3 (30A- /

- configuration) is comparable to the one of CPGA. ¢

o, “ \ - .
] "To get further insight into their operation, each of these
aanf‘Iers, with the nominal gain of By = 1. 55 was isolated from the
. filter, circuit and then tested for their signal hand1ing capabﬂities
pefh at 25 KHz and at 50 KHz . These results are given in Table 5.2.
A study of this table revealé tnat' the signal -handiﬁig capaﬁﬂ-ilties of the
_amplifier units with 20A's and’ 30A’s aré lower than the one of CPGA

J
(the conventional design). However, the reduction’is no] significant.
P ‘ \ '

t

b . : ’(
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TABLE 5.2. SIGNAL HANDLING CAPABILETY OF THE DIFFERENT AMPLIFIERS
“FOR My = 1.55°

Amplifier - Max.’ Input: Signal for Bistortion
Configuratiop at the Output

T at 25 KMz .at 50 Kz




The ahove{results seem to indicate that the signal handling
capab111ties of the new amplifier configurations are not significantly
(different from that of the conventional amplifier configurations. "A

s\mi]ar comment applies to the circuits that use them.

5.6 CONCLUSIONS

v

In this Chapter, two applications of FGA's in active-RC

.filter circuits, namely, Bach's lowpass and Sallen and Key bandpass
filters, have been coﬁsidened. Through thegghaﬁplibations, a comparison
of various amplifier conflgurations in extending the operating frequency'
range of active-RC filters has been attempted. It has been shown,
through the theoretical studies as well as experimenta] verifications

dgf-the two circuits, that the two DA configurations extend the operating

} |
Y
&
H
i
%
Y

ifrequency ranges of the filters by an order of magnitude or more, while
the]circuits emp1oying the 30A conf1gurations have these ranges,

- extended even further. 1In the applications considered the extension
in the oberatiﬁg frequency is a minimum of ‘10 times and a maximu? of
60 times over the one obtained with the‘use of conventional realizations..
Thus,.clear1y the operating frequency range of the class of filtere
requi%ing FGA's can be considerably extended by using actively compensated

FGA's.

- Fi . —

In the above dpp1ications,\the designs of the filters were
adopted from elsewhere. As these designs assume ideal FGA~characteristics,
they are incapable as such to compensate for the non-ideal OA characteristics.

’ . " A
-The only way, as has been shown, to improve the performance of these’

c1g§h1ts is to improve the characteristics of ‘the FGA's themselves. On the

——t «
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other hand, given a particular filter configuration employing a set of
OA's (with finite GB products), one can also attempt to derive the

design values of the circuit elements 1n such a way as to maximize the

[

operating‘ frequency range of the filter subject to a set of circuit

specifications Clearly, this -procedure if suc’cessfu‘l will minimize

, ~the effect of the finite GB products of the OA s on the circuit response

and hence will result in an extension of the operating frequency range

B of the circuit. The practical implemen_tation—ef—thi S philosophy forms

the subject matter of the next chapter. Y 4 0 \
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"~ CHAPTER VI L:f C
OPTIMIZATION OF ACTIVE-RC FILTERS |

6.1 INTRODUCTION s

- order

It has been shown in the ‘previous chapters. that the pwformanée

.of the conventional designs of FGA's is restricted+by the first order

term of (w/B) . Consequently, the performance of active-RC filters using
these FGA's will also be dominated by the first order term of (w/B) .
Tt?is is the reason why the operating frequenéf range s’ sqQ seJére\yl

Hmite_d'in the case of the filters that employ the cbnventiopal FGA's.

This dependence on the first order térm can be eliminated by designing

_ fﬁter/s employing the actively compensated FGA's suggested in this thesis.

Specificany, the use of second order FGA's in—the filters will eliminate
the d ‘gendence on the first order term of (w/B) . Further, using third
lfFGA'S will not only remove the d;ependence of the filter transfer
f(mciL n on the first order term Of (mlg_) - but also on the sesond order
term'(of he same. However, in al"'l such schgmes, the maximum operating
frequency will still be restricted by the higher order terms of (u/8B ‘) ,

sm%}s by the second and higher order terms in those employing second

0fder, FGA's; afid by the third and higher order terws.in those using third

-drder fGA's.

i

!

There is another way by which one n;ight attempt to improve the
. . - ﬂ ,
t_u\igh frequency performance of the filters. In this technique, the effect

of the finite 68 products (for exa;nple on w. and Qp) i~is minimized by

p
introducing additional elements in the circuit. It {s apparent that this’

» *
i R ~*~
- . !
- . .
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is a compensation technique for the overall network as opposed to the one .
. discussed so far in this thesi§, namely, the one for the active etemgnt.
Several methods hav’e"a'l ready been reported in the literature [25, 29, 30,
o . 39] along this 1ine. However, all of them attempt to minihize the "circuit(
\ depend:nce on the first order term of (w/B) . As mentioned earlier, the

improvement in circuit performante in such cases willibe prevented in

‘r:ealizing its full potential by the higher order terms of (w/8) .

3

o It is thus logical to seek a design procgdure where the values
of thg circuit elements','particﬁlaﬂy those of the t;ompensating ‘el‘ements,
are chosen in such a way that the‘ overall gffect of'the GB\%roducts of ‘
the 0A's, not just the effect of the first order term of (w/B) but also
~ that of the higher order tern;s of (w/B) , on the circuit response is —
minimized. Only such a procedure éan realize to the \fu‘H’est extent; the
improvement in the operating. frequency range of a filter for a given type
of OA(7 ’C1ear1y, a closed for(*n“r\nathematfcal sd]ution to_this problem is ~
‘ not feasible and an optim‘ization\p\rpcedure. should be attempted. This
optimization tecm{que ;hould try, in effect tc; “match” ? amount of
compénsati;m to the properties of the filter circuit at %and, in the
Q process delivering tﬁe optimal values.of the aircuit parameters, including
t_hose' of;“the c0mper:sat1ng elements. Obviously this technique can only

. be .used for a specific circuit configuration with a given set of

specifications. &5

e

The purpose of this chapter is to present three optimization
algorithms. Each of these algoritims can be used to maximize the operating

. frequency }ange of active-RC filters that employ OA's. These élgorithlfs

are also compared as to the accuracy and the required execution time by’

' ~ 'Y ,
considering a particular application: f

.
¢ +
.
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6.2 PROBLEM STATEHENT AND ALGORITHM I

Ry
a

In this sect'ion, the first of the three gptimi%ation techni%es; \
termed‘Algorithn I, 1::: presented. - In all the three techniques, the goal'

is to .mihiniize an error functg«tn, .F . In this process, the design values
of the circuit elements are obtained_ such that \a max imum frequency range
of‘dpgra‘tion of the cbnqerned circuit is achieved. The minimum value *
sought for F is zero in each case. As the basic philosophy is the

112

same in each case and as all th\e techniques seek to solve the same prob]em, _

1t 1s.not surprising to find _that'all of them have many steps in comon.

However, the teciques are different from each other in the crucial

-

aspect of the actual foMulation of the error function, F . Consequently,

this function is calculated differently in each method This being the

case, there are important differences too in many respects, between the

techniques.

T\ms, while presenting Algorithm I, an attempt is also made to
develop the basic steps that will be found to be common’ to all the three

techniques.

Vo The objective of the optimizaﬁon 1s to maximize the operating
frequency range of active-RC filters subject to a given permissib]e value '
of dev1ation of the response from the desired one. As discussed before,
in filter app‘i i’cations one is interested in keepipg the variation‘s of the

magnitude of the actufll transfer function from the desired one within

acceptable 1imits. I;w particular, the passband of the filter is more-

i

important. - Thus, the problem can be stated as follows:

e o4
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Wzé the apmnj}zg frequency range such that the deviation |
in the magnitude of the actual trmlafgr funation (which ineludes thé ef‘;'ecta
of 5he GB products of the‘ OA' '8) from that of the idgally desired ane. ‘{:8
within.a specified ij@t in the entire passband 6f the filter.

—

"

__—The Et;ove probl em\statement is independent o the order of the

filter or the number of OA's employed in the qircuif. However, in this
tﬁesis; we shall consider the case of anly a second order filter. -Any /

'+ -second order transfer function can be written in the following form:

“

T,(s) = —Ms) SECATE
2 4 ((—Tﬁ) s + “’,2: :

~

where the form of N(s) depends on the tybe of the filter, such as
lowpass, highpass aﬁd bandpass, etc. .In‘ practice, the actual transfer
function realized, Ta(s)‘ will be different %rom T;(s) due to the finite
GB products of' the OA's. In this case, the ab‘ovevo\bjéctive can\ be | f/
restated as follows: \ 4

L ]

Maximize w, (yith proper choice of circuit pardmeters) such

that the deviation in the magnitude of T (jw) , that ie ITa(;im)l i

"within a certain percentage (say x% ) of lTi(jm)l s/a8 given by (6.1},
in the entire passband of the filter.

-

ket w,, be the max imum w, UP to which the circuit cin be
operated.\ Ihe above problem statement then means that'
. ‘ 3 1
[T, G =[T Gl
- < (yop)
LT
‘ o~

3

»




frequencies up to

. a function of frequency o ,

in the entire passband, for eyery W in the range 0 < o £ Wpy This

is because the aim-1s to minimize the effect of the finite GB products of
. . P N v

the OA's on the filter respdnse over the maximum possible range of

¢h the filter may be used and’not just over a given.

-paésband for & partficular o . .

P
The Algorithm I can now be implemented by following the steps

described below jin order.

1, Start with_\a'small vaulue of w_ , with a proper choice

p
of the circuit parameters as variables.
2.' Calculate
T .
e = ?q' - 1 ‘ -a . *
i ,
. !
" where
- I
~ ¢ " 100

and Ta and T'l refér to the magnitude responses of the actual transf?r/
function and the ideally expected one reépectﬁely; x 1s the magnitude of the
percentage Qevtgtioh allowed t the passband. This quantity e will be
or a.gi.ven wp
3. Calculate f = J‘ezdw R '
W

where W= {u: w_gqp T Zugqp} O {e:e> O and where g4y, and

“3dp refer to the lower and upper 3db points of the filter characteristic

between which the passband of the filter lies. 'Itxlfsngow be noted that _

LR



- 210 -

. the “integration is carried out only in the region where .e > 0 . ~fh order .

to clarif}‘the' above step more fully, let us con\;idEr the filter characteristic

{ ‘ curves shown in Fig. 6.1(a). The magnitude chard/cteri‘stiq\s I and A *
reprssent the idéal] y expected and the actual characterjst!cs of a second
order bandpass filter in the passband of 4nterest. U and L reprgsent

the upper and lTower 1imits within which the actual characteristic A is

supposed to Tie so that the error in the acfual magnitude characteristic
é from the ideally desired one will be within|a specified percentage, x% .
5 \ ‘

The step 3 corresponds to the hatched portiom\of- this diagram, where ey

and Ti are marked for a particular frequency, ‘ .- From this e2

W _
ere e > 0 and this is c

can be calculated in the range of frequency

shown in Fig. 6.1(b). The step 3 above will give a value pmeoriional

to the area under the curve shown in Fig. 6.1(b). ! S

In Algorithm I, this {s the crucial step in the formulation

of the error' function to be minimized. The other two alﬁrithns are
different from this one in this.step only, as will be seen later.

! - ’ ' . w!

\‘P

' 4. 0 I : ‘
btain o F\ fdloy,) ‘ ‘
L 0 .
. . \ )

\

The above step (4) \is necessary to ensure that the e/rron function
" to be minimizéd takes into account the passband of not only a given filter
designed with a particular pole frequency, u but also of every filter ‘

P
) desfgned with any m;\, suc‘h tlput 0< Yoy gmp .

5. Mjni}ize the functioh, F using any one of the standard

s
techniques such as the one given in [46]. - The minimum value of Fuin?
: » . . i . “\
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F16. 6.1(a): A Pictorial Representation of Step 3'in Section 6.2
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should be zero for a proper choice of the circuit parameters.' A zero -
value of "F ..~ implies that e < 0 1in step (3) not only for all w

between “-ﬁdb and W34b *for a given Yo and it is true for any Uy

'

such that 0 < oy ,<_u.|p A

-

6. Increase w, in small steps and go to step 2. Repeat this

cycle till Fmin can no loriger be made zero by any further increase in
. . A

P

the value of w_ . “Exit the éyc]e at this stage.
The non-zero value of Fhin implies that a set of values of

the variables (circuit parameters) can no longer be found such that
@0 inthe frequency range w_sq < g wgyy fora given wn and

for all Upy in fhé range 0 < Yoy ;ﬂmp .

-

/

.

7. Note the maximum value of w_. , w fsr which FJ is
N P pm mi

zero. This value of wom W11 be the maximum usable frequercy of

oheraiion of the fdlter. The values of the variables (circuit parameters).
N,
corresponding to this\\mpm will be the desired and optimum values of

the variables.

”r

The above steps are summarized in the flow chart shown in

Fig. 6.2. A few additional details are-given in the flow chart so that

the initial step size can be 1agge and be decreased(zg,sma1l values as

. (I
Yom is approached, The steps 3 and 4 are included in the box “"Calculate
\new F and minimize F".- A1l the seven steps and this flow chart can

be‘p;ogrammed easily in a computer.

Before using this Algorithm, let us consiqer a simplification

of the step (3). The simplification will lead us to Algorithms II and III.

. o\
v
o .'L_,.,a,.--.—-»-_—-‘- o eem Y e
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These simplifications are aimed at reducing the co-p’utin'g time 'requi‘red;

s

To 1uple-ent step 3 in the Algorithe I in a computer, it {s- required thatm_

the/\sband be divided into sa1‘l intervals, say N and the ugnitudes, N

-

Ta “and T1 of the actual and {ideal transfer functions be evgluated at
(N+1) frefencies. 'Thelremired value of ‘N depends upon the desired

accuracy. However -jn practice, for a" ‘reasonable accuracy, it has been

found that ‘N must be chosen as high as 20 or more. Then.at each frequency

. o ‘ . -
T Ca : : |
- |- 1] = . (6.2)
1 “ * s i iA - -
and the %Jantity f 1s found using the following; S o B
. 2 ) ” . oo .
1 e - ' , - (6.3)
el | . .- <

where 1 = {i:e >0} . To get one value of f , the transfer functions

1
are to be evaluated 21 or more times. (Clearly then if the value of
N can be decreased without significantl y affecting the desired accuracy,
the required conputing time will also be reduced. To achieve this, let

us note\that the quantity given by

\ . .

* = a - ’ - L ,
‘\”Ti— 1 , “ (6.4)
I . = " '
is a “function o,fL w, Thus, if the frequency at uhjch the max fmum value
of |€] occurs in the passband can be located, it is sufficient to

calculate the value of |E] and the error magnitude, e = |E| - at

A}
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«different from the desired one. Howéver, if the max fmum permissitﬂe

/ deviation of the actuan characteristic from the desired ope fs Timited

.
!
f
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this frequency to evaluate ‘the function, f . m; is because, if the

" error e€> 0 , then it implies that the magnitude chara'cfegistic of the
actual transfer function exceeds the 1imits set l‘:y‘“either U o L as
shown in the Fig. §.J. However, i:y 1imiting the da;imm of |E| to be ' .
within a , we are assured that the error magnitude at other frequedcies

fs also’ within o . Thus, one has to find only the frequencies at which

wd

(/7= 1) s most positive and most negative.’

f

As one does not know, a priori, at whiﬁne of these freduencies
e = |E| -5 > 0, in general one has to evaluate the transfer functions at
both these frequencies ‘ However, it should be noted that the amount of
computing time required is greatly reduced because of the considerable
decrease in the number of transfer function evaluations, viz., by ten .

or more times. This reduction is achieved at the expense -of some added
R ’ ) 0 EQ +
complexity in Algorithm 1. The Algorithm I is required to be fflodified

L ]
so as to find the frequencies at which E , given by (6.4) is most negative:

and most positive.. This modification resuIts in A1gor1thn I1 which is

discussed in the next section

r

. 6 3 DEVELOPHENT OF ALGORITHM 11

LIS ' . N

LWS assume‘ that a filter is designed to yield a transfer

q

function of the form given by (6.1). The effect ofﬁ\he finite values of
the GB products of the OA's used causes the actual transfer function to

be of a higher order  Thus the actual filter reSponse may be quite

to be within a few percent then within the passband, ,th/e filter response




It

ipn be approximated by the one given below:

Y

7ﬂ,; ’

is naiztzfdecfde}\gz\the dominant pole pair of the actual transfer function,

the other poles being far away from these poles. Under these ‘circumstances,

.

to be of a second order, the coefficients of which are determined by the

the denominator polynomial of the filter transfer function may be’assum

.dominant pole pair.

The numerator polynomial, say’ N'(s) will also be different
from that of the desired one, due to the effect of the finite GB products
of the aA's. However, in most cases, the dominant roots of N'(s) are
very close to those of N(s) , uﬁiIe the additiqnal roots: if any are _
far away from the dominant ones. Thus, without any ;ubstantial effect on

the transfer function, it can be agsumedﬂthat N'(s) = N(s) .

Let e and Qpe bg the effective pole frequency and. pole

qQ ‘of ‘the actual transfer function. Then such a transfer function

)
{ L

T(s) » —Hs) ‘ (6.5)
2 e 2 2
.. g s + (-Qﬂp;)s +4mpe

3 . "
! t

Once we approximate the actual transfer function as given by

(6.5), then it can be shown that for a given w_ , the frequencies at

P

which the error E = (Ta/Ti - 1) becomes most positive and negative are
\ 0 ~
given by the solution of the foltgwing equation

Ay +By+C=0 (6.6)

where . - ' : ‘ .



-

. .28 -
= 201 1 B
A =21 PY"E{(q 1)
p

B = 2(q2-1)

)

C = 2p(1-p) 4}3 (p - 3‘-

| P
w ) . ‘ ‘
p = (B8 )
p ' o

q*(-E). ' - .

= (8 . :
X (“’p) . | ,

) ' - i

From (6.6), Jt is possible to shoy that when « = wy (p )

pe
the frequency at which the maximum deviation occurs is at w =. wp . ' For

large Qp values, when Qp = Q (q=1) , the maximum deviation occurs

~®

K efther at m’mv or at w_ . ¥ 4
& pe P ‘ . ¢

As one will not know beforehand atout the nature of the
values-of p and q, we will have to solve (6.6) in general and obtain

‘the positive values of y , since yg x® can not be negative. The
. so‘lution of this equation requires the values of A, B and C , which

in turn require the values of w , and Qpe for a given set of values

pe
Ald Q . A1l these computations-can be implemmnted in a.computer. _

The step 3 of Algiritm I has to be changed suitably so as to 1mp1ement

‘l
-
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the above coésiderations. The required modifications are only giv'en'

below,

3(ay From the coefficients of the denominator polynomial of

,the actual transfer function, determine the values of o and Qpe .

pe

+

These coefficients are required at any rate for the calculation

of the transfer function magnitude. The values of. “pe and Q g can’

be calculated through an iteration process [5]. In practice 1‘t has
been found that ’e or two iterations in this technime yields very good
accuracy in the computed values. For this purpose a subroutine was also
developed and used. The flow chart for tﬁe subroutine is given in

Fig. 6.3. - -

G’
.8

3(b) Solve (6.6) to find the frequencies at which the &rror

given by (6.4) becomes the most positive and the most negative.

»

3(c) Calculate the error magnitude |E1| = !Ta/Ti'” at the
above frequencies which are inside the passband. /

4 !

3(d) Use (6.2) and {6.3) to evaiua,te £,

, When the above 4 steps replace step (3) in the first A’lgorithn

thqt is, A1gor1thn I the second algorithm namely, Algorithm II 1s

obtained. 1In this algoritm, the number of evaluations of the magnitudes

i

of the transfer functions are reduced at the expense of additional steps

namely, 3(a) and 3(b) given above. ~ //’

/
For wvery highly selective filters, ‘the opti/z/iﬁg algorithm.
can further be simplified resulting in additional saving of computing time.

Before considering an application of Algoritim II, this simplification

e P e A ——— - — - Rt . BPT W e+ S S - Pt s o u e PR DR Y R
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* .
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will be presented yielding the final afgorithm.'that is, Algorithm III,
4 Sy e

6.4 DEVELOPMENT OF ALGORITHM I1I

The actual transfer fuﬁction has been approximated by a second

_ order one in the previous section. This/processiis carried further in

Q?this section. The secénd order approximation of the actual transfer
’function becomes more accurate when the nominal pole Q-factor, Qp\ is
large.

K
LY

Thenngnitu&e response qf a highly selective network can be
closely approximated in the’passband by a bandpass second Grder transfer
function T(s) , that is, by a transfer function of the-form given by
(6.5), where N'(s) = H's . It has been shown;[15,47] thap with changes
in both w, and' Q, IAITI/ITI! or (4¢/¢) where ¢ = Arg T(ju) s
maximum at the 3db points in the passband and is given by

sl " |
—T;Ti4max ) A%T‘m‘ax | |
, " _ = ;%&4 +Q, ffgl ‘ﬁ j (6.7)

W
In case there -is no change in @ (i.e.) Awp = 0 , the maximum change

p

fn |T| occurs at »_ (as shown in: the last section also) and this is

p
—%E{ ) - (6.8)
p

max. g S —

8| T|

AN

7

* \ ' . 1 '
This algordithm is essentiilly the same as the optimization procedure
given in [45]. |
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The above eﬁpressfons giying the maximum deviation in the -
magnitude characteristic of the actua] transfer function from the {deal

one can be used 1nstead of evaluating transfer functions as was done in

the previous two cases. Further, for evaluating Aﬂp and Awp one can
also use.the subroutine that was used to find Q and "’pe in
Algorithm II, since
aQ. Q N :
3 ._.E. = e -1
%
- \ - \
and m > (6.9)
Aw . :
_E‘z ?—E -1 : ’ N ¥ 5 . 3
“» % . < - 3

J

Now proceeding further to give the Algorithm III, let us . }

define two functions G1 and G2 as follows:

| aQ ) 3
& = |-3:] | . - e
and | ) S ) (6.10)
y

Then the equations (6.7) and (6.8) become as follows:

A|T| | G, - ' R
TTT' \ =2—+G2 | /‘\ | \/ (‘6.11) ) .
max .

and




. ——t . {(6.12)

)lm

As it wﬂ{] not be known which of the above two expressfons are

to be use& beforehand in evaluating the function 'f' fin step (3) of
Algoritim I, we have to use Poth of them. Thus, let us define

i | |

G ' . h
e =gl +6y -0 . (6.13) N

and . | .

‘e\z = G,l -a _ . . i / (6.14) .
With the theoretical background given above, we are ready to
discuss the steps for the Algorithm III. As mentioned before, the on‘ly

change that s required {s in step (3). Thus the necessary modifications
in step (3) of Algorithm I are given below. h »

| . 3(a) - Obtain Woe and Qpe and use (6.9) through (6.14)'to

evaluate | ?] anq e, . -

( (b) Use (6.3) to evaluate £,

3

Thus replacing the step (3) in Algoritm I with the above two
steps, the Algorithm III results. It should be noted that in this .

algorithn the transfer function is not evaluated at any stage. Thus,

in terms 05 the computationa'l effort needed this is the fastest of all
the three g]gorithns

|-
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Beforé mpar;(ng the diffe’rent algoritlgs, let.us first consider
an application of these algorithtms to {1lustrate how these can-be used

A -
advantageously in extending the frequency range of active-RC filters.-

W

6.5 AN APPLICATION OF VARIOUS ALGﬁE}THMS . a 1

The algorithms developed in the previous sections can be used
to improve the high frequency performance of any type of actiié-Ré filters £
that ufe 0A's not just of aﬁy particular type such as the ones using FGA's.
To emphasize this point, the filter circuit of Fig. 6.4 was chosen for
optimization. This is an actively compensated double 1nt§grator Toop, h

recently reporﬁgd by Reddy {39]. - “ .

Reddy chose the paramgfers n and b shown in Fig. 6.4 as

4 and 1, respectively and this choice eliminates only the first order

effects of the GB products of the OA's, However, in Algorithms I, Il and -

III, the parameters n and b are assumed to be variables.

Assuming :uA741 OA's with a typical 'value of GB product of

2nx106 rad./sec. and a value of 5 for Qp the maximum frequéncy of .

-

operation f_, for a maximum change of 10% in the' transfer function

P
in.the passband is found to be 26 KHz for the chdice of n =4 and.

b=1. Using the thyge algorithms discussed we get the optimum ého1ce

of the parameters and the maximum f 's as shown in Table 6.1, for the

P

rs

same values of o , GB products and ,Qp .
¢

The effectiveness’}f the
optimization procedures for the filter circuit is obvious from. the

Table 6.1, The maximum operating frequency is extended from 26 KHz

to 74 KHz , which is about 285% . ~ o

g
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' To verify the results obtained, -the filter circuit was designed

.

:

and tested with a- nominal va]uelgf Qp’= 5,0 at the pole frequencies

with nominal values of 26 KHz and 74 KHZ . The e]ements that were used,

were il%‘ resistors and 2% capacitofs, Motorola uA741 0A's, whose
a‘nomiﬁal GB productﬁ”is 2nx106 rad./sec. were employed in the circuit.

One can eaéfi} notice from the Table ‘6.1 that the values of n and b
" obtained using Algorithms I and II are almost %gﬁe, the differences bg{ng -

Tess than 0.2% . Thus, the filter was tested only with pair; ofivalues;
“obtained from Algorithms II and‘III, and with the pair of values suggested
. by Reddy. The fheOreticale expected magnitude characterfgyics along

with the ideally expected one are shown in Figs. 6.5(a) and 6.5kb) at

(4

o ﬁbﬂ = 26 KHz and fon = 74 KHz respectively.. The experimentally obtained

points are marked on them.

-

[}
) ' The foregoing results, both theoretical and experimental confiym .

-

" that the optimization techniqué extends the max imum operating frequency

& range significant»ly.m ' B

. . o The maximum fp s that are given by the quferent algorithms

being about the same, the question naturally arises as M which one of

)

+these algorithms should be used in practice. In otder to answer khis

question, the performances of these algorithms are comparl& in the next

—ey
[ ]

section through the same application: .
‘ ‘ 4 —

6.6 COMPARISON OF THE DIFFERENT ALGORITHMS

The A]gorithm I and the basic steps therein were developed

directly from the prob\em §¥§Eement and no approx1matiog was dnvolved.

' ' ?

Obviously it is*the most direct’and hence the,gimpTest method. " Clearly,

D
L] o e
‘- e . . » °
-
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TABLE 6.1. RESULTS OF OPTIMIZATION OF THE FILTER SHOWN IN FIG. 6.4

WITH Q=50 )

Teclni‘que ' Maximum value of f
. Used . », that can be obtaingd

Al

~

Algorithm I - . 78 KHz

Algoritim II . 74 KHz

r

Algorithm 111 73.3 KHz

Reddy's
Choice’
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it is the most a\ccurate method, This algorithm can';lso be employed for .

extending the operafing frequenicy range of higt\ér order filters with some .

simple modifications. However, the comp{:tat{onai ‘work in calculating thé:. '

r':; \c

KN

function to be optimized is quite complex. Thus the execution time

required is also con}.ide‘{able.

LI
:

< .
In order to reduce the computational effort, the Algorithm 11
"was then developed, as explained at Tength in section 6.2. This algorithm.

'

TN
o BT g

involves an approximation in it. However, by referring to Table 6.1, we

e
Py

find that, in this application, the errors involved in the optimized
parameters are Iless than 0.2% . Thus, it appears that the accuracy is
negligibly affected by using the approximation. The maximum frequency -
expected is alsp found to be same as that given by A]g'orithn‘ I. However,

the computational time required is very much reduced:
/

The appt“oxaimation was cirried to the fullest extent in developing
“Algorithm III so as to reduce the computatfonal effor;t stilffurther. ]
However the accuracy in the values of the parameters obtained suffers
significantly. Again referring to Table .5.1, we find that the error -
involved in n 1is found to be about 4:2% and that in b is about 20.6% ,
. which {is quite high. )In this connection it fs worth remembéring that tfhe
approximations that are involved are rg;ﬂy true only for high Q filters.

Since the Q. of the filter considered is rather low, that is 5 , the

P
faﬂure)of th‘Algorittm ITI can be expected. These errors that are

,involved must have some effect on the highest operating frequency. This
is jusf what has haﬁpened. Thus, in order to carry out the comparisons

more fully the three algorithms were tested in the same a'pplicatfod as
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‘ usedlfn the preyfous secﬁton for different yalues of QP , one at a low s
value of Q , namely at Q, = 5 and another at a high value of. Q_,
. that 1s, at Qp = 50 } The aim of the tests is to detemine the accuracy
of the parameters obtained and the comﬁutationgl time required in each
_ case. The details oflthe results are given {; Tables 6.2(a) and (b):for

Q. =5 and Qp.z 50 respectively.

l"),

The parameters obtained through the optimization procedure

using Algorithm I are directly based on'tye problem statément. Hence
these‘parametervs can be taken as the basis for finding the accuracy of
the other set of parameters. Reférring to Tabte 6.2(a), when Qp =5,
the parameters obtained through the Algorithm II are different from those
of the Algorittm I by 0.17% in n and 0.198% in b, whereas the set
of parameters obtained through Algorithm III is erroneous by 4.2% in n
and  20.6% ,1" b . The maximum fp's » that can be obtained with eécﬁ
set of these p;rameters so that the error magnitude does not exceed the

prescribed - 10% , were calcilated. They are 74 KHz , 74 KHz and 57 KHz

respectively, as given in Table 6.2(a).

Examining the execution time required, we find that Algoritim II
requires 6.2 times less executfon time and'AIgorithm I rgquires about ;
22 times less executfon time than that required by Algorithm I. However,

" 1t 1s obseryed éhag while Algorithm§ I and II predict the performanceg
quite closely, Algoritim III fails c&mpletely to predict the performance.

There 1s an error of about 23% in the maximum f  that was predicted by

. P .
Algorithm III. Thus, for optimizing Jow 0, filters, it appears that

Algorithm II {s the 'best’, because of the fact that 1t requires much less i

Pl
.
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p execution time compqred to that required by Algorithm I without sacrificing

the accuracy.
/

/

Now, from Table 6.2(b), we observe that the dffferences in the
_set of optimized parameters obtained using Algorithms I and II are 0.09%
-in 'n'* and 0.98% In b . These differences are quite acceptabie in
Engineering practice. Also the maximum fp"s predicted by both these .
algorithms are again quite close. At the same time, we find that Algorithm II
requires an execution time which is Tess than half of the time taken by
Algorithm I. Let us now compare Algorithm III with Alg rithm I. The set
6f parameters given by the offimization using Algorittm%ll&re different
from those obtained with Algorithm I by 2.1% in- 'n' and 2.3% in 'b' .
Thus, in the case of high 'Qp' filters, the errors are considerably less
and this fact is also reflected in the maximum fp given by these set
‘of parameters, With actual calculation of transfer function with these L
parameters, we get the rﬁaximum fp as 19.6 KHz . This is different
*'fmm the predicted one only by 8.8% , which is well accepted in engineering
practice. Also we find tﬁat Algorithm III requires an execution time
that is, 1/3 of the one required by Algorithm IT and (1/6.7) of the
' one re‘quired by Algorithm 1. Thus for optimi.zing >f11ters with high Qp s

the use of Algorithm I1I appears to be acceptable.

Thus, in conclusion‘: it .may be observed that Algorithm II
performs very well for filters with both high and low Qp's , whereas
{\'Igorithn III, which is the fastest, is quite acceptable for high Qp
filters.

In order to verify some of these results, experimentally, the

‘ error magnitudes of both the filters with the nominal values of Qp
\ ? N
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1}

and fp = 74 KHz constructed and te#ted earlier with parameters obtafned
from Algorithms II and III were calculated. They are' shown 1n Fig. 6.6(a)
along with the t‘heoreticaﬂy expect* error magnitudes in the mss&nd

of the filter. The maxfmum error in the parameters given by Algorithm III
is more than 20% , as we expected. However, thel theoretical error '
magnitude characteristic of the filteér constructed with parameters obtained -
through Algorfthm I shows that the maximum error is well within 10%

and the experimental results closely agree with it.

SimiTar results were obtained from the characteristics of the .
same filter, shown insFig. 6.4 constructed using the two sets of parameters

with nominal values of ‘Qp and f_ as 50 and "21.22 KHz respectively.

They are shown in Fig: 6.6(b). Th: error magnitude characteristics show -
* that the Mgoritha 111 is also quite acceptable. Both theoretical and
experimental, results sho;v that the dfffe‘renc'e in the rﬁaximum errors
obtained with Algorithms II and III continues to Zeprease with increasing

values of Q;; p

>

6.7 CONCLUSIONS

\

In this Chapter, three optimization algorithms have been
de{reloped for extending the frequency range of operation of active-RC
filters. These teclmiqugs are applicable to any second order. active-RC A
, filter using OA's, It has been ‘si.\om, through an appljcation, that the
operating frequency Fange of acti.ve-RC f11£ers can be significantly.
tmproved by using these techniques. In particular, by considering an
‘ actively compensated doub1é 1ntegrafor loop, 1t has been fbungi t;at

such an optimization extends the frequency range by about three times
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the one that can’ be obtained without optimization. ' These algorithms

( ‘are also compared as to their accuracy and the execution time requiréd.
' H- [e) ) '
This is done by testing these algorithms -through an"appi ication.

I

g}:‘ittm I {s the most accurate and it can be used to opt1m1ze any

any order. However, {ts execution time is very large.

Al gorit I1 reduces the execution time considerably without sacrificing -

the acturacy significantly. Algorithm IIT can be used only for high ‘ o

e

Qp filters., However, for such filters, Algorithm III is fastest On -t h

the other hand, Al gorithn I1 can be used for any g ‘value. From all i
constderations, Algorithm II 15 ‘the pptimal one.

° . f . . .
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CHAPTER VII ~ . "
CONCLUSIONS - N T
° The operating frequency ranges of active-RC filters employing
OA's are 1imited by the finite GB products of the OA's. This thesis has
. suggested and examined in detail two possible techniques for minimizing\
the effect of the finite GB products on the responses of the active-RC - ..

. v > - . ¢

filters.
[~

The first method suggests ways of-improving the bandwidth of
the FGA's that uSe OA's. This will help to extend the frequency range of
operation of the popular and practilcal'ly useful class of active-R(f filters

which employ FGA's as active elements. "

-

I:n order, to dev"elop .desi.gn procedures for improved FGA's, first

a general thedry of active compensation of FGA's is presented in Chapter II.
.Th'is theo;-y yields the general form of the transfer function for-'the |
_ FGA's to pdssess improved bandwidth of operatidﬁ?‘k*si:abﬂity study of,

the second ordghr transfer functions are practically.realizable.

LR

éhis transfer ;y‘tion leads, unfortunately, to the conclusion that only

Consequently, én pxhaustive set of reaHzaﬁbn procedures is
given ‘1n Chapt-er II1 for such second order FGA's. Fo} this purpose, a,'
"geperal five port resistive network in which two OA's are embedded is
1nves'tigated in aetail. From th'i;s-ilnvestigation, a set of tunable slecond /
order FGA's is obtained.'- The;e amplifiers, in addifion, possess a good
. relative stability and their properties have been optimized fo yield |
maximt;m ‘operat'ing bandwidths. The semcond order FGA's reportg& earlier

. t .
- N . . (
-
-

¢ . . . . .-
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in’ the 1iterature are also shown fo be Spaciai cases Of the reaiizations

. . ) 5 t

presented in this chapter. Amongst the: second order non-inverting FGA'
: ’ NPGA2 is found to -be aptimal for any. d): gain from the points of view .
| ‘ of (1) tupability, (i) relative stabi/lity and (111). bandwidth A sim,iiar |
statement hoids good for NNGAl, <Wh‘|7‘ realizes a second order invert/ing Q
FA. | | o y
o ’ Theoretical as well as e&perimental results have been provided

“for these FGA's along with those of the conventional rea'lizations The

—

comparison shows that the né:jesigns 1mprove the operating bandwidths of

A

the FGA's by an order of magnitude or more over the ore that can be

Yoa

obtained with the conventional designs.

- ', . The general -theory prese'hted in Chapter IT-assumes a control
configuration ‘which'empioys, a sinEﬂe forward path ai ong with a single
feedback oath. This theory also suggests that the coéfficients of the’

» corresponding -powers of s 1in the den‘bminator and the numerator. poi}nomiais .

| of an mth order transfer function should be eouai up to (m-1)th term

While implementing the second- order FGA ] possessing the above property

o mm—ar

for the transfer function the existence of circuits with m’u'ltiple feedbacks

is revealgd. The feedback factor 8 asllgiven(‘_py (2.13), where (m-1) "

terms are only retained is only one of the required forms f‘o'r the transfer

'function to possess sueh a pro‘perty. However,‘.it"can be risualized that _
. as long as the higher order transfer fgnct,ion's possess the a‘hove mentioned

property and they are stable, wh;tever might "be the feedhack factor or

the form of the circuit rea'lization' furthen extension of bandwidths of

FGA‘s may be- possible by implementing the higher order transfer functions. |

D e @ EBAF !
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' considered Two circuits arlresented fdr realizing FGA's with stable

‘type of FGA' s, second order or conventional.

.
- [

Thus, in Chapter IV circuits with multiple feedback paths are
transfer functions of any or - one for reaH(zing hig'her order positive
gain amplifiers and the other for obtaining negative gain anp'lifiers
While the FGA's obtained from these circuits are, for any -order, stable

by themselves, the considerations such as relative stabﬂity, inprovaent,'

of the. operating bandwidth and economy of the designed circuits indicate
that 1t is: not worthwhﬂe.ato examine realfzations beyond third order. L l
Consequently, detailed design procedures are given only for the third , L.

order FGA's in this chapter. Theoretical and experiméntal results are
given to show that these FGA's are superfor in bandwidth o any other

s

In order to demonstrate the usefulness of the new desi'ghs of
the FGA's proposed in this thesis, some applic'ations fn active-RC filters
are presented in Chapter V. These applications clearly show that the

greatest improvenent in the operating frequency ranges in active-RC

filters s obtained by using the third order FGA's in them. However,

active-RC ‘fﬂters using the second order FGA's also achfieve an extensjon

in their operating firequency ranges of an order of ’nagnit?:d’e or more: over
the ones’ using conventional FGA's. Extensive theoretica'l and experinental p
results have been provided to support the above conciusions The

experinenta1 results also shou that the second order FGA's are less

- affected by the changes in. -power suppl y vo1tages than the conventional

*FGA’s. ATso. the effect of these variations {s the least jn the case of

) third order FGA's. Further, it has been _shown. that in practiqe the

signal hand‘ling capabilities of the new FGA 3 compare favoorab‘l y with those

*




of the conventfonal FGA's,

The destgns of the foregoing FGA's are attractive from the
point of view of implementing them in IC technology, since circuit

‘.
e R
2

implementation of the new FGA's require only OA's and resistors. Further,

Yy

AL T TN P

their characteristics depend on the ratios of the resistors and 6B products

of the OA's., As the values of resfstors and -G8 products of the OA's

track closely with each otth with respect to aging, varfations in power
supp1y‘§oltage, temperature etc., the ratios are 1ikely to remain constant.
Thus, the properties of these FGA's, once tuned, are not 1ikely to be

e 9

affeéted by varying environmental conditions. This characteristic is highly

desirable for mass production of active-RC filters in IC technology. ’

In the first method, the performance of the filters is sought

to be 1mproved°by improving the iétive elements, viz. the FGA's contained
4n them. In the second method, presented in Chapter VI, the performance

of the active-RC filters is sought to be improved by suitably de

the given circuit so as to minimize thé depertdence of the response on the

68 products of the 0A's. In this procedure, it is suggested that the
| values of the circuit elémeng;,jpérticularIy the values of the compensaﬁing

elements, may be chosen fh such a way as to 'ma£ch9 the amount of the |

"compensation*that is just’'required for the given circuit at hand.

5pgc1fﬁca1ly, the suggestion fs made to the effect that the compensating
;é$§éents m;y be chosen through an optimization technique so as to minimize

the overall effect of the GB products of the OA's and not just of the first

or second order effects of (w/B) on the response.  In this way, it 1s

expected that a maximun possible improvement in the operating frequency

range can be achieved for a given filter circuit and for a given type of 0A's.
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Three optimfzation algorithms, Algorithes I, II and 111, are
given toﬁ}mplement the above deéign philosophy, These ?lgorithms'can be
‘ used for any type of active-RC filters using OA's. To emphasfze this fact,
an actively compensated double jntegrat;r loop reported by géddy'[39]
is chofen for application. The{optimized designs for this circuit result
in significant ihprovemént in the perfbrmancg over the one available from

the design of Reddy. The algorithms are also compared as to their

n accuracies and-the required executfon times. Tt is shown that Algorittm 1 -
is the most dccurate and the simplest of all the algorithms. Also, this
algorithm can be used for designing filters of any order.with simple
mqgjfications to the one ;uggested in this thesis. However, for second
oﬁder filters, Algorithm Il seems to be "optimal" ‘and Algoritim II] is
acceptable for only/highly se1ective filters. It should also be noted
that, when acceptable, A1gor1thn I1T is the fastest requiring the least

execution time. \

Anlobvioys fruitful future direction of research is the investigation

of'improyement in the operating frequency range obtaingp when the optimization _

a1gor1tqys are applied to §i1ter circuits that employ the higher order

FGA's. In such a case, théftechnique will choose not oﬁly the optimal

ﬁaraméters of the circuit buk will also yield an optimal,design for the
FGA's suitable to the circuit in which they are used.

Only experimental results for signal haaning capabilities of -
the FGA's have been presented. preve*, a complete theoretical analysis
of this aspect as well as nofse propefqies of the ‘new FGA*s shoutd prove to
be useful in predicting the dynamic ran@es of these elements. In additfon,

the limitations imposed by the slew ratL of the OA's should also be examined.

»

o
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The effect of the second pole ofl the OA's on the FGA's has been but briefly

exapined. These twp effects “become important tn the high frequency range.

Thus, a detatled look into these problems might be rewarding.

-Finally the applications of thg new FGA's only ‘1n actfve-RC

filters, have been considered. It may be worthwhile to look finto the’

othey areas of potential applications such as instrumentation, control

etc. In such a‘reas? of applications, the time domain response may be of

improtance. Thus, it may be desirable to fnvestigate the time domain
» behaviour of the new FGA's.

In conclusion, in view of the fact that the acti,ve-:RC‘ fﬂt;rs
f‘lnd numerous and varied applications in-several areas such as telephony
and switching circuits, instrumentation, data processing ‘equipments,

PCM systems, control systems etc., the author hopes that the .techniques
resented and the results obtained in this thesis should be useful in,
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