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Montréal, Québec, Canada

January 2012

c©Elham Safaei Takhtehfouladi, 2012



Concordia University

School of Graduate Studies

This is to certify that the thesis prepared

By: Ms. Elham Safaei Takhtehfouladi

Entitled: Inactivation of Clostridium perfringens Spore in Anaerobi-

cally Digested Biosolids During BioElectroTM Disinfection

Process
and submitted in partial fulfillment of the requirements for the degree of

Doctor of Philosophy (Civil Engineering)

complies with the regulations of this University and meets the accepted standards

with respect to originality and quality.

Signed by the final examining committee:

Dr. Rabin Raut Chair

Dr. Suresh D. Pillai External Examiner

Dr. Fariborz Haghighat Examiner

Dr. Catherine Mulligan Examiner

Dr. William Zegres Examiner

Dr. Maria Elektorowicz Supervisor

Dr. Robert S. Reimers Co–supervisor

Approved

Chair of Department or Graduate Program Director

2012

Dr. Robin A.L. Drew, Dean

Faculty of Engineering and Computer Science



Abstract

Inactivation of Clostridium perfringens spores in anaerobically digested biosolids

during BioElectroTM process

Elham Safaei Takhtehfouladi, PhD

Concordia University, 2012

Treatment of municipal liquid wastes generates immense quantities of sludges that

demands environmentally safe disposal or reuse. The past 40 years have seen the

emergence of an increasing desire worldwide to attenuate the disposal of biosolids

to landfills and to promote the options of the agricultural application of this by–

product as soil conditioner and fertilizer. Consequently, post–treatment steps are

commonly required as a means to adapt biosolids to the requirements of environ-

mental legislations. Conventional methods are not generally effective enough; hence,

novel and emerging methods are continually being sought.

This study was initiated to develop an eco–efficient process that produces a

pathogen–free biosolids product which can be used beneficially for land application

to meet or better stringent public health and environmental concerns. To achieve

this goal BioElectroTM, an enhanced 2D electric field process, was developed. The

biosolids treatment experiments were performed at the average initial temperature,

pH and ORP of 18◦C, 8.17 and -57.3 mV, respectively. Clostridium perfringens

spores in anaerobically digested biosolids were used as the bioindicator to assess

the eficiency of BioElectroTM process. It was evident that electrical field intensity

between 2.5–2.8 (V/cm) was capable of reducing the number of viable C. perfringens

spores below ceiling levels (>3 LRs).

Furthermore, the mechanism of disinfection during BioElectroTM process was

evaluated. Statistically significant effects of electric field intensity (E) and applied

enhancement agents were ascertained at each time interval using multiple linear

regression (MLR). Moreover, the shape of inactivation curves resulting from the

BioElectroTM treatment showed a triphasic pattern, starting with a short linear
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part at low treatment times, followed by a shoulder or a lag period and finally a

first–order inactivation kinetics. This was explained by effects of multiple stressors

and mechanism of disinfection during the BioElectroTM treatment.

Ultrastructural analyses using transmission electron microscope were performed

to investigate physiological changes in the fitness of treated spores. It was observed

that electric field can be considered as an inducing factor in activating and con-

sequent germination of dormant spore, and that can be responsible for shoulder

formation in survival curves.

Also, an empirical model was developed by non–linear programming approach

to quantify disinfection kinetics of BioElectroTM disinfection process. The proposed

model was able to predict the spore inactivation very accurately.
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Chapter 1

Introduction

The development of appropriate policies for the treatment and disposal of sewage

sludge (biosolids) is a major issue worldwide [1, 2]. For instance, the generated

amount of biosolids in Canada is more than 860,000 dry tons per year which is

expected double by 2012 [2]. Approximately 60 percent of biosolids is used for

land application based on the belief that biosolids should be considered a resource

rather than a waste [3, 4]. However, biosolids applied to the land must meet quality

standards for pathogens and health threatened chemicals [1]. Therefore, complex

regulatory systems have been developed for reusing of biosolids with the intention

of protecting human, animal and plant health, ground and surface water quality,

enduring soil quality and soil biodiversity [5, 6, 7, 8]. These regulations encour-

age municipal wastewater treatment facilities to treat biosolids to a higher quality

level and minimize constraints on use; and require relatively expensive management

practices, further assuring clean and safe beneficial uses for biosolids [2, 7]. Such

treatment should be designed to improve the characteristics of the biosolids for a

disposal practice, increase the economic feasibility of using a particular practice and

reduce the potential for public health, environmental and nuisance problems [1, 5].

Conventional technologies are usually not enough effective, time–consuming, expen-

sive [1], and the processes that reduce trace pollutants have no effects on the level

of pathogens [9]. Ergo, it is preferable to use technologies which upgrade biosolids

chemically and biologically.
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Application of low intensity direct electric field (LIDEF), electrokinetic (EK),

is a novel approach which has been evaluated for its promising metal removal and

disinfection effect on biosolids [9, 10, 11, 12, 13]. Electrokinetic technology has

been used in soil remediation for many years [14]; however, in the last several years,

the environmental engineering community has embraced an innovative application of

this technology to treat biosolids [11]. This technology can be considered as a unique

remediation method for simultaneous dewatering, metal removal and pathogen re-

duction in sewage sludge through oxidation and reduction zones [9]. EK has been

used successfully for inactivation of fecal coliforms (FCs) [15, 16] and Salmonella spp.

below detectable levels in different sewage sludge [16]. Also, EK enhanced by BIOXY

STM (BS) and glutaraldehyde (GTA) has shown to sufficiently reduce the number

of C. perfringens spores and Reovirus in anaerobically digested biosolids [10].

These significant reductions for two species of pathogenic bacteria, the bacterial

spore and Reovirus suggested that the enhanced EK (EEK) is a promising alter-

native treatment for reduction of bacterial load in biosolids with the potential to

decrease the amount of disinfectants used; however, aforementioned studies were

conducted in 1D electric field EK reactors which needs long treatment times (3–10

days). This residence time is short when compared with other biosolids treatment

methods, e.g., lime treatment and composting, yet could be ameliorated by altering

electric field configurations. Furthermore, some of the previously applied enhance-

ment agents such as GTA needs be replaced with safer compounds. Moreover, no

work has been done so far on the disinfection mechanism of EEK in biosolids ma-

trix through eradication of high resistant bacterial spores. Understanding how the

mode of action of EEK is and the mechanisms of microbial response to this action

are essential for the optimization of the disinfection process. Consequently, for mi-

crobiological safety and control of this emerging technology, it is essential to realize

how the stressors applied by the EK process contribute to its role in eliminating

bacterial spores.

The main objective of this study was the development of an enhanced 2D elec-

tric field process, BioElectroTM, for the advance inactivation of spores in biosolids,
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and application of analytical tools to clarify the mechanistic relationships during

spore inactivation under BioElectroTM treatment. Using OD600, plate count and

transmission electron microscope (TEM) approaches, a fundamental assessment of

spore inactivation mechanisms and non–linear log10 reduction was performed. In

line with this objective a research project entitled “L′étude sur l′application des pro-

cessus électrocinétiques pour la désinfection des microorganismes dans le boue et les

eaux usées” was proposed to Le Fonds Québécois de la Recherche sur la Nature et

les Technologies (FQRNT) and granted to the author.

1.1 Contributions

The contributions of our research are as follows:

• Introducing an eco–friendly process to produce a high quality biosolids.

• Assessment of indigenous C. perfringens spores inactivation in biosolids matrix

during the exposure to BioElectroTM treatment.

• Development of a mathematical model for the spore disinfection kinetics in

biosolids matrix treated under EEK.

• Defining the coefficient of electrical conductivity of XAN + (1-X )BS system

in biosolids matrix.

• Assessment of the demand and decay rate of peracetic acid (PAA) in biosolids.

• Providing reliable evidences on the proposed spore activation and germination

effects of LIDEF.

• Ultrastructural evaluations of spores exposed to EEK treatment.
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Chapter 2

Hypothesis based on the

previous works

Although electrokinetic (EK) methods for biosolids dewatering exist commercially

in the market, the enhanced EK (EEK) inactivation of spores in biosolids matrix, or

as it is introduced throughout this treatise BioElectroTM, is a novel application of

this technology which implements LIDEF enhanced with eco–green compounds. It

has been revealed that an electric current passing through the contaminated matrix

under treatment by means of suitable electrodes initiates electrokinetic phenom-

ena (EKP) and is able to eradicate microorganisms [9, 11, 17, 18, 19, 20, 21, 22].

As compared with other biosolids disinfection processes, the advantages of EEK

disinfection are evident: the disinfecting effect can be adjusted according to the on–

site demand. EK disinfection shows a reservoir effect, is often more cost–effective

and requires less maintenance than other disinfection methods. Furthermore, this

technology permits biosolids dewatering and simultaneous removal of toxic metals.

Therefore, the driving hypotheses behind the application of EEK as a promising

and efficient method for the biosolids treatment can be interpreted as:

• multifunctional EK process produces a high quality biosolids,

• the combination of stressors provokes an interactive disinfection of bacterial

spore and
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• disinfection of spores in the biosolids matrix follows the heterogeneous kinetics.

2.1 EEK as a multifunctional process in treatment of

biosolids

Electrokinetic technology has been used in soil remediation for many years [14, 23];

however, applications of this technology on biosolids treatment are more recent [11,

22]. EK can be considered as a unique remediation method for the simultaneous de-

watering, heavy metal removal and pathogen inactivation in sludge matrix through a

number of phenomena including oxidation and reduction reactions. In a dewatering

study, EK process with electric field intensity ranging from 2.5–5.0 V/cm was used

to generate the movement of bound water in the sludge specimen for a treatment

time of 4-41 hours [24]. The fundings showed a removal efficiency of 62.6 percent

at the applied electric field intensity of 5.0 V/cm for 41 hours. In another study,

the EK process enhanced with processing fluids, sodium dodecylsulfate and citric

acid was conducted for five days to remove metals from an industrial wastewater

sludge [25]. Results showed the highest metal removal efficiency of 78 percent was

achieved by using 0.024 M of citric acid and an electric field intensity of 1.25 V/cm.

The application of EK on industrial and municipal sludge was investigated by a

number of researchers at the Concordia University under the supervision of Professor

Maria Elektorowicz. In a study performed by [15], the EEK with a potential gradient

(PG) regimes between 0.5 and 1.5 was applied for simultaneous removal of water,

metal, organic compound and FCs in biosolids. The results of this investigation

presented an average removal of 84 percent for zinc, 100 percent for Cd and Pb

and 91 percent for iron [12, 15]. The fundings also confirmed a negative growth

of FCs. A novel approach for treatment of petroleum oily sludge by combination

of EK and bioremediation was employed by [26]. The observed results approved

35 and 81 percent reduction in the total petroleum hydrocarbons and aliphatic

hydrocarbons content of oily sludge, respectively. In another study [16], five different

combinations of sewage sludge, to wit: primary, combined primary and secondary,
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attached growth secondary, waste activated and anaerobically digested were treated

under the influence of 0.5 and 2 V/cm electric field intensity enhanced with an

ammonium salt, for six to nine days. The treated sludges were assessed for the

presence of FCs and Salmonella spp. No FCs and Salmonella spp. were detected

at the end of treatment. The highest total solids (TS) content of 98 percent was

achieved with the minimum electric field intensity (0.5 V/cm) in the presence of the

enhancement agent. A pilot–plant study was conducted by [27] using an innovative

system [28] to investigate dewatering, metal removal and organic matter reduction

in biosolids using electrokinetic phenomena. This study demonstrated maximum Pb

and Zn removal efficacies of about 75 and 90 percent, respectively under relatively

low electric field intensity, and a maximum water removal capability of 70 percent TS

using a higher PG. In a recent study, simultaneous dewatering, heavy metal removal

and inactivation of helminth ova of combined primary and secondary sewage sludge

was investigated using an EK system enhanced with ammonium nitrate (AN) [29].

The results presented that the applied EEK was able to deliver a product free of

viable helminth ova. Moreover, 23 percent TS and mean removal levels of 54, 30 and

24 percent for Zn, Cd and Pb, respectively, after a period of three days exposure

time was reported.

A comprehensive research [10, 17, 18, 19] was conducted by the author of the

current work to assess physicochemical characteristics (10 properties) of EK treated

biosolids as well as the optimal condition for the inactivation of C. perfringens spores

and Reovirus in anaerobically digested biosolids by investigating the interactive

effects of three various enhancement agents, viz, di–ammonium phosphate, GTA

and BS in conjunction with EK technology in a 1D electric field configuration.

Optimal inactivation results were selected with a 4.5 log reduction in C. perfringens

spores and a complete inactivation of Reovirus. The optimal condition showed that

electric field intensity (E) and the concentrations of BS and GTA were significantly

(p <0.05) important in biosolids disinfection experiments. The percent contribution

of E, BS and GTA in the optimal condition was 21, 13, 62 percent, respectively [10].

A number of mechanisms have been suggested to explain for the multifunctional
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effects of EK technology especially in the case of dewatering and heavy metal re-

moval, however, little,if any, is known about the mechanism of pathogen inactivation

through this technology. It is believed that many foregoing properties of EK tech-

nology are pertinent to application of external electric field; consequently generation

of EKP which will be discussed in detail in the following sections.

2.1.1 Electrokinetic technology

Electrokinetic technology is based on operation of direct current (DC) within the

contaminated matrix for removing pollutants through several physico–chemical re-

actions coined as electrokinetic phenomena (EKP) [30, 31]. External electric fields

can be directly applied to the sludge matrices by the use of two charged electrodes

(cathode and anode). Application of electric field involves three types of processes:

a) Faradaic charge–transfer reactions, b) ohmic heating and c) electrokinetic phe-

nomena.

2.1.1.1 Faradaic charge–transfer reactions

Faradaic reactions are oxidation or reduction reactions of electroactive species in

solution [32]. For example, electrolysis is a Faradaic process where electrons are

transported within the electrode–electrolyte interface leading to the transformation

of chemical species [33]. Water undergoes both oxidation and reduction; therefore,

in an aqueous solution electrolysis of water generates oxygen gas, hydrogen gas, as

clearly evidenced by bubble generation [34], hydrogen ions (H+) due to oxidation

at the anode and hydroxyl (OH-) ions due to reduction at the cathode as shown by

the following reactions.

At the anode side–oxygen evolution reaction (OER):

2H2O ↔ O2 ↑ + 4H+
(aq) + 4 e− E0

R = 1 · 229V [1]

7



At the cathode side–hydrogen evolution reaction (HER):

4H2O+ 4 e− ↔ 2H2 ↑ + 4OH−
(aq) E0

R = −0.828V [2]

Essentially, acid is produced at the anode and alkaline is produced at the cathode;

therefore, pH in the cathode is increased, while pH at the anode is decreased. The

migration of H+ from the anode and OH– from the cathode leads to dynamic changes

in pH during the initial stages of electric potential application [35]. Ultimately, H+

ion will dominate the system chemistry since the ionic mobility of H+ ions is 1.75

times that of the OH– ions [36].

The rate of electrolysis reactions is related to the total current applied according

to Farady′s law. This can be calculated by following equation [37]:

J =
I

ziF
(2.1)

where J = the rate of oxidation or reduction by electrolysis (MT-1), I = the current

(A), z = the charge of ion, F = Farady′s constant (96,485 C/mole).

2.1.1.2 Ohmic heating

Ohmic heating also refereed to as electroconductive heating and Joule heating [38]

is among the processes created due to passing a suitable intensity electrical current

directly through the body of the material with sufficient water and electrolytes. The

created heat is transferred by conduction mechanisms within and between bodies

of matter and is then dissipated convectively. Ohmic heating brings about a fast

and uniform means of heating liquids and particulates [39] via the transformation

of electrical energy to thermal [38, 39]. Its associated energy equation in the liquid

domain is presented by:

ρCp

(
∂T

∂t
+ v · ∇T

)
= ∇ · [k(T )∇

]
+ σ(T )E · E (2.2)
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where ρ = the density, CP = the specific heat, T = the absolute temperature, t

= the time, v the velocity vector of the electroosmosis flow (EOF), k(T) = the

temperature–dependent thermal conductivity, σ(T ) = the temperature–dependent

electrical conductivity of the liquid and E = the intensity of the externally ap-

plied electric field [16]. The rate of produced heat is in direct correlation with field

strength and constancy as well as the electrical conductivity [39, 40]. The electric

field strength is adjustable through variation in the electrode distance or the applied

electric field [40]. The electrical conductivity (κ or σ) of system′s phases [39, 40] and

its temperature dependence are the most governing factors of ohmic heating [40].

There are critical κ values below 0.01 S/m and above 10 S/m where ohmic heating is

not feasible for the high voltage or amperage demand to generate the amount of heat

needed to raise temperature substantially by the Joule effect, in case of very low or

very large conductivity values, respectively [41, 42]. It is believed that ohmic heating

results in destruction of microorganisms by a thermal effect and a mild electropo-

ration mechanism [43]. The term “electrical breakdown” or “dielectric rupture”
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Figure 2.1: Schematic diagram of a cell exposed to the electric field intensity. The
membrane potential Vm is created due to the external field. For membrane sites
in perpendicular orientation to the field direction, the potential Vm is zero. The
breakdown voltage Vc is hence first reached in field direction, E = Ec. It is only
reached in membrane sites orientated at a certain angle to the field direction if
supracritical field strengths (E >>Ec) are applied [44]
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pertains to the primary event which subsequently leads to secondary alterations in

the membrane characteristics (Figure 2.1) and changes in the cell interior [45]. A

number of models have been suggested to explain the electrical breakdown, however

the molecular mechanism leading to this event still has to be elucidated. One of

the well–known is that the membrane can be presumed as a capacitor filled with a

dielectric. External electric field created a membrane potential difference V across

the membrane as a result of charge separation. Breakdown of the membrane and

formation of transmembrane pores happens by a further increase in the external

field strength. At supercritical field strengths or longer exposure times the size and

number of pores become large in relation to the total membrane surface, irreversible

breakdown and mechanical demolition of the cell takes place [44].

2.1.1.3 Electrokinetic phenomena

Electrokinetic is a generic term pertaining to the relative movement between two

charged phases [46]. EKP are manifestations of the electrical properties of interfaces,

which use electric fields to create forces that work on fluids or suspended particles

and instigate them to move in astonishing ways [47]. These phenomea are often

explained by the presence of the electric double layer (EDL), also called “electrical

interfacial layer” [48]. The EDL is the spatial distribution of ions around the surface

of a charged body (a solid particle, a gas bubble, a liquid droplet or a porous body)

when it is placed in contact with an aqueous medium [47]. It is comprised of two

parallel layers of charge: a) the first layer is the surface charge (either positive

or negative); and b) the second layer forms from free ions in the fluid under the

influence of electric attraction and thermal motion, and it electrically screens the

first layer [49]. Electric double layer is generally the property of systems with

a large ratio of surface area to volume, including colloid or porous bodies with

particles or pores (respectively) on the scale of microns or even nanometers. Also,

the electrochemical behavior of electrodes is based on EDL [50].

Electrokinetic phenomena arise from the differential migration of two phases of

EDL due to shear off the mobile part [46, 50]. Among the several kinds of phe-
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nomena that might take place four kinds: electrophoresis, electroosmosis, streaming

potential and sedimentation potential are more frequently encountered [46].

• Electrophoresis: This is the motion of a charged surface or molecules, e.g.,

colloidal particle, relative to a stationary bulk liquid under the influence of

an applied electric field [49]. Counter–ions of the surrounding bulk liquid are

electrostatically attracted to the surface charge of the particle. As the particle

moves through the liquid, the counter–ions travel in and out of the charged

ion cloud or EDL surrounding the particle [46]. Figure 2.2 depicts a typical

particle electrophoresis.

Figure 2.2: Electrophoresis of a charged particle in an external electric field [46]

• Electroosmosis: This shows the flow of the bulk liquid along a stationary

charged surface under the influence of an applied electrical field [49]. A gra-

Figure 2.3: Electroosmotic flow in a capillary tube [46]

dient in electric potential applied peripheral to the electric double layer will

create the mobile part of the EDL to move in the direction of the cathode

or anode based on the polarity of the EDL. This electromigration of ions

constituting the EDL results in viscous shearing of the adjacent bulk–liquid

molecules, which eventually causes bulk–liquid motion [46]. Figure 2.3 rep-
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resents a typical electroosmotic fluid flow in a capillary tube with negative

charge.

• Streaming potential: A result of the electric field is generated when a bulk

liquid is forced to flow past a charged surface. [49]. For instance, a streaming

potential is set up when an electrolyte solution is pumped through a negatively

charged capillary as shown in Figure 2.4 The streaming potential phenomenon

is believed to be opposite of the electroosmosis [46].

Figure 2.4: Development of streaming potential when an electrolyte is pumped
through a capillary [46]

• Sedimentation potential–Dorn effect or the migration potential: This

is the creation of an electric field due to migration of charged particles relative

to a liquid [49]. The particles can move because of gravitational or centrifugal

fields [46]. Figure 2.5 illustrates the sedimentation potential of a settling

suspension of charged colloidal particles under the influence of a gravitational

field.

Figure 2.5: Sedimentation of charged colloidal particles under gravity setting up a
sedimentation potential [46]

The overall performance of applied external electric field is determined by the com-
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plex interplay of factors that may be optimized to achieve an effective treatment

method. Some of these factors are as follows [51]:

• Mass–transport regime: It is a prominent factor in processes which are

influenced by the solution velocity and agitation [52]. In general, a higher

amount of mass–transport coefficient is found near the electrode surface [51].

• Electrolysis medium: The type of treated matrix and its ionic concentra-

tion, pH and temperature has great impact on the process [51]. Modifying

electrolysis properties, e.g, adding iron, chlorine, manganese dioxide or using

UV will enhance the treatment process.

• Electrode materials: The nature of the electrode material affects the selec-

tivity and the efficacy of the process. The suitable electrode material should

be economical, stable in electrolyte, with high activity for the desired pur-

pose and low activity toward secondary reactions [51]. The choice of electrode

material greatly depends on the useful potential range of the electrode in the

particular electrolyte and purity of the material [32]. Solid metals includ-

ing platinum, gold and stainless steel are among the most used material for

electrodes. A common benefit of metal electrodes is that their high conduc-

tivity results in low background currents; however, they undergo corrosion or

passivation, formation of a salt film on the surface, and other reactions.

Carbon electrodes have high surface activity, nevertheless their electrochemical

reactions are normally slower than metallic electrodes. This group of electodes

are very pH–sensitive due to formation of hydrogen, hydroxyl and carboxyl

bonds. Different forms of carbon are employed as electrodes including glassy

carbon, carbon fibers, carbon black, various forms of graphite and carbon

paste [32, 51].

• Reactor design: The reactor dimension, design of electrodes and arrange-

ment of electrodes in the reactor influence the eminent features of the pro-

cess [51].

• Current distribution: It determines the spatial distribution of the consump-

13



tion of reactants [51]. Current distribution depends on the resistance of the

solution and the strength of the current passing through it [53]. The electric

field intensity vector, E (V/m), is defined as equation 1.7 [54]:

E = −Δφ (2.3)

where φ = the electric potential (V). For steady state conditions, the electric

field distribution is defined as follows [54]:

0 = −Δ2φ (2.4)

• Electrode potential and current density: Important in controlling the

type and rate of reactions which occur [55]. Electric current can be used to

create 1D or 2D electric fields. For example, a 1D electric field could be gen-

erated using electrical sheets or non same–polarity electrodes in front of one

another, while a 2D field is generally produced by square or hexagonal configu-

ration in which one cathode is located in the center and four (possibility eight)

anodes are surrounding the cathode. Electrode layout influences the distribu-

tion of electric fields [10, 56]. Considering the electric field distributions, the

ineffective area for 1D or 2D reactors is in the shape of a curvilinear triangle,

which its base is the distance between electrodes of the same–polarity. The

height of it depends on processing time, electrode spacing and alignment [57].

Figure 2.6 depicts approximate distributions of the resulting inactive spots for

1D and 2D configurations.

Few experiments have been performed to use electric current as a killing agent [58];

however the standardizing of the procedures has incurred impediments related to the

nonhomogeneous experimental conditions [32], and several factors that must simul-

taneously be taken into consideration (e.g., electric field intensity, current density,

possible electrode use, medium composition, type of microorganism, physiological

state of the microbial population and duration of treatment) [59, 60].
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Figure 2.6: Approximate evaluation of ineffective areas for (a) 1D and (b) 2D elec-
trode configurations [57]

Besides aforementioned factors, the medium composition and microorganism to

be treated play an eminent role in efficiency of EK disinfection treatment. There-

fore, some important characteristics of anaerobic digestion (AnD) biosolids and the

bioindicator microorganism to be treated will be discussed in great detail henceforth.
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2.1.2 Overview of source and characteristics of biosolids

Untreated wastewater comprises suspended solids, dissolved organic matter, in-

soluble trace elements and nutrients [8, 61]. In the process of wastewater treat-

ment (WWT), solids are recovered from wastewater to generate what is identified

as biosolids [62]. The physical and chemical characteristics of the biosolids alter from

different places based on the residents and industrial sector served [61], degree of seg-

regation between storm water and sanitary wastes, land applications, groundwater

levels and treatments which it goes through [63]. It has been proven that biosolids

has a high amount of both organic matter and important plant nutrients [5] and can

act as a soil fertilizer via the contribution of organic matter [8]. Some early civiliza-

tions used their human waste for land application and soil amendment [3]; however,

by increasing populations, beneficial use of waste was replaced with dumping this

valuable source of nutrients into streams and rivers [3, 64]. Over the past decade

increased public concern for environmental pollution of oceans, waterways and air

has brought about the increase in beneficial application of biosolids once again [64].

Although biosolids is comprised of valuable nutrients, it also contains pathogenic

organisms and pollutants, which are sources of concern for human health and the

accumulation of toxic substances in soils [65]. Therefore, they must be protected

from contamination and treated to avoid risks and be used safely in accordance with

good practice [2].

According to regulations on the land application of biosolids released by gov-

ernment agencies worldwide biosolids must undergo proper treatment(s), referred

to as “stabilization” processes and meet restricted criteria before applied to the

land [65, 66]. Biosolids regulations generally specify limits on components appli-

cable to environmental and human health protection including pollutant concen-

trations, the attraction of potential pathogen vectors and pathogens or indicator

microorganism density [65]. These regulations typically classify biosolids as high

or low quality based on meeting recommended trace element and pathogen quality

standards as well as process requirements for pathogen and vector attraction reduc-
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tion [8]. The pathogen standards identify two main levels of biosolids disinfection:

P1 in Québec classification (Class A in USEPA) and P2 (Class B) biosolids [7, 65].

P1 biosolids compel elimination of fecal coliform to less than 1,000 most proba-

ble number (MPN)/g TS or reduction of Salmonella spp. to non–detectable levels

according to Bureau de normalisation du Québec (BNQ) standards [7]. It is also

tentatively suggested that spores of C. perfringens should not be more than 3,000/g

TS [6].

The process of biosolids treatment essentially involves a combination of several

methods including [5]:

• Adjustment of pH (alkaline stabilization),

• Composting,

• Heat drying,

• Digestion.

Adding alkaline materials to raise the pH level is one of the stabilization methods

which make conditions unsuitable for the growth of most of organisms [67]. Variation

of alkaline stabilization processes can be used to produce either Class A or Class B

disinfection [68]. Class A requirements can be accomplished either when the pH of

mixture is retained above 12 for 72 hours, with a temperature of 52◦C maintained

for 12 hours for the same period of time [67] or by maintaining temperatures at or

above 70◦C for 30 minutes, while retaining the pH requirement of 12 [69].

Composting is another method for treating biosolids to generate Class A biosolids [70].

It is described as a function of microbial activity and can be determined by O2 up-

take rate, CO2 production rate, or by the heat produced [71]. Three methods of

composting wastewater residuals are common [70]. Each method is comprised of

mixing dewatered wastewater solids with a bulking agent to supply carbon source

and provide porosity. During the “active composting” period the temperature of

mixture rises [72, 73]. The required temperatures that must be achieved and main-

tained for efficacious composting differ according to the method and the end product

application [70].
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Heat drying, in which heat from a direct or indirect source is applied to evaporate

moisture from wastewater solids, is one of the means that can be employed to

decrease the volume and better the quality of biosolids [74].

Digestion is the process of biochemical decomposition of organic solids to sim-

pler and more stable substances [72, 75, 76]. It decreases the total mass of solids,

obliterates pathogens and facilitates dewatering process of biosolids [72]. Biosolids

digestion may be performed under aerobic or anaerobic conditions [76]. Aerobic

digestion is comparable to the activated sludge process and usually applied in small,

package–activated biosolids treatment systems [75]. During the aerobic digestion

biosolids are aerated for 20 days or more to stabilize organic matter, reduce the

volume and eliminate pathogens [76, 77]. Anaerobic digestion can be applied for

the same purpose as aerobic digestion [75, 76]. However, it is mostly specific to

large waste water treatment plants (WWTPs) [76, 77].

2.1.2.1 Anaerobically digested biosolids

Anaerobic digestion is a series of naturally occurring processes in which a number

of families of anaerobic bacteria working in an assembly–line fashion to break down

biodegradable material into methane (CH4) and carbon dioxide (CO2) (a mixture

called biogas) in an oxygen free environment [78, 79]. Furthermore, the AnD process

generates a stabilized liquid effluent (so–called digestate) that contains all the water,

all the minerals and approximately half of the carbon from the incoming materials

and can be used as soil conditioner to fertilize land [72]. Theoretically, AnD process

can be split into three separate steps performed by five groups of microorganisms [78,

79]:

• Hydrolysis, liquefaction and fermentation: During which the proteins,

cellulose, lipids, and other complex organics are converted to a size and form

that can pass throughout bacterial cell walls [80]. Basically, no organic waste

stabilization takes place during hydrolysis [78, 80]; it is needed that the organic

matter is converted into a soluble form that can be used by the bacteria in the
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next stage of treatment [79]. Hydrolysis and liquefaction are achieved through

extracellular, hydrolytic enzymes generated [78, 80].

• Volatile acid fermentation: Upon hydrolysis of complex organics, they are

converted through biochemical reactions to long chain, amino acids, sugars,

organic acids and ultimately to smaller organic acids, e.g., propionic–, butyric–

, and valeric–acid [78, 79]. Hydrogen plays an important role in controlling

organic acid generation and consumption [78]. By increasing the partial pres-

sure of hydrogen above 104 atm, methane production is hindered and the

concentration of organic acids will surge [81].

• Methane formation: It is in this stage of the process that waste stabilization

happens via conversion of the acetic acid into CH4, a water insoluble gas which

readily separates from the sludge and leaves the system [78]. The action of

“methanogenic bacteria” also produces carbon dioxide [78, 80] which either

escapes as gas or is converted to bicarbonate alkalinity [78], hydrogen sulfide

(H2S), nitrogen gas (N2) and several other gases [74, 82]. The methanogenic

bacteria are strictly anaerobic, and even low amounts of oxygen are detrimental

to them [80].

Anaerobic digestion can be performed at two temperature regimes: mesophilic tem-

peratures (≈ 35◦C) and thermophilic temperatures ranging from 55 to 70◦C [77].

Conventional AnD is accomplished at mesophilic temperatures, mostly due to the

lower energy prerequisites and better stability of the process [83].

Pathogen reduction is an imperative characteristic of the anaerobic process [79,

84]. The level of disinfection attained by a particular anaerobic digester is affected

by a range of interacting operational factors and conditions [85]. Mesophilic treat-

ment is mainly used as a stabilizing process rather than a method of disinfecting [86].

Pathogen inactivation studies reveal that E. coli and Salmonella spp. are not in-

jured by mesophilic temperatures, while rapid inactivation occurs by thermophilic

digestion [6, 85].
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A large group of pathogens are inactivated at temperatures higher than 70◦C

over a relatively short duration of time [79]. However, some that have further evolved

structures as a means of survival in adverse conditions require higher temperatures

for a complete kill [1]. Some worms, e.g., Taenia spp. and Ascaris spp. have de-

veloped an egg stage as a natural way to survive [6, 87]. Pathogenic protozoa such

as Cryptosporidium and Giardia have evolved a cyst stage for the same reason [79].

Clostridium and Bacillus are the two most prominent types of endospore–forming

bacteria. In this stage microorganisms are tremendously resistant to the stresses

of the ambient environment [6]. Enteric viruses are another group of pathogens

that show high resistance to inactivation [88]. The above mentioned groups of

pathogens plus emerging bacteria such as E. coli O157:H7 and Helicobacter pylori

are among pathogens of concern to evaluate the efficiency of biosolids treatment

method [88, 89].

2.1.3 Studies on indicators in biosolids

Given a wide array of pathogens that might be found in biosolids [1], and also due

to the innate restraints related to pathogen monitoring, indicator organisms are

used as surrogates for pathogens [90]. Indicator organisms are selected groups of

microorganisms believed to indicate the possibility of the presence of special case

pathogens [10]. Several criteria governing the selection of indicator microorganisms

such as: a) both the indicator and pathogenic organisms should respond to physical

treatment and disinfection in a similar way, or else the indicator should conserva-

tively be harder to treat; b) the indicator′s detection method should be easy, and

c) the indicator microorganism should be present at concentrations high enough to

allow log reduction calculations to be executed [91]. In the 1970s, US environmen-

tal protection agency (USEPA) regulations recognized Ascaris eggs as the parasite

indicator organism in biosolids, due to the ability to survive in very harsh environ-

mental conditions, and to the easy recognition because of their size [1, 92]; however,

a concern with using Ascaris eggs as indicator microorganims is that their existence

in biosolids is not ubiquitous, as a result of a variable geographic distribution [92].
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Furthermore, current regulations lack a timely procedure to monitor indirectly for

the inactivation of Ascaris eggs, and instated Ascaris inactivation is employed to

ascertain whether or not a disinfection method produces Class A biosolids [1]. The

direct method of assessing Ascaris ova inactivation currently needs separating the

eggs from biosolids, culturing them for three to four weeks and then inspecting the

ova microscopically for viability [92]. This method is time–consuming and expen-

sive [1, 92]. In addition, it has been found that Ascaris sp. considered by many

investigators to be the most challenging organism to destroy, could be killed at 53◦C

in the period of 30 minutes [93]. C. perfringens spore has been proposed as another

possible indicator organism to assess the efficiency of biosolids treatment methods

and a good indicator organism for Ascaris inactivation by anaerobic digestion [1, 94].

It can be found in densities of 106 colony–forming units (CFUs)/g solids in raw or

untreated biosolids [95].

2.1.3.1 Microbiology of C. perfringens spore

C. perfringens is a Gram–positive, endspore–forming, rod–shaped, non motile and

anaerobic bacterium that can tolerate only 5 percent of oxygen, and is known to

be the most widely distributed pathogen in nature [96, 97, 98]. It ferments lac-

tose, sucrose and inositol with the production of gas, reduces sulfite to H2S, hy-

drolyzes gelatin, reduces nitrate, and produces lecithinase and acid phosphatase [99].

C. perfringens is a ubiquitous organism and a normal flora of human and animal

gastrointestinal (GI) tract. Its population in a healthy human is <103–105 CFU/

g feces, whereas a person with C. perfringens food poisoning has counts of 103–106

CFU/ g of feces [96]. This pathogen has the fastest growth rate of all microorganisms

with a duplication time of 6.3–6.6 minutes at 43–47◦C [100, 101, 102].

During extreme conditions, C. perfringens undergoes a differentiation process (in

seven stages) and forms single oval subterminal spores with a diameter of <1μm [103,

104]. The endspore is a highly refractile body produced within the mother cell [103]

with complex multi–layered structures that contain a spore coat and a cortex [105,

106]. The spore coat prevents penetration of chemicals into the cortex. Inside the
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spore (in the core) there exists protein, deoxyribonucleic acid (DNA), ribonucleic

acid (RNA), dipicolinic acid (DPA) (pyridine–2,6–dicarboxylic acid) and divalent

cations [107]. Spore DNA is extremely protected against various sorts of dam-

age via the saturation of the spore chromosome with small, acid–soluble proteins

(SASPs) [108]. Also, the low amount of water in the spore contributes to its ability

to survive under harsh conditions [107].

Spores are resistance to heat, drying, UV radiation and chemical disinfectants

which would kill the vegetative cell [109]. Decimal reduction time at 100◦C (D100◦C)

varies between strains from 0.31 to >150 minutes [96].

It has been revealed that C. perfringens spores exposed to a five mg/L of free

chlorine for four hours were inactivated only about 1.5 LR, while an electrochemi-

cally generated solution of mixed oxidants, at the amount of five mg/L, inactivated

C. perfringens spores in pH 7 buffered water at 25◦C, with 2.3 LR within the same

period of time [110].

2.2 Interactive disinfection and provoking combination

of stressors

It is presumed that disinfection effect of EEK is attributed to: a) a synergism be-

tween treatment parameters, e.g., electric field and enhancement agents, and b) ap-

plication of multiples stressors. Multiple disinfectants have been employed with

increasing frequency in recent years. Reports demonstrated that the application

of combined disinfectants is more effective, e.g., for inactivating Cryptosporidium,

than the added effect of the individual disinfectants [111, 112]. The researchers

hypothesize that disinfection effect of combined disinfectants is due to a potential

synergistic mechanism and generation of multiple stressors. The type of interactive

effect can be determined using the mathematical model developed by [113, 114] and

modified for disinfection kinetics by [115].

n∑
i=1

xi
yi

= 1 (2.5)
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where xi = concentration of the individual agent in the combination, yi = concen-

tration of the agents that individually would produce the same magnitude of effect

as that of the combination, i = individual agent, n = total number of agents. When

the sum is less than 1, it shows the synergistic interaction.

It is believed that for a disinfection technology to perform sufficiently, it must

apply multiple stressors that result in several log reductions (LRs) for organisms

including bacteria, viruses, worms and protozoa [93, 116]. The key stressors can be

divided in three groups: physical, chemical and biological stressors [116, 117].

2.2.1 Effect of physical stressors on microorganisms

The most important physical agents are ionization radiation [118, 119], UV radia-

tion [119], moist heat [118, 119], dry heat, inactivation by cold [120], desiccation,

ultrasound [117] and hydrostatic pressure [121].

Ionization radiation is presumed to create single– or double–stranded breaks of

DNA in the cell [122]; however, studies show that single–strand scission in spores

may repair during post irradiation germination [123].

By exposing vegetative bacterial cells to UV light, thymine dimers are produced

between adjacent thymine molecules in the same strand of DNA [124]. Other dimers

are also likely to be formed, including a uracil–thymine heterodimer [120]. The in-

duction of dimers is sufficient to explain the lethal nature of UV radiation. However,

some bacteria are able to repair this damage [124]. Spore resistance to UV radia-

tion is related to α, β–type SASPs, which protect DNA [125], and also the ability

of the spore to remove 5–thyminyl–5,6 dihyrothymine (TDHT), thymine–containing

photoproducts [126].

The moist heat causes RNA and DNA breakdown, scission of low–molecular–

weight material, protein coagulation and changes in the shape of the cell [127]. The

release of intracellular constituents and loss of DPA and calcium has been observed

in bacterial spores exposed to lethal heat [120]. The water content of the spore has

been shown to be a controlling factor in the spore′s sensitivity to moist heat [128].

Dry heat is a much less efficient process than moist heat. Thus a much higher
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temperature for a longer period of time is needed [120].

Cold shock, a process in which organisms are suddenly chilled without freezing,

causes death of Gram–positive and Gram–negative bacteria but not yeasts [124].

Hydrostatic pressure has inactivation effects on vegetative cells and spores. Stud-

ies by Sale et al. (1970) showed that, within a certain pressure range and depending

on the type of spore, increasing pressure reduces the survivors. Above this pressure

range, increasing pressure has a reduced effect on inactivation [129]. The mechanism

of action of pressure on spores is due to induction of germinate, and the germinate

cells are then inactivated by other factors, e.g., temperature [130, 131]. Dipicolinic

acid, calcium and hexosamine–containing material are freed from pressurized spores,

and it becomes phase bright [129].

2.2.2 Effect of chemical stressors on microorganisms

The chemical stressors are those that are not generated by biological activity but

are either added directly or produced via chemical reactions [117]. In this group

are pH, oxidants and non–charged disinfectants such as nitrous acid and PAA [132].

Alkaline treatment, lime stabilization, ferrate (VI) oxidation [133], ozonation and

chlorination are some treatments based on chemical stressors [116, 134]. Although

an enormous amount of time and endeavour has been spent examining the impacts

of chemical agents, the exact mechanism of action of many biocidal compounds still

is unclear [120]. Different chemical groups such as alcohols, aldehydes, anilides,

biguanides, peroxygens, quaternary ammonium compounds (QACs), etc. have been

examined for their biocidal activity [106]. Studies on mechanisms of disinfection of

these chemicals show that, whatever the type of microbial cell, most likely the inac-

tivation procedure all follow a sequence of similar events [135]. This can be pictured

as interaction of the disinfectant with the cell membrane, followed by penetration

into the cell and action at the target site(s) [105]. As an example, GTA is a dialde-

hyde which has been used as a disinfectant since 1964 [105, 106]. Low concentrations

(0.1%) of the GTA have inhibitory effects on germination, while much higher con-

centrations (2%) are sporicidal [136]. Its mechanism of action engages a strong
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reaction with unprotonated amines on the cell surface [105]. The bacterial spore

shows several sites at which interaction with GTA is likely; however, the interaction

with a particular site does not necessarily lead to spore inactivation [137]. High

concentrations of free ammonia at elevated pH have been presented to contribute

to the inactivation of viruses and Ascaris ova [138, 139].

Peroxygens are another important group of chemical compounds applied as dis-

infectants [105, 106]. Peracetic acid (CH3CO3H) and hydrogen peroxide (HP) are

two important peroxygens [106]. HP is an oxidant due to generation of hydroxyl

free radicals (•OH) which attack critical cell constituents such as lipids, proteins

and DNA in sulfhydryl groups and double bonds [105]. Peracetic acid is a more

potent biocide than HP, showing sporicidal, bactericidal, virucidal and fungici-

dal activity at low concentrations (0.3%) [120]. Decomposition of PAA produces

safe end–products such as acetic acid and oxygen [105]. Using electron spin res-

onance (ESR) and spin trapping (ST) to examine radical production of PAA and

with relating radical production to the bacterial killing effect, it is presumed that

PAA denatures proteins and enzymes and increases cell wall permeability by dis-

turbing sulfhydryl (–SH) and sulfur (S–S) bonds [140]. A new compound with the

trade name of BIOXY STM (BS) is a non–hazard way of producing PAA in a more

stable form. BS is a biocide and strong oxidant composed of sodium percarbonate (a

hydrogen peroxide (HP) precursor), tetraacetyl ethylene diamine (TAED) (peracid

precursor) and sequestrants [141]. It has stronger oxidation potential than chlorine

or chlorine dioxide [142] with neither corrosive effect nor formation of disinfection

by–products (DBPs). Upon dissolving the BS in water, TAED, in presence of HP,

undergoes fast perhydrolysis producing PAA and diacetyl ethylene diamine (DAED).

Two molecules of PAA are released by nuclophilic attack of the OOH– ions on the

instable imide bonds of the TAED molecules [141]. The reaction is a stepwise pro-

cess through the intermediate Triacetylethylenediamine (TriAED). Studies show

that TriAED only exists for a short time, and almost all TAED is transformed to
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DAED which is readily biodegradable [143]. The reaction steps are as follows [144]:

H2O+ C2H6Na4O12 → 3H2O2 + 2Na2(CO3)HO [3]

H2O2 ↔ H+ + OOH− OH−−−−→ H2O+ OOH− [4]

C10H16N2O4 + OOH− → 2C2H4O3 + C6H12N2O2 [5]

2C2H4O3 → 2C2H4O3 + O2 [6]

It is envisaged from the above reaction scheme that disinfection effect of BS is

related to the available amount of sodium percarbonate, TAED and PAA.

2.2.3 Effect of biological stressors on microorganisms

The biological stressors can be grouped in two categories: a) biochemical byproducts

of biological activity, such as ammonia, amines, organic acids, aldehydes, and ke-

tones b) changes in physiological state of resistance cells, e.g., germination of spores,

which make microorganisms more prone to harsh environmental conditions. Some of

the treatment methods such as aerobic digestion, anaerobic digestion, composting,

pulsed electric field (PEF) and high pressure and high temperature (HPHT) make

use of biological stressors.

2.2.4 Mechanisms of disinfection and bacterial resistance to disin-

fectants

Disinfection is defined as “killing of pathogenic agents by chemical or physical means

directly applied” [120]. Spaulding (1968) suggested three levels of disinfection action

as: 1) high–level (e.g., sporicidal) 2) intermediate–level which kill vegetative cells,

most viruses and some spores, 3) low–level, which kill only vegetative cells and some
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viruses [120]. Generally disinfectants target a range of cellular loci classified in three

broad regions: 1) the cell wall, 2) cytoplasmic membrane (respiratory functions) and

3) cytoplasm (enzymes and the genetic material) [145, 146]. Various bacteria re-

spond to bactericides in different ways. This is either because of intrinsic differences

such as unique cell envelope components and non-susceptible proteins or due to the

development of resistance [147] created by adaptation or genetic exchange [145].

The nature and mechanism of the interaction between microorganisms and disin-

fectants has an important role in the kinetics of inactivation (Figure 2.7) [145, 147].

Knowledge about these interactions assists us in understanding the linear, concave,

convex or combined behavior in semi–log inactivation curves, and, therefore, the

kinetics of inactivation [148].

Figure 2.7: Mechanism of action of biocides on microorganisms [145]
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2.2.4.1 Mechanisms of action of disinfectants

Defining the exact mechanism of action of a chemical, physical or biological stressors

is not an easy task if not impossible. This could be due to the fact that more than

one cell component may be influenced, and subsequently the problem is to differen-

tiate the primary effect from the secondary effects, which may, though, contribute to

cell death [120]. In general, cellular morphology and chemical composition, growth

phase, extra–cellular substances and the nature of disinfection process are among

the most imperative features that influence the access of disinfectant to cell wall,

cytoplasmic membrane and cytoplasm [146]. Interaction of the disinfectant with the

cell surface followed by penetration into the cell and action at the target site are the

key mechanisms of disinfection [149]; however, they are not instantaneous and can

be influenced by factors such as environmental conditions (e.g., temperature, pH,

humidity, etc), type of microorganism and biocide concentrations [146]. Therefore,

external factors may profoundly affect the kinetics and extent of inactivation with-

out necessarily invoking direct consequences on the disinfection mechanism [150].

The target sites are usually located at the cell envelope or within the cytoplasmic

region of the cell [151]. Cytoplasmic membrane, which has a rich matrix of phospho-

lipids and enzymatic/structural proteins, control the selective permeability and the

maintenance of intracellular homeostasis and vectorial transport/metabolism [146].

These vital functions and the large expanse for interaction make the cytoplasmic

membrane more prone to biocide assault [146, 151]. Interaction at the cell mem-

brane can cause a considerable effect on viability; however, most disinfectants seem

to be active intracellularly [105]. Thus, maintenance of the folding proteins and

the integrity of DNA are other important factors for cell survival [152]. Biocide

chemistry and mode of action also changes the magnitude or rate of penetration of

biocide through the cell envelope and damage to the cell [146, 148].

Although each disinfection process has its own precise mechanism of interaction,

the ultimate outcomes present considerable similarity. The main observed damages

are:
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a) disruption of the transmembrane proton motive force leading to an un-

coupling of oxidative phosphorylation and inhibition of active transport

across the membrane, b) inhibition of respiration or catabolic/anabolic

reactions, c) disruption of replication, d) loss of membrane integrity re-

sulting in leakage of essential intracellular constituents such as potassium

cation, inorganic phosphate, pentoses, nucleotides and nucleosides and

proteins, e) lysis, f) coagulation of intracellular material [146].

The order of these injuries shows the increasing severity of damage from bacte-

riostatic to bactericidal [146]. Conventional theory revealed that death of a cell

can arise from initial lesions if inimical condition last for sufficient duration or

amount [153].

Studies on bacterial spores illustrate that disinfectants can be sporostatic but are

not inevitably sporicidal [105]. Only a few antibacterial agents are actively sporicidal

and even powerful disinfectants may be sporostatic, rather than sporicidal [105, 106].

Power and Russell (1989) demonstrated that 2 percent alkaline GTA sterilizes an

inoculum of 108 CFU/mL of vegetative cells of B. subtilis, E. coli and Staphylococcus

aureus within 10 minutes at 22◦C, while B. subtilis spores entail several hours [154].

These fundings suggest that the efficiency of treatment is very much affected by the

physiological state cell and its resistivity.

2.2.4.2 Bacterial resistance to biocides

Bacterial resistance has been described as the temporary or permanent ability of an

organism and its progeny [145] to withstand the effect of biocides that are intended

to destroy or control them [155]. Several mechanisms which bestow bacterial resis-

tance to biocides are: a) alteration of the target [156, 157], b) reduction in target

access [156, 158] and c) inactivation of the inhibitor [156, 159]. These resistance

mechanisms can be obtained through intrinsic structural features of a microorgan-

ism [147, 160], or by selective mutations and/or via the acquisition of genetic mate-

rial which encodes resistance mechanisms from another microorganism [155, 161].
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2.2.4.3 Intrinsic resistance of bacterial spores

Intrinsic resistance is a natural, chromosomally managed characteristic of a bacterial

cell that allows the cell to circumvent the action of a biocide [105, 161]. The most

well known intrinsic resistance mechanism is changes in the permeability of the

cell wall, also signified as “permeability barrier” [155, 161], which not only exists

in spores, but also in vegetative bacteria, e.g., mycobacteria and Gram–negative

bacteria [145, 161]. It has also been shown that changes in other constituents of the

outer membrane ultrastructure such as proteins [162], fatty acid composition [163]

and phospholipids decreases biocide efficiency [155].

In addition, the charge property of the cell surface plays an important role in bac-

terial resistance mechanisms to positively charged biocides, for example QACs [155,

164].

Sporulation, the process of conversion of vegetative cell into a spore, is another

important form of intrinsic resistance which involves seven stages (Table 2.1) [105].

Table 2.1: Stages of sporulation process [165]

1 Initiation;
2 Pre–sporulation phase: DNA as an axial filament;
3 Septation:asymmetric cell formation;
4 Cortex formation between inner and outer forespore membranes com-

mences;
5 Synthesis of spore coats and DPA: uptake of Ca2+;
6 Spore maturation: coat material becomes more dense, refractivity in-

creases;
7 Lysis of mother cell and liberation of mature spore.

During this process, the vegetative cell (stage 0) goes through the first mor-

phological changes [165] that culminate in the generation of the mother cell (stage

I, II) [105]. Then (stage III), DNA is divided into two complete copies. The in-

ner, forespore, section is surrounded by its membrane, which is in turn enclosed by

a second membrane of opposite polarity [165]. Next, peptidoglycan is laid down

(stage IV) between the outer (mother cell) membrane and inner membrane to form

the cortex, a specialized peptidoglycan comprises of a spore–specific muramic lac-
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tam [105, 166]. DPA is generated inside the developing spore, and calcium enters

from the outside by active transport [167]. As calcium enters the spore, water is

removed [105]. A protein coat is synthesized exterior to the cortex and ultimately

assembled around the outer surface of the spore [105, 165]. The spore becomes

mature at this stage (stage V) [167]. Some spores form an additional layer called

the exosporium [165]. The mature spore becomes increasingly phase–bright and

resistance to heat (stage VI) [105]. Finally, lytic enzymes destroy the mother cell

compartment (stage VII) [167].

The ultimate product of the sporulation process is a mature, resistant spore [165].

The heat resistance of the spore is considered to be the result of the low water

activity in the spore core [168]. The spore cortex has an important function in

the dehydration of the core through applying physical or osmotic pressure [165] or

possibly both [169, 170]. Calcium dipicolinate also plays a role in heat resistance;

however its function is not clear yet [165]. There is a possibility that it acts as a

secondary stabilizing agent [171]. Spore DNA is particularly well shielded against

many diverse categories of damage, especially UV light, through the saturation of the

spore chromosome with a group of DNA–binding proteins named α and β–SASPs,

synthesized in the forespore [108, 171]. The spore coat layers are not necessary for

dormancy or heat resistance, nevertheless they are imperative in the resistance of

the spore to enzymatic attack [172].

The dormancy and resistance properties of the bacterial spore are extraordi-

nary for a living cell [165]. They are invariably the most resistant of all types of

bacteria [166] to desiccation, organic chemicals, enzyme action, UV irradiation and

extremes of temperature and pH [173], which may remain dormant for extended

periods [166]. This comportment is due to substantial structural specialization de-

veloped within a mother cell [165].

A typical bacterial spore is a complex system, that is composed of several dif-

ferent layers (Figure 2.8) [175, 176]. The interior–most compartment of the spore

houses RNA, DNA and DPA [105], a significant amount of SASPs [105, 166], cal-

cium, potassium, manganese and phosphorus which can be found in the spore [105].
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Figure 2.8: Typical bacterial spore structure. Structure of a Bacillus spore: spore
core (1), inner membrane (2), cortex (3), outer membrane (4), spore coat (5), ex-
osporium (6), and appendages (7) [174]

This compartment is surrounded by the cortex outside which are two membrane lay-

ers (the inner and denser outer spore coats) [106] stemmed from the septum formed

at the commencement of sporulation [166]. Some types of spores contain a thin

exosporium at the outermost layer too [105].

Biochemical studies show that the coat is mainly composed of proteins [105, 177],

around 30 protein species which do not resemble one another [166], a low amount

of lipids and carbohydrates [177]. The inner coat contains an alkali–soluble part

built up of acidic polypeptides [105], which can be degraded to their unit parts

via treatment with sodium dodecyl sulfate (SDS) [106]. An alkali–resistant fraction

related to the presence of disulfide–rich bonds being found in the outer coat [178].

These features show that the role of spore coats and essential resistance factors

in the interior of the spores is critical in protecting spores from a wide range of

assaults [100, 105, 177].

All types of spores are not equally insusceptible to biocides [160]. Spores of

Bacillus and Clostridium species are strikingly resistant to extreme environmen-

tal conditions, therefore, in many cases play as surrogate for Giardia cysts and

Cryptosporidium oocysts [173]. Studies on the pattern of morphological and bio-

chemical changes occurring during sporulation and its relationship with disinfec-

tion resistance divulge that resistance may be an early, intermediate or (very) late

event [105, 160]. For example, an early resistance ensues to formaldehyde, whereas

resistance to heat is an intermediate event, and GTA resistance being a late occur-

rence (Figure 2.9) [160].
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Figure 2.9: Development of resistance of Bacillus subtilis during sporulation. Roman
numerals show the sporulation stage from III to VII. Arabic numbers represent the
time (hours) following the onset of sporulation and the approximate times at which
resistance develops against biocides. CHG, chlorhexidine; CPC, cetylpyridinium
chloride; NaDCC, sodium dichloroisocyanurate [105]

Although resistance to harsh environmental condition and being metabolically

latent, the spores can return to the active life in as little as 20 minutes via spore

outgrowth and germination [179] which is of the utmost importance for sterilization

methods and research for: i) spores provoke disease via germination and outgrowth

in foodstuffs or in the body, and ii) germinated spores are eminently less invulner-

able to different kinds of environmental stress than dormant spores are [180, 181].

Therefore, if a means could be found to effectively use the germination–inducing

properties of spore, then the treatment processes could be carried out at a lower

temperature or chemical concentrations with concomitant savings in both energy

costs and product quality.

2.2.4.4 Spore germination characteristics

Spore germination is mainly a biophysical and degradative process. It is a series

of events (activation, outgrowth and germination) leading to the loss of the spore–

specific properties [179, 182] (Figure 2.10). One theory to describe the germination–

associated alterations is that the first events in outgrowth would involve increas-

ing the fluidity of spore′s inner membrane [179] and resuming efflux of monova-

lent cations (H+, Na+ and K+), divalent cations (Ca2+, Mg2+ and Mn2+) and

DPA [180, 182, 183]. A signal with unknown nature is conveyed to the outer layers
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of the spore, simulating coat and cortex lytic enzymes [184, 185]; which conse-

quently leads to the complete rehydration of the spore core [179]. ATP produc-

tion and biochemical pathways resume [186], DNA repair routes act at the time

of spore outgrowth to fix DNA damage created during their potentially long dor-

mancy [125, 187], and the SASPs are dissociated from DNA [187], providing a supply

of amino acids (AAs) [179].

Degradation of
surface barrier

Water influx
DPA loss

Further degradation of cotrex
Loss of spore materials

Fully stainable

Loss of thermostability

 with dyes

Figure 2.10: Change in refractility and other physiological adaptations evidently
happening during different stages of germination in single spores. Broken lines in
the germination curve are the proposed curves occurring autonomously of each other
within a spore. The curve (solid line) reflecting experimental observations [188]

The physiological outgrowth of bacterial spore is invariably accompanied with

the henceforward features: a) capability of forming colony in appropriate growth

condition, b) increasing sensitivity to environmental stresses which do not influence

the viability of the dormant spore [189], c) loss of translucency along with darkening

of the spore cell when scrutinized under phase contrast microscopy [190], d) striking

decrease in the optical density (OD)580–610nm of bacterial spore suspensions, e) a

noticeable slight elongation of the cell, f) uniform stainabilty by methylene blue [191],

g) almost 29–35 percent reduction in the dry weight of the ungerminated spore

probably due to loss of Ca2+–DPA, and nondialyzable polypeptide into the aqueous

34



environment [192] and h) oxidative metabolism of glucose [193]. Where each and

every one of the preceding features can be observed, it represents that the process

of germination has transpired.

Generally, spore germination can be considered as an irreversible and a triggered

process initiated by either nutrients (a single AA, sugars and purine nucleosides),

termed germinants, or non–nutrient (hydrostatic pressure, Ca2+–DPA, cationic sur-

factant, dodecylamine, CO2, lysozyme and heat) stimuli [180, 181]. Within seconds

of contacting spores with triggers, the spore becomes empowered to germinate even

after elimination of the tiger [180, 181]. However, partial germination seems to hap-

pen under suboptimal condition for germination, e.g., inadequate media, suboptimal

temperature and the presence of inhibitors [194]. For a better distinction of nutrient

and non–nutrient spore germination Setlow (2003) elucidated a reaction/interaction

model [181] based on which nutrients stimulate the germinant receptors. This in-

duces the release of ions including Ca2+–DPA from the spore core, which consecu-

tively activates cortex–lytic enzyme (CwlJ) action. SleB, another cortex–lytic en-

zyme, may be induced by germinant receptor activation through nutrient binding

and/or alteration in the stress by the spore cortex as a result of the core hydration.

SleB and/or CwlJ then catalyze the cortex hydrolysis. Non–nutrient germination

may involve a different process from nutrient germination, or may activate the pro-

cess at a later step in the pathway. For instance, high pressures either activate

the germinant receptors or opens channels for the release of Ca2+–DPA [195, 196],

while alkylamines can activate Ca2+–DPA release through affecting the spore′s inner

membrane without interacting with any germinate receptors [181]. Extrinsic Ca2+–

DPA, released from other spore bodies or external sources, hydrolyzes spore cortex

through activating CwlJ. This mechanism might be augmented by subsequential

release of endogenous Ca2+–DPA. Lysozyme treatment as well brings about cortex

hydrolysis and the release of Ca2+–DPA [181].

It has been described that high–intensity PEF (30 kV/cm, 1,000 μs) treatments

could result in germination of bacterial spores [197] by altering physiological state

of the spores, and hence, increase the susceptibility of spores to heat and electric
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currents [43]. Based on this information, the author of the current work hypothesized

that spore germination through LIDEF might also be possible by applying a much

lower electric field (for instance, 2.5 V/cm) at longer exposure times, e.g., two hours.

2.3 Heterogeneous disinfection kinetics of spores in the

biosolids matrix

It is hypothesized that the spore survival curves in the EEK disinfection system

follow a heterogeous or sigmoidal inactivation pattern due to the application of

multiple stressors. When inactivation of spores or vegetative microorganisms is con-

sidered, the log–linear shape of bacterial survival curves is a particular case among

types of curves, however, a bacterial strain can produce different shapes of survival

curves when the intensity of the stress or the cell physiological state varies. In such

Figure 2.11: Graphic representations of different shapes of microbial survival curves.
A: linear curves, B: curves with a shoulder, C and D: curves with a tailing (or
biphasic curves), E and F: sigmoidal curves [198]

cases, curves with shoulders (convex), and tailing (concave), S shape (tailing–off +

shoulder) and inverted S shape (shoulder + tailing–off) curves are expected (Fig-

ure 2.11) [120]. The development of mathematical models is tremendously complex
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as inactivation kinetics rely on many defined and undefined factors [120, 199]. Re-

gardless of these intricacies, models have been developed to picture the inactivation

of microorganisms with rational precision [120, 200].

Early studies to explain the kinetics of the microbial inactivation deliberated

the significance of essential variables including: a) chemical species and concentra-

tion of disinfectants, b) exposure time, c) temperature, d) type and concentration

of microorganism, and e) pH [148]. Later studies have been proposed to describe

the non–linear inactivation behavior [120]. Each model is inimitable to the micro-

bial pathogen and disinfection process considered, as well as the requested quality

standards for treated matrices [201]. Some of these models were derived from a

best–fit mathematical model while some of them were based on assumed inactiva-

tion mechanisms [148]. The most frequently used disinfection models are Chick,

Chick–Watson, Hom, Power Law, and Hom Power Law model [202]. These models

can be derived from the following differential rate law:

dN

dt
= −k ·m ·Nx · Cn · tm−1 (2.6)

where dN
dt = the rate of inactivation; N = the number of survival bacteria at contact

time t; k = the reaction rate constant found experimentally; C is the concentration

of the disinfectant; and m, n, and x are empirical constants [198, 199, 202].

Furthermore, other models have been introduced to fit the curves with a shoul-

der, curves with a tailing, and sigmoidal curves [202].

2.3.1 Chick’s Law

Chick (1908), in her study of disinfection law, identified the analogy between a

bimolecular elementary reaction and inactivation of the bacterium Bacillus paraty-

phosus [120]. She observed disinfection was first order where the rate of inactivation

is similar to a chemical reaction and is given by [203]:

rd = −dN

dt
= k ·N (2.7)

37



where rd = the disinfection rate, k = the pseudo–first–order inactivation rate con-

stant and N = the concentration of microorganisms at time t [120].

In a batch system, in which the rate of inactivation is equivalent to ∂N
∂t , Eq. 2.8

results in an exponential decay in organisms, assuming that the rate constant, k, is

in fact constant [200].

logS = log
N

N0
= −k · C · t (2.8)

Succeeding studies, conversely, have revealed that disinfection reactions are not

simple bimolecular elementary reactions and cannot be entirely expressed by the

simplest model in many cases.

2.3.2 Chick–Watson Law

Watson (1908) established the Chick–Watson Law where the pseudo–first–order

inactivation rate constant, k, is related to the disinfectant concentration, C by [204]:

k = k′ · Cn (2.9)

where n = the coefficient of dilution, k′ = the pseudo first–order reaction rate con-

stant (time-1) and is presumed to be independent of disinfectant concentration and

microorganism concentration [205]. The Chick–Watson Law expresses inactivation

as a function of disinfectant concentration and contact time. The rate equation for

the Chick–Watson Law is given by [148, 206]:

rd =
dN

dt
= −k′ · Cn ·N (2.10)

In a batch system, when C, n, and k are constant, the above rate law may be

integrated so that the following relationship arises [205]:

logS = log
N

N0
= −k′ · Cn · t (2.11)
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where S, N and N0 are the survival ratio, the concentrations of viable microorgan-

isms at time t and 0, respectively. Watson also suggested an empirical logarithmic

function to explain the effect of different disinfectant concentrations [120].

Cn · t = constant (2.12)

where t is the time needed to reach a given level of inactivation. If n >1, concen-

tration is more important than time [206].

2.3.3 Hom model

Hom (1972) developed a mathematical model for expressing complex inactivation ki-

netics [120]. The theory proposed by Hom united the effect of time and concentration

related to studies of chloride inactivation of bacteria [207]. For a continuous–flow

system or a dynamically changing batch system, the Hom equation is obtained from

the subsequent differential rate expression [208]:

rd =
dN

dt
= −m ·N · (kCn)

1
m ·

[
− ln

(
N

N0

)](1− 1
m
)

(2.13)

where k = the inactivation rate constant, m = the m–order reaction rate constant

and n = the coefficient of dilution.

Integration of this rate law with constant C gives [205]:

logS = log

(
N

N0

)
= −k · Cn · tm (2.14)

If m = 1, Eq. 2.14 becomes the Chick–Watson relationship (Eq. 2.11). Concave

and convex curves are obtained in semi-log plots of survival against time and/or C.t

product when m >1 and when m<1, respectively [209].

Prior studies on inactivation of Giardia [210],Cryptosporidium [211], aerobic

spore–forming bacteria [212] and heterotrophic plate count (HPC) bacteria [213]

have shown that Hom′s model can give a satisfactory fitting curve to data.
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2.3.4 Rational model (Power Law model)

A “rational” kinetics model developed by Majumdar et al. (1973) is applied to

explain ozone inactivation of poliovirus in a completely mixed batch reactor (CMBR)

and is written as [214]:

rd =
dN

dt
= −k · Cn ·Nx (2.15)

where x is the empiric constant. Integrating of Eq. 2.15 gives:

logS = log

(
N

N0

)
=

−1

x− 1
log

[
1 + (x− 1)kCntNx−1

0

]
(2.16)

The Rational model can describe shoulder (x<1) and tailing–off (x>1) phenomena.

Furthermore, it explains the effect of initial microbial density on disinfection. If

x>1, the survival ratio will decline with increasing N0 under the same disinfection

conditions [120]. This equation reduces to the Chick–Watson model when x is equal

to 1.

Roy et al. (1981) applied the Rational model to continuously stirred tank reac-

tor (CSTR) studies on the inactivation of poliovirus1 with ozone in demand–free

systems. Analysis of their study derived the following model [120]:

dN

dt
= −k · C ·N0.69 (2.17)

Rational model illustrates a non–linear dependency of inactivation efficiency on

viable microbial density. This model is capable of describing shoulders (x<1) or

tailing–off (x>1) behavior [120, 215].

2.3.5 Hom Power Law (HPL)

Anotai (1996) introduced a kinetics model which includes subsets of both the Hom

and Rational models and incorporates the parameters of both models [216]. The
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rate of inactivation can be defined by the differential form of the model as:

rd =
dN

dt
= mkCnNx

⎡
⎢⎢⎢⎢⎢⎢⎣

{(
N1−x

N1−x
0

− 1

)
N1−x

0

}1−
1

m

(x− 1)1−
1
m (kCn)1−

1
m

⎤
⎥⎥⎥⎥⎥⎥⎦

(2.18)

Upon integration, it can be expressed as:

log

(
N

N0

)
= − 1

x− 1
[1 +Nx−1

0 (x− 1)k′Cntm] (2.19)

where the parameters k, m, n and x are the same parameters as those from the Hom

and Rational model [216, 217].

2.3.6 Series Event model

The multi–hit or series–event model is another model to describe the shouldering

phenomena of inactivation [120]. This model describes inactivation as a series of

events taking place in a discrete stepwise manner [218]. Organisms pass from one

event level to the next at a rate which is assumed to be first order with regard to

the disinfectant concentration and independent of the event level [199]. According

to this model, organisms survive the disinfection process if they receive hit numbers

less than the required threshold number [120, 199]. The rate of obliteration of the

ωth site in an organism is as follows [120]:

dNω

dt
= kCNω−1 − kCNω (2.20)

Solving for ω = 0 to 
-1 results in the expression of the survival ratio in the series

event model [199, 218]:

log
N

N0
= −kCt+ log

(
�−1∑
ω=0

(kCt)ω

ω!

)
(2.21)

where ω = the event level and 
 = the threshold event.
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Disinfection methods discussed so far were for chemical inactivation agents.

Comparable kinetics models have been engendered for physical treatment processes

such as irradiation and heat [120]. Some of these models will be discussed in detail

in the following sections.

2.3.7 Multiple–target model

This model was developed for inactivation by radiation, except UV inactivation

and was then applied to explain initial shoulders in survival curves of disinfection.

The model is used due to its simple logic, mathematics and ability to fit batch

data [199]. The basic assumption for this model is that a particle (organism or

clumps of organisms) has a finite number (nc) of discrete critical targets, and for

complete destruction of the particle, all of the critical targets must be hit once [202].

The destruction rate of the target is expressed by first order kinetics:

dq

dt
= −kCq (2.22)

where q is concentration of targets (number per mL). Since the number of targets

is finite, the probability of attaining the next hit is reduced as the inactivation

continues [199]. A binomial probability of zero gives the probability of a specific

target surviving,

P (0) =
q

qc
(2.23)

where q = the concentrations of targets at time t and qc = critical concentration of

targets.

For a closed–batch reactor, the rate of attaining the ith hit in a particle rNi is:

rNi = (nc − i+ 1)kCNi−1 − (nc − i)kCNi (2.24)

where k represents the inactivation rate constant with unit [L/mg.s]; nc is the targets

number comprised in a particle; (nc-i+1) and (nc-i) are probability factors related

to the raised difficulty or specificity in hitting the remaining targets as the reaction
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proceeds [199].

The probability of inactivating a specific target is 1− e−kCt, and the probability

of a particle to survive with nc critical targets is:

N

N0
= [1− (1− P (0))nc ] (2.25)

The probability of survival of a particle with nc critical targets is obtained by [219]:

log
N

N0
= log(Pi) = log[1− (1− e−kCT )nc ] (2.26)

where k in this model, unlike the previous models, has units of L/(mg.min).

2.3.8 Modified multiple–target

With the same basic assumption as the Multiple target model, the Modified multiple–

target was introduced to describe the destruction rate of particles by non–first order

kinetics. This model was first used to express the disinfection behavior of ozone on

B. subtilis spores. The probability of survival of a particle with nc critical targets

can be expressed as [220]:

log
N

N0
= log(Pi) = log

{
1− [1− (e−kCT )]nc

}
(2.27)

In a continuous flow system, this model can be written as:

r = −kncC
nN0

[
1−

(
1−

(
N

N0

)) 1
nc

][(
1−

(
N

N0

))nc−1
nc

]
(2.28)

2.3.9 Empirical models

Besides mechanistic methods, statistical approaches are applied to derive empiric

disinfection models. For example the inactivation of E. coli by ozone was modeled

as:

log
N

N0
= a+ bC + ct (2.29)
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where C and t are independent variables, and a, b, c are model parameters [120].

Clark et al. (1989) developed a regression model for 99.99% inactivation of

Giardia lambila cysts as follows [221]:

t = RCapHbtempc (2.30)

where pH = pH of contaminated matrix, temp = the temperature (◦C), and a, b

and c are constants.
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Chapter 3

Experimental approach

The basic research paradigm was to perform studies which lead to an advance inac-

tivation of bacterial spores in the AnD sewage sludge. Furthermore, it was intended

to ascertain disinfection mechanism and to model kinetics of spore inactivation in

the designed system. To satisfy these objectives the research was conducted in four

experimental phases as follows:

• The first phase consisted of design and manufacture of the BioElectroTM sys-

tem (electrodes, the reactor vessel and the sealed cap) which would provide

the optimum 2D electric field distribution. Also, the best enhancement agents

for BioElectroTM process were chosen based on the author previous work and

published information [10, 16, 19, 20, 27, 29, 222].

• The second phase was the rudimentary assessment of the selected experimental

variables of latter stage and delineation of optimum experimental conditions.

• The third phase implemented the optimal conditions of phase–II on a series

of bench–scale experiments. The collected disinfection data were analyzed

using multiple linear regression (MLR) to assess significance of experimental

variables on the disinfection mechanism.

• The last phase of this study was attributed to the development of disinfection

kinetics model. Observational data were modeled by a function which was a

non–linear combination of the model parameters and experimental variables.
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3.1 Phase I: System considerations and selection of en-

hancement agents

This phase was performed to provide the basic requirements of the BioElectroTM pro-

cess, to wit: the reactor and enhancement agents.

As mentioned earlier (Chapter 1) one of the unique feature of the contemporary

work was the application a 2D electric field system for disinfection of the biosolids.

To this end, the reactor dimension and electrode configuration were designed in a

way to assure the required electric field distribution. Architecture and selection of

electrode material was another aspect in the BioElectroTM reactor to be considered

in order to support the occurrence of desired electrochemical reactions.

Beside the reactor features, applied enhancement agents have profound effects

on the efficiency of the process, the quality of the resultant product and the required

treatment times. Hence, the selection of suitable enhancers was another critical issue

to be investigated in this phase.

3.1.1 BioElectroTM reactor specifications

The laboratory scale prototype of BioElectroTM equipment consisted of a 3,100

mL Plexiglas rectangular reactor with internal dimensions of 214 mm length ×
214 mm width × 74.1 mm height (Figure A.1). The reactor was equipped with four

perforated (64 holes) 316L stainless steel (SS) electrodes (10 mm diameter cylinders,

102 mm long (Figure A.3) of which only 70 mm in contact with the matrix) coated

with stainless steel mesh (200 μm) located at a distance of 172 mm surface to

surface (182 mm center to center) from each other acting as the anode and cathode.

The used SS is an iron-chromium alloy with the chemical composition detailed in

Table 3.1.

Table 3.1: Chemical composition (w/w%) of tested SS detected by atomic adsorption

Steel Fe Cr Ni Mo Mn Si N P C S

316L Bla 19.32 13.2 2.25 1.87 0.48 0.05 0.019 0.016 0.01
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Underneath each electrode a 200 mL Nalgene bottle was installed to collect EOF

when necessary. Four glass red–dye thermometers (0–100◦C) were installed at the

immediate vicinity (10 mm) of electrodes to monitor heating rate. The heat rate

at the middle of the reactor was measured using a HACH probe (HQ40d Digital

Multi–Parameter Meter). A Plexiglas seal was prepared to act as sealed cap for

the the reactor (Figure A.2). To monitor electrical parameters, along the distance

Figure 3.1: BioElectroTM system, Black arrows show the electrodes, “A” represents
Nalgene bottle

between the cathodes and the anodes, a total of 16 silver probe–electrodes (five in

each sides of the cap and six on one diagonal) with the length of 71 mm and diameter

of 1 mm fixed into a fitted cover were used. Once fully assembled, the reactor was

compacted and leak proofed. The system was connected to a regulated power supply

(GENESYS 1500 W, TDK Lambda Americas Inc) with a maximum PG and current

capacity of 120 V and 10.5 A, respectively. The connection was in the way that the

electrodes at the same side of the reactor had different polarities while those on

the diagonal direction had the same polarity. The power supply transforms altering

current (AC) from a utility line (120–V, 60 Hz) into high voltage AC, then rectifies

to DC signals. The electric field distribution between two electrodes was monitored

by direct measurement of the potential difference between stainless steel electrodes

and silver electrodes using a digital multimeter (MTB2850). BioElectroTM system
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was installed in a laboratory hood with a continues positive airflow.

3.1.2 Selection of enhancement agents

In order to carry out the spore inactivation experiments by BioElectroTM, key pro-

cess variables needed to be determined. The nature of the process is based on the

interactive disinfection in which synergistic/additive effects of electric field inten-

sity (E) and enhancement agents play an eminent role. Therefore, the selection of

enhancement agents had to been done based on their promising effect on providing

multiple stressors on spore protective structures and a definite improvement in the

inactivation. To this end, the author’s previous works suggested a use of BIOXY

STM (BS) and glutaraldehyde (GTA) [10, 17, 18, 19]. As explained earlier in Subsec-

tion 2.2.2, BS is a solid source of PAA and readily biodegradable. It has sporicidal

properties with no adverse environmental effect [141]. Also, it increases conductivity

of the biosolids, as investigated in the current work (Subsection 3.3.3). Therefore,

BS could be considered as a reliable enhancement agent. As for GTA, the more

careful studies on its characteristics showed that although it is a promising disin-

fectant, human exposure needs to be restricted due to its potential adverse health

effects [223]. Hence, its application was abandoned. In a personal conversation with

Maria Elektorowicz, Ph.D., Head of EK research group at Concordia University, the

application of a mixture of ammonium and nitrate (AN) as a proxy for GTA was

affirmed. AN has been widely used as an enhancement agent in previous EK re-

search [16, 27, 29, 222] because of its valuable chemical properties in the EK system.

For instance, the electrical conductivity of aqueous AN solutions escalates signifi-

cantly with increasing concentration of salt (Subsection 3.3.3). This is attributed to

the ionic nature of AN that substantially contribute to the electrolyte load in the

sludge, and consequently, to its ability to conduct electric current. Also, it is known

that the major factors that influence the equilibrium [224] (Reaction [7]) between

unionized (NH3) and ionized ammonia (NH+
4 ) are pH and temperature [225]; hence

under pH–high temperature conditions created in the EK reactor the disinfection

efficiency of AN improves due to higher generation of toxic NH3. The ammonia
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conversion rate can be calculated by Eq. 3.1 [225].

NH3(g) + nH2O ↔ NH3.nH2O(aq) ↔ NH+
4 + OH− + (n− 1)H2O(l) [7]

f(%) =
1

1 + 10(pKa−pH)
× 100 (3.1)

where f is fraction of total ammonia that is unionized and pKa = dissociation

constant from Eq. 3.2.

pKa = 0.0901821 +
2729.92

T
(3.2)

where T = temperature in kelvin.

Typical physicochemical characteristics of the selected enhancement agents are

listed in Table 3.2. The experiments then were carried out with three selected

variables: E (V/cm), applied BS and AN doses (g/L).

Table 3.2: Typical physicochemical characteristics of the selected enhancement
agents

Enhancer Chemical Formula %N Solubility(g/L) Appearance

BS C2H6Na4O12 + C10H16N2O4 – 55.6 Solid
AN NH4NO3 27 1500 Solid
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3.2 Phase II: Delineation of optimum experimental con-

ditions

The main goal of this phase was to define the optimal experimental conditions under

which a minimum 3 LRs of spores in AnD biosolids during BioElcetroTM process is

achievable. To this end, the work was codified in the two following sections.

3.2.1 Single–factor effect (SF) of experimental variables

To evaluate the disinfection effecincy of each experimental variable, namely E (V/cm)

and applied concentrations of BS and AN individually, single–factor (SF) analyses

were performed. Furthermore, the results of this step was used to ascertain the ex-

perimental variable levels in multi–factor effect experiments (Subsection 3.2.2) and

the type of interaction between selected variables (Eq. 2.5). Table 3.3 shows the

applied single–factor design for each experimental variable and references for the

selection of variable levels. The experiments were performed with identical initial

spore densities at the ambient temperature (23◦C) for 24 hours.

Table 3.3: Single–factor (SF) design for each experimental variable

Code Experimental variable Variable value Reference

SF1

E (V/cm)

0.7 [10, 17, 18, 19]
SF2 1.5 [17, 19, 20, 22]
SF3 2.5 [19, 29]
SF4 3.0 [20, 27]

SF5

BS (g/L)

0.2 [10, 141]
SF6 13 [19, 20]
SF7 25 [19, 20, 141]
SF8 50 [19, 20]
SF9 60 [19, 20]
SF10 100 [19, 20]
SF11 180 [19, 20]
SF12 240 [19, 20]

SF13

AN (g/L)

13 [19, 20, 29]
SF14 26 [19, 20]
SF15 30 [19, 20]
SF16 43 [12]
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3.2.2 Multi–factor effects (MF) of experimental variables

Application of an enhancement agent, as a means to enhance the EK activity, ev-

idently changes the disinfection efficiency of the process which can be expressed

in terms of LR. In such a disinfection system the interaction between interactive

factors and their ratios are vitally important for the correct effect; therefore, the

studies were conducted to ascertain minimum values of each experimental variable

in a combination by which a 3 LRs of spores was obtainable. To this end, the first

selection step of experimental variable levels (Table 3.4) was performed based on the

results of single–factor design (Subsection 3.2.1) and previous works [10, 15, 16, 29].

A screening mixture experiment was designed using the D–optimal approach with

the aid of Design–Expert 6.0.4 (StatEase R© Inc.2001) to identify the target variable

levels. The corresponding design is shown in Table 3.5.

Table 3.4: Experimental variables and their levels in the first selection step

Experimental variable
Variable level

1 2 3 4 5

E (V/cm) 0 2.5 2.8 3 –
BS (g/L) 0 13 25 50 100
AN (g/L) 0 13 26 30 –

Table 3.5: Screening mixture experiment design in the first selection step

Code E(V/cm) BS(g/L) AN(g/L)

MF1 3 13 0

MF2 3 50 13

MF3 3 50 26

MF4 3 25 26

MF5 3 13 30

MF6 3 100 26

MF7 3 0 13

Continued on next page
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Table 3.5–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L)

MF8 3 0 30

MF9 3 25 30

MF10 3 50 30

MF11 3 25 0

MF12 3 0 0

MF13 3 100 13

MF14 2.8 50 0

MF15 2.8 25 13

MF16 2.8 50 13

MF17 2.8 0 26

MF18 2.8 13 0

MF19 2.8 13 26

MF20 2.8 0 30

MF21 2.8 25 30

MF22 2.8 100 13

MF23 2.8 100 0

MF24 2.8 100 30

MF25 2.5 0 13

MF26 2.5 25 26

MF27 2.5 50 26

MF28 2.5 100 30

MF29 2.5 13 30

MF30 2.5 100 0

MF31 2.5 50 0

MF32 2.5 0 26

MF33 2.5 13 26

Continued on next page
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Table 3.5–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L)

MF34 2.5 0 0

MF35 2.5 25 13

MF36 2.5 13 13

Inactivation experiments were performed based on the defined conditions in ran-

domized order to offset any lurking variables such as sampling time, temperature,

or the like. Each experiment was repeated three times to account for variability

and to decrease experimental errors. For each test 14 samples were collected (de-

tailed in Subsection 3.5.2) at the end of experiment (five hours exposure time). The

results were reported as the geometric mean concentrations of the viable spores in

all collected samples. The obtained results were investigated for fulfillment of the

defined goal; a combination of minimum experimental variable levels by which a 3

LRs of spores is attainable. Bearing this in mind, a new selection of variable lev-

els was selected as illustrated in Table 3.6. The D–optimal design procedure was

carried out on newly selected variable levels to define the optimal series of experi-

mental conditions. Seven conditional series (Table 3.7) were chosen as the selected

experimental conditions to evaluate the mechanism and kinetics of disinfection in

BioElectroTM process.

Table 3.6: Experimental variables and their levels in the second step selection

Experimental variable
Variable level

1 2

E (V/cm) 2.5 2.8
BS (g/L) 13 25
AN (g/L) 13 26
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Table 3.7: Selected experimental conditions

Series
Experimental variable

E (V/cm) BS (g/L) AN (g/L)

1 2.8 13 26
2 2.8 25 13
3 2.8 13 13
4 2.5 25 13
5 2.5 13 26
6 2.5 25 26
7 2.5 13 13

3.3 Phase III: Confirmatory disinfection experiments

This phase was set to provide analytical data to manifest the mechanism of disin-

fection during BioElectroTM process. To achieve this purpose, the work performed

was composed of six distinct sections.

3.3.1 Bench–scale disinfection experiments

Disinfection experiments were conducted based on the conditions defined in Ta-

ble 3.7 for a period of two hours. To assess the reproducibility of the experimental

method, the tests were run in quadruplicate (four replicates). The inactivation data

collected from each 5–minute time interval were analyzed using MLR with the aid

of STATISTICA 10 (StatSoft R© Inc., 2011). The major purpose of using regres-

sion analysis was to describe the nature of the relations between the experimental

variables, i.e., initial spore density (N0), electric field intensity (E) and applied en-

hancement agents concentrations (BIOXY STM (BS) and ammonium nitrate (AN))

and the response variable (survival rate) in each time interval more accurately.

It is worth mentioning that the initial C. perfringens spore density (N0) is one of

the intrinsic features of biosolids which varied per test run in a range approximately

from 3–25×106 CFUs /g TS (dry weight); therefore, it was considered as one of the

experimental variables in regression analysis.

Results of MLR were employed to determine the significant factors during the

disinfection process; consequently the mechanism of disinfection.
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3.3.2 Kinetics analysis of enhancement agents residuals

The concentration of applied enhancement agents is likely to reduce during the con-

tact time. Chemical demand–free condition is unlikely for oxidants. Decreases in

chemical residuals are attributed to demand caused by particulates, reduced inor-

ganic species, organic matter, microorganisms and reaction of the chemicals with

water [217]. Therefore, it was necessary to determine the decay rate and instanta-

neous demand of PAA produced by BS.

3.3.3 Conductivity assessment of biosolids

The ionic nature of applied enhancers, namely BS and AN, increase the electrolyte

load in the biosolids; and therefore, its ability to conduct electricity. To evaluate

this effect, the biosolids was examined for conductivities at different temperatures

(307.15–347.15K) with respect to enhancer type and concentration. Also, conductiv-

ity measurements were done for the mixture of enhancers at various mole fractions.

3.3.4 Numerical quantification of the electric field, current density

and power dissipation

As seen in Chapter 2, several factors such as the reactor design, applied electric

field intensity and system conductivity are affecting the overall performance of EK

treatment system. Therefore, a series of numerical computation were performed to

determine the effects of foregoing factors on local electric field distribution, current

density norm (CDN) and total power dissipation density (TPDD) of the disinfection

system.

3.3.5 Current impact on spore activation and germination

To examine the proposed hypothesis that LIDEF can act as an environmental trigger

for spore germination several experiments were conducted. As explained in Subsec-

tion 2.2.4.4, measurement of the OD600, eminently, the maximum rate of the fall

off, is an easy and reliable method for quantitating and comparing rates of spore
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germination. Hence, OD600 analyses along with colony count were done to evaluate

the proposed hypothesis.

3.3.6 Physiological analysis of treated spores

To assess the physiological response of spores after treatment under electric field,

AN, BS and combination of which the TEM technique was used. Defined under-

standing of spore morphological changes in response to applied environmental stim-

uli served as a model for inactivation mechanism and permitted to characterize, in

a limited way, possible spore inactivation pathways during BioElectroTM process.

3.4 Phase IIII: Modeling of disinfection kinetics

The inactivation data from each experimental series defined in (Table 3.7) were

analyzed using non–linear regression (NLR) method to mathematically model dis-

infection kinetics. In the NLR analysis, the relationship of survival with the exper-

imental variables, namely E, BS, AN and N0, was estimated by expressing survival

as a non–linear function of experimental variables. The best–fit model for all series

of disinfection experiments and corresponding best–fit parameters were obtained in

the batch data analysis. A MATLAB R© program (The Math Work, Inc., R2011a

7.12) using fsolve function was developed to predict the spore survival ratio during

BioElectroTM process.
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Figure 3.2: Outline of thesis methodology
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3.5 Analytical methods

3.5.1 Initial biosoldis characteristics

BioElectroTM treatment was performed on anaerobically digested sewage sludge ob-

tained from Robert O. Pickard environmental center (ROPEC)– wastewater treat-

ment plant, Ottawa. Samples, collected between 10:30 to 11:30 A.M., were trans-

ferred to the Environmental Engineering laboratory in the Concordia University,

Montréal.

Table 3.8: Characteristics of the biosolids sample before BioElectroTM treatment

Parameter Unit Value

C. perfringens spore CFU/g TS 3–25×106

TS % 2.60
TVS % 0.56
pH – 8.17
ORP mV -57.30
κ mS/cm 4.37
AT mg CaCO3/L 44
NH+

4 mg/L 72.10
Cl– mg/g 7.79
η mPa.s 287

Particle size distribution
Geomean size μm 38.87
Geo. StDev μm 1.64
Mode size μm 47.78

The collected biosolids samples were refrigerated and analyzed within eight hours

after collection to determine initial characteristics (Table 3.8) such as C. perfringens

spores density, TS, total volatile solids (TVS) (standard methods–2540 A, 2540 B,

2540 E, 2540 G), pH (HQ40d Digital Multi–Parameter Meter, HACH), oxidation–

reduction potential (ORP) (ORPtest, 10 oakton EUTECH instruments), electrical

conductivity (κ) (HQ40d Digital Multi–Parameter Meter, HACH), total alkalinity

(AT) (Brinkman Methrom 848 Titrino Plus), ammonia ion (Vernier LabQuest),

chloride (HACH spectrophotometer DR2800), viscosity (η) (DV–E, Brookfield dig-

ital viscometer) and particle size distribution (Partica, laser scattering, HORIBA,
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LA–950V0).

3.5.2 Performance of BioElectroTM experiments

The biosolids suspension was vigorously mixed for five to ten minutes. The obtained

homogeneous suspension was mixed with BS (atomes company, Ville Saint Laurent,

Québec) and AN (AGRO company, Montréal) at the predefined doses based on

experimental conditions explained previously (Tables 3.5 and 3.7) to provide the

required enhancement concentrations. The prepared menstruum was dispersed into

BioElectroTM batch reactors with the working volume of 2,800 mL. Only for the

experiments related to the disinfection kinetics (Subsection 3.3.1) the reactors were

impermeable (no EOF was collected) by blocking electrode holes to maintain con-

stant volume conditions of 2,800 mL of biosolids in each experimental run. Two

distinct sampling regimes were carried out:

1. For the experiments in Subsection 3.2.2, 14 samples (Figure 3.3) were collected

at the end of each trial (five hours exposure time) as follows: One sample from

the center of the reactor, one sample from the middle point between anode

and cathode (total of four samples), two samples from a distance of one cm

around each electrode (total of eight samples) and one sample from the whole

reactor after mixing at 250 rpm for two minutes.
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Figure 3.3: Diagram of EK reactor and sampling points (stars) in multi–factor effect
experiments

2. In the bench–scale disinfection experiments (Subsection 3.3.1) one sample for

every 5–minute time interval (total of 24 samples) was collected.
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Samples were removed from the reactor by means of a 100–mL sterile HDPE syringe.

The sample size was 10 mL and each was kept in 50 mL polypropylene centrifuge

tubes (Coning, 05–538–67) for further assessments.

3.5.3 Enumeration of C. perfringens spores

To avoid further disinfection reaction, treated samples were examined without any

delay (within two minutes) for C. perfringens density. Spores were counted based

on method developed by [226]. Five mL of collected samples were transferred to

round wide–mouth bottles (Fisher Scientific 1397–150) and diluted in 45 mL of

dilution water. For spore activation and removing vegetative cells, the bottles were

kept in water bath (Blue M, MAGNI–WHIRL # MW–1130–A) at 75◦C for 20

minutes and cooled to room temperature in the ice water. The decimal dilutions of

samples were obtained by the addition of one mL sample to pre–sterilized dilution

tubes containing nine mL dilution water. Similarly, further decimal dilutions were

prepared using aseptic technique. The dilution tubes were vortexed at each step

and kept at room temperature for not more than 30 minutes.

Pour plating technique was applied to culture heat treated samples onto tryptos–

sulfite–cycloserine (TSC) medium (OxoidTM, CM00587) with TSC supplement (Ox-

oid, SR0088E) and egg yolk emulsion (OxoidTM, SR0047). The plates were incu-

bated in anaerobic conditions using an anaerobic culture system (VWR, 29446–290)

for 20–24 hours at 35±0.5◦C. Plates showing estimated 20–200 black colonies with

apparent halos (luminous radiance, crown of light) were selected. Five presump-

tive C. perfringens colonies from each enumeration agar were stab–inoculated into

supplement buffered nitrate–mobility (S–BNM) and lactose gelatine (LG) medium

and incubated at 35±0.5◦C over night. The S–BNM cultures were tested for pres-

ence of nitrite by adding 0.5 mL of solution A and 0.2 mL of solution B to test tubes.

Development of orange color within 15 minutes indicated the presence of nitrites.

If no color developed, a few grains of zinc (Zn) metal powder (40 mesh, ACROS,

36726000) was added and let stand for 10 minutes. No color change after addition

of Zn signified inability of organism to reduce nitrates. The colonies were examined
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in LG medium for gas production and color change. The color change from red to

yellow indicated the fermentation of lactose with production of acid. After incuba-

tion period, culture tubes were chilled for one hour at 4◦C and checked for gelatin

liquefaction. If the medium was solidified, an additional 24 hour re–incubation at

35±0.5◦C was performed. Non–motile, Gram–positive bacilli that produced black

colonies on TSC agar, reduced nitrates to nitrites, produced acid and gas from lac-

tose and liquefied gelatin within 48 hours were confirmed as C. perfringens . Once

confirmed as C. perfringens, a loop of growth from the LG medium was transferred

into 10 mL of fluid thioglycollate medium (FTG) (OxoidTM, CM0023) containing 0.1

g CaCO3 and dispersed by gentle shaking. The medium was heated at 75◦C for 20

minutes, cooled and incubated at 37±0.5◦C for 16–18 hours. One mL of this culture

was transferred to 10 mL of deoxygenated (freshly heated to 103◦C for 10 minutes to

repel oxygen and cooled to 37±0.5◦C) FTG medium and incubated overnight. The

culture was added at one percent concentration to Duncan–Strong (DS) sporulation

medium and incubated at 37±0.5◦C for 24 hours. Five mL of a 24 h–sporulating

culture was then heated for 20 minutes at 75◦C) in a capped tube, followed by cool-

ing, dilution and enumeration on TSC agar. The plates were counted after 24 hours

of incubation at 35±0.5◦C in an anaerobic system. The Number of C. perfringens

spores in the sample was calculated based on the percentage of colonies confirmed

as C. perfringens . For example, if geometric mean plate count of 10-4 dilution was

105 and 6 of 10 colonies tested were confirmed as C. perfringens, the number of

C. perfringens spores or CFU per mL is 105× 6
10 × 104 = 630, 000. The concentra-

tion of the spores in dry solids was computed by:

N =
Nci · Vi

Dry solids
(3.3)

where Nci and Vi are the number of colonies in each culture dish and equivalent vol-

ume (mL) of sample in a particular replicate analysis, respectively. The results were

tabulated as CFU /g TS and recorded in spreadsheet files. All values reported are

the geometric mean for four experiments performed with four independent biosolids.
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3.5.4 Effects of enhancement agents on electrical conductivity of

biosolids

To examine the effect of enhancement agents on electrical conductivity of biosolids

the conductivity measurements were done in three groups: a) various concentrations

of AN, b) various concentrations of BS and c) mixtures of enhancers at various mole

fractions. The conductivity measurements were conducted using a conductivity

probe (HQ40d Digital Multi–Parameter Meter, HACH) at the temperature range of

307.15 to 347.15 K.

3.5.4.1 Effects of type and concentrations of enhancement agents on

electrical conductivity of biosolids

The collected data (raw data are presented in Appendix B) for different concentra-

tion of enhancement agents were evaluated using least–squares method. Table 3.9

presents the least–squares fitted values for conductivity of AN and BS in biosolids

matrix at different temperatures.

Table 3.9: Least–squares fitted values of the parameters of Eq. 3.4 for conductivity
of AN and BS in biosolids matrix

Compound T(K) a b c r2

AN

307.15 4.7045 97.762 45.518 0.9970

317.15 4.7822 98.668 47.442 0.9967

327.15 5.0500 97.180 42.776 0.9972

337.15 5.2150 97.170 41.886 0.9972

347.15 5.2237 99.352 46.768 0.9971

BS

307.15 4.0997 65.306 66.664 0.9963

317.15 4.1170 66.395 68.697 0.9954

327.15 4.2438 65.023 65.238 0.9954

337.15 4.2981 64.871 56.121 0.9951

347.15 4.3440 64.797 54.419 0.9951

Furthermore, isotherms of specific electric conductivity (EC) (κ vs. g/L) for var-

ious concentrations of AN and BS in biosolids matrix at two different temperatures
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(307.15 and 347.15 K) are shown in Figure 3.4. Based on the presented data the

improvement in electrical conductivity of biosolids was evident by application of BS

and AN. For example, by increasing the concentrations of BS and AN from 3 to 30

g/L the κ values were increased by about a factor of three and four respectively.
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Figure 3.4: Isotherms of electrical conductivity of AN and BS at two different
temperatures

3.5.4.2 Effects of XAN + (1-X )BS system on electrical conductivity of

biosolids

The specific EC was also determined for the [XAN + (1-X )BS] system in the com-

position range 0 < X < 1, where X denote AN mole ratio. In Figure 3.5 the exper-

imental conductivity isotherms at five different temperatures were plotted against

X. The κ–X isotherms increased by increasing X. The experimental conductivity,

(κ), was well represented by the following equation:

κ = A+B(T/K) + C(T/K)2 (3.4)

where κ = specific conductivity, T = the absolute temperature, and A, B and C

= coefficients determined by the least–squares method. The values of the coeffi-

cients at typical temperatures are listed in Table 3.10. The EC values of biosolids
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for each experimental series were then calculated based on the developed equation

(Table 3.12).
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Figure 3.5: Isotherms of conductivity (κ) vs. mole of AN

Table 3.10: Least–square fit equations of the conductivity data for AN+BS system

X T(K) Data pt A(mS/cm) B(mS/cm.K2) C(mS/cm) r2

0.00 307–348 15 1359.80 177.07 4.4802 0.9940
0.13 307–348 15 887.66 76.86 2.5048 0.9772
0.25 307–348 15 2581.40 243.67 6.5261 0.9968
0.36 307–348 15 1764.00 155.57 2.7728 0.9984
0.47 307–348 15 318.13 21.56 0.2309 0.9998
0.57 307–348 15 2905.10 237.63 4.3079 0.9613
0.67 307–348 15 2843.40 214.26 4.5237 0.9846
0.76 307–348 15 390.26 38.35 0.4383 0.9915
0.84 307–348 15 390.02 23.28 0.7128 0.9992
0.92 307–348 15 1809.70 107.83 1.9337 0.9968
1.00 307–348 15 2258.50 133.59 1.6965 0.9959
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Table 3.11: Empirical parameter of the conductivity–concentration equations (κ =
a + bX + cX2)

T(K) Data pt a(mS/cm) b(mS/cm.K2) c(mS/cm) StDev

307.15 33 16.800 0.0707 0.0008 0.1549
317.15 33 17.232 0.0758 0.0008 0.0983
327.15 33 17.629 0.0763 0.0008 0.1190
337.15 33 18.245 0.0714 0.0009 0.1259
347.15 33 18.736 0.0691 0.0009 0.1084

Table 3.12: Summary of EC values in each experimental series

Series E(V/cm) BS(g/L) AN(g/L) Data pt κ(mS/cm)

1 2.8 13 26 56 27
2 2.8 25 13 56 23
3 2.8 13 13 56 25
4 2.5 25 13 56 23
5 2.5 13 26 56 27
6 2.5 25 26 56 25
7 2.5 13 13 56 25
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3.5.5 Kinetics analysis of PAA residuals

To measure the decay rate of PAA produced by BS, samples from each experimen-

tal series (Table 3.7) were collected at predetermined times and instantly titrated

using a peracetic acid kit (LaMotte, 7191–01) to measure either PAA in 15 ppm

increments or peroxide concentrations in 50 ppm increments. The values of k and

D were estimated for each experimental series separately. In many cases, following

any initial disinfectant demand being satisfied, the rate oxidants decay in aqueous

solution can generally be described by first–order kinetics [205]. In other words, if

the applied dose of chemicals is equal to Ca, then the residual at time t (Ct, in batch

systems) can be written as:

Ct = (Ca −D) exp(−k · t) (3.5)

where Ca is the applied chemical dose (g/L), D is the instantaneous chemical demand

(g/L), k is the first order chemical decay rate (time-1) in time t. The term initial

residual (C0) is used for the chemical concentration right after the instantaneous

demand being satisfied (Ca–D). In the cases when there is no significant demand

the initial residual (C0) is equal to the applied dose (Ca). The values of the first

order chemical decay rate (k) and the instantaneous demand (D) were determined

by non–linear least–squares regression using Prism 5 (GraphPad Inc. 1992–2010).

In this approach, the best–fit values of k and D were estimated as the values that

minimized the sum of squares of the difference between predicted and observed

chemical residual:

RSS = minimum
∑

[Cpredicted − Cobserved]
2 (3.6)

where Cobserved is the actual disinfectant concentration measured (g/L) and Cpredicted

is the corresponding concentration (g/L) predicted using Eq. 3.5.
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3.5.6 Measurement of germination

For this experiments, spores were exposed to electric field intensity of 2.5 and 2.8

(V/cm). Ten samples were collected over a period of 80 minutes and monitored

for OD600 using PerkinElmer spectrophotometer (Lambda 40). Experiments were

run in triplicate and the maximum rate in the fall of the OD600 was determined

graphically from the plot of OD600 values versus time.

3.5.7 COMSOL Multiphysics simulations

Numerical computations for local electric field distribution, CDN and TPDD were

performed by means of finite element method (FEM) using COMSOL Multiphysics

GmbH 4.2, 2011. The biosolids was assumed to be homogeneous, and the Laplace′s

equation was used for the 2D model steady current calculations. The E(x,y) was

analyzed for configuration of four probe electrodes as represented in Figure 3.6. In

this model the electrodes were positioned inside a square (214 mm × 214 mm) rep-

resenting BioElectroTM reactor. The radius of all probe electrodes was 5 mm. The

distance d, defined as the surface to surface distance between the positive and the

negative electrode, 172 mm. The Plexiglass reactor wall was assumed nonconduc-

tive. Constant potential gradient was assigned to the grid points in regions where

electrodes were located, while insulation boundary conditions were set on the re-

maining boundaries. Model geometries were meshed by triangular finite elements.

The computations were performed for conditions defined in Table 3.13.
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Figure 3.6: Probe electrode configuration (not to scale) used for numerical compu-
tations
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Table 3.13: Conditions used for numerical calculations using COMSOL

κ (mS/cm) E (V/cm)

4.37*
2.5
2.8

23**
2.5
2.8

25**
2.5
2.8

27**
2.5
2.8

* Initial EC of biosolids
** EC of biosolids in BioElectroTM system

3.5.8 Preparation of C. perfringens spores for TEM analyses

To have pure suspension of spores one mL of anaerobically digested biosolids were

cultured onto TSC using “pure plate” method. The plates were incubated under

anaerobic conditions for 20–24 hours at 35◦C. The produced black colonies with

apparent halos (luminous radiance, crown of light) were transferred into 10 mL

FTG broth for growth at 37◦C as explained previously [227]. Sporulating culture

was then added, at 1% concentration, to raffinose–modified DS sporulation medium

supplemented with 0.5 mM caffeine [228] and incubated at for 24 hours at 37◦C.

Spores were harvested by centrifugation (MISC–CAEQUIP Heraeus General Pur-

pose Tabletop) at 3,000 rpm for 10 minutes and cleaned of cells and vegetative debris

after harvest [229]. Removal of vegetative debris was accomplished by a method sug-

gested by [230]. Soluble components were removed by two washings in distilled water

(4,000 rpm, 10 minutes). Spores and debris were subsequently pelleted in two lay-

ers by low–speed (1,000 rpm), long–time (20 minutes) centrifugation. The bottom

was composed of an adherent, tightly packed layer of clean spores, and the upper

layer was gelatinous and composed of spores and vegetative debris. The upper layer

removed by a gentle rocking motion in 5 to 10 mL of distilled water [231]. Spores

were purified by repeated washing in sterile distilled water until they were >99%

free of cell debris and germinated spores. The final suspension contained 105–108
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spores/mL.

The spore suspension was then centrifuged at 2,000 rpm for five minutes to

concentrate the spores in eppendorf tubes. The spore pellets were resuspended in

2.5% (v/v) glutaraldehyde fixative solution. The suspension was collected, trans-

ferred into 1.5 mL eppendorf test tube and centrifuged at 5,000 rpm for eight

minutes. The fixative solution was decanted, and the tube was refilled with the

fixative solution without disturbing the pellet. The pellet was stored in refrigera-

tor overnight at 4◦C. Thereafter, samples were washed with washing buffer three

times for the total of maximum one hour. A final fixation was performed with a

solution containing 1% aqueous Osmium tetroxide (OsO4) and 1.5% aqueous ferro-

cyanide (K4[Fe(CN)6] · 3H2O) for two hours. Subsequently, samples were washed

with washing buffer three times for a total of 15 minutes. Dehydration followed

by using a graded ethanol series of 30%, 50%, 70%, 90%, 95% and 100% (three

times), each for 15 minutes. This was followed by infiltration with Epon/acetone

1:1 (overnight), 2:1 (whole day), 3:1 (overnight) and pure Epon for four hours (two

hours on rotator and two hours under vacuum). Next, the samples were embedded

with an appropriate label and polymerized in 60◦C oven for 48 hours. Ultrathin sec-

tions (90–100 nm) were made using an ultramicrotome stained with uranyl acetate,

Reynolds lead citrate and micrographed under FEI Tecnai–12 transmission electron

microscope (courtesy of Department of dentistry, McGill University), operating at

an accelerating voltage of 120 kV equipped with an XR–80C AMT, 8 megapixel

CCD camera. An environmental scanning electron microscope (ESEM) (courtesy

of Le département de génie chimique de École Polytechnique de Montréal) (Quanta

200 FEG field emission gun with Everhart–Thornley secondary electron detector,

CCD camera) was also used at 20kV working distance of 5 mm and a spot size of

three.
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3.6 Material preparation

3.6.1 Dilution water

In order to prepare decimal dilutions of spores prior to enumeration, phosphate

buffered dilution water was prepared according to standard methods [232]. The

stock phosphate buffer solution was prepared by dissolving 34 g potassium dihydro-

gen phosphate (KH2PO4) in 500 mL of Milli–Q R© water. Its pH then was adjusted

to 7.2 ± 0.5 with a 1N solution of sodium hydroxide (NaOH) and diluted to 1 L with

Milli–Q R© water. Dilution water was prepared by adding 1.25 mL of stock phosphate

buffer solution and 5 mL of magnesium chloride solution (81.1 g MgCl2 · 6H2O/L

Milli–Q R© water) to one liter of Milli–Q R© water. It was dispensed in amounts

providing 9 ± 0.2 mL after autoclaving for 15 minutes.

3.6.2 Duncan–Strong (DS) sporulation medium

Duncan–Strong medium was formed by mixing 15 g/L protease peptone, 4 g/L yeast

extract, 1 g/L sodium thioglycollate, 4 g/L raffinose, 10 g/L Na2HPO4 · 7H2O and

1 L Milli–Q R© water. Seventy–five mL of the suspension were dispersed into 100 mL

erlenmeyer flasks with screw caps and sterilized by autoclaving for 20 minutes.

3.6.3 Lactose gelatine (LG) medium

It is a mixture of 10 g/L tryptose, 10 g/L yeast extract, 10 g/L lactose, 5 g/L

Na2HPO4, 0.05 g/L phenol red and 120 g/L gelatine. First, 950 mL of Milli–Q R©
water was heated to 50◦C while gelatine in small quantities was added. The solution

was cooled down and then yeast extract and Na2HPO4 was added. Mixed thoroughly

and pH was adjusted to 7.5 ± 0.5 with a 6N solution of NaOH before adding lactose

and phenol red. The suspension was dispensed into (100 mm ×12 mm) culture tubes

and sterilized for 20 minutes at 121◦C.
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3.6.4 Laboratory water

The water used in the laboratory (conductivity of 18.2 Mś) was produced by a

Milli–Q R© water system (Millipore–Advantage A10).

3.6.5 Glutaraldehyade %2.5 fixative solution

Sodium cacodylate (1.05 g) was added to 40 mL Milli–Q R© water in a beaker. The

solution was stirred using magnetic stir until sodium cacodylate completely was

dissolved. The pH was adjusted to 7.3 ± 0.5 with a 6N solution of HCl according

to SOP EQP–1.0. Glutaraldehyde (50%) in the amount of 2.5 mL was the added

and final volume was adjusted to 50 mL using Milli–Q R©.

3.6.6 Supplement buffered nitrate–mobility (S–BNM) medium

It contains 3 g/L beef extract, 5 g/L peptone, 5 g/L KNO3, 2.5 g/L Na2HPO4,

5 g/L D–galactose, 5 g/L glycerol and 3 g/L agar. Mixture powder (28.5 g) was

suspended in 1 L Milli–Q R© water. Then the suspension was warmed up to 85◦C

and dispersed into glass tubes (150 mm×16 mm) with plastic caps and sterilized by

autoclaving for 20 minutes.

3.6.7 Solution A

Eight grams of sulfanilic acid were dissolved in 1 L of a 5N solution of CH3COOH.

3.6.8 Solution B

Five grams of alpha–naphtol or N–(1–naphthyl) ethylene diamine dihydrochloride

were added to 1 L of a 5N solution of CH3COOH.
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Chapter 4

Results

This chapter presents the data obtained from the measurements and analyses con-

ducted along the course of this investigation. It is divided into three parts: a) the

results from selection of optimum disinfection conditions, b) the results from bench–

scale disinfection BioElectroTM experiments and kinetics of disinfection and c) the

results of chemical, physical and biological impact of BioElectroTM process.

4.1 Selection of optimum disinfection conditions

4.1.1 Single–factor (SF) effects

As outlined in Subsection 3.2.1, the single–step experiments on inactivation of

C. perfringens spore were carried out for various electric field intensity (E) (V/cm)

and concentrations (g/L) of enhancement agents, namely BIOXY STM (BS) and

ammonium nitrate (AN), as define in Table 3.3. The results of 48 distinct spore

viability analyses are illustrated in Table 4.1. Inactivation results of the exposure

to a direct electric field under the studied conditions showed high resistance of the

spores to electric field. These results were compatible with those of author previous

work [10] with a slight increase (9 percent) in efficiency which can be attributed to

the effect of a 2D EK system over a 1D system. Also, it was observed that exposure

to a higher level electric field of 3 V/cm increased spore reduction; however this did

not have a significant (P >0.05) impact on its mean viability result compared to
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the condition with electric intensity of 2.5 V/cm. Accordingly, two higher electric

field intensities, namely 2.5 and 3 V/cm were chosen for further study. Electric field

intensity of 2.8 V/cm also was selected as the middle point.

Table 4.1: Single–factor (SF) experimental variable disinfection results

Code Experimental variable Variable value LR*

SF1

E (V/cm)

0.7 0.14
SF2 1.5 0.21
SF3 2.5 0.33
SF4 3.0 0.36

SF5

BS (g/L)

0.2 ND**

SF6 13 0.35
SF7 25 0.62
SF8 50 1.02
SF9 60 1.13
SF10 100 2.65
SF11 180 3.08
SF12 240 3.71

SF13

AN (g/L)

13 ND
SF14 26 ND
SF15 30 ND
SF16 43 ND

Total exposure time = 24 hour
*Geometric mean of triplicate
**Non–detected

Single–factor effect examinations of BS showed the impact of increasing con-

centration on disinfection efficiency. The required concentration of BS to achieve

minimum 3 LRs was 180 g/L under the studied conditions. This was much lower

than previously reported concentration for PAA (550 mg/ mL) [233]. From these

results, four concentrations, viz, 13, 25, 50, 100 g/L were selected for the next step

of experiments.

The biosolids samples subjected to various concentrations of AN did not show

significant reduction in spore numbers compared to those of control samples. It

seems therefore that under the experimental conditions herein described AN does

not behave as a disinfectant. However, as presented in Subsection 3.5.4, AN has a

great impact on conductivity of biosolids and consequently the disinfection effects
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of electric field. Also, its disinfection action on spores might be improved in the

vicinity of the cathode due to the elevated pH. Three concentrations of AN, 13, 26

and 30 g/L were applied towards multi–factor effect examinations.

4.1.2 Multi–factor (MF) effects

A screening mixture experiment was designed to define the optimum disinfection

conditions by which a minimum 3 LRs of spores is obtainable under a combination

of experimental variables at their minimum levels. The results of LR of spores, TS%,

maximum and minimum measured pH at the cathode and anode, respectively, are

summarized in Table 4.2, as geometric means of triplicate experiments with 95%

confidence intervals around the geometric mean.

Table 4.2: Screening mixture experiment results: LR, TS% and pH

Code E(V/cm) BS(g/L) AN(g/L) LR TS% pH

C A

MF1 3 13 0 1.5 4.78 13.31 2.54

MF2 3 50 13 8.4 8.7 12.89 3.54

MF3 3 50 26 8.7 8.8 12.91 3.25

MF4 3 25 26 8.5 7.3 13.23 2.67

MF5 3 13 30 8.5 4.98 13.67 2.31

MF6 3 100 26 8.5 13.2 11.21 3.21

MF7 3 0 13 0.98 4.21 13.32 2.19

MF8 3 0 30 6.12 6.4 13.65 0.98

MF9 3 25 30 8.3 7.5 13.13 3.12

MF10 3 50 30 8.3 8.2 12.87 3.71

MF11 3 25 0 8.3 6.3 13.23 3.56

MF12 3 0 0 0.37 2.5 12.98 3.23

MF13 3 100 13 8.3 16.2 9.12 4.56

Continued on next page
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Table 4.2–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) LR TS% pH

C A

MF14 2.8 50 0 7.5 7.54 12.43 3.45

MF15 2.8 25 13 7.7 6.58 12.87 3.15

MF16 2.8 50 13 8.4 6.31 12.12 3.34

MF17 2.8 0 26 0.99 7.12 13.13 2.87

MF18 2.8 13 0 1.2 3.89 13.15 2.98

MF19 2.8 13 26 7.1 4.98 13.76 2.1

MF20 2.8 0 30 3.14 5.73 13.23 2.43

MF21 2.8 25 30 7.5 6.97 12.97 2.87

MF22 2.8 100 13 8.4 14.87 9.13 5.2

MF23 2.8 100 0 8.3 15.25 8.98 7.13

MF24 2.8 100 30 8.4 15.3 9.56 4.76

MF25 2.5 0 13 0.71 3.16 13.12 2.34

MF26 2.5 25 26 5.11 6.54 12.78 3.1

MF27 2.5 50 26 5.16 8.4 12.24 3.34

MF28 2.5 100 30 7.12 13.12 8.99 7.41

MF29 2.5 13 30 3.52 4.56 12.54 3.32

MF30 2.5 100 0 6.87 13.2 8.32 7.89

MF31 2.5 50 0 6.13 5.12 9.12 6.78

MF32 2.5 0 26 0.89 3.24 12.98 4.21

MF33 2.5 13 26 3.46 3.78 12.78 4.56

MF34 2.5 0 0 0.33 2.11 12.56 4.13

MF35 2.5 25 13 4.21 6.42 12.87 3.1

MF36 2.5 13 13 3.56 3.67 12.45 3.20

75



It was found that combinations of experimental variables at selected levels, in most

of the cases (80 percent), were successfully capable of achieving >3 LRs of spores.

To examine whether further decrease in variable levels would provide the required

spore reduction two complementary tests (CT) were designed as in Table 4.3. The

experiments were run in triplicate, and the results showed no satisfactory reduction

of spores in either cases.

Table 4.3: Complementary tests disinfection results

Code E(V/cm) BS(g/L) AN(g/L) LR StDev

CT1 2.5 9 9 0.85 0.021
CT2 2 13 13 0.97 0.012

Total exposure time = five hours

Therefore, based on the data collected from the screening mixture experiments

and to fulfill the purpose of this section the new levels of experimental variables

were selected as: E = 2.8 and 2.5 V/cm, BS = 13 and 25 g/L and AN = 13 and 26

g/L. The D–optimal experimental design was performed on newly selected variables

and ultimate seven series of the experimental conditions were defined (Table 4.4).

Table 4.4: BioElectroTM process experimental conditions

Series
Experimental variable

E (V/cm) BS(g/L) AN(g/L)

1 2.8 13 26
2 2.8 25 13
3 2.8 13 13
4 2.5 25 13
5 2.5 13 26
6 2.5 25 26
7 2.5 13 13

4.2 Bench–scale BioElectroTM disinfection experiments

As discussed in Chapter 3.3, the main purpose of disinfection experiments was to

investigate the effect of experimental variables, to wit: electric field intensity (E),

BIOXY STM (BS) and ammonium nitrate (AN) concentrations, defined under ex-
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perimental conditions of Table 4.4, on the spore survival rate and mechanism of

disinfection during BioElectroTM process. Furthermore, it was intended to develop

a mathematical relationship between foregoing variables and final spore densities for

the designed system. To this end, a series of analytical and statistical techniques

were carried out, which their results are discussed in the following sections.

4.2.1 Impact of disinfection experiments on spore viability

BioElectroTM disinfection experiments were performed under the optimal compo-

sition of the experimental variables (Table 3.7) at the average initial temperature,

pH and ORP of 18◦C, 8.17 and -57.3 mV, respectively. The disinfection results

(geometric mean of quadruplicates) are displayed in Table 4.5. The results of 28

(7×4) runs were evaluated and indicated that all BioElectroTM processed biosolids

samples tested for microbiological performance criteria exceeded the regulatory re-

quirements for biosolids pathogen control; that is, the treated biosolids samples met

the minimum 3 LRs of C. perfringens spores; however, with a slight difference in the

exposure time. For example, 3.66 LRs were observed after 70 minutes of treatment

under the first experimental condition (Table 4.5), while the last conditional series

(#7) represented 3.17 LRs after 120 minutes. Additionally, the results showed that

experimental series with higher electric field intensity (E = 2.8 V/cm), videlicet

the first, second and third, reached greater LR at the shorter period of time (70

minutes) compared with those treated under lower field intensity (E = 2.5 V/cm),

namely 4th through 7th. This fact can be seen more clearly in the survival curves

depicted in Figure 4.1. Furthermore, the BioElectroTM survival curve of spores was

found to be triphasic, comprising a short linear part at low treatment times, a very

large shoulder and a second linear section. The large shoulder presumably indicates

several factors: a) some threshold values of damage that must be exceeded before in-

activation occurs; b) multi–hit inactivation process; c) activation of dormant spores;

d) trimodal behavior of spore populations and e) effects of multiple stressors. All raw

data obtained from experimental series are given in Appendix C. The experimental

inactivation data from each series was analyzed together (at each time slot) and
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separately, using multiple linear regression (MLR) and non–linear regression (NLR)

methods. The basic purpose of these methods was to investigate the independent

variables and the significance of their effect on disinfection efficiency.

It should be mentioned that due to the importance of instantaneous demand and

substantial decay of PAA produced by BS on disinfection mechanism the results

of kinetic analyses of PAA residuals is discussed in the following section (Subsec-

tion 4.2.2), and then MLR and NLR evaluations of disinfection experiments will be

covered.

Table 4.5: Summary of spore inactivation results of BioElectroTM disinfection process

Series Ea BSb ANc N0
d Data pte tf LRg

1 2.8 13 26 5 083 450 60 70 3.66

2 2.8 25 13 12 057 669 60 70 3.22

3 2.8 13 13 5 373 954 60 70 3.51

4 2.5 25 13 6 216 577 68 80 3.10

5 2.5 13 26 6 592 598 64 75 3.01

6 2.5 25 26 5 102 523 64 75 3.09

7 2.5 13 13 8 744 801 100 120 3.17

a Electric field intensity–(V/cm)
b BIOXY STM–(g/L)
c Ammonium nitrate–(g/L)
d Initial spore densities–(CFU/ g TS)
f Data point
f time–(min)
g Log reduction
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(a) E = 2.5 V/cm
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(b) E = 2.8 V/cm

Figure 4.1: Spore survival curve at each experimental series
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4.2.2 Kinetic analyses of PAA residuals

As explained earlier (Chapter 3), one of the effects of BS in BioElectroTM process is

related to production of peracetic acid (PAA). Therefore, it was necessary to deter-

mine PAA demand and decay rate and its outcome on mechanism of inactivation.

The summary of PAA kinetic analysis for each experiment is given in Table 4.6. In

this table, the adj. r2 of each model fit were calculated using Eq. 4.1.

Adjusted r2 = 1− RSS/(n− p)

TSS/(n− 1)
(4.1)

Table 4.6: Summary of PAA decay rates in each experimental series

E(V/cm) BS(g/L) AN(g/L) D*(g/L) k** (min-1) Adj. r2

Geomean StDev Geomean StDev

2.8 13 26 5.0237 0.1008 0.2930 0.0014 0.9998
2.8 25 13 4.5727 0.6121 0.2947 0.0035 0.9995
2.8 13 13 5.0218 0.1414 0.2927 0.0019 0.9997
2.5 25 13 4.7703 1.0862 0.2940 0.0014 0.9995
2.5 13 26 5.0134 0.0957 0.2932 0.0019 0.9997
2.5 25 26 4.8027 0.6035 0.2934 0.0013 0.9999
2.5 13 13 4.9594 0.2690 0.2906 0.0025 0.9993

All 4.7870 0.4967 0.2931 0.0023 –
Number of points 708
* Demand
** Decay rate

In addition, the regression plots for each of the experimental series are given

in Figure 4.2 through Figure 4.8. The instantaneous demands (D) data for each

experiment are presented in Appendix D.

The kinetic analysis of disinfectant residuals showed that there was a substantial

decay of PAA, decay rate of 0.293 (geometric mean) min-1. Figure 4.9 represents

the related curve–fitting plot using Eq. 3.5. The model is consistent with the data

and provided a good predication of the PAA concentration values. Based on these

results the disinfection effects of PAA in BioElectroTM process is only expected for

the first 10–13 minutes of the process.
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Figure 4.2: Plot of observed and fitted PAA residuals in the 1st experimental series
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Figure 4.3: Plot of observed and fitted PAA residuals in the 2nd experimental series
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Figure 4.4: Plot of observed and fitted PAA residuals in the 3rd experimental series
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Figure 4.5: Plot of observed and fitted PAA residuals in the 4th experimental series
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Figure 4.6: Plot of observed and fitted PAA residuals in the 5th experimental series
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Figure 4.7: Plot of observed and fitted PAA residuals in the 6th experimental series
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Figure 4.8: Plot of observed and fitted PAA residuals in the 7th experimental series
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Figure 4.9: PAA consumption curve. Dotted lines refer to the 1st order model with
D �= 0 (bars indicate minimum and maximum PAA concentration values)
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4.2.3 Regression analysis of spores survival data

The experimental inactivation data from each series of experiments were analyzed,

employing MLR and nonlinear regression methods. The main purpose of using re-

gression analysis was to denote the nature of the relations between the independent

variables and the response variable more accurately. In multiple linear regression

and non–linear regression analysis, the relationship of survival with the experimen-

tal variables (time (t), initial spore densities (N0), electric field intensity (E) and

applied enhancement agents concentrations (BIOXY STM (BS) and ammonium ni-

trate (AN))) was estimated by expressing survival as a linear and a non–linear func-

tion of experimental variables, respectively. In addition, the regression was used to

predict the survival in terms of time, E, BS, AN and/or initial microbial densities

(N0).

4.2.3.1 Multiple linear regression

The regression analysis was conducted to ascertain the quantitative dependency

between the experimental variables (t, N0, E, BS and AN), and the response variable

(survival ratio (S)). With the use of MLR, the mathematical form of equation

relating survival ratio in each t–interval with applied enhancement agents doses (BS

and AN), electric field intensity (E) and initial microbial density (N0) was developed.

During MLR analysis, BS, AN, E and N0 were considered as predictors. Also, to

include the relationships between survival ratio and effects of enhancement agents

with electric field, interactions of which in pairs (E×BS and E×AN) and ensemble

(E×BS×AN) as independent predictors were used.

A total of seven predictors (E, BS, AN, N0, (E×BS), (E×AN) and (E×BS×AN))

were used to obtain the best combination of predictors that explain the inactiva-

tion data. With seven predictors, there were 128 possible models. Ergo, it was not

feasible to fit the data to each possible multiple linear model. Stepwise procedures

were applied to develop the model that included the predictors that had statistically

significant (P < 0.05) effects on the dependent variable. The logarithmic transfor-
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mation of survival ratio was the response variable in the regression process. Only

the data with non–zero survival was employed in the regression analysis. A step-

wise forward selection was conducted using statistical software, STATISTICA 10

(StatSoft R© Inc., 2011). Forward selection involves starting with no variables except

constant in the model, trying out the predictors one by one and including those with

great F statistics. If the addition of the parameter creates significant improvement

in the fit (P < 0.05) then the model with that variable is accepted. The process

continues by adding one more predictor until a predictor with a non–significant (P

< 0.05) partial regression slope is reached or all predictors are included [234].

The predictors that had meaningful effects on logarithmic transformation of

survival ratio at each t–interval are given in Table 4.7.

Table 4.7: Subsets of the predictors in the best–fit MLR

t(min)
Predictors

Adj. r2 RSS E BS AN E×BS E×AN E×BS×AN N0

5 0.9620 0.0218 � �
10 0.9760 0.0135 � � �
15 0.3570 0.8294 � �
20 0.8942 0.0572 � � � � �
25 0.8986 0.0593 � � � � � � �
30 0.9290 0.0746 � � � � �
35 0.9817 0.0213 � � � � � �
40 0.9687 0.0566 � � � � � �
45 0.9912 0.0246 � � � � � � �
50 0.9862 0.0572 � � � � �
55 0.9897 0.0367 � � � � � � �
60 0.9963 0.0140 � � � � � � �
65 0.9289 0.2581 � � � � � �
70 0.9308 0.3730 � � � �
75 0.9637 0.5991 � � � �
80 0.9649 1.2859 � � � �
85 0.9891 0.7711 � � � �
90 0.9719 2.9837 � � � �

E = Electric field intensity
BS = Bioxy S
AN = Ammonium nitrate
N0 = Initial number of spores

Since stepwise regression commences with a constant without any variables, the
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constant was included in the stepwise regression model whether it is significant or

not.

Subsequently, the normality of errors and the significance of correlation between

errors and the predictors were examined. Based on the normal distribution of regres-

sion residuals, only the errors of regression of 20 min data were normally distributed.

The residuals of the rest of the MLR were not normally distributed. The histograms

of regression residuals are given in Figure 4.10 through Figure 4.27. In these plots,

the solid line represents the normal distribution. None of the predictors had any

significant (P < 0.05) correlation with regression residuals.
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Figure 4.10: Distribution of MLR residuals of t–interval 5 min
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Figure 4.11: Distribution of MLR residuals of t–interval 10 min
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Figure 4.12: Distribution of MLR residuals of t–interval 15 min
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Figure 4.13: Distribution of MLR residuals of t–interval 20 min
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Figure 4.14: Distribution of MLR residuals of t–interval 25 min
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Figure 4.15: Distribution of MLR residuals of t–interval 30 min
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Figure 4.16: Distribution of MLR residuals of t–interval 35 min
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Figure 4.17: Distribution of MLR residuals of t–interval 40 min
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Figure 4.18: Distribution of MLR residuals of t–interval 45 min
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Figure 4.19: Distribution of MLR residuals of t–interval 50 min
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Figure 4.20: Distribution of MLR residuals of t–interval 55 min
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Figure 4.21: Distribution of MLR residuals of t–interval 60 min
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Figure 4.22: Distribution of MLR residuals of t–interval 65 min
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Figure 4.23: Distribution of MLR residuals of t–interval 70 min
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Figure 4.24: Distribution of MLR residuals of t–interval 75 min
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Figure 4.25: Distribution of MLR residuals of t–interval 80 min
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Figure 4.26: Distribution of MLR residuals of t–interval 85 min
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Figure 4.27: Distribution of MLR residuals of t–interval 90 min

The purpose of MLR was to ascertain the subset of predictors that provided the

best–fit to the observed survival ratio data in each time increment. The survival

ratios predicted by the models are given in Table 4.8 and the observed survival ratios

are plotted in Figure 4.28 through Figure 4.45. The solid line shows equal observed

and predicted density of surviving organisms. In a perfect fit, all observations

should be on this line, i.e., all the predicted data would be equal to observed data.

STATISTICA 10 output of regression is provided in Appendix E.

Multiple linear regression analysis of inactivation data show that significant ef-

fects of parameters on inactivation efficacy changed during treatment time. In other

words, survival ratio at different time intervals was a function of some parameters

at that specific period. For example, at lower treatment times (5–10 minutes) the

disinfection effect of BS was more evident, however, at the prolonged treatment time

inactivation efficiency was a multi–factor function in which E, BS, AN and N0 were

significantly (P < 0.05) important.
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Table 4.8: MLR models for each inactivation time interval conditions of Table 4.4
developed using stepwise regression

t–interval(min)

5 logS = −0.128−BS + 0.391 N0

10 logS = 0.1836− 0.94 BS − 0.15 E ×BS ×AN
15 logS = −0.35 E − 0.66 BS
20 logS = −2.107+0.486 E+3.85 AN −2.8 E×AN −1.3 E×BS×

AN + 0.245 N0

25 logS = −5.4690 + 1.6 BS + 5.01 AN − 4.3 E × AN − 6.6 E ×
BS − 0.98 E ×BS ×AN + 0.49 N0

30 logS = −2.67 + 0.588 E − 0.95 BS + 7.37 AN − 7.5 E × AN +
0.432 N0

35 logS = −0.46 E−2.3 BS+3.87 AN +1.53 E×BS−4 E×AN +
0.468 N0

40 logS = 6.58 − 1.4 E − 3.9 BS + 3.03 E × BS − 0.48 E × AN +
0.471 E ×BS ×AN + 0.343 N0

45 logS = 9.67− 1.7 E − 3.6 BS − 1.2 AN + 3 E ×BS + 0.885 E ×
AN + 0.364 E ×BS ×AN + 0.36 N0

50 logS = 4.38−0.78 E−0.25 BS+1.43AN−1.5 E×AN+0.389 N0

55 logS = 4.7− 0.78 E− 2.4 BS+2.73 AN +1.59 E×BS− 3.2 E×
AN + 0.607 E ×BS ×AN + 0.293 N0

60 logS = 11.38− 1.7 E− 3.1 BS− 2 AN +2.35 E×BS+1.26 E×
AN + 0.7 E ×BS ×AN + 0.158 N0

65 logS = 9.40−1.5 E−3.9 BS−0.54 AN+3.03 E×BS+0.636 E×
BS ×AN + 0.261 N0

70 logS = 5.81− 0.99 E − 0.26 AN − 0.32 BS + 0.367 N0

75 logS = −3.46− 0.866 E − 0.159 BS − 0.167 AN + 0.228 N0

80 logS = 18.34− E − 0.1 BS − 0.09 AN + 0.283 N0

85 logS = 27.91− E − 0.11 BS − 0.17 AN + 0.144 N0

90 logS = 33.38− E − 0.09 BS − 0.14 AN + 0.230 N0

logS = LR = log Nt
N0

N0= initial number of spores
E = electric field intensity (E); BS = BIOXY STM (BS); AN = ammonium nitrate (AN)
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Figure 4.28: Observed vs. predicted LR by MLR in t–interval 5 min
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Figure 4.29: Observed vs. predicted LR by MLR in t–interval 10 min
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Figure 4.30: Observed vs. predicted LR by MLR in t–interval 15 min
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Figure 4.31: Observed vs. predicted LR by MLR in t–interval 20 min
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Figure 4.32: Observed vs. predicted LR by MLR in t–interval 25 min
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Figure 4.33: Observed vs. predicted LR by MLR in t–interval 30 min
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Figure 4.34: Observed vs. predicted LR by MLR in t–interval 35 min
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Figure 4.35: Observed vs. predicted LR by MLR in t–interval 40 min
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Figure 4.36: Observed vs. predicted LR by MLR in t–interval 45 min
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Figure 4.37: Observed vs. predicted LR by MLR in t–interval 50 min
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Figure 4.38: Observed vs. predicted LR by MLR in t–interval 55 min
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Figure 4.39: Observed vs. predicted LR by MLR in t–interval 60 min
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Figure 4.40: Observed vs. predicted LR by MLR in t–interval 65 min

-3.8 -3.6 -3.4 -3.2 -3.0 -2.8 -2.6 -2.4 -2.2 -2.0

LR - Predicted 

-4.0

-3.8

-3.6

-3.4

-3.2

-3.0

-2.8

-2.6

-2.4

-2.2

-2.0

-1.8

L
R

 - 
O

bs
er

ve
d 

0.95 Conf.Int.

Figure 4.41: Observed vs. predicted LR by MLR in t–interval 70 min
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Figure 4.42: Observed vs. predicted LR by MLR in t–interval 75 min
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Figure 4.43: Observed vs. predicted LR by MLR in t–interval 80 min
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Figure 4.44: Observed vs. predicted LR by MLR in t–interval 85 min
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Figure 4.45: Observed vs.predicted LR by MLR in t–interval 90 min
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4.2.3.2 Non–linear least–squares regression

To quantify the overall inactivation mechanism mathematical models were sug-

gested. The underlying basic assumption was that, a homogeneous suspension of

spores is exposed to BioElectroTM system at zero time. It was further assumed

that the bulk solution concentration of BS and AN remains practically constant

throughout the course of the experiment. Six empirical models (Table 4.9) were

then developed.

Table 4.9: Developed disinfection kinetic models for BioElectro system

Model name Model

BE1 log
(

N
N0

)
=

(
b1 + a1 ·BSn1 · tk1) (b2 + a2 ·ANn2 · tk2) (b3 + a3 · En3 · tk3)·

Nm1
0

BE2 log
(

N
N0

)
= (b1+ a1 ·Nm1

0 ·BSn1 · tk1)(b2+ a2 ·Nm2
0 ·ANn2 · tk2)(b3+

a3 ·Nm3
0 · En3 · tk3)

BE3 log
(

N
N0

)
= −1

(b1−1) log
(
d1 + (b1 − 1) · a1 ·BSn1 ·ANn2 · En3 · tk1 ·N (b1−1)

0

)

BE4 log
(

N
N0

)
= (b1+a1 ·BSn1 · tk1)(b2+a2 ·ANn2 · tk2)(b3+a3 ·En3 · tk3)

BE5 log
(

N
N0

)
=

−N
(b1−1)
0

(b1−1)(b2−1)(b3−1) · (1+ (b1 − 1) · a1 ·BSn1 · tk1) · (1+ (b2 −
1) · a2 ·ANn2 · tk2) · (1 + (b3 − 1) · a3 · En3 · tk3)

BE6 log
(

N
N0

)
=

−N
(b1−1)
0

(b1−1)(b2−1)(b3−1) · exp (1 + (b1 − 1) · a1 ·BSn1 · tk1) ·
exp (1 + (b2 − 1) · a2 ·ANn2 · tk2) · exp (1 + (b3 − 1) · a3 · En3 · tk3)

N: Spore densities at time t–(CFU/ g TS)
N0: Initial spore density–(CFU/ g TS)
AN: Applied ammonium nitrate dose–(g/L)
BS: Applied BIOXY STMdose–(g/L)
E: Applied electric field intensity–(V/cm)
t: Exposure time–(min)
ai, bi, di, ki, mi: Rate parameters
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The inactivation model analyses of experiments were performed by fitting the

experimental data to the newly developed inactivation models applying ordinary

non–linear least–squares (NLLS) regression. Survival data from all data set were fit

to each of the developed inactivation model at the same time (Section F.1). The

best–fit inactivation model incorporated explicit dependence on the independent

variables that had significant effects on disinfection efficiency. The best–fit model

and its estimated parameters showed the type of dependency on electric field in-

tensity (E), BIOXY STM (BS) and ammonium nitrate (AN) concentrations and/or

the initial spore density. In this case, the best–fit parameters were the ones that

resulted in minimum sum of squares of differences in predicted and observed log

survival:

RSS = min
∑[

log

(
N

N0

)
predicated

− log

(
N

N0

)
observed

]2

(4.2)

where, log
(

N
N0

)
observed

is the actual survival ratio of spores and log
(

N
N0

)
predicted

is the survival ratio predicted through the equations in Table 4.9.

The goal for estimating the kinetic parameters was to ascertain the values in the

most applicable rate expression that described disinfection performance. The first

part of parameter estimation of inactivation models was done for all data sets at the

same time. Each data set comprised of initial spore density (N0), density of surviving

spores (N), exposure time (t), electric field intensity (E) and applied enhancement

agents doses (BS, AN). Only observations with non–zero values of surviving spore

were used in the analysis. Therefore, the NLR of the inactivation data for each

model was done using ordinary least squares regression. These computations were

conducted using a non–linear optimization in MATLAB R©(The Math Work, Inc.,

R2011a 7.12). Parameters were estimated for a single inactivation model for all data

set; hence, the overall estimation process was repeated to check all of the six kinetic

models for seven data sets. The residual sum of squares (RSS) of each fit along

with the estimated parameters are given in Table 4.10. In addition, the adjusted
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coefficient of determination (adj. r2) for each model fit was calculated using Eq. 4.3.

Adjusted r2 = 1− RSS/(n− p)

TSS/(n− 1)
(4.3)

where, n = the number of observations, p = the number of parameters where

separate parameters were used for each experiment, RSS is residual sum of squares,

and TSS is total sum of squares. In the usual r2, the value of r2 increases with an

addition of a parameter. However, the adj. r2 takes into account the number of

predictors in the model and can decrease or increase as new parameters are added

to the model [234].

Table 4.10: Summary of least–squares regression of developed models

Parameters
Model

BE1 BE2 BE3 BE4 BE5 BE6

a1 0.0012 0.0003 0.0403 1.2495 0.0020 0.0030
b1 0.0160 0.6600 0.8463 3.2458 0.6843 0.9076
d1 – – 0.9919 – – –
n1 0.4290 0.4023 0.2176 0.3820 0.4130 4.0198
a2 0.00001 0.00001 – 0.00003 263.4766 23.1124
b2 0.0004 0.0001 – 1.6928 0.9999 1.0066
n2 1.8220 0.6374 0.0328 0.4168 0.0019 0.0338
a3 0.0001 28.3565 – 0.4933 1.1598 0.00001
b3 579.5920 12.7959 – 0.4945 0.0125 0.0028
n3 13.7691 5.9328 2.8343 0.2593 0.2625 17.1313
k1 1.2454 3.2878 0.8413 0.3346 2.9092 17.1313
k2 3.2077 3.6780 – 2.6482 0.0044 0.1323
k3 2.5840 0.3596 – 0.0463 0.0430 2.2089
m1 0.3085 0.2770 – – – –
m2 – 0.2567 – – – –
m3 – 0.0184 – – – –

RSS 10.40 16.699 17.0983 33.1725 12.4223 28.4192
Adj. r2 0.9765 0.9617 0.9630 0.9200 0.9701 0.9362

After fitting the inactivation data, the best–fit model was chosen. The primary

criteria was to avoid “overfitting”, where the addition of an extra parameter may

result in lower RSS, howbeit, this extra parameter may add very little to the ex-

planatory power [234]. For the sake of simplicity, first models were segregated into
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subgroups based on the number of parameters they had. Then the models with

the lowest RSS in each subgroup were compared with each other (Table 4.11). In

a pairwise comparison, BE4 and BE6 did not presented any improvement in the

fit over the BE5 model with the same number of parameters. In other words, the

RSS from BE4 and BE6 was greater than that of the BE5 model. Accordingly, the

application of the partial F–test to ascertain the significance of improvement was

not pertinent in this case.

Table 4.11: Illustration of hierarchy and selection of models

Model No. of parameters RSS 1st step selection Final selection

BE3 7 17.0983 BE3

BE3 vs. BE5BE4 12 33.1725
BE5BE5 12 12.4122

BE6 12 28.4192

BE1 13 10.4003 BE1 BE3 vs. BE1
BE2 15 16.6986 BE2 BE3 vs. BE2

Next, the fairly simpler model was compared with a fairly more complex model

(with an additional parameter) to examine whether the extra parameter ameliorates

the fit reasonably. Models with more parameters generally have lower RSS, nev-

ertheless, the improvement in the fit may not be compelling. Ergo, the statistical

significance of improvement in fit was checked by partial F–test, where the F value

was calculated as follows:

F =
(RSSSimple model − RSSComplex model)/(dfSimple model − dfComplex model)

RSSComplex model/dfComplex model
(4.4)

The corresponding probability was calculated applying the inverse F distribution

function in Microsoft Excel 2007 R©, where the null hypothesis (H0) was that the

partial slope {F(Model with added parameter | Previous model)} equaled zero.

Probability = P = Fdis(F, dfSimple model − dfComplex model, dfComplex model) (4.5)

where, df = degrees of freedom.
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The significance level chosen in this process was 0.05. Probability, P, lower than

the significance level attests the statistical significance of improvement in fit of the

more complex model over the simpler model. In this way, statistical significance

after the addition of parameter was examined. The pairwise F–test comparisons are

given in Table 4.12. The comparison of the BE3 against the BE5, BE1 and BE2,

which are more complex models, revealed that there was no statistically significant

improvement in the fit of BE5, BE1 and BE2 even though the regression of which

had lower RSS. Consequently, it was affirmed that the BE3 provided superior fit

compared to other inactivation models.

Table 4.12: Probabilities for pairwise comparison of model fits with partial F–test

Simpler model More complex model Probability

BE3 vs. BE1 0.4017
BE3 vs. BE5 0.6342
BE3 vs. BE2 6.4183

The 95% confidence intervals for each parameter of the best–fit model (BE3)

was computed using the following F ratio test [235]:

RSS(βp)/(n− df)

RSS0/(n− df)
≤ (1 + Fdf

n−p(1−α) ·
p

n− p
) (4.6)

RSS(βp) = RSS0(1 + Fdf
n−p(1−α) ·

p

n− p
) (4.7)

where βp = the vector of parameters for the bound of confidence region, df =

the degrees of freedom, n = the number of observations, and p = the number

of parameters. F is the F statistic estimated through the inverse F probability

distribution function in Microsoft Excel R© 2007. For 95% confidence interval, α is

0.05, with a numerator degrees of freedom of p, and denominator degrees of freedom

of (n - p). Eq. 4.7 was solved by altering one parameter at a time. This equation had

at least two solutions for each parameter, and the upper and lower solutions closest

to the optimum parameter were found by using “Goal Seek” add–in in Microsoft

Excel R© 2007. The estimated 95% confidence intervals for each parameter are given

in Table 4.13.

104



Table 4.13: 95% confidence intervals for each parameter of each best–fit model

Model Parameter Optimum Lower limit Upper limit

BE3

a1 0.0403 0.0362 0.0444
b1 0.8463 0.8038 0.8888
d1 0.9919 0.9489 1.0349
n1 0.2176 0.2026 0.2326
n2 0.0328 0.0307 0.0349
n3 2.8343 2.7829 2.8857
k1 0.8413 0.8033 0.8793

The main purpose of regression analysis was to ascertain the values of parameters

in the most applicable inactivation model that supported the best prediction of

observed LRs of spores. Regression plots can provide visual aspect on how well the

model fits the observed data and the presence of any unusual observations that might

be outliers. The regression plots of the best–fit model (BE3) for each experimental

series are given in Figure 4.46 through Figure 4.52. In these regression plots, the

predicted and observed LRs were graphed to see how well the predictions came true.

The solid line represents equally predicted and observed LR. The smaller the spread

around this line, the better the fit is. In most of the regression plots, the data points

are grouped around this line.
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Figure 4.46: Observed LR vs. LR predicted by BE3 in the 1st experimental series
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Figure 4.47: Observed LR vs. LR predicted by BE3 in the 2nd experimental series
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Figure 4.48: Observed LR vs. LR predicted by BE3 in the 3rd experimental series
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Figure 4.49: Observed LR vs. LR predicted by BE3 in the 4th experimental series

106



−5 −4 −3 −2 −1 0
−4

−3.5

−3

−2.5

−2

−1.5

−1

−0.5

0

LR−Predicated

L
R

−O
bs

er
ve

d

Figure 4.50: Observed LR vs. LR predicted by BE3 in the 5th experimental series
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Figure 4.51: Observed LR vs. LR predicted by BE3 in the 6th experimental series
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Figure 4.52: Observed LR vs. LR predicted by BE3 in the 7th experimental series
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4.3 Chemical, physical and biological impact of Bio-

Electro process

The following subsections detail the results of the bench–scale studies and evaluate

the chemical, physical and biological effects of the disinfection process. Chemical

analyses were pH, ammonium ion and total alkalinity. The physical parameters

of interest are local field distribution, current norm distribution, power dissipation

and temperature. The biological factors to be studied were germination state and

ultrastructural changes.

4.3.1 pH and ion distribution

It is important to track the acid-base equilibria (including pH) across the EK reactor

since these acid-base equilibria determine local ion mobilities and conductivities of

the electrolyte and are strongly affected by the rate and nature of electrolytic reac-

tions. In other words, reactions occurring at the electrode surfaces are intimately

coupled to local chemistry and electrokinetic phenomena. The measured pH values

for BioElectroTM process at the vicinity of cathode, anode and overall reactor are

presented in Table 4.14. The biosolids′ pH values of the most sections diverge from

the initial value of pH 8.17 to maximum and minimum pH values of 13.87 and 1.98,

respectively; achieved by treatment (E = 2.8, BS = 13, AN = 26). It is evident

that biosolids treated under higher electric field intensity, E = 2.8, showed a greater

deviation from the initial value compared with those treated by E = 2.5. The pH

profile of the system depicted in Figure 4.53 demonstrate a sharp increase in pH

between the anode and cathode. This could be due to several factors: a) concentra-

tions and mobilities of other ions exist in the solution influence the location of the

pH jump via affecting the distribution of the electric field and forming complexes

with hydroxyl ions and protons; b) the pH buffer capacity, cation exchange capacity

of the biosolids and interactions of the solution with the biosolids may alter the

speed of the advancement of the acidic and the basic front and the location of the

pH jump.
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Table 4.14: Summary of pH values in each experimental series

E(V/cm) BS(g/L) AN(g/L) Data pt pH

C* A** Overall***

2.8 13 26 560 13.87 1.98 7.80
2.8 25 13 560 13.65 3.12 8.29
2.8 13 13 560 13.56 3.02 8.15
2.5 25 13 560 12.87 3.10 8.15
2.5 13 26 560 12.54 3.32 8.12
2.5 25 26 560 12.78 3.10 8.16
2.5 13 13 560 12.45 3.23 8.29

*Max measured pH in the Cathode area
**Min measured pH in the Anode area
***Max measured pH in the whole reactor
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(a) E = 2.5 V/cm
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(b) E = 2.8 V/cm

Figure 4.53: pH profile of BioElectroTM process
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As the BioElectroTM process take advantage of some concentrations of BS and

AN, it was necessary to ascertain the effect of this two salts on concentrations

of total alkalinity (AT) and total ammonia, (NH3)t. The measured alkalinity was

in the range between 52 and 79 mg CaCO3/L. It was evident that application of

BS influenced AT of the system. For instance, an increase in the concentration

of BS from 13 to 25 g/L brought about a 42 percent surge in AT. This effect

could be related to the presence of NaCO3 in BS formulation as explained earlier

(Subsection 2.2.2). A similar but more pronounced association was determined

between applied concentrations of AN and the rise in (NH3)t amounts. Essentially,

by duplicating the applied concentration of AN the measured amount of (NH3)t

showed a 78 percent increase. The data in Table 4.15 also show a 99 percent decrease

in viscosity of the processed biosolids stored at room temperature (21–23◦C).

Table 4.15: Total alkalinity, total ammonia and viscosity results in each experimental
series

E(V/cm) BS(g/L) AN(g/L) AT(mg CaCO3/L) (NH3)t(mg/L) η*(mPa.s)

2.8 13 26 52 489 3.0
2.8 25 13 79 274 2.7
2.8 13 13 78 218 3.1
2.5 25 13 77 194 2.7
2.5 13 26 55 470 3.1
2.5 25 26 78 440 2.7
2.5 13 13 52 256 3.0

Blank 44 72.1 287
*At the room temperature
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(a) E = 2.5 V/cm (b) E = 2.8 V/cm

Figure 4.54: Calculated electric field distribution for BioElectroTM system. The
values of electric field strength are displayed by color scale legend with the maximum
value E = 2.8 V/cm

4.3.2 Local electric field distribution in BioElectroTM system

As explained in Subsection 3.5.7, the electric field distribution in BioElectroTM sys-

tem was studied using the FEM model consists of 2,700 triangle elements. The

2D model was used, corresponding to the cross section of the EK reactor. The

conductivities of the bulk biosolids was defined based on Table 3.13.

The final results of this modeling Figure 4.54 showed that the electric field distri-

bution is nonhomogeneous and mainly governed by the reactor shape and electrode

configuration. On the basis of the modeling results, it was observed that biosolids

electrical conductivity does not influence the distribution of the electric field within

the reactor. Although the BioElectroTM treatment may alter the uniformity of

biosolids electrical conductivity to some extent, the electric field distribution still

reflects the effects of the electrode configuration. The highest electric field strength

occurs in the vicinity of electrodes; the higher the distance from the current elec-

trodes, the lower current density. This leads to stronger electrochemical reactions

and generation of oxidizing agents at the electrode (electron conductor) and bisolids

(ionic conductor) interface. Also, it was evident that with increasing the applied E

from 2.5 to 2.8 V/cm the electric field strength inside the reactor became higher.
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4.3.3 Current density norm in BioElectroTM system

Numerical computations were also conducted by means of FEM for current density

norm. It can be clearly seen (Figure 4.55) that both applied electric field and con-

ductivity of the system are the major determinant of the maximum current density

in the distribution profile. For example, increasing conductivity of the system from

4.37 to 27 mS/cm at the applied E = 2.5 V/cm brought about a surge in CDN

by a factor of about 5. The same increase in conductivity at the applied E = 2.8

V/cm begot an increase by a factor of about 6. Also, comparable to the electric field

distribution, the highest current density was observed in the proximity of electrodes.

4.3.4 Total power dissipation density in BioElectroTM system

The results of numerical calculation on TPDD in BioElectroTM system revealed its

dependency on applied E and conductivity of the system. Applying greater electric

field or increasing electrical conductivity of the system brought about smaller cold

(blue) area or greater radial distribution of power dissipation (Figure 4.56). This will

be more evident, by comparing conditions with the same conductivity and different

applied electric field intensities (e.g., Figure 4.56(a) and Figure 4.56(b)) or condi-

tions of similar electric field intensity at various conductivities (e.g., Figure 4.56(d)

and Figure 4.56(f)). Likewise electric field distribution and CDN, the higher degree

of potential drop was detected in the electrode neighborhood due to the resistance

of the solution near the electrode surface and higher rate of electrochemical reac-

tions. Table 4.16 presents the effect of different electric field intensity and EC on

TPDD and volumetric energy (Qv). These results suggest that electric field used

in BioElectroTM process exceeded the decomposition voltage of water. This implies

that the EK reactor exhibits an ohmic loss as explained in Subsection 2.1.1.2.
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(a) E=2.5 V/cm, κ=4.37 mS/cm (b) E=2.8 V/cm, κ=4.37 mS/cm

(c) E=2.5 V/cm, κ=23 mS/cm (d) E=2.8 V/cm, κ=23 mS/cm

(e) E=2.5 V/cm, κ=25 mS/cm (f) E=2.8 V/cm, κ=25 mS/cm

(g) E=2.5 V/cm, κ=27 mS/cm (h) E=2.8 V/cm, κ=27 mS/cm

Figure 4.55: Calculated current norm distribution for BioElectroTM system at dif-
ferent E and conductivities
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(a) E=2.5 V/cm, κ=4.37 mS/cm (b) E=2.8 V/cm, κ=4.37 mS/cm

(c) E=2.5 V/cm, κ=23 mS/cm (d) E=2.8 V/cm, κ=23 mS/cm

(e) E=2.5 V/cm, κ=25 mS/cm (f) E=2.8 V/cm, κ=25 mS/cm

(g) E=2.5 V/cm, κ=27 mS/cm (h) E=2.8 V/cm, κ=27 mS/cm

Figure 4.56: Calculated total power dissipation density for BioElectroTM system at
different E and conductivities
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Table 4.16: Calculated TPDD and volumetric energy

κ(mS/cm) E(V/cm) PG (V) Current(A) TPDD average(W/cm3) Qv
*

4.37
2.5 43 0.6307 0.0170 27
2.8 48 0.7063 0.0213 34

23
2.5 43 3.3185 0.0894 144
2.8 48 3.7167 0.1121 180

25
2.5 43 3.6071 0.0972 156
2.8 48 4.0399 0.1219 196

27
2.5 43 3.8956 0.1049 168
2.8 48 4.3631 0.1316 212

* Qv = Volumetric energy a.k.a Joule heating

4.3.5 Impact of ohmic heating on temperature rates in BioElectro

process

To investigate the ohmic heating impact, thermometers were introduced to the reac-

tor, as explained in Subsection 3.1.1, to measure the temperatures. The temperature

Table 4.17: Summary of maximum recorded temperatures in each experimental
series

E(V/cm) BS(g/L) AN(g/L) T(◦C)

C* at t(min) A** at t(min) ave.***

2.8 13 26 97.0 74 98 74 97.5
2.8 25 13 97.0 60 97 60 96.0
2.8 13 13 96.0 62 97 71 96.2
2.5 25 13 95.5 73 96 91 95.5
2.5 13 26 95.0 92 96 96 94.6
2.5 25 26 92.0 99 92 87 91.0
2.5 13 13 97.0 110 97 95 96.3

2.8 0 0 56.0 173 29 173 30.6
2.5 0 0 55.0 198 27 198 29.8

*Max measured T in the Cathode area
**Max measured T in the Anode area
***Max measured T in the center of the reactor

log (Table 4.17) showed an increase in temperature in all seven experimental condi-

tions (Table 4.17). Ohmic heating effect was particularly stronger at the presence

of enhancement agents due to increasing conductivity. The temperature rise from
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(b) BS=25, AN=13 (g/L)
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(c) BS=13, AN=13 (g/L) (d) BS=25, AN=26 (g/L)

Figure 4.57: Heating rates in biosolids as a function of the applied electric field
intensity

the power dissipated as heat due to electric resistance of the biosolids is observed to

follow Joule′s law (P = V 2/R), whereby the increase in heating rate is coupled to

the increased applied electric field intensity (E). This relationship is made apparent

in Figure 4.57 where increasing applied electric field, while the concentrations of

enhancement agents are constant, generated greater heat.
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4.3.6 Impact of BioElectro process on germination of C. perfringens

spores

To assess the proposed hypothesis about the effect of low intensity electric field

(LIEF) on spore activation (Subsection 2.2.4.4), the time–course of the spore ger-

mination was followed by observing the changes in OD600 of treated samples. The

loss of OD600 was observed in electric field–treated spores as stated in Table 4.18.

All raw data are provided in Appendix G.

Table 4.18: Loss of OD for C. perfringens spores during exposure to LIEF

E (V/cm) Meana %decrease (±StDev) in OD600 in 60 min

2.5 54 ± 0.19

2.8 56 ± 0.33

Data pt 78

a Values are geomean of quadruplicate experiments

As shown in Figure 4.58, both curves (E = 2.5 and 2.8 V/cm) presented a

sigmoidal decline preceded by an interval of constant absorbance, called the lag

period, however, reduction in OD600 was faster for those spore treated with 2.8

V/cm than those of 2.5 V/cm.
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Figure 4.58: Rate of loss in OD600 values of C. perfringens spores during exposure
to LIEF
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Also, to estimate the extent of electric field–induced germination of C. perfringens

spores, the biosolids was examined for viable counts before and after exposure to

E = 2.5 and 2.8 V/cm, for one hour. As shown in Figure 4.59, the differences in

viable spore counts between before (A) and after (B, D) LIEF treatment indicated a

meager spore reduction. However, this decline was significant for the same suspen-

sion of spores after 40 minutes incubation at 45◦C (C, E). These results proffer that

although spores are highly resistant to LIEF treatment, they can be activated and

germinate under the influence of electric field. The incubation time was necessary

for the spore to pass the activation, outgrowth and germination stage. It was also

observed that the spore germination was slightly (4%) higher for E = 2.8 V/cm than

2.5 V/cm.
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Figure 4.59: Viable–spores count of C. perfringens before and after exposure to
LIEF (2.5 and 2.8 V/cm), and after subsequent incubation at 40◦C

4.3.7 Impact of BioElectroTM process on ultrastructure of the spore

Representative micrographs of thin sections of C. perfringens spore reveals a num-

ber of cortical integuments surrounding the spore core. It was, therefore, essential
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to define which of these are present in the intact spore and to compare the mor-

phological changes after exposure to AN, BS, LIEF and a combination of which in

BioElectroTM system.

Ultrathin sections of intact C. perfringens spores divulge the dark spore core

surrounded by a thick, electron–transparent cortex and a multi–layered spore coat

(Figure 4.60). Flanked by the spore core and cortex, an electron–translucent germ

cell wall (GCW) is typically descried (Figure 4.60b). The cortex shows dark stained

granules (G) at its exterior edges (Figure 4.60b). The ≈ 25–50 nm thick spore coat

(Ct) is constructed by a 4–8 nm dark layer (Da) facing the cortex, a second 5–8 nm

dark layer (Dr) and a 8–12 nm grey layer (Gr) sandwiched in between. As seen in

Figure 4.60c, the spore is surrounded by a 70–90 nm layer of the exosporium (Ex)

which is made by two main layers: A ≈ 60–80 nm dark outer layer (Na) decorated

by a nap of hair–like projections that irregularly arise from an intermediate covering

and a ≈ 4–10 nm light inner basal layer (Ba).

4.3.7.1 Effect of AN on spore ultrastructure

Electron micrograph (EM) of AN treated (2.6% w/v) C. perfringens spores (Fig-

ure 4.61) appeared very similar to that of intact spore for it possesses a featureless

and dark core enclosed by a thick (50–130 nm), electron–transparent cortex (Fig-

ure 4.61b) and a multi–layered spore coat (Figure 4.61c). Sandwiched between the

spore core and cortex, the translucent germ cell wall was identified. Dark stained

granules were also recognized at the cortex outer border (G). The spore coat resem-

bles that of intact spore for having two dark layers flanking an 8–11 nm grey layer.

Spores are delimited by a dense exosporium layer (60–85 nm) which is made of a

hair–like (50–60 nm), outer layer and a light inner layer (3–7 nm). Ultrastructural

analyses, as well as colony–forming ability of treated spores revealed no indication

of inactivation due to exposure to AN.
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Figure 4.60: EM sections of C. perfringens spore suspension. (a) Overview showing
spores with dark core and white cortex. (b) Between the core (Co) and cortex (Cx),
a lightly stained germ cell wall (GCW, black arrow) is typically observed. The light
staining cortex (Cx) has dark stained granules at its outer edges (G). (c) Detail of
the spore coat, showing three coat layers (Da, Gr and Dr), as well as a dark outer
layer (Na) and a light inner basal layer (Ba) forming the exosporium
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Figure 4.61: TEM micrograph of C. perfringensspore after treatment with 2.6%
(w/v) AN. (a) General view of spores with electron dense core and white cortex.
(b) The light staining cortex (Cx) with dark stained granules (G) at its border with
spore coat. A lightly stained germ cell wall (GCW, black arrow) is located between
the core (Co) and cortex (Cx). (c) Feature of the spore coat, representing inner coat
layer (IC) and outer coat layer (OC)
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4.3.7.2 Effect of BS on spore ultrastructure

A 15 minute exposure to BS primarily created nicks in the inner, narrow, electron

dense coat (Figure 4.62a: black arrows) with noticeably changing the ultrastructure

of the exosporium, the outer coat and the internal structure. The cortex layer was

not easily detectable. Treated spores exhibited morphological features distinct from

intact spores, e.g., spores showed polygon shapes, and they shrank. A 30 minute

exposure led to destruction of the spore integuments (exosporium, spore coats and

cortex) (Figure 4.62b: black circles) and ultimately brought about the dissolution

of ulcerated spores (Figure 4.62b: black arrow).

Figure 4.62: Ultrastructure C. perfringens spores treated with BS. (a) Note creation
of nicks (black arrows) and deformation of the spore body. (b) Black circles showing
the destruction of exosporium, spore coats and cortex. The debris of a hydrolyzed
spore (black arrow)

4.3.7.3 Effect of LIEF on spore ultrastructure

After a 30 minute exposure to LIEF the structural components discerned in the

intact spore were more discernible, in addition to several others not easily observed

122



in intact spores. The core membrane (CM), germ cell wall (GCW), cortex (Cx)

and coat layers (Ct) were evident. Compact spore cytoplasm changed into a spongy

structure represents the protoplast (P). Vesicular bodies (V) can be differentiated at

the edge of the protoplasmic core (Figure 4.63(a)). Nicks became visible in the fine

striated inner spore coat (Figure 4.63(a): white arrow) accompanied by a thinning

of the outer spore coat (Figure 4.63(a): black square). As shown in Figure 4.63(b)

(black circle), the inner and outer spore coats were almost completely disintegrated,

and the spore possesses a distinctly fibrillar nucleoplasm (N) surrounded by a cy-

toplasm (C). The conspicuous features in Figure 4.63(c) are the breakdown of the

cortex along with the development of young cell. The cell wall (CW) was also well

defined. The overall pattern of ultrastructural changes was followed by loss of OD600

of the spore suspension (Subsection 4.3.6).

4.3.7.4 Effect of BioElectroTM on spore ultrastructure

After a 60 minute treatment of spores by BioElectroTM system a series of spores

with different morphologies characteristics was discerned (Figure 4.64). While some

spores have a distinct fibrillar nucleoplasm delimited by a granulated cytoplasm, the

lamellated mesosome and the cell wall, which are a representation of the germinated

spore (Figure 4.64a), others developed certain emblematic characteristics of gradual

disintegration that include progressive lightening of the spore core, destruction of

the exosporium, spore coat and cortex. With prolonged treatment (two hours) the

integuments become progressively thinner and led to complete dissolution of the

spores and naked sporeplasts (Figure 4.64b).
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(a)

(b)

(c)

Figure 4.63: Effect of exposure to LIEF on C. perfringens spore. (a) Appearance
of core membrane (CM), germ cell wall (GCW), cortex (Cx) and coat layers (Ct),
protoplast (P) and Vesicular bodies (V). Break in inner spore coat (white arrow)
and thinning of the outer spore coat (black square). (b) Disintegration of coat layers
(black circle). Fibrillar nucleoplasm (N) surrounded by a cytoplasm (C). (c) Well
defined cell wall (CW)
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Figure 4.64: Ultrastructure of C. perfringens spores after treatment by
BioElectroTM. Compare Spore (A) with the spore in Figure 4.63(b). The nucle-
oplasm (N) and granulated cytoplasm are evident in both cases. Note to the spore
(B). The spore coat layers and cortex have been hydrolyzed similar to that of Fig-
ure 4.62. Disintegrated spores (E), naked sporeplasts (inset f) and spore debris
(white arrows) are easily detectable
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Chapter 5

Discussion on mechanism of

disinfection

The objective of this study was to ascertain the optimal conditions for pathogen

inactivation in anaerobically digested sewage sludge using an enhanced 2D electric

field process, BioElectroTM. Furthermore, it was intended to ascertain disinfection

kinetic and mechanism of spore inactivation in the designed system. Several screen-

ing tests were conducted to determine these optimum conditions; while bench–scale

disinfection testes were implemented to verify their impact on physical, chemical and

biological parameters through which the mechanism of disinfection was explained.

Mathematical models were developed to describe the precise relationship between

experimental variables and disinfection efficiencies.

In general, the results from this work showed that there are high numbers of

C. perfringens spores in anaerobically digested biosolids and BioElectroTM process

was effective in significantly eradicating (>3 LRs) the number of this bioindicator

(Table 4.5) in the AnD biosolids matrix. This can be observed evidently by compar-

ing samples before and after treatment through BioElectroTM process (Figure 5.1).

The results and review of the data affirmed process reliability and product quality

that exceeds the P1 (Class A) regulatory compliance. This process offer advantages

over conventional methods by providing an interactive disinfection system and ap-
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(a) Before treatment (b) After treatment

Figure 5.1: Comparison of spores before and after BioElectroTM treatment

plying multiple stressors. Combination of stressors can lead to cost reductions and

a superior quality biosolids product.

An interesting feature observed in BioElectroTM treatment of spore was its

triphasic survival curves, comprising a short linear segment, followed by a very large

shoulder and finally a first–order inactivation kinetics. It was suggested that this

pattern is due to the nature of the treatment and effect of multiple stressors. The

results of MLR analysis confirmed combination effect of several stressors on disinfec-

tion efficiency of BioElectroTM. At the beginning of procedure, t = 10 minutes, ap-

plied BS concentrations showed (Table 4.7) more pronounced effects compared with

other factors, namely E and AN. This stage was identified with 60 percent reduction

in number of spores and appearance of linear phase in the spore survival curves. As

observed from ultrastructural investigations (Figure 4.62), BS first produced breaks

in spore coat along with destructions in the cortex and spore shape, and finally the

ulcerated spore began dissolution. The chemical composition of BS implies that its

sporicidal activity is allied to the concentrations of hydrogen peroxide and a much

greater extent to peracetic acid (PAA) (Reaction [3] through Reaction [6]). PAA is

a rather small molecule that should easily traverse cross the exosporium and coats

of bacterial spore [236]. Seemingly, PAA molecules can penetrate the cortex space

but may not be able to cross the inner spore membrane which is believed to be a
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condense state [237]. Oxygen–based free radicals could then be generated in the

environment outside of the coats or in the cortex space. They would have to dif-

fuse to targets within the protoplast, possibility in the core membrane. However,

at present, there is no information on the targets for the lethal action of BS. It

does seem reasonable to conclude that oxygen–centered free radicals are involved in

killing. No signs of germination in treatments with BS were detected. Subsequently,

it is believed that oxidative killing by BS did not entail germination of spores and

consequent killing of sensitive germinated cells. Moreover, BS inactivation is akin

to heat killing in that spores are killed completely before any major deprivations in

refractivity or release of dipicolinic acid (DPA) [129]. Sufficient (≥3 LRs) sporicidal

effect of BS in biosolids matrix is only detectable in concentrations greater than

18 percent (w/v) (Table 3.3). This low efficiency is associated with instantaneous

demands (5 g/L) (Table 4.6) for PAA in biosolids matrix and its substantial decay

(decay rate of 0.293 min-1) (Figure 4.9) to carbon dioxide and water.

At higher exposure times, the period of time beginning at 15 minutes and ex-

panding up around 60 minutes, the effect of E and its interactions with BS and AN

was more evident (Table 4.7). This interval time is characterized with the presence

of an extensive shoulder in the survival curve (Figure 4.1). To explain shoulder

formation, Shull et al. (1963) suggested that the spore suspension contained an ini-

tial activated and dormant population of spores which has to be activated prior to

be destroyed [238]. In the performed experiments this possibility was examined by

determining physiological state or “fitness” of treated spores. The fitness of cells de-

scribed as both structural (i.e., alterations in cortex and membrane) and functional

(i.e., capability to be recovered by culture) factors as defined in [239]. Exposure to

electric fields might alter the physiological state of the spores, and therefore, increase

the sensitivity of spores to heat and electric currents [43]. Ultrastructural analy-

ses (Figure 4.63) revealed several interesting cytological aspects of the spore after

treatment with low intensity electric field (LIEF). Through LIDEF exposure, the

dense spore core changed to a typical spongy structure similar to that of vegetative

cells, the nuclear apparatus was clearly visible in the less dense dumbbell–shaped

128



nuclear site, and vesicular bodies were distinct. Spore coat layers, along with the

cortex, were disintegrated. Degradation of coat layers proteins signified that some-

how proteolytic enzymes which exist near the surface of spore coats [240] might be

triggered during exposure, so that a swift attack on these outer layers proceeded.

The cortex attained a loose fibrillar appearance as the result of the breakdown of

the peptidoglycan of the cortex [241]. The observed ultrastructural changes were

in agreement with those reported during the activation and germination process of

the spore [241, 242]. In line with these observations, meaningful reductions in spore

survival was obtained (Figure 4.59) by the application of LIEF conditions for germi-

nation and inactivation. One of the other nimble and adequate reference methods

to inspect spore germination with the maximum detection range of two log10 is

the measurements of the loss of refractility and optical density [243]. The OD600

experiments showed around 57 percent reduction in OD (Table 4.18, Figure 4.58).

The following two possibilities can be envisioned for the effect of LIEF on the

spore activation and germination: a) sublethal heat (62–95◦C) [244] generated dur-

ing the treatment, time interval 20–50 minutes (Table C.8 through Table C.14),

begets alterations in the permeability of the spore coat and opening of a chemi-

cal bond between DPA and spore enzymes; b) electrokinetically deployed reduction

state at the cathodic side of BioElectroTM reactor ruptures disulfide bonds in the

spore coat and brings about hydrolysis of cortex. As a consequence of cortex hy-

drolysis, rehydration of the spore core and lose of Ca+2 –DPA happens. Harrell and

Mantini (1957) [245] suggested a correlation between DPA exudation and degree

of activation [245]. They determined a relationship between the amount of the re-

leased DPA and a raise in metabolism of glucose. Other authors [246] presumed

that reducing agents alter the tertiary structure of a coat protein responsible for the

maintenance of the dormant state by reducing the disulfide linkages which stabilize

the protein in a specific configuration resulting in partial unfolding of the protein.

Furthermore, it was speculated that destruction of spores by BS at the earlier

exposure times induces the germination in BioElectroTM process. It has been shown

that Ca2+–DPA released by some spores in a population triggers the germination
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of others [247, 248]. After exposure to Ca2+–DPA an immediate decrease in OD600

with loss of refractility occurs [241]. DPA release is followed by degradation of

the spores cortex, and cortex hydrolysis is initiated either indirectly or directly

by DPA release [247, 249]. The capability of DPA to induce the germination of

spores proposes that this chelate does not require the GerA family of germinant

receptors. Ca2+–DPA might either activate an effector that locates downstream of

the germinant receptors or trigger a parallel line of the germination pathway [247].

Although the precise mechanism of spore germination by LIEF remains obscure,

obtained data from contemporary work proposed a tentative working model to ex-

plain the effects of BioElectroTM on C. perfringens spore germination (Figure 5.2).

The whole assumptions are based on the germination model for C. perfringens due
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Figure 5.2: Hypothesized model for BioElectroTM germination of C. perfringens
spores

to the effects of nutrient and nonnutrient germinants [180] and literature data in

Chapter 2 as follows: Opening of Ca2+–DPA channels [247] is the beginning, where

a germination reaction without nutrients is attainable. Manifestly, the pivotal fac-

tor for full cortex destruction as well as core hydration and hence loss of resistance
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is the activation of the main eminent spore cortex lytic enzymes (SCLEs). Exter-

nal Ca2+–DPA induces germination through a mechanism that requires the GerKA

and GerKC receptor to fully activate downstream germination events. Electric field

triggers DPA release by ultimately opening a DPA channel in the spores inner mem-

brane. SCLEs are then activated by the Ca2+–DPA release triggered by LIEF and

promote cortex hydrolysis and completion of spore germination. Another theory

from the biophysical point of view on curvilinear (shoulder) sections of survival curve

explains its relationship with the effect of spore agglomeration [250], an activation

process due to the outer proteinaceous coat and/or the spore exosporium and conse-

quently the specific hydrophobicity [251, 252], which counteracting the inactivation

process [253, 254, 255]. Generally, the greater the relationship between separative

forces and adhesive forces is, the greater the density of the agglomerates is. In aque-

ous solutions van der Waals adhesive forces are smaller than in gas atmosphere.

Consequently, agglomerates in aqueous solutions have a denser packaging or lower

porosity. However, in aqueous solutions the main effects on separative forces are the

zeta potential and Debye length based on the electrostatic double–layer [256] which

can be affected by application of external electric field. Therefore, agglomeration

is unlikely under BioElectroTM conditions. Figure 5.3 shows the largest observed

Figure 5.3: Largest observed agglomerations after screening of spore suspensions
with approximately 108 CFU/ mL under ESEM

agglomeration of spores in BioElectroTM system. As it can be seen clearly, no large
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agglomerates were observed in the suspension. An increase in the bubble density at

the electrode surface as a result of electrolysis reactions as well as bubbles released

into the electrolyte solution (Figure 5.4) due to hydrolysis of BS (Reaction [6]) can

also contribute, though to a lesser degree, to formation of shoulder in inactivation

curve. Bubbles clinging to the electrodes’ surface decrease the effective surface area

which consecutively increase the effective current density. This leads to a surge in

the activation polarization, the voltage overpoteintial needed to surpass energy of

the electrochemical reaction on the catalytic surface, at both the anode and cathode

and interruption of electrochemical reactions [257].

Figure 5.4: Bubble creation in BioElectroTM system

The third phase of the BioElectroTM survival curve is characterized by the second

sharp reduction in the number of spores (Figure 4.1). Based on the MLR analysis

(Table 4.7) disinfection kinetic of this section is associated with a synergism among

E, BS and AN (Table 4.8). The combination effects of erstwhile factors generates

several related processes which assume to be responsible for the third phase of dis-

infection kinetics. The most eminent of these processes are: a) ohmic heating (Sub-

section 2.1.1), b) electropermeabilization and c) electrochemical reactions. Cho et

al. postulated that principal mechanisms of spore inactivation during ohmic heating

is essentially due to the thermal effect [43]. The rate of heating is directly propor-

tional to the square of the electric field intensity (E2) and the electrical conductivity
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(Eq. 2.2). The electric field intensity can be altered by adjusting the electrode dis-

tance or the applied PG. This effect was observed in this study when increasing E

from 2.5 V/cm (PG = 43 V) to 2.8 V/cm (PG = 48.16 V) brought about a surge in

produced heat under examined conditions (Table 4.16). Another dominant factor

affecting ohmic heating is the electrical conductivity of the matter and its temper-

ature dependence. In current study, this was achieved by enhancing conductivity

of biosolids through application of BS and AN (Figure 3.4 and Figure 3.5) which

in turn increased degree of produced ohmic heating (Table 4.16, Table 4.17 and

Figure 4.57). The electrical conductivity rises with increasing temperature, vindi-

cating that ohmic heating becomes more efficient as temperature rises, which could

theoretically contribute to runaway heating. Several authors [43, 258, 259] studied

the killing effect of ohmic heating and high temperature on spores. Studies have

shown that a protein subunit in the cytoplasmic membrane is the imperative target

in the thermal inactivation of bacterial spore. It was suggested that degradation

of the protein subunit makes the membrane dysfunctionally permeabilized, causing

death of the cell [258]. Black and Gerhardt [260] demonstrated that the protoplast

membrane is disintegrated in heat–killed spores. The disruption of membrane was

also confirmed in this work as it is evident in Figure 4.64.

Along with the heating promotion, research data strongly suggest that the ap-

plied electric field creates a mild non–thermal cellular damage through the so–called

dielectric rupture theory. Germinated spores under BioElectroTM system develop

vegetative cells surrounded by a bilayer lipid membrane (BLM) made of lipid with

specific conductance of 10-3 S/cm2 or smaller. Under the influence of an intense

transmembrane electric field higher than the dielectric strength of a cell membrane

the specific conductance of membrane increase dramatically which in turn causes a

charge separation in the cell membrane. When the external electric field is equal

to or slightly greater than the critical value of one volt, the permeability of the

membrane is enhanced and material diffusion throughout the membrane is achieved

through the reversible pores. By increasing the electric field or longer exposure times

the pores will become irreversible and cell membrane are destroyed [44, 261]. Mem-
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brane breakdown and formation of pores under the influence of BioElectroTM system

was observed in C. perfringens (Figure 5.5) which confirms the results of previous

studies.

Figure 5.5: Pore created in cell membrane due to dielectric rupture in
BioElectroTM system, the black arrow shows the pore

It has been shown that breakdown voltage across the membrane is not affected by

the pH of the solution. However, other membrane and system parameters, strikingly

temperature may play an eminent role [44, 262]. For instance, direct breakdown ex-

periments on planar lipid BLM and on algal cells have presented that the breakdown

voltage of a unit lipid–protein membrane is around 2 V at 4◦C, 1 V at 20◦C and

about 0.5 V at 30–40◦C [44]. Therefore, it can be postulated that in the systems

such as BioElectroTM the presence of ohmic heating might intensify the influence of

electric field on creation of pores and increase the rate of electropermeabilization,

consequently leading to excess exudation and cell death.

Another factor affecting disinfection mechanism of BioElectroTM is pertinent to

electrochemical and chemical reactions which have shown promising inactivation re-

sults on different microorganisms [263, 264]. The extent of electrochemical reactions

rely on many parameters, such as the nature of electrolyte [265]. Several authors

proposed that the major contribution to the electrochemical disinfection effect is

made by the formation of short–lived and high–energy intermediate electrochemical

products such as •O–
2,

•OH– and ClO–
2 [266, 267, 268]. Figure 5.6 depicts the tenta-
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tive chemical reactions taking place at BioElectroTM process. The condition exists
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Figure 5.6: Schematic representation of the main electrochemical and chemical re-
actions involved in the BioElectroTM process

in the BioElectroTM reactor significantly influences the electrochemical and chemi-

cal generation of oxidant species within the device. For instance, several reactions

(Reaction [3] through Reaction [6]) take place in the system which are solely related

to the application of BS and not electrochemical reactions. These reaction lead to

formation of HP, Na2CO3 and O2. Furthermore, 316L stainless steel (SS) electrodes

used in BioElectroTM reactor exhibit pronounced hydrogen generation and pH alter-

ations of the heating biosolids compared with other type of electrodes, e.g., carbon

electrodes. Based on the observations, predominant electrochemical reactions can

be assigned as detailed below. Under acidic conditions (i.e., at pH 2.5–3.5), the ca-

thodic reaction (Reaction [2]) could couple following reaction (Reaction [8]) which

happens in anodic side resulting in more hydrogen production compared to those at

higher pH.

Ms ↔ M2+
(aq) + 2 e− [8]

where M = Fe, Cr, Ni, Mo. The overall reaction is:

Ms + 2H+
(aq) ↔ M2+

(aq) + H2(g) [9]

When M = Fe, the tested 316L SS electrode contains around 66 percent Iron
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(Table 3.1), the equilibrium constant value (log K = 14.86) and standard potential

(E0 = 0.44 V) affirm the occurrence of Reaction [8]. The rise of pH (Figure 4.53)

can be due to the loss of H+
(aq) ions as the hydrogen gas, and Fenton’s reaction

(Haber–Weiss reaction) which releases OH–
(aq) ions into the heating biosolids [269].

Fe2+(aq) + H2O2 ↔ Fe3+(aq) +
•OH+ HO−

(aq) [10]

The needed H2O2 for the Reaction [10] is produced by cathodic reaction as follows:

O2(g) + 2 e− ↔ H2O2 E0 = −0.68V [11]

This enhances the destruction of cells in the biosolids. Under mildly acidic con-

ditions, pH changes related to hydrogen formation can be due to the following

reaction (Reaction [12]), which can be accompanied by generation of chloride gas

(Reaction [13] and Reaction [14]).

M(s) + 2H2O(liq) ↔ M2+
(aq) + H2(g) + 2OH−

(aq) M = Fe, E0 = −0.39V

[12]

2Cl−(aq) ↔ Cl2(g) + 2 e− E0 = −1.37V [13]

2H2O(liq) + 2Cl−(aq) ↔ Cl2(g) + H2(g) + 2OH−
(aq) E0 = −2.19V [14]

At the pH values above nine (cathodic side) the presence of chlorine will be ex-

clusively limited to the hypochlorite anion (ClO–) and will favor the generation of

the •OH radical over the •Cl and•Cl–2 radicals [270]. Oxygen evolution always hap-

pens concurrently with ozone formation. Obviously, not all O2 formed produces

O3. Indeed, O3–generation is very much dictated by the effective encounter of O2

and •O [271]. Generation of ferrate(VI) is another possible reaction which may

take place at the anodic side. Although above mention electrochemical reactions

are expected to occur in BioElectroTM reactor, it was not feasible to measure the
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produced amount of each ion and radical due to their low stability and continues

conversion from one form to another.

Given the use of AN, the generated ammonia during the BioElectroTM process

may also contribute to spore inactivation.

Table 5.1: Computed pKa and NH3 in each experimental conditions of
BioElectroTM process

Series T(◦C) pKa pH fa (NH3)t(mg/L) NH3(mg/L)

1 97.5 7.46 7.80 0.69 489 337

2 96.0 7.49 8.29 0.86 274 237

3 96.2 7.48 8.15 0.82 218 180

4 95.5 7.50 8.15 0.82 194 159

5 94.6 7.51 8.12 0.80 470 377

6 91.0 7.59 8.16 0.79 440 347

7 96.3 7.48 8.29 0.86 256 228

a Fraction of total ammonia that is unionized

The toxicity of ammonia is usually considered to be provoked by the unionized

molecule (NH3) rather than by the ionized fraction (NH+
4 ) which coexist in equilib-

rium in ammonia–in–water systems (Reaction [7]) [272]. The NH3 species is more

lipophilic compared to NH+
4 and can easily permeate through the inner microbial

cellular membranes. The greatly enhanced diffusion of NH3 is accountable for the

more effective pathogen eradications. Furthermore to be considered is the impact of

temperature on ammonia effectiveness. As represented in Eq. 3.1 (Subsection 3.1.2)

at the elevated temperatures, the pKa of ammonia is reduced (pKa = 9.25 at 25◦C,

pKa = 7.5 at 97◦C) making it easier to reach a higher concentration of unionized

ammonia at lower pH levels (less than 10). Table 5.1 shows the NH3 generated in

each experimental conditions of BioElectroTM process. It is evident that although

the overall pH of the system did not exceed 8.5, NH3 was the primary form of ammo-

nia due to the elevated temperature. The high temperatures of the system reached

in the system reduced level of pH needed to achieve a high concentration of free
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ammonia. The effect of temperature on the toxicity of ammonia was also confirmed

by [273]. He found that the ammonia concentration needed for Ascaris inactivation

was directly associated to temperature. For example, at 25◦C a 0.1% ammonia con-

centration achieved a 100 percent inactivation of Ascaris within 180 days, however

when temperature was risen to 52◦C the same ammonia dose expressed sufficient

inactivation within one day. Moreover, at higher temperatures, the pathogens are

more susceptible to ammonia disinfection; therefore, the rate of inactivation was

faster as it is evident in Table 5.2.

Table 5.2: Electric field related temperature rise and LR changes during BioElectro
process

t (min)
E (2.5 V/cm) E (2.8 V/cm) Extent of inactivation

LR T (◦C) LR T (◦C)

20 0.9 53–40 1 45–50
Disinfection

40 1 45–55 2 60–70

60 2 65–75 3 80–90
Pasteurization

80 3 85 6 95

100 5 95 8 97 Sterilization

Another related factor in the close system of this study was vapor pressure.

As elucidated by Henry′s Gas Law, a rise in temperature in concurrence with the

presence of ammonia increases the vapor pressure of the ammonia gas within the

biosolids. For instance, the vapor pressure of ammonia at 50◦C is about five times

that found at ambient temperatures [274]. This raise in vapor pressure serves to

raise the diffusion of the ammonia into the biosolids, consequently permitting greater

contact with pathogens and higher inactivation effects.

The results and discussion covered so far propose hypothesized lethal pathways

of multiple stressors in BioElectroTM process as depicted in Figure 5.7.

It was also ascertained that initial number of spores (N0) is one of the affecting

factor in regression analysis. This factor is among the biosolids intrinsic specifica-

tion, and its amount could not be preassigned as desired. According to the models

developed by MLR (Table 4.8) inactivation of C. perfringens spores showed some
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Figure 5.7: Putative lethal pathways of multiple stressors in BioElectroTM process

kind of dependency on initial spore density. The reason for this is that initial spore

values (N0) compared to other input variables (E, BS and AN) are significantly

higher (up to 3–4 order of magnitude) and therefore show greater effect on regres-

sion analysis. Furthermore, this may be explained through quorum sensing (QS),

cell density–dependent signaling through the use of autoinducers. However, because

spores of C. perfringens are highly dormant, and they survive under harsh con-

ditions, it is unlikely to expect QS mechanism. Moreover, it is possible that the

observed cell density dependency was due to dynamic conditions and heterogene-

ity of spore populations. In other words, presence of sub–populations of differing

resistance influence the inactivation efficiency.

To explain the overall mechanism of C. perfringens spore inactivation in Bio-

Electro process kinetic models were defined. Chick–Watsons model (Eq. 2.11) of

disinfection [203] predicts a linear inactivation curve, however the data from this

study affirmed that this model would be unable to describe the totality of the

observed survival curve shapes in BioElectroTM process. Because the complexity

of BioElectroTM process restricts developing complete theoretically based kinetics

model, empirical models were developed (Table 4.9). The goodness of the fit of the

models was assessed by RSS and the Adj.r2 between the experimental and predicted

values with the MATLAB R© program using NLR. It was found that all proposed

models were effective in modeling the different shapes of the survival curves (Ta-
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ble 4.10 and Appendix F) of all seven experimental series. The highest Adj.r2

(0.9765) and the smallest RSS value (10.40) was related to BE1 model. Yet, it had

a high number of parameters (13). By having greater number of parameters some

degree of improvement in fit was obtained, but at the same time parameter esti-

mates were worse because of having less data per parameter. Based on the pairwise

F–test comparison BE3 model (Eq. 5.1) was selected as the simple complete model

of choice.

log

(
N

N0

)
=

−1

(b1 − 1)
log d1 + (b1 − 1) · a1 ·BSn1 ·ANn2 · En3 · tk1 ·N (b1−1)

0 (5.1)

BE3 is similar to the empirical power function model (Subsection 2.3.4) which can

describe shoulder phenomena. The model defines the relationship between pre-

dictors, to wit: E, BS, AN and time, and the response variable (spore survival).

Furthermore, it explains the effect of initial microbial density on disinfection. If b1

>1, the survival ratio will decrease with increasing N0 under the same disinfection

conditions.
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Chapter 6

Conclusion and future work

6.1 Conclusion

Organic and nutrient content of biosolids suggest its application as fertilizer and soil

amendment [2, 3]. However, besides nutrient biosolids contains pathogens with fecal

source which threaten human health if not being used safely in accordance with

good practice [1, 2]. In this study a method of treating biosolids by destruction

of C. perfringens to meet more stringent standards for protecting public health

and safety was developed. The currently available biosolids treatment methods

are not generally effective enough and/or eco–friendly. The introduced technology

gets benefit of low intensity electric field (LIEF) effects enhanced with BIOXY

STM (BS) and ammonium nitrate (AN). To represent both the application and its

nature the technology was coined “BioElectro”, a name derived from biosolids and

electrokinetic.

In this study the optimum range and combination of affecting factors in Bio-

Electro treatment, to wit: electric field intensity (E), BS and AN, were ascertained

(Table 3.7). Based on the defined conditions it was plausible to conclude that the

bioelectric effect reduces the required concentrations of applied sporecides, as it was

observed in the case of BS (Table 4.1).

The results of this study showed a significant reduction (>3 LRs) in the number

of spores after two hours treatment under BioElectroTM process (Section 4.2). In
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other words, the treated product exceeded the minimum legislative requirements

in term of pathogens. Furthermore, the resultant product had a lower viscosity

compared with the initial biosolids sample (Table 4.15). This is an added bonus of

the process which makes the processed biosolids fully compatible with conventional

equipment being used for land application of biosolids and liquid manure.

The current study showed impacts of multiple stressors on spore inactivation.

This was represented by triphasic survival curves (Figure 4.1). Several authors [275,

276, 277] found similar pattern in the destruction of C. botulinum after treatment

with a combination of UV and gamma ray, but there are different hypotheses to

explain this phenomenon.

It was found that the fast reduction of spores at lower treatment times (the first

phase of spore survival curves) was related to disinfection effects of PAA generated

from hydroloysis of BS (Table 4.7). However, its applied concentration was not

enough to destruct the entire spore population. Also, kinetic analyses of PAA resid-

uals exhibited instantaneous demand and substantial decay of PAA in the biosolids

matrix (Table 4.6). Ultrastructural examination using TEM revealed the creation

of nicks and changes in the structure of spore due to the oxidation properties of

PAA (Figure 4.62). It was shown that the lag phase found in spore inactivation

(shoulder formation) can sufficiently be described by activation and germination of

spores for inducing effect of LIEF and Ca2+–DPA released from PAA–lysed spores.

On the basis of the TEM examinations (Figure 4.63), OD600 measurements (Ta-

ble 4.18 and Figure 4.58) and plate count (Figure 4.59) a plausible explanation

(Figure 5.2) was supplied on the mechanism of germination under the influence of

BioElectroTM system. It was suggested that germination reactions are initiated by

opening of the Ca2+–DPA channels at E >1 V/cm. Consequently, SCLEs are acti-

vated and promote cortex hydrolysis and completion of spore germination. There

is no doubt that these mechanisms still need to be more deeply studied, especially

the Ca2+–DPA release, the specific SCLEs in the spore matrix and the partial core

hydration. Acquisition of this information would lead to a better understanding

of the spore inactivation mechanism(s) and may improve sterilization concepts of
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BioElectroTM process.

The current work also acknowledged the inactivation efficiency of the system is

related to electrochemical reactions and production of oxidants such as H2O2, Cl2

and O3. It was concluded that conditions in BioElectroTM system such as electrode

materials, pH and temperature significantly affect the type and rate of electrochem-

ical reaction and therefore, formation of radicals, ions and gases such as NH3. It was

apparent that ohmic heating played an eminent role in the formation of the last sec-

tion of spore survival curve (the first–order inactivation). The elevated temperature

brought about spore injury, activation of spores and finally degradation of cytoplas-

mic membrane and spore death. It was noticed that the electrical conductivity of

the biosolids determines the rate of ohmic heating (Figure 4.56 and Table 4.16),

therefore enhancing the conductivity of system by adding BS and AN significantly

improved internal thermal energy and generation of ohmic heating. Moreover, it

was speculated that irreversible breakage of protoplast membrane, also known as

electropermeabilization, is another important factor in destroying bacterial spore.

Elevated temperatures such as conditions in BioElectroTM process enhance dielectric

breakdown of membrane and rate of disinfection. An hypothesized lethal pathway of

BioElectroTM disinfection process was introduced (Figure 5.7). It was furthermore

concluded that the process should work for raw municipal sludge too.

Also, inactivation kinetics of C. perfringens spores during BioElectroTM process

was modeled by an empirical model (Eq. 5.1). The model was able to predict the

spore inactivation of all seven experimental conditions very precisely.

6.2 Future work

Although the developed technology was successfully able to produce biosolids that

meet and exceed the most stringent regulatory compliance requirements, the follow-

ing recommendations for future studies are proposed.

• C. perfringens spore was used as the bioindicator to examine the efficiency

of the treatment method; however this evaluation can be validated by using
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other surrogates, e.g., Prion proteins, the infectious agent in bovine spongiform

encephalopathy (BSE).

• Disinfection efficacy test methods using C. perfringens spore are very labour

intensive, sensitive and time consuming and it would be more practical to

develop/use new methods which are easier, faster and more precise. One of

the suggested methods would be flow cytometer (FCM) which can characterize

up to thousands of particles per second.

• Studies should be performed to evaluate the impacts of initial densities of

spores on disinfection mechanism.

• Examinations has to been performed to evaluate permanent stabilization of

the final products.

• The quality of produced biosolids needs to be tested for agricultural purposes.

• Pilot plant studies are suggested to assess production and budgetary require-

ments of the full scale system.
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Appendix A

BioElectroTM reactor layout

Figure A.1: BioElectroTM reactor–vessel layout
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Figure A.2: BioElectroTM reactor–sealed cap layout
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Figure A.3: BioElectroTM electrode layout
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Appendix B

Experimental data–Electrical

conductivity

Table B.1: Conductivity data for AN at different concentrations and temperatures

Code AN(g/L) Mole κ(mS/cm)

307.15K 317.15K 327.15K 337.15K 347.15K

1a 3 0.0375 8.31 8.42 8.52 8.69 8.83

2a 6 0.0750 11.36 11.54 11.91 12.14 12.27

3a 9 0.1124 16.07 16.12 16.27 16.30 16.46

4a 12 0.1500 18.18 18.52 18.68 18.93 19.03

5a 15 0.1874 20.88 20.92 21.13 21.33 21.72

6a 18 0.2249 24.26 24.36 24.42 24.51 24.61

7a 21 0.2623 27.12 27.50 27.63 27.85 28.15

8a 24 0.2998 29.98 30.11 30.52 30.91 31.30

9a 27 0.3372 33.22 33.52 33.68 33.97 34.10

10a 30 0.3748 34.48 34.53 34.96 35.17 35.26

1b 3 0.0375 8.32 8.43 8.54 8.70 8.84

2b 6 0.0750 11.35 11.54 11.87 12.12 12.23

Continued on next page
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Table B.1–continued from previous page

Code AN(g/L) Mole κ(mS/cm)

307.15K 317.15K 327.15K 337.15K 347.15K

3b 9 0.1124 16.08 16.13 16.29 16.33 16.45

4b 12 0.1500 18.18 18.53 18.67 18.96 19.02

5b 15 0.1874 20.86 20.93 21.13 21.35 21.69

6b 18 0.2249 24.27 24.35 24.43 24.53 24.62

7b 24 0.2623 27.27 27.53 27.63 27.84 28.14

8b 24 0.2998 29.98 30.12 30.51 30.92 31.20

9b 27 0.3372 33.23 33.52 33.67 33.96 34.30

10b 30 0.3748 34.47 34.54 34.97 35.18 35.23

1c 3 0.0375 8.32 8.47 8.50 8.71 8.83

2c 6 0.0750 11.34 11.52 11.98 12.13 12.29

3c 9 0.1124 16.09 16.13 16.28 16.32 16.48

4c 12 0.1500 18.16 18.52 18.69 18.94 19.02

5c 15 0.1874 20.87 20.90 21.12 21.34 21.70

6c 18 0.2249 24.28 24.37 24.42 24.52 24.60

7c 21 0.2623 27.23 27.52 27.62 27.82 28.20

8c 24 0.2998 29.97 30.12 30.50 30.90 31.30

9c 27 0.3372 33.21 33.50 33.68 33.97 34.10

10c 30 0.3748 34.47 34.56 34.98 25.19 35.25
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Table B.2: Conductivity data for BS at different concentrations and temperatures

Code BS(g/L) Mole κ(mS/cm)

307.15K 317.15K 327.15K 337.15K 347.15K

1a 3 0.0283 5.99 6.03 6.06 6.08 6.12

2a 6 0.0566 7.31 7.36 7.50 7.54 7.62

3a 9 0.0849 9.51 9.62 9.72 9.88 9.92

4a 12 0.1132 10.67 10.75 10.86 10.95 11.03

5a 15 0.1415 11.76 11.98 12.03 12.16 12.22

6a 18 0.1698 13.06 13.09 13.14 13.32 13.45

7a 21 0.1981 14.62 14.85 14.98 15.02 15.09

8a 24 0.2264 15.79 15.97 16.06 16.18 16.25

9a 27 0.2547 16.16 16.24 16.43 17.65 17.81

10a 30 0.2831 17.24 17.46 17.78 17.86 18.02

1b 3 0.0283 5.98 6.03 6.05 6.09 6.11

2b 6 0.0566 7.31 7.35 7.49 7.56 7.63

3b 9 0.0849 9.50 9.63 9.74 9.87 9.93

4b 12 0.1132 10.65 10.74 10.86 10.94 11.02

5b 15 0.1415 11.78 11.97 12.05 12.18 12.21

6b 18 0.1698 13.05 13.09 13.15 13.34 13.46

7b 21 0.1981 14.63 14.87 14.97 15.01 15.08

8b 24 0.2264 15.78 15.98 16.04 16.17 16.23

9b 27 0.2547 16.17 16.25 16.45 17.64 17.82

10b 30 0.2831 17.25 17.45 17.76 17.86 18.01

1c 3 0.0283 5.98 6.02 6.06 6.08 6.11

2c 6 0.0566 7.30 7.36 7.50 7.56 7.62

3c 9 0.0849 9.52 9.62 9.73 9.86 9.92

4c 12 0.1132 10.63 10.76 10.84 10.96 11.02

Continued on next page
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Table B.2–continued from previous page

Code BS(g/L) Mole κ(mS/cm)

307.15K 317.15K 327.15K 337.15K 347.15K

5c 15 0.1415 11.76 11.98 12.04 12.17 12.22

6c 18 0.1698 13.06 13.10 13.14 13.33 13.45

7c 21 0.1981 14.64 14.86 14.98 15.02 15.09

8c 24 0.2264 15.77 15.97 16.05 16.17 16.22

9c 27 0.2547 16.16 16.23 16.42 17.65 17.8

10c 30 0.2831 17.23 17.43 17.75 17.87 18.01
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Table B.3: Conductivity data for the systems XAN + (1-X ) BS with different mole
ratios of AN (X ) and temperatures

Code AN(g/L) BS(g/L) X κ(mS/cm)

307.15K 317.15K 327.15K 337.15K 347.15K

1a 0 30 0.0000 16.51 16.98 17.27 17.81 18.56

2a 3 27 0.1283 17.23 18.32 18.54 19.34 19.76

3a 6 24 0.2487 18.45 19.89 20.43 20.87 21.12

4a 9 21 0.3620 20.87 21.98 22.12 21.87 22.58

5a 12 18 0.4688 22.13 23.34 23.54 23.98 23.75

6a 15 15 0.5697 23.67 24.13 24.43 24.56 25.23

7a 18 12 0.6651 24.23 25.09 25.98 26.23 26.67

8a 21 9 0.7555 25.76 26.57 26.97 27.83 28.54

9a 24 6 0.8412 28.61 29.12 29.72 30.20 30.70

10a 27 3 0.9226 28.98 29.84 31.35 31.92 32.38

11a 30 0 1.0000 33.25 33.68 34.23 34.98 35.54

1b 0 30 0.0000 16.46 16.87 17.44 17.87 18.54

2b 3 27 0.1283 17.78 18.21 18.91 19.25 19.76

3b 6 24 0.2487 19.23 19.79 20.68 20.78 21.42

4b 9 21 0.3620 21.10 21.97 22.12 22.39 22.69

5b 12 18 0.4688 22.14 22.98 23.25 23.98 24.14

6b 15 15 0.5697 23.58 24.15 25.02 25.34 25.12

7b 18 12 0.6651 24.98 25.32 25.95 26.42 26.72

8b 21 9 0.7555 25.87 26.64 26.98 27.97 28.69

9b 24 6 0.8412 28.72 29.13 29.62 30.78 30.85

10b 27 3 0.9226 29.54 31.16 30.82 31.88 32.53

11b 30 0 1.0000 33.16 33.64 34.11 34.78 35.34

1c 0 30 0.0000 16.24 16.67 17.56 17.89 18.56

Continued on next page
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Table B.3–continued from previous page

Code AN(g/L) BS(g/L) X κ(mS/cm)

307.15K 317.15K 327.15K 337.15K 347.15K

2c 3 27 0.1283 17.14 18.18 19.34 19.43 19.72

3c 6 24 0.2487 18.87 19.97 20.98 21.16 21.11

4c 9 21 0.3620 20.65 21.98 22.36 22.43 22.79

5c 12 18 0.4688 22.10 22.78 23.56 24.04 24.20

6c 15 15 0.5697 23.54 23.98 25.13 25.32 25.84

7c 18 12 0.6651 24.47 25.53 25.83 26.65 26.89

8c 21 9 0.7555 26.15 26.55 26.98 27.99 28.83

9c 24 6 0.8412 28.43 28.97 29.65 29.98 30.87

10c 27 3 0.9226 29.14 29.78 31.23 31.93 32.78

11c 30 0 1.0000 33.13 33.54 34.10 34.63 35.21
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Appendix C

Experimental data–Inactivation,

pH and temperature

C.1 Experimental data–Inactivation

Table C.1: Inactivation data of the 1st experimental series

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

1A 5 2.8 13 26 6767466 2886862

1A 10 2.8 13 26 6767466 2401188

1A 15 2.8 13 26 6767466 1863915

1A 20 2.8 13 26 6767466 1550337

1A 25 2.8 13 26 6767466 1123120

1A 30 2.8 13 26 6767466 537559

1A 35 2.8 13 26 6767466 257292

1A 40 2.8 13 26 6767466 138173

1A 45 2.8 13 26 6767466 85197

1A 50 2.8 13 26 6767466 42700

1A 55 2.8 13 26 6767466 26942

1A 60 2.8 13 26 6767466 14139

Continued on next page
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Table C.1–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

1A 65 2.8 13 26 6767466 8718

1A 70 2.8 13 26 6767466 2347

1A 75 2.8 13 26 6767466 302

1A 80 2.8 13 26 6767466 54

1A 85 2.8 13 26 6767466 1

1B 5 2.8 13 26 4098276 1594415

1B 10 2.8 13 26 4098276 1295989

1B 15 2.8 13 26 4098276 960730

1B 20 2.8 13 26 4098276 763135

1B 25 2.8 13 26 4098276 578897

1B 30 2.8 13 26 4098276 196156

1B 35 2.8 13 26 4098276 145412

1B 40 2.8 13 26 4098276 78091

1B 45 2.8 13 26 4098276 42914

1B 50 2.8 13 26 4098276 18306

1B 55 2.8 13 26 4098276 12377

1B 60 2.8 13 26 4098276 7631

1B 65 2.8 13 26 4098276 4291

1B 70 2.8 13 26 4098276 680

1B 75 2.8 13 26 4098276 49

1B 80 2.8 13 26 4098276 7

1B 85 2.8 13 26 4098276 1

1C 5 2.8 13 26 4678540 1905945

1C 10 2.8 13 26 4678540 1513946

1C 15 2.8 13 26 4678540 1148445

1C 20 2.8 13 26 4678540 933491

Continued on next page
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Table C.1–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

1C 25 2.8 13 26 4678540 741499

1C 30 2.8 13 26 4678540 239944

1C 35 2.8 13 26 4678540 169868

1C 40 2.8 13 26 4678540 91224

1C 45 2.8 13 26 4678540 51300

1C 50 2.8 13 26 4678540 23449

1C 55 2.8 13 26 4678540 14795

1C 60 2.8 13 26 4678540 8915

1C 65 2.8 13 26 4678540 5130

1C 70 2.8 13 26 4678540 934

1C 75 2.8 13 26 4678540 71

1C 80 2.8 13 26 4678540 9

1C 85 2.8 13 26 4678540 1

1D 5 2.8 13 26 5146318 2145342

1D 10 2.8 13 26 5146318 1743800

1D 15 2.8 13 26 5146318 1322807

1D 20 2.8 13 26 5146318 1075218

1D 25 2.8 13 26 5146318 936476

1D 30 2.8 13 26 5146318 289399

1D 35 2.8 13 26 5146318 191204

1D 40 2.8 13 26 5146318 102683

1D 45 2.8 13 26 5146318 57743

1D 50 2.8 13 26 5146318 29614

1D 55 2.8 13 26 5146318 17041

1D 60 2.8 13 26 5146318 10035

1D 65 2.8 13 26 5146318 6046

Continued on next page
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Table C.1–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

1D 70 2.8 13 26 5146318 1417

1D 75 2.8 13 26 5146318 191

1D 80 2.8 13 26 5146318 9

1D 85 2.8 13 26 5146318 1
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Table C.2: Inactivation data of the 2nd experimental series

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

2A 5 2.8 25 13 9725159 2031875

2A 10 2.8 25 13 9725159 1729405

2A 15 2.8 25 13 9725159 1311888

2A 20 2.8 25 13 9725159 1169221

2A 25 2.8 25 13 9725159 657501

2A 30 2.8 25 13 9725159 465474

2A 35 2.8 25 13 9725159 345062

2A 40 2.8 25 13 9725159 203187

2A 45 2.8 25 13 9725159 131189

2A 50 2.8 25 13 9725159 77250

2A 55 2.8 25 13 9725159 48741

2A 60 2.8 25 13 9725159 22798

2A 65 2.8 25 13 9725159 14385

2A 70 2.8 25 13 9725159 3444

2A 75 2.8 25 13 9725159 600

2A 80 2.8 25 13 9725159 114

2A 85 2.8 25 13 9725159 5

2A 90 2.8 25 13 9725159 2

2B 5 2.8 25 13 11568433 3260427

2B 10 2.8 25 13 11568433 2361971

2B 15 2.8 25 13 11568433 1672147

2B 20 2.8 25 13 11568433 1490303

2B 25 2.8 13 26 11568433 918913

2B 30 2.8 13 26 11568433 729919

2B 35 2.8 13 26 11568433 460548

Continued on next page
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Table C.2–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

2B 40 2.8 13 26 11568433 297355

2B 45 2.8 13 26 11568433 183347

2B 50 2.8 13 26 11568433 115684

2B 55 2.8 13 26 11568433 62126

2B 60 2.8 13 26 11568433 29059

2B 65 2.8 13 26 11568433 14903

2B 70 2.8 13 26 11568433 4606

2B 75 2.8 13 26 11568433 838

2B 80 2.8 13 26 11568433 160

2B 85 2.8 13 26 11568433 7

2B 90 2.8 13 26 11568433 2

2C 5 2.8 25 13 12918660 3812568

2C 10 2.8 25 13 12918660 2892128

2C 15 2.8 25 13 12918660 1910810

2C 20 2.8 25 13 12918660 1726363

2C 25 2.8 25 13 12918660 1352750

2C 30 2.8 25 13 12918660 1026166

2C 35 2.8 25 13 12918660 577055

2C 40 2.8 25 13 12918660 408524

2C 45 2.8 25 13 12918660 229730

2C 50 2.8 25 13 12918660 144950

2C 55 2.8 25 13 12918660 70993

2C 60 2.8 25 13 12918660 33980

2C 65 2.8 25 13 12918660 17831

2C 70 2.8 25 13 12918660 6475

2C 75 2.8 25 13 12918660 1026

Continued on next page
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Table C.2–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

2C 80 2.8 25 13 12918660 188

2C 85 2.8 25 13 12918660 10

2C 90 2.8 25 13 12918660 2

2D 5 2.8 25 13 25000000 8287278

2D 10 2.8 25 13 25000000 7045957

2D 15 2.8 25 13 25000000 6279716

2D 20 2.8 25 13 25000000 4549252

2D 25 2.8 25 13 25000000 3531344

2D 30 2.8 25 13 25000000 2937244

2D 35 2.8 25 13 25000000 2387481

2D 40 2.8 25 13 25000000 1342580

2D 45 2.8 25 13 25000000 1091290

2D 50 2.8 25 13 25000000 721009

2D 55 2.8 25 13 25000000 337241

2D 60 2.8 25 13 25000000 104218

2D 65 2.8 25 13 25000000 51044

2D 70 2.8 25 13 25000000 25582

2D 75 2.8 25 13 25000000 5223

2D 80 2.8 25 13 25000000 1253

2D 85 2.8 25 13 25000000 34

2D 90 2.8 25 13 25000000 12

2D 95 2.8 25 13 25000000 3
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Table C.3: Inactivation data of the 3rd experimental series

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

3A 5 2.8 13 13 5657459 2358421

3A 10 2.8 13 13 5657459 1961649

3A 15 2.8 13 13 5657459 1522725

3A 20 2.8 13 13 5657459 1357130

3A 25 2.8 13 13 5657459 1128811

3A 30 2.8 13 13 5657459 712232

3A 35 2.8 13 13 5657459 333136

3A 40 2.8 13 13 5657459 163163

3A 45 2.8 13 13 5657459 71223

3A 50 2.8 13 13 5657459 57892

3A 55 2.8 13 13 5657459 44939

3A 60 2.8 13 13 5657459 17890

3A 65 2.8 13 13 5657459 8563

3A 70 2.8 13 13 5657459 2102

3A 75 2.8 13 13 5657459 290

3A 80 2.8 13 13 5657459 20

3A 85 2.8 13 13 5657459 3

3B 5 2.8 13 13 5149853 1957920

3B 10 2.8 13 13 5149853 1666460

3B 15 2.8 13 13 5149853 1323717

3B 20 2.8 13 13 5149853 1179763

3B 25 2.8 13 26 5149853 981283

3B 30 2.8 13 26 5149853 619149

3B 35 2.8 13 26 5149853 289598

3B 40 2.8 13 26 5149853 141839

Continued on next page
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Table C.3–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

3B 45 2.8 13 26 5149853 59128

3B 50 2.8 13 26 5149853 37307

3B 55 2.8 13 26 5149853 34817

3B 60 2.8 13 26 5149853 14184

3B 65 2.8 13 26 5149853 6947

3B 70 2.8 13 26 5149853 1705

3B 75 2.8 13 26 5149853 215

3B 80 2.8 13 26 5149853 12

3B 85 2.8 13 26 5149853 2

3C 5 2.8 13 13 5006448 2039528

3C 10 2.8 13 13 5006448 1657791

3C 15 2.8 13 13 5006448 1286855

3C 20 2.8 13 13 5006448 1146911

3C 25 2.8 13 13 5006448 953959

3C 30 2.8 13 13 5006448 601907

3C 35 2.8 13 13 5006448 281533

3C 40 2.8 13 13 5006448 137889

3C 45 2.8 13 13 5006448 57482

3C 50 2.8 13 13 5006448 36269

3C 55 2.8 13 13 5006448 33848

3C 60 2.8 13 13 5006448 13789

3C 65 2.8 13 13 5006448 6754

3C 70 2.8 13 13 5006448 1696

3C 75 2.8 13 13 5006448 209

3C 80 2.8 13 13 5006448 11

3C 85 2.8 13 13 5006448 2

Continued on next page
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Table C.3–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

3D 5 2.8 13 13 4105360 1597171

3D 10 2.8 13 13 4105360 1298229

3D 15 2.8 13 13 4105360 1007747

3D 20 2.8 13 13 4105360 877711

3D 25 2.8 13 13 4105360 747053

3D 30 2.8 13 13 4105360 429884

3D 35 2.8 13 13 4105360 220471

3D 40 2.8 13 13 4105360 107982

3D 45 2.8 13 13 4105360 42988

3D 50 2.8 13 13 4105360 27124

3D 55 2.8 13 13 4105360 23086

3D 60 2.8 13 13 4105360 9624

3D 65 2.8 13 13 4105360 5289

3D 70 2.8 13 13 4105360 1299

3D 75 2.8 13 13 4105360 156

3D 80 2.8 13 13 4105360 8

3D 85 2.8 13 13 4105360 1
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Table C.4: Inactivation data of the 4th experimental series

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

4A 5 2.5 25 13 7879523 1572172

4A 10 2.5 25 13 7879523 1401199

4A 15 2.5 25 13 7879523 1277909

4A 20 2.5 25 13 7879523 1015079

4A 25 2.5 25 13 7879523 863973

4A 30 2.5 25 13 7879523 570821

4A 35 2.5 25 13 7879523 497164

4A 40 2.5 25 13 7879523 433012

4A 45 2.5 25 13 7879523 394912

4A 50 2.5 25 13 7879523 328473

4A 55 2.5 25 13 7879523 124882

4A 60 2.5 25 13 7879523 92576

4A 65 2.5 25 13 7879523 27321

4A 70 2.5 25 13 7879523 12488

4A 75 2.5 25 13 7879523 9920

4A 80 2.5 25 13 7879523 6259

4A 85 2.5 25 13 7879523 3949

4A 90 2.5 25 13 7879523 1249

4A 95 2.5 25 13 7879523 497

4B 5 2.5 25 13 5983518 1166693

4B 10 2.5 25 13 5983518 1064037

4B 15 2.5 25 13 5983518 948324

4B 20 2.5 25 13 5983518 75328

4B 25 2.5 25 26 5983518 641146

4B 30 2.5 25 26 5983518 404535

Continued on next page

194



Table C.4–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

4B 35 2.5 25 26 5983518 314020

4B 40 2.5 25 26 5983518 2930601

4B 45 2.5 25 26 5983518 243757

4B 50 2.5 25 26 5983518 217248

4B 55 2.5 25 26 5983518 88503

4B 60 2.5 25 26 5983518 68700

4B 65 2.5 25 26 5983518 20275

4B 70 2.5 25 26 5983518 8850

4B 75 2.5 25 26 5983518 6561

4B 80 2.5 25 26 5983518 2999

4B 85 2.5 25 26 5983518 2864

4B 85 2.5 25 26 5983518 826

4B 85 2.5 25 26 5983518 321

4C 5 2.5 25 13 4869177 927803

4C 10 2.5 25 13 4869177 865876

4C 15 2.5 25 13 4869177 754147

4C 20 2.5 25 13 4869177 585404

4C 25 2.5 25 13 4869177 498260

4C 30 2.5 25 13 4869177 321703

4C 35 2.5 25 13 4869177 249721

4C 40 2.5 25 13 4869177 233053

4C 45 2.5 25 13 4869177 193845

4C 50 2.5 25 13 4869177 172765

4C 55 2.5 25 13 4869177 68779

4C 60 2.5 25 13 4869177 55906

4C 65 2.5 25 13 4869177 16499

Continued on next page
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Table C.4–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

4C 70 2.5 25 13 4869177 7038

4C 75 2.5 25 13 4869177 5099

4C 80 2.5 25 13 4869177 2331

4C 85 2.5 25 13 4869177 2226

4C 90 2.5 25 13 4869177 628

4C 95 2.5 25 13 4869177 238

4D 5 2.5 25 13 10799230 2840487

4D 10 2.5 25 13 10799230 2531587

4D 20 2.5 25 13 10799230 2154730

4D 25 2.5 25 13 10799230 1560964

4D 30 2.5 25 13 10799230 1268799

4D 35 2.5 25 13 10799230 819205

4D 40 2.5 25 13 10799230 713498

4D 45 2.5 25 13 10799230 621431

4D 50 2.5 25 13 10799230 553851

4D 55 2.5 25 13 10799230 482384

4D 60 2.5 25 13 10799230 179223

4D 65 2.5 25 13 10799230 132860

4D 70 2.5 25 13 10799230 54124

4D 75 2.5 25 13 10799230 19651

4D 80 2.5 25 13 10799230 13595

4D 85 2.5 25 13 10799230 8578

4D 90 2.5 25 13 10799230 5412

4D 95 2.5 25 13 10799230 1712
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Table C.5: Inactivation data of the 5th experimental series

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

5A 5 2.5 13 26 4746795 1889733

5A 10 2.5 13 26 4746795 1466900

5A 15 2.5 13 26 4746795 1220114

5A 20 2.5 13 26 4746795 1087428

5A 25 2.5 13 26 4746795 904483

5A 30 2.5 13 26 4746795 769840

5A 35 2.5 13 26 4746795 611506

5A 40 2.5 13 26 4746795 299503

5A 45 2.5 13 26 4746795 266932

5A 50 2.5 13 26 4746795 237903

5A 55 2.5 13 26 4746795 140088

5A 60 2.5 13 26 4746795 57069

5A 65 2.5 13 26 4746795 22720

5A 70 2.5 13 26 4746795 5577

5A 75 2.5 13 26 4746795 3284

5A 80 2.5 13 26 4746795 2795

5A 85 2.5 13 26 4746795 1087

5A 90 2.5 13 26 4746795 497

5A 95 2.5 13 26 4746795 140

5B 5 2.5 13 26 6874257 2865667

5B 10 2.5 13 26 6874257 2495892

5B 15 2.5 13 26 6874257 2124349

5B 20 2.5 13 26 6874257 1893328

5B 25 2.5 13 26 6874257 1611483

5B 30 2.5 13 26 6874257 1469690

Continued on next page
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Table C.5–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

5B 35 2.5 13 26 6874257 993632

5B 40 2.5 13 26 6874257 753747

5B 45 2.5 13 26 6874257 521465

5B 50 2.5 13 26 6874257 395572

5B 55 2.5 13 26 6874257 300072

5B 60 2.5 13 26 6874257 99363

5B 65 2.5 13 26 6874257 80766

5B 70 2.5 13 26 6874257 12510

5B 75 2.5 13 26 6874257 8856

5B 80 2.5 13 26 6874257 5215

5B 85 2.5 13 26 6874257 3692

5B 90 2.5 13 26 6874257 1065

5B 95 2.5 13 26 6874257 387

5C 5 2.5 13 26 4965069 1963023

5C 10 2.5 13 26 4965069 1606665

5C 15 2.5 13 26 4965069 1336366

5C 20 2.5 13 26 4965069 1218780

5C 25 2.5 13 26 4965069 1013737

5C 30 2.5 13 26 4965069 882928

5C 35 2.5 13 26 4965069 669769

5C 40 2.5 13 26 4965069 508072

5C 45 2.5 13 26 4965069 343499

5C 50 2.5 13 26 4965069 254639

5C 55 2.5 13 26 4965069 188767

5C 60 2.5 13 26 4965069 66977

5C 65 2.5 13 26 4965069 31328
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Table C.5–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

5C 70 2.5 13 26 4965069 7515

5C 75 2.5 13 26 4965069 6251

5C 80 2.5 13 26 4965069 3280

5C 85 2.5 13 26 4965069 1336

5C 90 2.5 13 26 4965069 734

5C 95 2.5 13 26 4965069 238

5D 5 2.5 13 26 7321489 3123197

5D 10 2.5 13 26 7321489 2783553

5D 15 2.5 13 26 7321489 2369187

5D 20 2.5 13 26 7321489 2160725

5D 25 2.5 13 26 7321489 1881913

5D 30 2.5 13 26 7321489 1716325

5D 35 2.5 13 26 7321489 1082928

5D 40 2.5 13 26 7321489 840619

5D 45 2.5 13 26 7321489 581567

5D 50 2.5 13 26 7321489 431121

5D 55 2.5 13 26 7321489 334657

5D 60 2.5 13 26 7321489 118741

5D 65 2.5 13 26 7321489 98764

5D 70 2.5 13 26 7321489 14608

5D 75 2.5 13 26 7321489 9432

5D 80 2.5 13 26 7321489 5816

5D 85 2.5 13 26 7321489 4311

5D 85 2.5 13 26 7321489 1160

5D 85 2.5 13 26 7321489 451
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Table C.6: Inactivation data of the 6th experimental series

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

6A 5 2.5 25 26 7559200 1473926

6A 10 2.5 25 26 7559200 1225959

6A 15 2.5 25 26 7559200 1144131

6A 20 2.8 13 13 7559200 973814

6A 25 2.8 13 13 7559200 908816

6A 30 2.8 13 13 7559200 773528

6A 35 2.8 13 13 7559200 511065

6A 40 2.8 13 13 7559200 476953

6A 45 2.8 13 13 7559200 415409

6A 50 2.8 13 13 7559200 370234

6A 55 2.8 13 13 7559200 239043

6A 60 2.8 13 13 7559200 84816

6A 65 2.8 13 13 7559200 37886

6A 70 2.8 13 13 7559200 10435

6A 75 2.8 13 13 7559200 8100

6A 80 2.8 13 13 7559200 4661

6A 85 2.8 13 13 7559200 1813

6A 90 2.8 13 13 7559200 477

6A 95 2.8 13 13 7559200 151

6B 5 2.8 13 13 5349555 996134

6B 10 2.8 13 13 5349555 828548

6B 15 2.8 13 13 5349555 673470

6B 20 2.8 13 13 5349555 586567

6B 25 2.8 13 26 5349555 547416

6B 30 2.8 13 26 5349555 353442

Continued on next page
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Table C.6–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

6B 35 2.8 13 26 5349555 307835

6B 40 2.8 13 26 5349555 293980

6B 45 2.8 13 26 5349555 244522

6B 50 2.8 13 26 5349555 161554

6B 55 2.8 13 26 5349555 128327

6B 60 2.8 13 26 5349555 62852

6B 65 2.8 13 26 5349555 27436

6B 70 2.8 13 26 5349555 7385

6B 75 2.8 13 26 5349555 4058

6B 80 2.8 13 26 5349555 3454

6B 85 2.8 13 26 5349555 1344

6B 90 2.8 13 26 5349555 268

6B 95 2.8 13 26 5349555 83

6C 5 2.8 13 13 4451370 810016

6C 10 2.8 13 13 4451370 643419

6C 15 2.8 13 13 4451370 488083

6C 20 2.8 13 13 4451370 294100

6C 25 2.8 13 13 4451370 262116

6C 30 2.8 13 13 4451370 228294

6C 35 2.8 13 13 4451370 181340

6C 40 2.8 13 13 4451370 169236

6C 45 2.8 13 13 4451370 144044

6C 50 2.8 13 13 4451370 114418

6C 55 2.8 13 13 4451370 84819

6C 60 2.8 13 13 4451370 45551

6C 65 2.8 13 13 4451370 15435
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Table C.6–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

6C 70 2.8 13 13 4451370 4661

6C 75 2.8 13 13 4451370 2874

6C 80 2.8 13 13 4451370 2336

6C 85 2.8 13 13 4451370 722

6C 90 2.8 13 13 4451370 169

6C 95 2.8 13 13 4451370 55

6D 5 2.8 13 13 4683377 852235

6D 10 2.8 13 13 4683377 692722

6D 15 2.8 13 13 4683377 550249

6D 20 2.8 13 13 4683377 490410

6D 25 2.8 13 13 4683377 372014

6D 30 2.8 13 13 4683377 295501

6D 35 2.8 13 13 4683377 251512

6D 40 2.8 13 13 4683377 234725

6D 45 2.8 13 13 4683377 190792

6D 50 2.8 13 13 4683377 123185

6D 55 2.8 13 13 4683377 95622

6D 60 2.8 13 13 4683377 50183

6D 65 2.8 13 13 4683377 21407

6D 70 2.8 13 13 4683377 5896

6D 75 2.8 13 13 4683377 3240

6D 80 2.8 13 13 4683377 2758

6D 85 2.8 13 13 4683377 1001

6D 90 2.8 13 13 4683377 214

6D 95 2.8 13 13 4683377 65
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Table C.7: Inactivation data of the 7th experimental series

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

7A 5 2.5 13 13 6078122 2592802

7A 10 2.5 13 13 6078122 2310837

7A 15 2.5 13 13 6078122 1922071

7A 20 2.5 13 13 6078122 1240993

7A 25 2.5 13 13 6078122 1106036

7A 30 2.5 13 13 6078122 1032213

7A 35 2.5 13 13 6078122 899020

7A 40 2.5 13 13 6078122 783014

7A 45 2.5 13 13 6078122 621970

7A 50 2.5 13 13 6078122 430298

7A 55 2.5 13 13 6078122 284295

7A 60 2.5 13 13 6078122 179378

7A 65 2.5 13 13 6078122 62197

7A 70 2.5 13 13 6078122 38350

7A 75 2.5 13 13 6078122 33402

7A 80 2.5 13 13 6078122 26532

7A 85 2.5 13 13 6078122 22068

7A 90 2.5 13 13 6078122 14920

7A 95 2.5 13 13 6078122 13297

7A 100 2.5 13 13 6078122 11851

7A 105 2.5 13 13 6078122 9200

7A 110 2.5 13 13 6078122 7308

7A 115 2.5 13 13 6078122 6220

7A 120 2.5 13 13 6078122 3498

7B 5 2.5 13 13 9765463 4362072
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Table C.7–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

7B 10 2.5 13 13 9765463 3887701

7B 15 2.5 13 13 9765463 3233649

7B 20 2.5 13 13 9765463 2186215

7B 25 2.5 13 13 9765463 1948466

7B 30 2.5 13 13 9765463 1777022

7B 35 2.5 13 13 9765463 1547722

7B 40 2.5 13 13 9765463 1348010

7B 45 2.5 13 13 9765463 1121225

7B 50 2.5 13 13 9765463 758041

7B 55 2.5 13 13 9765463 500833

7B 60 2.5 13 13 9765463 330897

7B 65 2.5 13 13 9765463 137941

7B 70 2.5 13 13 9765463 72392

7B 75 2.5 13 13 9765463 61616

7B 80 2.5 13 13 9765463 50083

7B 85 2.5 13 13 9765463 39783

7B 90 2.5 13 13 9765463 30881

7B 95 2.5 13 13 9765463 25101

7B 100 2.5 13 13 9765463 22893

7B 105 2.5 13 13 9765463 16970

7B 110 2.5 13 13 9765463 13480

7B 115 2.5 13 13 9765463 12294

7B 120 2.5 13 13 9765463 7408

7C 5 2.5 13 13 11396011 5330315

7C 10 2.5 13 13 11396011 4861305

7C 15 2.5 13 13 11396011 4332643
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Table C.7–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

7C 20 2.5 13 13 11396011 2797289

7C 25 2.5 13 13 11396011 2326767

7C 30 2.5 13 13 11396011 2122037

7C 35 2.5 13 13 11396011 1848217

7C 40 2.5 13 13 11396011 1724856

7C 45 2.5 13 13 11396011 1402016

7C 50 2.5 13 13 11396011 1166146

7C 55 2.5 13 13 11396011 640845

7C 60 2.5 13 13 11396011 404346

7C 65 2.5 13 13 11396011 364955

7C 70 2.5 13 13 11396011 101556

7C 75 2.5 13 13 11396011 75293

7C 80 2.5 13 13 11396011 71904

7C 85 2.5 13 13 11396011 52090

7C 90 2.5 13 13 11396011 43326

7C 95 2.5 13 13 11396011 30673

7C 100 2.5 13 13 11396011 28626

7C 105 2.5 13 13 11396011 18913

7C 110 2.5 13 13 11396011 14681

7C 115 2.5 13 13 11396011 13389

7C 120 2.5 13 13 11396011 8448

7D 5 2.5 13 13 8645389 3773849

7D 10 2.5 13 13 8645389 3363447

7D 15 2.5 13 13 8645389 2797593

7D 20 2.5 13 13 8645389 1810442

7D 25 2.5 13 13 8645389 1647345
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Table C.7–continued from previous page

Code t(min) E(V/cm) BS(g/L) AN(g/L) N0(CFU/g TS) NObserved(CFU/g TS)

7D 30 2.5 13 13 8645389 1502397

7D 35 2.5 13 13 8645389 1308533

7D 40 2.5 13 13 8645389 1113742

7D 45 2.5 13 13 8645389 905283

7D 50 2.5 13 13 8645389 626303

7D 55 2.5 13 13 8645389 423433

7D 60 2.5 13 13 8645389 267168

7D 65 2.5 13 13 8645389 88468

7D 70 2.5 13 13 8645389 55820

7D 75 2.8 13 13 8645389 50908

7D 80 2.5 13 13 8645389 39517

7D 85 2.5 13 13 8645389 32869

7D 90 2.5 13 13 8645389 22222

7D 95 2.5 13 13 8645389 19806

7D 100 2.5 13 13 8645389 17652

7D 105 2.5 13 13 8645389 13702

7D 110 2.5 13 13 8645389 10884

7D 115 2.5 13 13 8645389 9264

7D 120 2.5 13 13 8645389 5331
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C.2 Experimental data–pH and temperature

Table C.8: pH and temperature data of the 1st experimental series

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

1A 2.8 13 26 0 8.17 8.17 7.45 23 23 23.0

1A 2.8 13 26 5 8.72 8.10 7.45 37 32 29.8

1A 2.8 13 26 10 8.98 7.85 7.45 45 43 42.6

1A 2.8 13 26 15 8.99 7.32 7.45 49 48 48.2

1A 2.8 13 26 20 9.12 5.01 7.45 64 64 59.2

1A 2.8 13 26 25 9.32 4.42 7.45 72 72 69.0

1A 2.8 13 26 30 9.64 3.21 7.45 80 81 74.0

1A 2.8 13 26 35 10.39 1.54 7.45 84 85 74.5

1A 2.8 13 26 40 12.40 2.21 7.45 87 88 85.6

1A 2.8 13 26 45 12.87 2.43 7.45 92 93 91.0

1A 2.8 13 26 50 13.20 1.89 7.45 95 95 94.0

1A 2.8 13 26 55 13.48 2.76 7.45 96 97 95.0

1A 2.8 13 26 60 12.20 2.98 7.45 96 97 94.0

1A 2.8 13 26 65 12.21 2.73 7.45 96 98 96.0

1A 2.8 13 26 70 12.67 3.10 7.45 97 98 97.6

1A 2.8 13 26 75 12.23 2.63 7.45 97 98 97.6

1A 2.8 13 26 80 12.72 2.34 7.45 97 98 97.6

1A 2.8 13 26 85 12.24 2.40 7.45 97 98 97.6

1A 2.8 13 26 90 12.30 2.80 7.45 97 98 97.6

1A 2.8 13 26 95 12.76 2.89 7.45 97 98 97.6

1B 2.8 13 26 0 8.29 8.29 7.81 23 23 23.0

1B 2.8 13 26 5 8.75 7.98 7.81 37 32 29.8

1B 2.8 13 26 10 8.79 7.62 7.81 45 43 42.6
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Table C.8–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

1B 2.8 13 26 15 8.89 6.52 7.81 49 48 48.2

1B 2.8 13 26 20 9.16 6.12 7.81 64 64 59.2

1B 2.8 13 26 25 8.98 4.23 7.81 72 72 69.0

1B 2.8 13 26 30 9.87 3.16 7.81 80 81 74.0

1B 2.8 13 26 35 10.45 2.18 7.81 84 85 74.5

1B 2.8 13 26 40 12.23 1.97 7.81 87 88 85.6

1B 2.8 13 26 45 12.34 2.25 7.81 92 93 91.0

1B 2.8 13 26 50 13.45 1.65 7.81 95 95 94.0

1B 2.8 13 26 55 13.76 2.76 7.81 96 97 95.0

1B 2.8 13 26 60 13.25 2.55 7.81 96 97 94.0

1B 2.8 13 26 65 13.32 2.65 7.81 96 98 96.0

1B 2.8 13 26 70 12.87 2.98 7.81 97 98 97.6

1B 2.8 13 26 75 12.98 2.86 7.81 97 98 97.6

1B 2.8 13 26 80 12.76 2.67 7.81 97 98 97.6

1B 2.8 13 26 85 12.26 2.98 7.81 97 98 97.6

1B 2.8 13 26 90 12.87 2.17 7.81 97 98 97.6

1B 2.8 13 26 95 12.98 2.15 7.81 97 98 97.6

1C 2.8 13 26 0 8.11 8.11 7.82 23 23 23.0

1C 2.8 13 26 5 8.17 7.50 7.82 37 32 29.8

1C 2.8 13 26 10 8.65 7.21 7.82 45 43 42.6

1C 2.8 13 26 15 8.97 6.09 7.82 49 48 48.2

1C 2.8 13 26 20 9.01 5.36 7.82 64 64 59.2

1C 2.8 13 26 25 9.31 3.80 7.82 72 72 69.0

1C 2.8 13 26 30 9.65 3.79 7.82 80 81 74.0

1C 2.8 13 26 35 10.98 3.63 7.82 84 85 74.5

Continued on next page
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Table C.8–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

1C 2.8 13 26 40 13.24 2.65 7.82 87 88 85.6

1C 2.8 13 26 45 13.17 2.23 7.82 92 93 91.0

1C 2.8 13 26 50 13.15 1.98 7.82 95 95 94.0

1C 2.8 13 26 55 12.65 2.76 7.82 96 97 95.0

1C 2.8 13 26 60 12.07 2.56 7.82 96 97 94.0

1C 2.8 13 26 65 13.12 2.18 7.82 96 98 96.0

1C 2.8 13 26 70 13.65 2.11 7.82 97 98 97.6

1C 2.8 13 26 75 12.32 2.65 7.82 97 98 97.6

1C 2.8 13 26 80 13.00 2.15 7.82 97 98 96.4

1C 2.8 13 26 85 12.43 1.98 7.82 97 98 97.6

1C 2.8 13 26 90 13.13 2.87 7.82 97 98 97.6

1C 2.8 13 26 95 12.34 2.87 7.82 97 98 97.6

1D 2.8 13 26 0 8.15 8.15 8.15 23 23 23.0

1D 2.8 13 26 5 8.76 7.23 8.15 37 32 29.8

1D 2.8 13 26 10 8.56 7.10 8.15 45 43 42.6

1D 2.8 13 26 15 8.43 6.32 8.15 49 48 48.2

1D 2.8 13 26 20 8.96 6.13 8.15 64 64 59.2

1D 2.8 13 26 25 9.54 5.40 8.15 72 72 69.0

1D 2.8 13 26 30 9.34 4.34 8.15 80 81 74.0

1D 2.8 13 26 35 9.87 3.73 8.15 84 85 74.5

1D 2.8 13 26 40 10.65 3.34 8.15 87 88 85.6

1D 2.8 13 26 45 13.76 2.87 8.15 92 93 91.0

1D 2.8 13 26 50 13.73 2.23 8.15 95 95 94.0

1D 2.8 13 26 55 13.72 2.12 8.15 96 97 95.0

1D 2.8 13 26 60 12.98 1.98 8.15 96 97 94.0

Continued on next page

209



Table C.8–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

1D 2.8 13 26 65 13.45 2.54 8.15 96 98 96.0

1D 2.8 13 26 70 13.87 3.27 8.15 97 98 97.6

1D 2.8 13 26 75 13.76 3.67 8.15 97 98 97.6

1D 2.8 13 26 80 13.34 2.75 8.15 97 98 97.6

1D 2.8 13 26 85 13.87 2.45 8.15 97 98 97.6

1D 2.8 13 26 90 12.76 2.78 8.15 97 98 97.6

1D 2.8 13 26 95 12.69 2.65 8.15 97 98 97.6
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Table C.9: pH and temperature data of the 2nd experimental series

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

2A 2.8 25 13 0 8.16 8.16 8.29 20 20 20.0

2A 2.8 25 13 5 8.45 7.97 8.29 33 32 26.3

2A 2.8 25 13 10 8.54 7.56 8.29 43 41 37.3

2A 2.8 25 13 15 8.67 6.32 8.29 46 45 44.0

2A 2.8 25 13 20 8.89 6.23 8.29 55 55 53.0

2A 2.8 25 13 25 9.23 6.08 8.29 66 66 64.1

2A 2.8 25 13 30 9.54 5.55 8.29 74 73 72.0

2A 2.8 25 13 35 9.78 5.23 8.29 83 83 81.3

2A 2.8 25 13 40 10.43 5.12 8.29 87 87 87.5

2A 2.8 25 13 45 10.43 4.87 8.29 94 94 93.1

2A 2.8 25 13 50 12.67 4.23 8.29 95 95 95.0

2A 2.8 25 13 55 12.65 4.12 8.29 96 96 95.3

2A 2.8 25 13 60 12.44 4.09 8.29 96 97 95.9

2A 2.8 25 13 65 12.98 3.78 8.29 96 97 96.0

2A 2.8 25 13 70 13.23 3.34 8.29 96 97 96.0

2A 2.8 25 13 75 13.76 3.45 8.29 96 97 96.0

2A 2.8 25 13 80 13.65 3.57 8.29 96 97 96.0

2A 2.8 25 13 85 13.43 3.32 8.29 96 97 96.0

2A 2.8 25 13 90 12.98 3.32 8.29 96 97 96.0

2A 2.8 25 13 95 13.65 3.14 8.29 96 97 96.0

2B 2.8 25 13 0 8.17 8.17 8.28 20 20 20.0

2B 2.8 25 13 5 8.56 8.08 8.28 33 32 26.3

2B 2.8 25 13 10 8.76 7.88 8.28 43 41 37.3

2B 2.8 25 13 15 8.87 7.23 8.28 46 45 44.0
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Table C.9–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

2B 2.8 25 13 20 8.97 7.07 8.28 55 55 53.0

2B 2.8 25 13 25 8.98 6.43 8.28 66 66 64.1

2B 2.8 25 13 30 9.54 6.23 8.28 74 73 72.0

2B 2.8 25 13 35 9.86 6.12 8.28 83 83 81.3

2B 2.8 25 13 40 10.54 5.56 8.28 87 87 87.5

2B 2.8 25 13 45 10.87 5.43 8.28 94 94 93.1

2B 2.8 25 13 50 11.34 4.56 8.28 95 95 95.0

2B 2.8 25 13 55 11.87 4.32 8.28 96 96 95.3

2B 2.8 25 13 60 12.76 4.12 8.28 96 97 95.9

2B 2.8 25 13 65 12.45 3.54 8.28 96 97 96.0

2B 2.8 25 13 70 12.98 3.45 8.28 96 97 96.0

2B 2.8 25 13 75 12.57 3.57 8.28 96 97 96.0

2B 2.8 25 13 80 13.45 3.48 8.28 96 97 96.0

2B 2.8 25 13 85 13.30 3.22 8.28 96 97 96.0

2B 2.8 25 13 90 12.65 3.09 8.28 96 97 96.0

2B 2.8 25 13 95 12.54 3.12 8.28 96 97 96.0

2C 2.8 25 13 0 8.12 8.12 8.29 20 20 20.0

2C 2.8 25 13 5 8.45 7.88 8.29 33 32 26.3

2C 2.8 25 13 10 8.98 7.67 8.29 43 41 37.3

2C 2.8 25 13 15 8.93 7.12 8.29 46 45 44.0

2C 2.8 25 13 20 9.12 6.88 8.29 55 55 53.0

2C 2.8 25 13 25 9.23 6.56 8.29 66 66 64.1

2C 2.8 25 13 30 9.56 6.12 8.29 74 73 72.0

2C 2.8 25 13 35 9.87 5.53 8.29 83 83 81.3

2C 2.8 25 13 40 10.34 5.12 8.29 87 87 87.5
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Table C.9–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

2C 2.8 25 13 45 10.78 4.87 8.29 94 94 93.1

2C 2.8 25 13 50 12.30 4.64 8.29 95 95 95.0

2C 2.8 25 13 55 12.47 3.65 8.29 96 96 95.3

2C 2.8 25 13 60 12.43 3.12 8.29 96 97 95.9

2C 2.8 25 13 65 12.24 3.23 8.29 96 97 96.0

2C 2.8 25 13 70 12.34 3.25 8.29 96 97 96.0

2C 2.8 25 13 75 12.23 3.34 8.29 96 97 96.0

2C 2.8 25 13 80 13.32 3.12 8.29 96 97 96.0

2C 2.8 25 13 85 11.65 3.32 8.29 96 97 96.0

2C 2.8 25 13 90 11.87 3.21 8.29 96 97 96.0

2C 2.8 25 13 95 11.43 3.23 8.29 96 97 96.0

2D 2.8 25 13 0 8.16 8.16 8.29 20 20 20.0

2D 2.8 25 13 5 8.76 7.86 8.29 33 32 26.3

2D 2.8 25 13 10 8.89 7.43 8.29 43 41 37.3

2D 2.8 25 13 15 9.31 7.10 8.29 46 45 44.0

2D 2.8 25 13 20 9.44 6.45 8.29 55 55 53.0

2D 2.8 25 13 25 9.54 6.24 8.29 66 66 64.1

2D 2.8 25 13 30 9.87 6.04 8.29 74 73 72.0

2D 2.8 25 13 35 10.23 5.45 8.29 83 83 81.3

2D 2.8 25 13 40 11.33 5.14 8.29 87 87 87.5

2D 2.8 25 13 45 11.76 4.89 8.29 94 94 93.1

2D 2.8 25 13 50 12.54 4.70 8.29 95 95 95.0

2D 2.8 25 13 55 12.45 4.26 8.29 96 96 95.3

2D 2.8 25 13 60 12.87 4.08 8.29 96 97 95.9

2D 2.8 25 13 65 12.23 3.34 8.29 96 97 96.0
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Table C.9–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

2D 2.8 25 13 70 12.65 3.22 8.29 96 97 96.0

2D 2.8 25 13 75 13.32 3.78 8.29 96 97 96.0

2D 2.8 25 13 80 13.42 3.23 8.29 96 97 96.0

2D 2.8 25 13 85 13.12 3.56 8.29 96 97 96.0

2D 2.8 25 13 90 12.87 3.34 8.29 96 97 96.0

2D 2.8 25 13 95 12.56 3.76 8.29 96 97 96.0
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Table C.10: pH and temperature data of the 3rd experimental series

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

3A 2.8 13 13 0 8.14 8.14 8.15 18 18 18.0

3A 2.8 13 13 5 8.52 8.09 8.15 35 36 21.1

3A 2.8 13 13 10 8.76 7.87 8.15 45 43 23.3

3A 2.8 13 13 15 9.23 7.54 8.15 52 51 26.6

3A 2.8 13 13 20 9.43 6.54 8.15 63 62 30.8

3A 2.8 13 13 25 9.65 6.12 8.15 66 67 35.5

3A 2.8 13 13 30 9.98 5.67 8.15 71 72 42.1

3A 2.8 13 13 35 10.67 5.21 8.15 78 76 56.5

3A 2.8 13 13 40 11.45 4.89 8.15 83 80 64.6

3A 2.8 13 13 45 11.55 4.67 8.15 86 84 72.4

3A 2.8 13 13 50 12.23 4.22 8.15 89 85 73.5

3A 2.8 13 13 55 12.54 3.76 8.15 96 87 76.5

3A 2.8 13 13 60 12.87 3.12 8.15 96 92 82.3

3A 2.8 13 13 65 12.76 3.45 8.15 96 93 84.3

3A 2.8 13 13 70 13.56 3.68 8.15 96 95 85.6

3A 2.8 13 13 75 13.16 3.56 8.15 96 97 85.6

3A 2.8 13 13 80 13.35 3.45 8.15 96 97 85.6

3A 2.8 13 13 85 13.42 3.58 8.15 96 97 85.6

3A 2.8 13 13 90 13.32 3.12 8.15 96 97 85.6

3A 2.8 13 13 95 13.54 3.53 8.15 96 97 85.6

3B 2.8 13 13 0 8.21 8.21 8.15 18 18 18.0

3B 2.8 13 13 5 8.32 8.12 8.15 35 36 21.1

3B 2.8 13 13 10 8.54 7.89 8.15 45 43 23.3

3B 2.8 13 13 15 8.87 7.78 8.15 52 51 26.6
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Table C.10–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

3B 2.8 13 13 20 9.21 7.57 8.15 63 62 30.8

3B 2.8 13 13 25 9.43 6.45 8.15 66 67 35.5

3B 2.8 13 13 30 9.56 6.11 8.15 71 72 42.1

3B 2.8 13 13 35 9.78 5.34 8.15 78 76 56.5

3B 2.8 13 13 40 11.20 4.78 8.15 83 80 64.6

3B 2.8 13 13 45 12.65 4.12 8.15 86 84 72.4

3B 2.8 13 13 50 12.89 3.56 8.15 89 85 73.5

3B 2.8 13 13 55 13.32 3.27 8.15 96 87 76.5

3B 2.8 13 13 60 13.34 3.16 8.15 96 92 82.3

3B 2.8 13 13 65 13.65 3.34 8.15 96 93 84.3

3B 2.8 13 13 70 13.45 3.56 8.15 96 95 85.6

3B 2.8 13 13 75 13.67 3.02 8.15 96 97 85.6

3B 2.8 13 13 80 13.54 3.67 8.15 96 97 85.6

3B 2.8 13 13 85 12.43 3.09 8.15 96 97 85.6

3B 2.8 13 13 90 11.34 3.66 8.15 96 97 85.6

3B 2.8 13 13 95 12.56 3.23 8.15 96 97 85.6

3C 2.8 13 13 0 8.13 8.13 8.14 18 18 18.0

3C 2.8 13 13 5 8.45 7.89 8.14 35 36 21.1

3C 2.8 13 13 10 8.65 7.34 8.14 45 43 23.3

3C 2.8 13 13 15 9.87 6.89 8.14 52 51 26.6

3C 2.8 13 13 20 9.12 5.66 8.14 63 62 30.8

3C 2.8 13 13 25 9.56 5.12 8.14 66 67 35.5

3C 2.8 13 13 30 9.65 5.10 8.14 71 72 42.1

3C 2.8 13 13 35 10.56 5.08 8.14 78 76 56.5

3C 2.8 13 13 40 12.13 4.88 8.14 83 80 64.6
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Table C.10–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

3C 2.8 13 13 45 12.31 4.72 8.14 86 84 72.4

3C 2.8 13 13 50 12.14 4.34 8.14 89 85 73.5

3C 2.8 13 13 55 12.23 4.13 8.14 96 87 76.5

3C 2.8 13 13 60 11.98 3.66 8.14 96 92 82.3

3C 2.8 13 13 65 11.32 3.56 8.14 96 93 84.3

3C 2.8 13 13 70 12.32 3.32 8.14 96 95 85.6

3C 2.8 13 13 75 12.34 3.78 8.14 96 97 85.6

3C 2.8 13 13 80 11.52 3.34 8.14 96 97 85.6

3C 2.8 13 13 85 12.62 3.12 8.14 96 97 85.6

3C 2.8 13 13 90 11.45 3.09 8.14 96 97 85.6

3C 2.8 13 13 95 11.42 3.33 8.14 96 97 85.6

3D 2.8 13 13 0 8.14 8.14 8.15 18 18 18.0

3D 2.8 13 13 5 8.45 7.78 8.15 35 36 21.1

3D 2.8 13 13 10 8.56 7.43 8.15 45 43 23.3

3D 2.8 13 13 15 8.78 7.12 8.15 52 51 26.6

3D 2.8 13 13 20 8.96 6.47 8.15 63 62 30.8

3D 2.8 13 13 25 9.54 6.21 8.15 66 67 35.5

3D 2.8 13 13 30 9.34 6.34 8.15 71 72 42.1

3D 2.8 13 13 35 9.87 6.21 8.15 78 76 56.5

3D 2.8 13 13 40 10.56 5.78 8.15 83 80 64.6

3D 2.8 13 13 45 11.78 4.32 8.15 86 84 72.4

3D 2.8 13 13 50 12.87 4.21 8.15 89 85 73.5

3D 2.8 13 13 55 12.89 3.45 8.15 96 87 76.5

3D 2.8 13 13 60 12.23 3.21 8.15 96 92 82.3

3D 2.8 13 13 65 12.34 3.08 8.15 96 93 84.3
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Table C.10–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

3D 2.8 13 13 70 12.21 3.27 8.15 96 95 85.6

3D 2.8 13 13 75 12.12 3.12 8.15 96 97 85.6

3D 2.8 13 13 80 12.32 3.14 8.15 96 97 85.6

3D 2.8 13 13 85 13.45 3.23 8.15 96 97 85.6

3D 2.8 13 13 90 13.56 3.21 8.15 96 97 85.6

3D 2.8 13 13 95 13.34 3.34 8.15 96 97 85.6
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Table C.11: pH and temperature data of the 4th experimental series

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

4A 2.5 25 13 0 8.21 8.21 8.15 17.1 17.1 17.1

4A 2.5 25 13 5 8.38 7.83 8.15 25.0 25.0 18.9

4A 2.5 25 13 10 8.78 7.76 8.15 30.0 30.0 26.4

4A 2.5 25 13 15 8.98 7.45 8.15 35.0 34.0 31.7

4A 2.5 25 13 20 9.14 7.12 8.15 38.0 39.0 37.4

4A 2.5 25 13 25 9.00 6.45 8.15 45.0 45.0 43.3

4A 2.5 25 13 30 9.43 6.12 8.15 52.0 52.0 50.5

4A 2.5 25 13 35 9.56 5.54 8.15 58.0 58.0 57.4

4A 2.5 25 13 40 10.54 5.23 8.15 63.0 63.0 62.1

4A 2.5 25 13 45 10.65 4.76 8.15 73.0 73.0 71.4

4A 2.5 25 13 50 11.54 4.34 8.15 79.0 80.0 78.3

4A 2.5 25 13 55 11.87 4.23 8.15 86.0 86.0 85.5

4A 2.5 25 13 60 12.10 3.89 8.15 90.0 91.0 90.3

4A 2.5 25 13 65 12.23 3.76 8.15 94.0 95.0 93.9

4A 2.5 25 13 70 12.09 3.65 8.15 95.0 96.0 94.7

4A 2.5 25 13 75 12.67 3.67 8.15 95.5 96.0 95.1

4A 2.5 25 13 80 12.87 3.56 8.15 95.5 96.0 95.5

4A 2.5 25 13 85 11.78 4.76 8.15 95.5 96.0 95.1

4A 2.5 25 13 90 12.76 4.87 8.15 95.5 96.0 94.9

4A 2.5 25 13 95 11.67 4.23 8.15 95.5 96.0 95.0

4B 2.5 25 13 0 8.12 8.12 8.14 17.1 17.1 17.1

4B 2.5 25 13 5 8.25 7.76 8.14 25.0 25.0 18.9

4B 2.5 25 13 10 8.56 7.34 8.14 30.0 30.0 26.4

4B 2.5 25 13 15 8.76 7.27 8.14 35.0 34.0 31.7

Continued on next page

219



Table C.11–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

4B 2.5 25 13 20 8.89 7.05 8.14 38.0 39.0 37.4

4B 2.5 25 13 25 9.23 6.76 8.14 45.0 45.0 43.3

4B 2.5 25 13 30 9.76 6.45 8.14 52.0 52.0 50.5

4B 2.5 25 13 35 9.89 5.54 8.14 58.0 58.0 57.4

4B 2.5 25 13 40 10.13 5.34 8.14 63.0 63.0 62.1

4B 2.5 25 13 45 10.45 4.34 8.14 73.0 73.0 71.4

4B 2.5 25 13 50 12.45 4.23 8.14 79.0 80.0 78.3

4B 2.5 25 13 55 11.78 4.13 8.14 86.0 86.0 85.5

4B 2.5 25 13 60 11.45 3.98 8.14 90.0 91.0 90.3

4B 2.5 25 13 65 11.34 3.76 8.14 94.0 95.0 93.9

4B 2.5 25 13 70 11.78 3.87 8.14 95.0 96.0 94.7

4B 2.5 25 13 75 11.98 3.65 8.14 95.5 96.0 95.1

4B 2.5 25 13 80 11.87 3.23 8.14 95.5 96.0 95.5

4B 2.5 25 13 85 12.32 3.32 8.14 95.5 96.0 95.1

4B 2.5 25 13 90 12.45 3.23 8.14 95.5 96.0 94.9

4B 2.5 25 13 95 12.32 3.3 8.14 95.5 96.0 95.0

4C 2.5 25 13 0 8.17 8.17 8.15 17.1 17.1 17.1

4C 2.5 25 13 5 8.34 7.56 8.15 25.0 25.0 18.9

4C 2.5 25 13 10 8.45 7.54 8.15 30.0 30.0 26.4

4C 2.5 25 13 15 8.65 7.1 8.15 35.0 34.0 31.7

4C 2.5 25 13 20 9.15 6.45 8.15 38.0 39.0 37.4

4C 2.5 25 13 25 9.34 6.21 8.15 45.0 45.0 43.3

4C 2.5 25 13 30 9.56 5.87 8.15 52.0 52.0 50.5

4C 2.5 25 13 35 9.78 5.45 8.15 58.0 58.0 57.4

4C 2.5 25 13 40 9.43 5.32 8.15 63.0 63.0 62.1
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Table C.11–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

4C 2.5 25 13 45 10.67 5.12 8.15 73.0 73.0 71.4

4C 2.5 25 13 50 11.47 4.56 8.15 79.0 80.0 78.3

4C 2.5 25 13 55 12.43 4.12 8.15 86.0 86.0 85.5

4C 2.5 25 13 60 12.67 3.87 8.15 90.0 91.0 90.3

4C 2.5 25 13 65 12.56 3.56 8.15 94.0 95.0 93.9

4C 2.5 25 13 70 12.78 3.65 8.15 95.0 96.0 94.7

4C 2.5 25 13 75 12.76 3.12 8.15 95.5 96.0 95.1

4C 2.5 25 13 80 12.53 3.1 8.15 95.5 96.0 95.5

4C 2.5 25 13 85 12.87 3.32 8.15 95.5 96.0 95.1

4C 2.5 25 13 90 12.54 3.12 8.15 95.5 96.0 94.9

4C 2.5 25 13 95 12.65 3.07 8.15 95.5 96.0 95.0

4D 2.5 25 13 0 8.16 8.16 8.15 17.1 17.1 17.1

4D 2.5 25 13 5 8.43 7.98 8.15 25.0 25.0 18.9

4D 2.5 25 13 10 8.76 7.73 8.15 30.0 30.0 26.4

4D 2.5 25 13 15 8.89 7.34 8.15 35.0 34.0 31.7

4D 2.5 25 13 20 9.16 7.23 8.15 38.0 39.0 37.4

4D 2.5 25 13 25 9.54 6.76 8.15 45.0 45.0 43.3

4D 2.5 25 13 30 9.65 6.45 8.15 52.0 52.0 50.5

4D 2.5 25 13 35 9.89 6.67 8.15 58.0 58.0 57.4

4D 2.5 25 13 40 10.23 6.56 8.15 63.0 63.0 62.1

4D 2.5 25 13 45 10.45 5.67 8.15 73.0 73.0 71.4

4D 2.5 25 13 50 11.34 5.34 8.15 79.0 80.0 78.3

4D 2.5 25 13 55 11.78 5.12 8.15 86.0 86.0 85.5

4D 2.5 25 13 60 11.89 4.34 8.15 90.0 91.0 90.3

4D 2.5 25 13 65 12.65 3.43 8.15 94.0 95.0 93.9
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Table C.11–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

4D 2.5 25 13 70 12.54 3.23 8.15 95.0 96.0 94.7

4D 2.5 25 13 75 12.67 3.24 8.15 95.5 96.0 95.1

4D 2.5 25 13 80 12.45 3.12 8.15 95.5 96.0 95.5

4D 2.5 25 13 85 12.56 3.43 8.15 95.5 96.0 95.1

4D 2.5 25 13 90 12.67 3.2 8.15 95.5 96.0 94.9

4D 2.5 25 13 95 12.56 3.1 8.15 95.5 96.0 95.0
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Table C.12: pH and temperature data of the 5th experimental series

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

5A 2.5 13 26 0 8.18 8.18 8.15 19.7 19.7 19.7

5A 2.5 13 26 5 8.45 8.02 8.15 37.0 27.0 23.0

5A 2.5 13 26 10 8.89 7.12 8.15 41.0 40.0 32.7

5A 2.5 13 26 15 9.13 6.32 8.15 41.0 40.0 32.7

5A 2.5 13 26 20 9.32 6.13 8.15 50.0 49.0 39.5

5A 2.5 13 26 25 9.65 5.52 8.15 53.0 60.0 47.8

5A 2.5 13 26 30 9.87 5.16 8.15 57.0 64.0 54.7

5A 2.5 13 26 35 9.98 4.45 8.15 69.0 74.0 65.5

5A 2.5 13 26 40 10.76 4.34 8.15 73.0 80.0 73.9

5A 2.5 13 26 45 11.65 4.32 8.15 80.0 86.5 78.0

5A 2.5 13 26 50 11.89 3.89 8.15 86.0 88.0 83.0

5A 2.5 13 26 55 11.97 3.78 8.15 88.0 90.0 86.0

5A 2.5 13 26 60 12.34 3.65 8.15 90.0 92.0 90.0

5A 2.5 13 26 65 12.54 3.76 8.15 91.0 94.0 91.2

5A 2.5 13 26 70 12.43 4.87 8.15 91.0 94.0 91.2

5A 2.5 13 26 75 12.43 4.87 8.15 92.0 95.0 93.7

5A 2.5 13 26 80 11.32 4.78 8.15 92.0 95.0 93.3

5A 2.5 13 26 85 12.12 4.98 8.15 93.0 96.0 94.3

5A 2.5 13 26 90 11.98 3.98 8.15 95.0 96.0 94.6

5A 2.5 13 26 95 11.65 3.87 8.15 95.0 96.0 94.6

5B 2.5 13 26 0 8.14 8.14 8.17 19.7 19.7 19.7

5B 2.5 13 26 5 8.67 8.00 8.17 37.0 27.0 23.0

5B 2.5 13 26 10 8.98 7.45 8.17 41.0 40.0 32.7

5B 2.5 13 26 15 9.23 7.11 8.17 41.0 40.0 32.7
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Table C.12–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

5B 2.5 13 26 20 9.43 6.34 8.17 50.0 49.0 39.5

5B 2.5 13 26 25 9.97 5.53 8.17 53.0 60.0 47.8

5B 2.5 13 26 30 10.24 5.13 8.17 57.0 64.0 54.7

5B 2.5 13 26 35 10.64 4.43 8.17 69.0 74.0 65.5

5B 2.5 13 26 40 10.9 4.34 8.17 73.0 80.0 73.9

5B 2.5 13 26 45 11.34 4.27 8.17 80.0 86.5 78.0

5B 2.5 13 26 50 11.87 3.98 8.17 86.0 88.0 83.0

5B 2.5 13 26 55 11.98 3.78 8.17 88.0 90.0 86.0

5B 2.5 13 26 60 12.13 4.07 8.17 90.0 92.0 90.0

5B 2.5 13 26 65 12.43 3.9 8.17 91.0 94.0 91.2

5B 2.5 13 26 70 12.32 3.78 8.17 91.0 94.0 91.2

5B 2.5 13 26 75 12.23 3.76 8.17 92.0 95.0 93.7

5B 2.5 13 26 80 12.27 3.87 8.17 92.0 95.0 93.3

5B 2.5 13 26 85 11.97 3.98 8.17 93.0 96.0 94.3

5B 2.5 13 26 90 12.54 4.09 8.17 95.0 96.0 94.6

5B 2.5 13 26 95 11.87 4.13 8.17 95.0 96.0 94.6

5C 2.5 13 26 0 8.15 8.15 8.0 19.7 19.7 19.7

5C 2.5 13 26 5 8.56 7.34 8.0 37.0 27.0 23.0

5C 2.5 13 26 10 8.89 7.12 8.0 41.0 40.0 32.7

5C 2.5 13 26 15 9.15 7.02 8.0 41.0 40.0 32.7

5C 2.5 13 26 20 9.56 6.45 8.0 50.0 49.0 39.5

5C 2.5 13 26 25 9.45 5.54 8.0 53.0 60.0 47.8

5C 2.5 13 26 30 9.67 5.17 8.0 57.0 64.0 54.7

5C 2.5 13 26 35 10.45 4.45 8.0 69.0 74.0 65.5

5C 2.5 13 26 40 10.65 4.23 8.0 73.0 80.0 73.9
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Table C.12–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

5C 2.5 13 26 45 11.54 3.78 8.0 80.0 86.5 78.0

5C 2.5 13 26 50 11.56 3.89 8.0 86.0 88.0 83.0

5C 2.5 13 26 55 11.98 3.76 8.0 88.0 90.0 86.0

5C 2.5 13 26 60 12.54 3.67 8.0 90.0 92.0 90.0

5C 2.5 13 26 65 12.12 4.65 8.0 91.0 94.0 91.2

5C 2.5 13 26 70 12.65 3.54 8.0 91.0 94.0 91.2

5C 2.5 13 26 75 11.8 3.78 8.0 92.0 95.0 93.7

5C 2.5 13 26 80 11.59 3.56 8.0 92.0 95.0 93.3

5C 2.5 13 26 85 12.34 3.76 8.0 93.0 96.0 94.3

5C 2.5 13 26 90 12.12 4.23 8.0 95.0 96.0 94.6

5C 2.5 13 26 95 11.87 3.67 8.0 95.0 96.0 94.6

5D 2.5 13 26 0 8.13 8.14 8.14 19.7 19.7 19.7

5D 2.5 13 26 5 8.43 7.98 8.14 37.0 27.0 23.0

5D 2.5 13 26 10 8.55 7.65 8.14 41.0 40.0 32.7

5D 2.5 13 26 15 9.23 6.65 8.14 41.0 40.0 32.7

5D 2.5 13 26 20 9.43 6.12 8.14 50.0 49.0 39.5

5D 2.5 13 26 25 9.67 6.23 8.14 53.0 60.0 47.8

5D 2.5 13 26 30 9.45 5.56 8.14 57.0 64.0 54.7

5D 2.5 13 26 35 10.13 5.32 8.14 69.0 74.0 65.5

5D 2.5 13 26 40 10.34 4.54 8.14 73.0 80.0 73.9

5D 2.5 13 26 45 11.23 4.32 8.14 80.0 86.5 78.0

5D 2.5 13 26 50 11.67 4.15 8.14 86.0 88.0 83.0

5D 2.5 13 26 55 11.78 3.98 8.14 88.0 90.0 86.0

5D 2.5 13 26 60 12.54 3.32 8.14 90.0 92.0 90.0

5D 2.5 13 26 65 12.76 3.43 8.14 91.0 94.0 91.2
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Table C.12–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

5D 2.5 13 26 70 12.45 3.32 8.14 91.0 94.0 91.2

5D 2.5 13 26 75 11.89 4.11 8.14 92.0 95.0 93.7

5D 2.5 13 26 80 11.87 3.87 8.14 92.0 95.0 93.3

5D 2.5 13 26 85 11.76 3.67 8.14 93.0 96.0 94.3

5D 2.5 13 26 90 11.65 3.56 8.14 95.0 96.0 94.6

5D 2.5 13 26 95 12.34 3.89 8.14 95.0 96.0 94.6
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Table C.13: pH and temperature data of the 6th experimental series

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

6A 2.5 13 26 0 8.15 8.15 8.18 18.0 18.0 18.0

6A 2.5 13 26 5 8.65 7.78 8.18 27.0 24.0 21.4

6A 2.5 13 26 10 8.45 7.45 8.18 37.0 35.0 33.0

6A 2.5 13 26 15 9.23 7.12 8.18 44.0 42.0 43.0

6A 2.5 13 26 20 9.65 6.34 8.18 53.0 53.0 51.6

6A 2.5 13 26 25 9.87 6.23 8.18 60.0 59.0 58.9

6A 2.5 13 26 30 9.98 5.56 8.18 67.0 67.0 63.1

6A 2.5 13 26 35 10.17 5.34 8.18 73.0 73.0 72.5

6A 2.5 13 26 40 10.45 5.12 8.18 76.0 76.0 75.5

6A 2.5 13 26 45 10.56 4.78 8.18 81.0 79.0 78.8

6A 2.5 13 26 50 11.65 4.32 8.18 84.0 82.0 81.5

6A 2.5 13 26 55 11.89 4.23 8.18 85.0 85.0 84.5

6A 2.5 13 26 60 12.65 3.46 8.18 86.6 86.0 86.5

6A 2.5 13 26 65 12.43 3.63 8.18 88.0 86.6 86.6

6A 2.5 13 26 70 12.54 3.75 8.18 90.0 89.0 89.5

6A 2.5 13 26 75 12.12 3.34 8.18 90.0 90.0 90.0

6A 2.5 13 26 80 12.45 3.56 8.18 90.0 90.0 90.0

6A 2.5 13 26 85 12.65 3.67 8.18 91.0 91.5 90.5

6A 2.5 13 26 90 12.43 4.32 8.18 91.0 91.0 90.4

6A 2.5 13 26 95 12.34 4.23 8.18 92.0 91.0 90.5

6B 2.5 13 26 0 8.17 8.17 8.16 18.0 18.0 18.0

6B 2.5 13 26 5 8.34 7.87 8.16 27.0 24.0 21.4

6B 2.5 13 26 10 8.43 7.23 8.16 37.0 35.0 33.0

6B 2.5 13 26 15 8.45 7.12 8.16 44.0 42.0 43.0
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Table C.13–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

6B 2.5 13 26 20 8.98 6.78 8.16 53.0 53.0 51.6

6B 2.5 13 26 25 9.13 6.10 8.16 60.0 59.0 58.9

6B 2.5 13 26 30 9.34 5.43 8.16 67.0 67.0 63.1

6B 2.5 13 26 35 9.67 5.13 8.16 73.0 73.0 72.5

6B 2.5 13 26 40 10.32 5.08 8.16 76.0 76.0 75.5

6B 2.5 13 26 45 10.56 4.45 8.16 81.0 79.0 78.8

6B 2.5 13 26 50 10.78 4.34 8.16 84.0 82.0 81.5

6B 2.5 13 26 55 11.67 3.89 8.16 85.0 85.0 84.5

6B 2.5 13 26 60 11.89 3.67 8.16 86.6 86.0 86.5

6B 2.5 13 26 65 12.34 3.45 8.16 88.0 86.6 86.6

6B 2.5 13 26 70 12.56 3.12 8.16 90.0 89.0 89.5

6B 2.5 13 26 75 12.34 3.24 8.16 90.0 90.0 90.0

6B 2.5 13 26 80 11.67 4.03 8.16 90.0 90.0 90.0

6B 2.5 13 26 85 11.78 3.54 8.16 91.0 91.5 90.5

6B 2.5 13 26 90 11.56 3.54 8.16 91.0 91.0 90.4

6B 2.5 13 26 95 12.78 3.89 8.16 92.0 91.0 90.5

6C 2.5 13 26 0 8.16 8.16 8.13 18.0 18.0 18.0

6C 2.5 13 26 5 8.76 7.78 8.13 27.0 24.0 21.4

6C 2.5 13 26 10 8.89 7.23 8.13 37.0 35.0 33.0

6C 2.5 13 26 15 9.45 6.88 8.13 44.0 42.0 43.0

6C 2.5 13 26 20 9.76 6.34 8.13 53.0 53.0 51.6

6C 2.5 13 26 25 9.98 6.08 8.13 60.0 59.0 58.9

6C 2.5 13 26 30 10.14 5.56 8.13 67.0 67.0 63.1

6C 2.5 13 26 35 10.43 5.23 8.13 73.0 73.0 72.5

6C 2.5 13 26 40 10.45 5.12 8.13 76.0 76.0 75.5
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Table C.13–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

6C 2.5 13 26 45 10.67 4.34 8.13 81.0 79.0 78.8

6C 2.5 13 26 50 10.87 4.23 8.13 84.0 82.0 81.5

6C 2.5 13 26 55 10.56 4.14 8.13 85.0 85.0 84.5

6C 2.5 13 26 60 11.54 3.76 8.13 86.6 86.0 86.5

6C 2.5 13 26 65 11.87 3.23 8.13 88.0 86.6 86.6

6C 2.5 13 26 70 12.34 3.45 8.13 90.0 89.0 89.5

6C 2.5 13 26 75 12.56 3.78 8.13 90.0 90.0 90.0

6C 2.5 13 26 80 11.98 3.76 8.13 90.0 90.0 90.0

6C 2.5 13 26 85 11.56 3.83 8.13 91.0 91.5 90.5

6C 2.5 13 26 90 11.67 3.94 8.13 91.0 91.0 90.4

6C 2.5 13 26 95 12.02 3.10 8.13 92.0 91.0 90.5

6D 2.5 13 26 0 8.17 8.17 8.16 18.0 18.0 18.0

6D 2.5 13 26 5 8.32 7.78 8.16 27.0 24.0 21.4

6D 2.5 13 26 10 8.78 7.45 8.16 37.0 35.0 33.0

6D 2.5 13 26 15 8.98 7.10 8.16 44.0 42.0 43.0

6D 2.5 13 26 20 9.13 6.54 8.16 53.0 53.0 51.6

6D 2.5 13 26 25 9.67 6.04 8.16 60.0 59.0 58.9

6D 2.5 13 26 30 9.56 5.89 8.16 67.0 67.0 63.1

6D 2.5 13 26 35 9.89 5.56 8.16 73.0 73.0 72.5

6D 2.5 13 26 40 10.56 5.23 8.16 76.0 76.0 75.5

6D 2.5 13 26 45 10.67 5.12 8.16 81.0 79.0 78.8

6D 2.5 13 26 50 10.78 4.45 8.16 84.0 82.0 81.5

6D 2.5 13 26 55 11.67 4.13 8.16 85.0 85.0 84.5

6D 2.5 13 26 60 11.87 4.07 8.16 86.6 86.0 86.5

6D 2.5 13 26 65 12.76 3.76 8.16 88.0 86.6 86.6
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Table C.13–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

6D 2.5 13 26 70 12.45 3.56 8.16 90.0 89.0 89.5

6D 2.5 13 26 75 12.76 3.78 8.16 90.0 90.0 90.0

6D 2.5 13 26 80 12.65 3.45 8.16 90.0 90.0 90.0

6D 2.5 13 26 85 12.43 3.78 8.16 91.0 91.5 90.5

6D 2.5 13 26 90 12.13 3.56 8.16 91.0 91.0 90.4

6D 2.5 13 26 95 12.05 3.45 8.16 92.0 91.0 90.5
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Table C.14: pH and temperature data of the 7th experimental series

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

7A 2.5 13 13 0 8.14 8.14 8.29 20.0 20 20.0

7A 2.5 13 13 5 8.34 7.98 8.29 29.0 29 23.4

7A 2.5 13 13 10 8.67 7.65 8.29 34.0 32 29.7

7A 2.5 13 13 15 9.23 7.34 8.29 34.0 37 34.2

7A 2.5 13 13 20 9.45 7.12 8.29 42.0 42 39.4

7A 2.5 13 13 25 9.78 6.45 8.29 47.0 47 45.5

7A 2.5 13 13 30 9.90 6.23 8.29 53.0 53 51.4

7A 2.5 13 13 35 10.16 5.34 8.29 58.0 58 56.6

7A 2.5 13 13 40 10.34 5.28 8.29 63.0 63 61.6

7A 2.5 13 13 45 10.65 5.17 8.29 68.0 68 67.3

7A 2.5 13 13 50 10.67 4.56 8.29 73.0 73 71.2

7A 2.5 13 13 55 11.57 4.36 8.29 78.0 79 78.4

7A 2.5 13 13 60 11.67 4.02 8.29 83.0 85 84.3

7A 2.5 13 13 65 11.78 3.89 8.29 89.0 91 90.1

7A 2.5 13 13 70 11.98 3.45 8.29 92.5 93 93.3

7A 2.5 13 13 75 11.76 3.65 8.29 93.0 95 94.3

7A 2.5 13 13 80 12.10 3.45 8.29 96.0 96 95.0

7A 2.5 13 13 85 12.45 3.48 8.29 95.0 96 95.1

7A 2.5 13 13 90 12.13 3.23 8.29 95.0 96 95.2

7A 2.5 13 13 95 12.24 3.76 8.29 96.0 97 96.3

7B 2.5 13 13 0 8.17 8.17 8.29 20.0 20 20.0

7B 2.5 13 13 5 8.35 8.12 8.29 29.0 29 23.4

7B 2.5 13 13 10 8.56 7.68 8.29 34.0 32 29.7

7B 2.5 13 13 15 9.13 7.34 8.29 34.0 37 34.2
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Table C.14–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

7B 2.5 13 13 20 9.32 7.23 8.29 42.0 42 39.4

7B 2.5 13 13 25 9.73 6.65 8.29 47.0 47 45.5

7B 2.5 13 13 30 9.87 6.28 8.29 53.0 53 51.4

7B 2.5 13 13 35 10.24 6.06 8.29 58.0 58 56.6

7B 2.5 13 13 40 10.24 5.67 8.29 63.0 63 61.6

7B 2.5 13 13 45 11.42 5.21 8.29 68.0 68 67.3

7B 2.5 13 13 50 11.65 5.10 8.29 73.0 73 71.2

7B 2.5 13 13 55 11.34 4.32 8.29 78.0 79 78.4

7B 2.5 13 13 60 11.89 4.34 8.29 83.0 85 84.3

7B 2.5 13 13 65 12.21 4.12 8.29 89.0 91 90.1

7B 2.5 13 13 70 12.12 3.37 8.29 92.5 93 93.3

7B 2.5 13 13 75 12.34 3.28 8.29 93.0 95 94.3

7B 2.5 13 13 80 12.27 3.32 8.29 96.0 96 95.0

7B 2.5 13 13 85 12.37 3.54 8.29 95.0 96 95.1

7B 2.5 13 13 90 12.38 3.23 8.29 95.0 96 95.2

7B 2.5 13 13 95 12.23 3.45 8.29 96.0 97 96.3

7C 2.5 13 13 0 8.16 8.16 8.29 20.0 20 20.0

7C 2.5 13 13 5 8.28 8.06 8.29 29.0 29 23.4

7C 2.5 13 13 10 8.46 7.76 8.29 34.0 32 29.7

7C 2.5 13 13 15 8.78 7.32 8.29 34.0 37 34.2

7C 2.5 13 13 20 9.08 7.34 8.29 42.0 42 39.4

7C 2.5 13 13 25 9.25 6.61 8.29 47.0 47 45.5

7C 2.5 13 13 30 9.24 6.67 8.29 53.0 53 51.4

7C 2.5 13 13 35 9.87 6.63 8.29 58.0 58 56.6

7C 2.5 13 13 40 10.43 5.34 8.29 63.0 63 61.6
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Table C.14–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

7C 2.5 13 13 45 10.87 5.12 8.29 68.0 68 67.3

7C 2.5 13 13 50 11.56 5.07 8.29 73.0 73 71.2

7C 2.5 13 13 55 11.67 4.23 8.29 78.0 79 78.4

7C 2.5 13 13 60 11.87 4.36 8.29 83.0 85 84.3

7C 2.5 13 13 65 11.75 4.15 8.29 89.0 91 90.1

7C 2.5 13 13 70 12.21 3.36 8.29 92.5 93 93.3

7C 2.5 13 13 75 12.23 3.45 8.29 93.0 95 94.3

7C 2.5 13 13 80 12.37 3.65 8.29 96.0 96 95.0

7C 2.5 13 13 85 12.32 3.67 8.29 95.0 96 95.1

7C 2.5 13 13 90 12.36 3.45 8.29 95.0 96 95.2

7C 2.5 13 13 95 12.32 3.47 8.29 96.0 97 96.3

7D 2.5 13 13 0 8.17 8.17 8.29 20.0 20 20.0

7D 2.5 13 13 5 8.21 8.05 8.29 29.0 29 23.4

7D 2.5 13 13 10 8.43 7.78 8.29 34.0 32 29.7

7D 2.5 13 13 15 8.57 6.82 8.29 34.0 37 34.2

7D 2.5 13 13 20 9.09 6.42 8.29 42.0 42 39.4

7D 2.5 13 13 25 9.23 6.21 8.29 47.0 47 45.5

7D 2.5 13 13 30 9.45 6.10 8.29 53.0 53 51.4

7D 2.5 13 13 35 9.86 5.68 8.29 58.0 58 56.6

7D 2.5 13 13 40 10.23 5.30 8.29 63.0 63 61.6

7D 2.5 13 13 45 10.87 5.12 8.29 68.0 68 67.3

7D 2.5 13 13 50 11.34 5.10 8.29 73.0 73 71.2

7D 2.5 13 13 55 11.76 4.76 8.29 78.0 79 78.4

7D 2.5 13 13 60 11.54 4.43 8.29 83.0 85 84.3

7D 2.5 13 13 65 11.50 4.16 8.29 89.0 91 90.1
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Table C.14–continued from previous page

Code E(V/cm) BS(g/L) AN(g/L) t(min) pH T(◦C)

C A Overall C A Overall

7D 2.5 13 13 70 12.23 3.76 8.29 92.5 93 93.3

7D 2.5 13 13 75 12.26 3.45 8.29 93.0 95 94.3

7D 2.5 13 13 80 12.32 3.87 8.29 96.0 96 95.0

7D 2.5 13 13 85 12.08 3.67 8.29 95.0 96 95.1

7D 2.5 13 13 90 12.22 3.23 8.29 95.0 96 95.2

7D 2.5 13 13 95 12.13 3.34 8.29 96.0 97 96.3
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Appendix D

Experimental data–PAA decay

Table D.1: PAA decay data of the 1st experimental series

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

1A 2.8 13 26 0 13 7.6500

1A 2.8 13 26 1 13 5.8000

1A 2.8 13 26 2 13 4.3200

1A 2.8 13 26 3 13 3.3400

1A 2.8 13 26 4 13 2.4300

1A 2.8 13 26 5 13 1.9300

1A 2.8 13 26 6 13 1.3900

1A 2.8 13 26 7 13 1.0300

1A 2.8 13 26 8 13 0.7800

1A 2.8 13 26 9 13 0.5500

1A 2.8 13 26 10 13 0.4100

1A 2.8 13 26 11 13 0.3600

1A 2.8 13 26 12 13 0.2700

1A 2.8 13 26 13 13 0.1600
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Table D.1–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

1A 2.8 13 26 14 13 0.1200

1A 2.8 13 26 15 13 0.0990

1A 2.8 13 26 16 13 0.0720

1A 2.8 13 26 17 13 0.0600

1A 2.8 13 26 18 13 0.0420

1A 2.8 13 26 19 13 0.0310

1A 2.8 13 26 20 13 0.0230

1A 2.8 13 26 21 13 0.0190

1A 2.8 13 26 22 13 0.0130

1A 2.8 13 26 23 13 0.0096

1B 2.8 13 26 0 13 8.3000

1B 2.8 13 26 1 13 6.2100

1B 2.8 13 26 2 13 4.9800

1B 2.8 13 26 3 13 3.1200

1B 2.8 13 26 4 13 2.5100

1B 2.8 13 26 5 13 1.7300

1B 2.8 13 26 6 13 1.3500

1B 2.8 13 26 7 13 1.0200

1B 2.8 13 26 8 13 0.7500

1B 2.8 13 26 9 13 0.5600

1B 2.8 13 26 10 13 0.4500

1B 2.8 13 26 11 13 0.2900

1B 2.8 13 26 12 13 0.2100

1B 2.8 13 26 13 13 0.1800

1B 2.8 13 26 14 13 0.1600

Continued on next page
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Table D.1–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

1B 2.8 13 26 15 13 0.1000

1B 2.8 13 26 16 13 0.0750

1B 2.8 13 26 17 13 0.0560

1B 2.8 13 26 18 13 0.0400

1B 2.8 13 26 19 13 0.0290

1B 2.8 13 26 20 13 0.0270

1B 2.8 13 26 21 13 0.0150

1B 2.8 13 26 22 13 0.0140

1B 2.8 13 26 23 13 0.0093

1C 2.8 13 26 0 13 8.2000

1C 2.8 13 26 1 13 5.7600

1C 2.8 13 26 2 13 3.9000

1C 2.8 13 26 3 13 3.4100

1C 2.8 13 26 4 13 2.4100

1C 2.8 13 26 5 13 1.8500

1C 2.8 13 26 6 13 1.3700

1C 2.8 13 26 7 13 1.0400

1C 2.8 13 26 8 13 0.7900

1C 2.8 13 26 9 13 0.5900

1C 2.8 13 26 10 13 0.4100

1C 2.8 13 26 11 13 0.3100

1C 2.8 13 26 12 13 0.2500

1C 2.8 13 26 13 13 0.1900

1C 2.8 13 26 14 13 0.1300

1C 2.8 13 26 15 13 0.0970
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Table D.1–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

1C 2.8 13 26 16 13 0.0700

1C 2.8 13 26 17 13 0.0530

1C 2.8 13 26 18 13 0.0390

1C 2.8 13 26 19 13 0.0320

1C 2.8 13 26 20 13 0.0210

1C 2.8 13 26 21 13 0.0160

1C 2.8 13 26 22 13 0.0120

1C 2.8 13 26 23 13 0.0094

1D 2.8 13 26 0 13 7.9100

1D 2.8 13 26 1 13 6.1000

1D 2.8 13 26 2 13 4.6000

1D 2.8 13 26 3 13 3.4500

1D 2.8 13 26 4 13 2.5300

1D 2.8 13 26 5 13 1.8800

1D 2.8 13 26 6 13 1.3800

1D 2.8 13 26 7 13 1.0300

1D 2.8 13 26 8 13 0.7200

1D 2.8 13 26 9 13 0.5700

1D 2.8 13 26 10 13 0.4400

1D 2.8 13 26 11 13 0.3300

1D 2.8 13 26 12 13 0.2300

1D 2.8 13 26 13 13 0.1700

1D 2.8 13 26 14 13 0.1100

1D 2.8 13 26 15 13 0.0980

1D 2.8 13 26 16 13 0.0800

Continued on next page
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Table D.1–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

1D 2.8 13 26 17 13 0.0520

1D 2.8 13 26 18 13 0.0410

1D 2.8 13 26 19 13 0.0300

1D 2.8 13 26 20 13 0.0210

1D 2.8 13 26 21 13 0.0180

1D 2.8 13 26 22 13 0.0130

1D 2.8 13 26 23 13 0.0092
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Table D.2: PAA decay data of the 2nd experimental series

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

2A 2.8 25 13 0 25 20.2000

2A 2.8 25 13 1 25 15.4000

2A 2.8 25 13 2 25 11.1900

2A 2.8 25 13 3 25 8.3200

2A 2.8 25 13 4 25 6.2000

2A 2.8 25 13 5 25 4.3000

2A 2.8 25 13 6 25 3.7300

2A 2.8 25 13 7 25 2.5300

2A 2.8 25 13 8 25 1.9500

2A 2.8 25 13 9 25 1.4400

2A 2.8 25 13 10 25 1.0900

2A 2.8 25 13 11 25 0.7200

2A 2.8 25 13 12 25 0.5600

2A 2.8 25 13 13 25 0.4500

2A 2.8 25 13 14 25 0.3400

2A 2.8 25 13 15 25 0.2500

2A 2.8 25 13 16 25 0.1900

2A 2.8 25 13 17 25 0.1410

2A 2.8 25 13 18 25 0.0980

2A 2.8 25 13 19 25 0.0800

2A 2.8 25 13 20 25 0.0600

2A 2.8 25 13 21 25 0.0500

2A 2.8 25 13 22 25 0.0320

2A 2.8 25 13 23 25 0.0280
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Table D.2–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

2A 2.8 25 13 24 25 0.0180

2A 2.8 25 13 25 25 0.0140

2A 2.8 25 13 26 25 0.0100

2B 2.8 25 13 0 25 17.9400

2B 2.8 25 13 1 25 14.5000

2B 2.8 25 13 2 25 14.0000

2B 2.8 25 13 3 25 8.7000

2B 2.8 25 13 4 25 6.1700

2B 2.8 25 13 5 25 5.1000

2B 2.8 25 13 6 25 3.4500

2B 2.8 25 13 7 25 2.4300

2B 2.8 25 13 8 25 1.9400

2B 2.8 25 13 9 25 1.4500

2B 2.8 25 13 10 25 1.2300

2B 2.8 25 13 11 25 0.8200

2B 2.8 25 13 12 25 0.6100

2B 2.8 25 13 13 25 0.4700

2B 2.8 25 13 14 25 0.3500

2B 2.8 25 13 15 25 0.2700

2B 2.8 25 13 16 25 0.1700

2B 2.8 25 13 17 25 0.1230

2B 2.8 25 13 18 25 0.1000

2B 2.8 25 13 19 25 0.0700

2B 2.8 25 13 20 25 0.0590

2B 2.8 25 13 21 25 0.0430
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Table D.2–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

2B 2.8 25 13 22 25 0.0320

2B 2.8 25 13 23 25 0.0220

2B 2.8 25 13 24 25 0.0150

2B 2.8 25 13 25 25 0.0120

2B 2.8 25 13 26 25 0.0095

2C 2.8 25 13 0 25 22.3000

2C 2.8 25 13 1 25 16.3000

2C 2.8 25 13 2 25 11.9800

2C 2.8 25 13 3 25 7.9000

2C 2.8 25 13 4 25 6.2200

2C 2.8 25 13 5 25 4.5300

2C 2.8 25 13 6 25 3.4200

2C 2.8 25 13 7 25 2.7200

2C 2.8 25 13 8 25 1.8900

2C 2.8 25 13 9 25 1.3900

2C 2.8 25 13 10 25 1.0200

2C 2.8 25 13 11 25 0.8100

2C 2.8 25 13 12 25 0.5700

2C 2.8 25 13 13 25 0.3900

2C 2.8 25 13 14 25 0.3100

2C 2.8 25 13 15 25 0.2400

2C 2.8 25 13 16 25 0.1820

2C 2.8 25 13 17 25 0.1500

2C 2.8 25 13 18 25 0.1030

2C 2.8 25 13 19 25 0.0810
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Table D.2–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

2C 2.8 25 13 20 25 0.0540

2C 2.8 25 13 21 25 0.0400

2C 2.8 25 13 22 25 0.0290

2C 2.8 25 25 23 25 0.0220

2C 2.8 25 13 24 25 0.0183

2C 2.8 25 13 25 25 0.0130

2C 2.8 25 13 26 25 0.0097

2D 2.8 25 13 0 25 23.0000

2D 2.8 25 13 1 25 17.0000

2D 2.8 25 13 2 25 10.3200

2D 2.8 25 13 3 25 8.2900

2D 2.8 25 13 4 25 6.1900

2D 2.8 25 13 5 25 4.6000

2D 2.8 25 13 6 25 3.1000

2D 2.8 25 13 7 25 2.5800

2D 2.8 25 13 8 25 1.9000

2D 2.8 25 13 9 25 1.4500

2D 2.8 25 13 10 25 1.0100

2D 2.8 25 13 11 25 0.7900

2D 2.8 25 13 12 25 0.6900

2D 2.8 25 13 13 25 0.4500

2D 2.8 25 13 14 25 0.3200

2D 2.8 25 13 15 25 0.2300

2D 2.8 25 13 16 25 0.2000

2D 2.8 25 13 17 25 0.1300
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Table D.2–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

2D 2.8 25 13 18 25 0.1040

2D 2.8 25 13 19 25 0.0690

2D 2.8 25 13 20 25 0.0530

2D 2.8 25 13 21 25 0.0390

2D 2.8 25 13 22 25 0.0310

2D 2.8 25 13 23 25 0.0230

2D 2.8 25 13 24 25 0.0185

2D 2.8 25 13 25 25 0.0150

2D 2.8 25 13 26 25 0.0098
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Table D.3: PAA decay data of the 3rd experimental series

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

3A 2.8 13 13 0 13 8.3000

3A 2.8 13 13 1 13 6.2000

3A 2.8 13 13 2 13 4.5600

3A 2.8 13 13 3 13 3.4500

3A 2.8 13 13 4 13 2.8400

3A 2.8 13 13 5 13 1.9800

3A 2.8 13 13 6 13 1.4100

3A 2.8 13 13 7 13 1.0700

3A 2.8 13 13 8 13 0.7800

3A 2.8 13 13 9 13 0.6500

3A 2.8 13 13 10 13 0.5300

3A 2.8 13 13 11 13 0.3400

3A 2.8 13 13 12 13 0.2700

3A 2.8 13 13 13 13 0.1600

3A 2.8 13 13 14 13 0.1500

3A 2.8 13 13 15 13 0.0800

3A 2.8 13 13 16 13 0.0700

3A 2.8 13 13 17 13 0.0400

3A 2.8 13 13 18 13 0.0510

3A 2.8 13 13 19 13 0.0300

3A 2.8 13 13 20 13 0.0210

3A 2.8 13 13 21 13 0.0180

3A 2.8 13 13 22 13 0.0130

3A 2.8 13 13 23 13 0.0087
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Table D.3–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

3B 2.8 13 13 0 13 8.2500

3B 2.8 13 13 1 13 6.1000

3B 2.8 13 13 2 13 4.2000

3B 2.8 13 13 3 13 3.6300

3B 2.8 13 13 4 13 1.9600

3B 2.8 13 13 5 13 1.6800

3B 2.8 13 13 6 13 1.3200

3B 2.8 13 13 7 13 0.9200

3B 2.8 13 13 8 13 0.8200

3B 2.8 13 13 9 13 0.4600

3B 2.8 13 13 10 13 0.4200

3B 2.8 13 13 11 13 0.2800

3B 2.8 13 13 12 13 0.2100

3B 2.8 13 13 13 13 0.1800

3B 2.8 13 13 14 13 0.1100

3B 2.8 13 13 15 13 0.1400

3B 2.8 13 13 16 13 0.0600

3B 2.8 13 13 17 13 0.0600

3B 2.8 13 13 18 13 0.0340

3B 2.8 13 13 19 13 0.0310

3B 2.8 13 13 20 13 0.0220

3B 2.8 13 13 21 13 0.0190

3B 2.8 13 13 22 13 0.0110

3B 2.8 13 13 23 13 0.0095

3C 2.8 13 13 0 13 8.0000
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Table D.3–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

3C 2.8 13 13 1 13 5.2300

3C 2.8 13 13 2 13 3.6000

3C 2.8 13 13 3 13 2.7800

3C 2.8 13 13 4 13 2.4800

3C 2.8 13 13 5 13 2.1400

3C 2.8 13 13 6 13 1.5300

3C 2.8 13 13 7 13 1.1400

3C 2.8 13 13 8 13 0.6800

3C 2.8 13 13 9 13 0.5600

3C 2.8 13 13 10 13 0.4300

3C 2.8 13 13 11 13 0.3300

3C 2.8 13 13 12 13 0.2800

3C 2.8 13 13 13 13 0.1900

3C 2.8 13 13 14 13 0.1300

3C 2.8 13 13 15 13 0.0800

3C 2.8 13 13 16 13 0.0900

3C 2.8 13 13 17 13 0.0700

3C 2.8 13 13 18 13 0.0420

3C 2.8 13 13 19 13 0.0270

3C 2.8 13 13 20 13 0.0230

3C 2.8 13 13 21 13 0.0160

3C 2.8 13 13 22 13 0.0120

3C 2.8 13 25 23 13 0.0096

3D 2.8 13 13 0 13 7.7500

3D 2.8 13 13 1 13 6.2000
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Table D.3–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

3D 2.8 13 13 2 13 5.4500

3D 2.8 13 13 3 13 3.4300

3D 2.8 13 13 4 13 2.6300

3D 2.8 13 13 5 13 1.5900

3D 2.8 13 13 6 13 1.2600

3D 2.8 13 13 7 13 0.9800

3D 2.8 13 13 8 13 0.7800

3D 2.8 13 13 9 13 0.6100

3D 2.8 13 13 10 13 0.3300

3D 2.8 13 13 11 13 0.2900

3D 2.8 13 13 12 13 0.1900

3D 2.8 13 13 13 13 0.1800

3D 2.8 13 13 14 13 0.1400

3D 2.8 13 13 15 13 0.0900

3D 2.8 13 13 16 13 0.0800

3D 2.8 13 13 17 13 0.0500

3D 2.8 13 13 18 13 0.0350

3D 2.8 13 13 19 13 0.0350

3D 2.8 13 13 20 13 0.0240

3D 2.8 13 13 21 13 0.0150

3D 2.8 13 13 22 13 0.0140

3D 2.8 13 13 23 13 0.0098
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Table D.4: PAA decay data of the 4th experimental series

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

4A 2.5 25 13 0 25 20.4000

4A 2.5 25 13 1 25 15.7000

4A 2.5 25 13 2 25 12.1400

4A 2.5 25 13 3 25 8.6500

4A 2.5 25 13 4 25 5.6500

4A 2.5 25 13 5 25 4.9800

4A 2.5 25 13 6 25 3.7400

4A 2.5 25 13 7 25 2.7800

4A 2.5 25 13 8 25 1.9900

4A 2.5 25 13 9 25 1.4900

4A 2.5 25 13 10 25 1.0900

4A 2.5 25 13 11 25 0.9300

4A 2.5 25 13 12 25 0.6900

4A 2.5 25 13 13 25 0.4800

4A 2.5 25 13 14 25 0.3600

4A 2.5 25 13 15 25 0.2800

4A 2.5 25 13 16 25 0.1900

4A 2.5 25 13 17 25 0.1470

4A 2.5 25 13 18 25 0.1100

4A 2.5 25 13 19 25 0.0850

4A 2.5 25 13 20 25 0.0650

4A 2.5 25 13 21 25 0.0460

4A 2.5 25 13 22 25 0.0370

4A 2.5 25 13 23 25 0.0270

Continued on next page
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Table D.4–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

4A 2.5 25 13 24 25 0.0190

4A 2.5 25 13 25 25 0.0140

4A 2.5 25 13 26 25 0.0100

4B 2.5 25 13 0 25 19.2000

4B 2.5 25 13 1 25 13.3000

4B 2.5 25 13 2 25 10.4300

4B 2.5 25 13 3 25 8.1200

4B 2.5 25 13 4 25 5.9800

4B 2.5 25 13 5 25 4.3400

4B 2.5 25 13 6 25 3.2300

4B 2.5 25 13 7 25 2.2300

4B 2.5 25 13 8 25 1.8700

4B 2.5 25 13 9 25 1.3800

4B 2.5 25 13 10 25 1.0400

4B 2.5 25 13 11 25 0.6500

4B 2.5 25 13 12 25 0.5400

4B 2.5 25 13 13 25 0.4100

4B 2.5 25 13 14 25 0.3100

4B 2.5 25 13 15 25 0.2100

4B 2.5 25 13 16 25 0.1760

4B 2.5 25 13 17 25 0.1240

4B 2.5 25 13 18 25 0.0980

4B 2.5 25 13 19 25 0.0680

4B 2.5 25 13 20 25 0.0540

4B 2.5 25 13 21 25 0.0410

Continued on next page
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Table D.4–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

4B 2.5 25 13 22 25 0.0280

4B 2.5 25 13 23 25 0.0210

4B 2.5 25 13 24 25 0.0165

4B 2.5 25 13 25 25 0.0120

4B 2.5 25 13 26 25 0.0097

4C 2.5 25 13 0 25 25.0000

4C 2.5 25 13 1 25 14.9000

4C 2.5 25 13 2 25 11.1400

4C 2.5 25 13 3 25 8.3000

4C 2.5 25 13 4 25 6.1900

4C 2.5 25 13 5 25 4.6200

4C 2.5 25 13 6 25 3.4400

4C 2.5 25 13 7 25 2.5700

4C 2.5 25 13 8 25 1.9200

4C 2.5 25 13 9 25 1.4300

4C 2.5 25 13 10 25 1.0700

4C 2.5 25 13 11 25 0.7900

4C 2.5 25 13 12 25 0.5900

4C 2.5 25 13 13 25 0.4400

4C 2.5 25 13 14 25 0.3300

4C 2.5 25 13 15 25 0.2500

4C 2.5 25 13 16 25 0.1840

4C 2.5 25 13 17 25 0.1400

4C 2.5 25 13 18 25 0.1020

4C 2.5 25 13 19 25 0.0760

Continued on next page
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Table D.4–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

4C 2.5 25 13 20 25 0.0570

4C 2.5 25 13 21 25 0.0430

4C 2.5 25 13 22 25 0.0310

4C 2.5 25 25 23 25 0.0230

4C 2.5 25 13 24 25 0.0177

4C 2.5 25 13 25 25 0.0130

4C 2.5 25 13 26 25 0.0098

4D 2.5 25 13 0 25 19.8000

4D 2.5 25 13 1 25 15.3000

4D 2.5 25 13 2 25 11.0600

4D 2.5 25 13 3 25 8.0000

4D 2.5 25 13 4 25 6.1100

4D 2.5 25 13 5 25 4.6700

4D 2.5 25 13 6 25 3.3400

4D 2.5 25 13 7 25 2.4800

4D 2.5 25 13 8 25 1.9400

4D 2.5 25 13 9 25 1.4200

4D 2.5 25 13 10 25 1.0780

4D 2.5 25 13 11 25 0.8000

4D 2.5 25 13 12 25 0.5200

4D 2.5 25 13 13 25 0.4300

4D 2.5 25 13 14 25 0.3400

4D 2.5 25 13 15 25 0.2300

4D 2.5 25 13 16 25 0.1600

4D 2.5 25 13 17 25 0.1510

Continued on next page
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Table D.4–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

4D 2.5 25 13 18 25 0.1000

4D 2.5 25 13 19 25 0.0690

4D 2.5 25 13 20 25 0.0560

4D 2.5 25 13 21 25 0.0390

4D 2.5 25 13 22 25 0.0350

4D 2.5 25 13 23 25 0.0240

4D 2.5 25 13 24 25 0.0157

4D 2.5 25 13 25 25 0.0110

4D 2.5 25 13 26 25 0.0095
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Table D.5: PAA decay data of the 5th experimental series

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

5A 2.5 13 26 0 13 8.2000

5A 2.5 13 26 1 13 5.8700

5A 2.5 13 26 2 13 4.6300

5A 2.5 13 26 3 13 3.4200

5A 2.5 13 26 4 13 2.5300

5A 2.5 13 26 5 13 1.8300

5A 2.5 13 26 6 13 1.3700

5A 2.5 13 26 7 13 1.0260

5A 2.5 13 26 8 13 0.7600

5A 2.5 13 26 9 13 0.5300

5A 2.5 13 26 10 13 0.4300

5A 2.5 13 26 11 13 0.3400

5A 2.5 13 26 12 13 0.2500

5A 2.5 13 26 13 13 0.1790

5A 2.5 13 26 14 13 0.1270

5A 2.5 13 26 15 13 0.0970

5A 2.5 13 26 16 13 0.0740

5A 2.5 13 26 17 13 0.0600

5A 2.5 13 26 18 13 0.0410

5A 2.5 13 26 19 13 0.0310

5A 2.5 13 26 20 13 0.0250

5A 2.5 13 26 21 13 0.0180

5A 2.5 13 26 22 13 0.0130

5A 2.5 13 26 23 13 0.0093

Continued on next page
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Table D.5–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

5B 2.5 13 26 0 13 7.9000

5B 2.5 13 26 1 13 5.9800

5B 2.5 13 26 2 13 4.5300

5B 2.5 13 26 3 13 3.3100

5B 2.5 13 26 4 13 2.3200

5B 2.5 13 26 5 13 1.8600

5B 2.5 13 26 6 13 1.3800

5B 2.5 13 26 7 13 1.0280

5B 2.5 13 26 8 13 0.7800

5B 2.5 13 26 9 13 0.5800

5B 2.5 13 26 10 13 0.4200

5B 2.5 13 26 11 13 0.3100

5B 2.5 13 26 12 13 0.2100

5B 2.5 13 26 13 13 0.1700

5B 2.5 13 26 14 13 0.1330

5B 2.5 13 26 15 13 0.0990

5B 2.5 13 26 16 13 0.0720

5B 2.5 13 26 17 13 0.0530

5B 2.5 13 26 18 13 0.0390

5B 2.5 13 26 19 13 0.0280

5B 2.5 13 26 20 13 0.0220

5B 2.5 13 26 21 13 0.0160

5B 2.5 13 26 22 13 0.0110

5B 2.5 13 26 23 13 0.0096

5C 2.5 13 26 0 13 8.1000

Continued on next page
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Table D.5–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

5C 2.5 13 26 1 13 6.0000

5C 2.5 13 26 2 13 4.4300

5C 2.5 13 26 3 13 3.1400

5C 2.5 13 26 4 13 2.4700

5C 2.5 13 26 5 13 1.8400

5C 2.5 13 26 6 13 1.3900

5C 2.5 13 26 7 13 1.0310

5C 2.5 13 26 8 13 0.7900

5C 2.5 13 26 9 13 0.5900

5C 2.5 13 26 10 13 0.4400

5C 2.5 13 26 11 13 0.3200

5C 2.5 13 26 12 13 0.2700

5C 2.5 13 26 13 13 0.1720

5C 2.5 13 26 14 13 0.1400

5C 2.5 13 26 15 13 0.1000

5C 2.5 13 26 16 13 0.0750

5C 2.5 13 26 17 13 0.0550

5C 2.5 13 26 18 13 0.0420

5C 2.5 13 26 19 13 0.0320

5C 2.5 13 26 20 13 0.0210

5C 2.5 13 26 21 13 0.0190

5C 2.5 13 26 22 13 0.0120

5C 2.5 13 26 23 13 0.0093

5D 2.5 13 26 0 13 7.9800

5D 2.5 13 26 1 13 5.9700

Continued on next page

256



Table D.5–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

5D 2.5 13 26 2 13 4.3400

5D 2.5 13 26 3 13 3.4100

5D 2.5 13 26 4 13 2.5200

5D 2.5 13 26 5 13 1.8500

5D 2.5 13 26 6 13 1.3500

5D 2.5 13 26 7 13 1.0270

5D 2.5 13 26 8 13 0.7500

5D 2.5 13 26 9 13 0.5600

5D 2.5 13 26 10 13 0.4100

5D 2.5 13 26 11 13 0.3000

5D 2.5 13 26 12 13 0.2100

5D 2.5 13 26 13 13 0.1770

5D 2.5 13 26 14 13 0.1280

5D 2.5 13 26 15 13 0.0980

5D 2.5 13 26 16 13 0.0730

5D 2.5 13 26 17 13 0.0540

5D 2.5 13 26 18 13 0.0400

5D 2.5 13 26 19 13 0.0300

5D 2.5 13 26 20 13 0.0230

5D 2.5 13 26 21 13 0.0170

5D 2.5 13 26 22 13 0.0140

5D 2.5 13 26 23 13 0.0095
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Table D.6: PAA decay data of the 6th experimental series

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

6A 2.5 25 26 0 25 22.0000

6A 2.5 25 26 1 25 16.2000

6A 2.5 25 26 2 25 11.9800

6A 2.5 25 26 3 25 8.7500

6A 2.5 25 26 4 25 6.3600

6A 2.5 25 26 5 25 4.8000

6A 2.5 25 26 6 25 3.5600

6A 2.5 25 26 7 25 2.6200

6A 2.5 25 26 8 25 1.9400

6A 2.5 25 26 9 25 1.4900

6A 2.5 25 26 10 25 1.0900

6A 2.5 25 26 11 25 0.8200

6A 2.5 25 26 12 25 0.6200

6A 2.5 25 26 13 25 0.4700

6A 2.5 25 26 14 25 0.3600

6A 2.5 25 26 15 25 0.2700

6A 2.5 25 26 16 25 0.1900

6A 2.5 25 26 17 25 0.1500

6A 2.5 25 26 18 25 0.1200

6A 2.5 25 26 19 25 0.0800

6A 2.5 25 26 20 25 0.0620

6A 2.5 25 26 21 25 0.0450

6A 2.5 25 26 22 25 0.0330

6A 2.5 25 26 23 25 0.0250

Continued on next page
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Table D.6–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

6A 2.5 25 26 24 25 0.0190

6A 2.5 25 26 25 25 0.0145

6A 2.5 25 26 26 25 0.0110

6B 2.5 25 26 0 25 19.8500

6B 2.5 25 26 1 25 13.7000

6B 2.5 25 26 2 25 10.8700

6B 2.5 25 26 3 25 7.9800

6B 2.5 25 26 4 25 6.1200

6B 2.5 25 26 5 25 4.4000

6B 2.5 25 26 6 25 3.3400

6B 2.5 25 26 7 25 2.4900

6B 2.5 25 26 8 25 1.8900

6B 2.5 25 26 9 25 1.3800

6B 2.5 25 26 10 25 1.0200

6B 2.5 25 26 11 25 0.7700

6B 2.5 25 26 12 25 0.5600

6B 2.5 25 26 13 25 0.4100

6B 2.5 25 26 14 25 0.3100

6B 2.5 25 26 15 25 0.2200

6B 2.5 25 26 16 25 0.1700

6B 2.5 25 26 17 25 0.1200

6B 2.5 25 26 18 25 0.1000

6B 2.5 25 26 19 25 0.0650

6B 2.5 25 26 20 25 0.0530

6B 2.5 25 26 21 25 0.0410

Continued on next page
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Table D.6–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

6B 2.5 25 26 22 25 0.0290

6B 2.5 25 26 23 25 0.0210

6B 2.5 25 26 24 25 0.0170

6B 2.5 25 26 25 25 0.0126

6B 2.5 25 26 26 25 0.0089

6C 2.5 25 26 0 25 23.0000

6C 2.5 25 26 1 25 14.8000

6C 2.5 25 26 2 25 11.1300

6C 2.5 25 26 3 25 8.3000

6C 2.5 25 26 4 25 6.1900

6C 2.5 25 26 5 25 4.6200

6C 2.5 25 26 6 25 3.4400

6C 2.5 25 26 7 25 2.5700

6C 2.5 25 26 8 25 1.9200

6C 2.5 25 26 9 25 1.4300

6C 2.5 25 26 10 25 1.0700

6C 2.5 25 26 11 25 0.7900

6C 2.5 25 26 12 25 0.5900

6C 2.5 25 26 13 25 0.4400

6C 2.5 25 26 14 25 0.3300

6C 2.5 25 26 15 25 0.2500

6C 2.5 25 26 16 25 0.1800

6C 2.5 25 26 17 25 0.1400

6C 2.5 25 26 18 25 0.1100

6C 2.5 25 26 19 25 0.0760

Continued on next page
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Table D.6–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

6C 2.5 25 26 20 25 0.0570

6C 2.5 25 26 21 25 0.0420

6C 2.5 25 26 22 25 0.0310

6C 2.5 25 26 23 25 0.0230

6C 2.5 25 26 24 25 0.0180

6C 2.5 25 26 25 25 0.0130

6C 2.5 25 26 26 25 0.0098

6D 2.5 25 26 0 25 19.5000

6D 2.5 25 26 1 25 14.9000

6D 2.5 25 26 2 25 11.1000

6D 2.5 25 26 3 25 8.4200

6D 2.5 25 26 4 25 6.0200

6D 2.5 25 26 5 25 4.6500

6D 2.5 25 26 6 25 3.3900

6D 2.5 25 26 7 25 2.5800

6D 2.5 25 26 8 25 1.9100

6D 2.5 25 26 9 25 1.4500

6D 2.5 25 26 10 25 1.0800

6D 2.5 25 26 11 25 0.8000

6D 2.5 25 26 12 25 0.6000

6D 2.5 25 26 13 25 0.4500

6D 2.5 25 26 14 25 0.3200

6D 2.5 25 26 15 25 0.2600

6D 2.5 25 26 16 25 0.2000

6D 2.5 25 26 17 25 0.1320

Continued on next page
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Table D.6–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

6D 2.5 25 26 18 25 0.1080

6D 2.5 25 26 19 25 0.0680

6D 2.5 25 26 20 25 0.0560

6D 2.5 25 26 21 25 0.0440

6D 2.5 25 26 22 25 0.0320

6D 2.5 25 26 23 25 0.0240

6D 2.5 25 26 24 25 0.0160

6D 2.5 25 26 25 25 0.0140

6D 2.5 25 26 26 25 0.0097
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Table D.7: PAA decay data of the 7th experimental series

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

7A 2.5 13 13 0 13 8.1000

7A 2.5 13 13 1 13 5.8000

7A 2.5 13 13 2 13 4.4300

7A 2.5 13 13 3 13 3.3400

7A 2.5 13 13 4 13 2.5200

7A 2.5 13 13 5 13 1.9300

7A 2.5 13 13 6 13 1.3600

7A 2.5 13 13 7 13 1.0300

7A 2.5 13 13 8 13 0.8300

7A 2.5 13 13 9 13 0.6100

7A 2.5 13 13 10 13 0.4900

7A 2.5 13 13 11 13 0.3200

7A 2.5 13 13 12 13 0.2900

7A 2.5 13 13 13 13 0.1900

7A 2.5 13 13 14 13 0.1380

7A 2.5 13 13 15 13 0.1100

7A 2.5 13 13 16 13 0.0760

7A 2.5 13 13 17 13 0.0570

7A 2.5 13 13 18 13 0.0430

7A 2.5 13 13 19 13 0.0310

7A 2.5 13 13 20 13 0.0240

7A 2.5 13 13 21 13 0.0190

7A 2.5 13 13 22 13 0.0140

7A 2.5 13 13 23 13 0.0099

Continued on next page
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Table D.7–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

7B 2.5 13 13 0 13 8.3000

7B 2.5 13 13 1 13 6.1000

7B 2.5 13 13 2 13 4.5300

7B 2.5 13 13 3 13 3.3000

7B 2.5 13 13 4 13 2.4300

7B 2.5 13 13 5 13 1.7500

7B 2.5 13 13 6 13 1.4600

7B 2.5 13 13 7 13 1.0160

7B 2.5 13 13 8 13 0.6900

7B 2.5 13 13 9 13 0.4800

7B 2.5 13 13 10 13 0.3900

7B 2.5 13 13 11 13 0.2900

7B 2.5 13 13 12 13 0.1900

7B 2.5 13 13 13 13 0.1600

7B 2.5 13 13 14 13 0.1290

7B 2.5 13 13 15 13 0.0980

7B 2.5 13 13 16 13 0.0700

7B 2.5 13 13 17 13 0.0600

7B 2.5 13 13 18 13 0.0390

7B 2.5 13 13 19 13 0.0290

7B 2.5 13 13 20 13 0.0230

7B 2.5 13 13 21 13 0.0172

7B 2.5 13 13 22 13 0.0120

7B 2.5 13 13 23 13 0.0089

7C 2.5 13 13 0 13 7.9700

Continued on next page
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Table D.7–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

7C 2.5 13 13 1 13 5.8200

7C 2.5 13 13 2 13 4.5200

7C 2.5 13 13 3 13 3.4100

7C 2.5 13 13 4 13 2.4700

7C 2.5 13 13 5 13 1.8500

7C 2.5 13 13 6 13 1.3200

7C 2.5 13 13 7 13 1.0230

7C 2.5 13 13 8 13 0.7600

7C 2.5 13 13 9 13 0.5700

7C 2.5 13 13 10 13 0.4200

7C 2.5 13 13 11 13 0.3100

7C 2.5 13 13 12 13 0.2300

7C 2.5 13 13 13 13 0.1700

7C 2.5 13 13 14 13 0.1330

7C 2.5 13 13 15 13 0.0890

7C 2.5 13 13 16 13 0.0730

7C 2.5 13 13 17 13 0.0500

7C 2.5 13 13 18 13 0.0410

7C 2.5 13 13 19 13 0.0300

7C 2.5 13 13 20 13 0.0220

7C 2.5 13 13 21 13 0.0175

7C 2.5 13 13 22 13 0.0130

7C 2.5 13 13 23 13 0.0095

7D 2.5 13 13 0 13 7.8200

7D 2.5 13 13 1 13 5.9800

Continued on next page
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Table D.7–continued from previous page

Code E(g/L) BS(g/L) AN(g/L) t–interval(min) PAA

C0 Ct

7D 2.5 13 13 2 13 4.3200

7D 2.5 13 13 3 13 3.2300

7D 2.5 13 13 4 13 2.4900

7D 2.5 13 13 5 13 1.9000

7D 2.5 13 13 6 13 1.3800

7D 2.5 13 13 7 13 1.0280

7D 2.5 13 13 8 13 0.7800

7D 2.5 13 13 9 13 0.5800

7D 2.5 13 13 10 13 0.4100

7D 2.5 13 13 11 13 0.3300

7D 2.5 13 13 12 13 0.2400

7D 2.5 13 13 13 13 0.1500

7D 2.5 13 13 14 13 0.1310

7D 2.5 13 13 15 13 0.0980

7D 2.5 13 13 16 13 0.0740

7D 2.5 13 13 17 13 0.0430

7D 2.5 13 13 18 13 0.0420

7D 2.5 13 13 19 13 0.0320

7D 2.5 13 13 20 13 0.0210

7D 2.5 13 13 21 13 0.0150

7D 2.5 13 13 22 13 0.0110

7D 2.5 13 13 23 13 0.0094
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Appendix E

STATATISCTIA 10 output of

stepwise regression

Figure E.1: Statistica output of stepwise regression of t–interval of 5 min

Figure E.2: Statistica output of stepwise regression of t–interval of 10 min
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Figure E.3: Statistica output of stepwise regression of t–interval of 15 min

Figure E.4: Statistica output of stepwise regression of t–interval of 20 min

Figure E.5: Statistica output of stepwise regression of t–interval of 25 min

268



Figure E.6: Statistica output of stepwise regression of t–interval of 30 min

Figure E.7: Statistica output of stepwise regression of t–interval of 35 min

Figure E.8: Statistica output of stepwise regression of t–interval of 40 min
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Figure E.9: Statistica output of stepwise regression of t–interval of 45 min

Figure E.10: Statistica output of stepwise regression of t–interval of 50 min

Figure E.11: Statistica output of stepwise regression of t–interval of 55 min
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Figure E.12: Statistica output of stepwise regression of t–interval of 60 min

Figure E.13: Statistica output of stepwise regression of t–interval of 65 min

Figure E.14: Statistica output of stepwise regression of t–interval of 70 min
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Figure E.15: Statistica output of stepwise regression of t–interval of 75 min

Figure E.16: Statistica output of stepwise regression of t–interval of 80 min

Figure E.17: Statistica output of stepwise regression of t–interval of 85 min
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Figure E.18: Statistica output of stepwise regression of t–interval of 90 min
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Appendix F

Survival curve fitting and

MATLAB R© script

F.1 Survival curve fitting
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Figure F.1: C. perfringens spore survival curve fitting with BE1 model
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Figure F.2: C. perfringens spore survival curve fitting with BE2 model
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Figure F.3: C. perfringens spore survival curve fitting with BE3 model

275



0 20 40 60 80 100 120
−9

−8

−7

−6

−5

−4

−3

−2

−1

0

Time(min)

L
og

(N
/N

0)

Figure F.4: C. perfringens spore survival curve fitting with BE4 model
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Figure F.5: C. perfringens spore survival curve fitting with BE5 model
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Figure F.6: C. perfringens spore survival curve fitting with BE6 model
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F.2 MATLAB R© script

clc

global Y_1A Y_1B Y_1C Y_1D Y_1E Y_1F Y_1G Y_real_P2;

global y0;

global t1;

Y_real=xlsread(’new_data2.xlsx’,1,’A1:G145’)

j=1;

Y_1A=Y_real(1:20,:);

Y_1B=Y_real(21:40,:);

Y_1C=Y_real(41:60,:);

Y_1D=Y_real(61:85,:);

Y_1E=Y_real(86:105,:);

Y_1F=Y_real(106:125,:);

Y_1G=Y_real(126:145,:);

x0= [

0.018400314759502

0.382772730216103

0.197510543119892

0.000294970203578

-0.000008177949453

-3.674033958536992

7.151428748409225

-67.898252397217959

5.941662845784197

];

Kmax=-[-100;-100;-100;-100;-100;-100;-100;-100;-100;-100;-100;-100];

Kmin=[-100;-100;-100;-100;-100;-100;-100;-100;-100;-100;-100;-100];
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options = optimset(’TolFun’,1e-12,’TolCon’,1e-12,’MaxFunEvals’,10^100,

’MaxIter’,5*10^100,’TolX’,0.00001);

[x,fval] = fminsearch(@Mainpredict2,x0,options)

%Main program

clc

clear all

close all

global teta ;

global t;

global y_experiment;

global y0;

%Import Experimental Data

global y0;

global t1;

Y_real=xlsread(’new_data2.xlsx’,1,’A1:G145’);

j=1;

Y_1A=Y_real(1:20,:);

Y_1B=Y_real(21:40,:);

Y_1C=Y_real(41:60,:);

Y_1D=Y_real(61:85,:);

Y_1E=Y_real(86:105,:);

Y_1F=Y_real(106:125,:);

Y_1G=Y_real(126:145,:);

teta=[

0.040291072393973

0.846315206761136

279



0.217586782360042

0.991865076321868

0.841293948411824

0.032783153706994

2.834320813107218

];

a1=teta(1);

b1=teta(2);

n1=teta(3);

d1=teta(4);

e1=teta(5);

n2=teta(6);

n3=teta(7);

BS1=Y_1A(1,3);AN1=Y_1A(1,4);E1=Y_1A(1,2);

BS2=Y_1B(1,3);AN2=Y_1B(1,4);E2=Y_1B(1,2);

BS3=Y_1C(1,3);AN3=Y_1C(1,4);E3=Y_1C(1,2);

BS4=Y_1D(1,3);AN4=Y_1D(1,4);E4=Y_1D(1,2);

BS5=Y_1E(1,3);AN5=Y_1E(1,4);E5=Y_1E(1,2);

BS6=Y_1F(1,3);AN6=Y_1F(1,4);E6=Y_1F(1,2);

BS7=Y_1G(1,3);AN7=Y_1G(1,4);E7=Y_1G(1,2);

y_experiment1=log10(Y_1A(:,7)./Y_1A(:,6));

y_experiment2=log10(Y_1B(:,7)./Y_1B(:,6));

y_experiment3=log10(Y_1C(:,7)./Y_1C(:,6));

y_experiment4=log10(Y_1D(:,7)./Y_1D(:,6));

y_experiment5=log10(Y_1E(:,7)./Y_1E(:,6));

y_experiment6=log10(Y_1F(:,7)./Y_1F(:,6));

y_experiment7=log10(Y_1G(:,7)./Y_1G(:,6));

t1=Y_1A(:,1);

t4=Y_1D(:,1);

N01=Y_1A(1,6);N02=Y_1B(1,6);N03=Y_1C(1,6);N04=Y_1D(1,6);
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N05=Y_1E(1,6);N06=Y_1F(1,6);N07=Y_1G(1,6);

N01=Y_1A(1,6);N02=Y_1B(1,6);N03=Y_1C(1,6);

N04=Y_1D(1,6);N05=Y_1E(1,6);N06=Y_1F(1,6);N07=Y_1G(1,6);

Y1=-1/(b1-1).*(log10(d1+(b1-1)*a1*BS1^n1*AN1^n2*E1^n3*t1.^e1*N01^(b1-1)));

Y2=-1/(b1-1).*(log10(d1+(b1-1)*a1*BS2^n1*AN2^n2*E2^n3*t1.^e1*N02^(b1-1)));

Y3=-1/(b1-1).*(log10(d1+(b1-1)*a1*BS3^n1*AN3^n2*E3^n3*t1.^e1*N03^(b1-1)));

Y4=-1/(b1-1).*(log10(d1+(b1-1)*a1*BS4^n1*AN4^n2*E4^n3*t4.^e1*N04^(b1-1)));

Y5=-1/(b1-1).*(log10(d1+(b1-1)*a1*BS5^n1*AN5^n2*E5^n3*t1.^e1*N05^(b1-1)));

Y6=-1/(b1-1).*(log10(d1+(b1-1)*a1*BS6^n1*AN6^n2*E6^n3*t1.^e1*N06^(b1-1)));

Y7=-1/(b1-1).*(log10(d1+(b1-1)*a1*BS7^n1*AN7^n2*E7^n3*t1.^e1*N07^(b1-1)));

%--------------------------------------------------

Y=[Y1;Y2;Y3;Y4;Y5;Y6;Y7];

z1=abs(Y1-y_experiment1);

z2=abs(Y2-y_experiment2);

z3=abs(Y3-y_experiment3);

z4=abs(Y4-y_experiment4);

z5=abs(Y5-y_experiment5);

z6=abs(Y6-y_experiment6);

z7=abs(Y7-y_experiment7);

yobs=[y_experiment1;y_experiment2;y_experiment3;y_experiment4;

y_experiment5;y_experiment6;y_experiment7;];

ymean=mean(yobs);

z=sum(z1.^2)+sum(z2.^2)+sum(z3.^2)+sum(z4.^2)+sum(z5.^2)+sum(z6.^2)+sum(z7.^2)

ts=(yobs-ymean).^2;

Tss=sum(ts)

Rs=(Y-yobs).^2;

Rss=sum(Rs)

n=length(yobs);
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p=length(teta)

r=1-(Rss/(n-p))/(Tss/(n-1))

%PLOT

figure(1);

plot(t1,y_experiment1,’rh’,’MarkerSize’,7); % up to 70

hold on;

plot(t1,Y1,’Color’,’r’);

plot(t1,y_experiment2,’c*’,’MarkerSize’,10); % up to 70

plot(t1,Y2,’c--’);

plot(t1,y_experiment3,’bo’,’MarkerSize’,2); % up to 70

plot(t1,Y3,’b-.’);

plot(t4,y_experiment4,’ks’); % up to 70

plot(t4,Y4,’black:’);

plot(t1,y_experiment5,’mx’); % up to 70

plot(t1,Y5,’m:’);

plot(t1,y_experiment6,’g^’); % up to 70

plot(t1,Y6,’g-.’);

plot(t1,y_experiment7,’yd’); % up to 70

plot(t1,Y7,’y--’);

set(gca, ’fontsize’, 12)

xlabel(’Time(min)’, ’Fontsize’, 18, ’FontWeight’, ’bold’, ’FontName’,

’Times New Roman’);ylabel( ’Log(N/N_0)’, ’Fontsize’, 18, ’FontWeight’, ’bold’,

’FontName’, ’Times New Roman’);

x=[0;-8];

y=[0;-8];

figure(2)

hold

plot([0;round(min(Y1)-1)],[0;round(min(Y1)-1)],’r’)

plot(y_experiment1,Y1,’bo’)
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grid on

set(gca, ’fontsize’, 12, ’GridLineStyle’,’-’)

xlabel(’LR-Predicated’, ’Fontsize’, 18, ’FontWeight’, ’bold’, ’FontName’,

’Times New Roman’);ylabel( ’LR-Observed’, ’Fontsize’, 18, ’FontWeight’,

’bold’, ’FontName’, ’Times New Roman’);

figure(3)

hold

plot([0;round(min(Y2)-1)],[0;round(min(Y2)-1)],’r’)

plot(y_experiment2,Y2,’bo’)

grid on

set(gca, ’fontsize’, 12, ’GridLineStyle’,’-’)

xlabel(’LR-Predicated’, ’Fontsize’, 18, ’FontWeight’, ’bold’, ’FontName’,

’Times New Roman’);ylabel( ’LR-Observed’, ’Fontsize’, 18, ’FontWeight’,

’bold’, ’FontName’, ’Times New Roman’);

figure(4)

hold

plot([0;round(min(Y3)-1)],[0;round(min(Y3)-1)],’r’)

plot(y_experiment3,Y3,’bo’)

grid on

set(gca, ’fontsize’, 12, ’GridLineStyle’,’-’)

xlabel(’LR-Predicated’, ’Fontsize’, 18, ’FontWeight’, ’bold’, ’FontName’,

’Times New Roman’);ylabel( ’LR-Observed’, ’Fontsize’, 18, ’FontWeight’,

’bold’, ’FontName’, ’Times New Roman’);

figure(5)

hold

plot([0;round(min(Y4)-1)],[0;round(min(Y4)-1)],’r’)

plot(y_experiment4,Y4,’bo’)

grid on

set(gca, ’fontsize’, 12,’GridLineStyle’,’-’)

xlabel(’LR-Predicated’, ’Fontsize’, 18, ’FontWeight’, ’bold’, ’FontName’,
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’Times New Roman’);ylabel( ’LR-Observed’, ’Fontsize’, 18, ’FontWeight’,

’bold’, ’FontName’, ’Times New Roman’);

figure(6)

hold

plot([0;round(min(Y5)-1)],[0;round(min(Y5)-1)],’r’)

plot(y_experiment5,Y5,’bo’)

grid on

set(gca, ’fontsize’, 12, ’GridLineStyle’,’-’)

xlabel(’LR-Predicated’, ’Fontsize’, 18, ’FontWeight’, ’bold’, ’FontName’,

’Times New Roman’);ylabel( ’LR-Observed’, ’Fontsize’, 18, ’FontWeight’,

’bold’, ’FontName’, ’Times New Roman’);

figure(7)

hold

plot([0;round(min(Y6)-1)],[0;round(min(Y6)-1)],’r’)

plot(y_experiment6,Y6,’bo’)

grid on

set(gca, ’fontsize’, 12, ’linewidth’, 1.5, ’GridLineStyle’,’-’)

xlabel(’LR-Predicated’, ’Fontsize’, 18, ’FontWeight’, ’bold’, ’FontName’,

’Times New Roman’);ylabel( ’LR-Observed’, ’Fontsize’, 18, ’FontWeight’,

’bold’, ’FontName’, ’Times New Roman’);

figure(8)

hold

plot([0;round(min(Y7)-1)],[0;round(min(Y7)-1)],’r’)

plot(y_experiment7,Y7,’bo’)

grid on

set(gca, ’fontsize’, 12, ’GridLineStyle’,’-’)

xlabel(’LR-Predicated’, ’Fontsize’, 18, ’FontWeight’, ’bold’, ’FontName’,

’Times New Roman’);ylabel( ’LR-Observed’, ’Fontsize’, 18, ’FontWeight’,

’bold’, ’FontName’, ’Times New Roman’)
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Appendix G

Experimental data–OD readings

and spores count

Table G.1: OD reading and spore count data for the LIEF trigged germination

Code E(V/cm) t–interval (min) OD600 N0(CFU/g TS) N60(CFU/g TS)

No heat Heat

1a 2.5 0 1.500 12918660 12660287 5950335

1a 2.5 25 1.500 12918660 12660287 5950335

1a 2.5 30 1.340 12918660 12660287 5950335

1a 2.5 35 1.030 12918660 12660287 5950335

1a 2.5 40 0.878 12918660 12660287 5950335

1a 2.5 45 0.742 12918660 12660287 5950335

1a 2.5 50 0.692 12918660 12660287 5950335

1a 2.5 55 0.692 12918660 12660287 5950335

1a 2.5 60 0.692 12918660 12660287 5950335

1b 2.5 0 1.500 12918660 12686124 5886362

1b 2.5 25 1.500 12918660 12686124 5886362

1b 2.5 30 1.370 12918660 12686124 5886362

Continued on next page
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Table G.1–continued from previous page

Code E(V/cm) t–interval(min) OD600 N0(CFU/g TS) N120(CFU/g TS)

No heat Heat

1b 2.5 35 1.060 12918660 12686124 5886362

1b 2.5 40 0.881 12918660 12686124 5886362

1b 2.5 45 0.741 12918660 12686124 5886362

1b 2.5 50 0.696 12918660 12686124 5886362

1b 2.5 55 0.696 12918660 12686124 5886362

1b 2.5 60 0.696 12918660 12686124 5886362

1c 2.5 0 1.500 12918660 12647368 5817790

1c 2.5 25 1.500 12918660 12647368 5817790

1c 2.5 30 1.350 12918660 12647368 5817790

1c 2.5 35 1.040 12918660 12647368 5817790

1c 2.5 40 0.863 12918660 12647368 5817790

1c 2.5 45 0.738 12918660 12647368 5817790

1c 2.5 50 0.689 12918660 12647368 5817790

1c 2.5 55 0.689 12918660 12647368 5817790

1c 2.5 60 0.689 12918660 12647368 5817790

1d 2.5 0 1.500 12918660 12634450 5837116

1d 2.5 25 1.500 12918660 12634450 5837116

1d 2.5 30 1.360 12918660 12634450 5837116

1d 2.5 35 1.070 12918660 12634450 5837116

1d 2.5 40 0.873 12918660 12634450 5837116

1d 2.5 45 0.744 12918660 12634450 5837116

1d 2.5 50 0.693 12918660 12634450 5837116

1d 2.5 55 0.693 12918660 12634450 5837116

1d 2.5 60 0.693 12918660 12634450 5837116

2a 2.8 0 1.500 12918660 12556938 5458501

Continued on next page
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Table G.1–continued from previous page

Code E(V/cm) t–interval(min) OD600 N0(CFU/g TS) N120(CFU/g TS)

No heat Heat

2a 2.8 20 1.500 12918660 12556938 5458501

2a 2.8 25 1.216 12918660 12556938 5458501

2a 2.8 30 0.878 12918660 12556938 5458501

2a 2.8 35 0.686 12918660 12556938 5458501

2a 2.8 40 0.652 12918660 12556938 5458501

2a 2.8 45 0.652 12918660 12556938 5458501

2a 2.8 50 0.652 12918660 12556938 5458501

2b 2.8 0 1.500 12918660 12544019 5519368

2b 2.8 20 1.500 12918660 12544019 5519368

2b 2.8 25 1.220 12918660 12544019 5519368

2b 2.8 30 0.901 12918660 12544019 5519368

2b 2.8 35 0.698 12918660 12544019 5519368

2b 2.8 40 0.660 12918660 12544019 5519368

2b 2.8 45 0.660 12918660 12544019 5519368

2b 2.8 50 0.660 12918660 12544019 5519368

2c 2.8 0 1.500 12918660 12518181 5450416

2c 2.8 20 1.500 12918660 12518181 5450416

2c 2.8 25 1.200 12918660 12518181 5450416

2c 2.8 30 0.887 12918660 12518181 5450416

2c 2.8 35 0.689 12918660 12518181 5450416

2c 2.8 40 0.653 12918660 12518181 5450416

2c 2.8 45 0.653 12918660 12518181 5450416

2c 2.8 50 0.653 12918660 12518181 5450416

2d 2.8 0 1.500 12918660 12492344 5514121

2c 2.8 20 1.500 12918660 12492344 5514121

Continued on next page
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Table G.1–continued from previous page

Code E(V/cm) t–interval(min) OD600 N0(CFU/g TS) N120(CFU/g TS)

No heat Heat

2d 2.8 25 1.180 12918660 12492344 5514121

2d 2.8 30 0.891 12918660 12492344 5514121

2d 2.8 35 0.681 12918660 12492344 5514121

2d 2.8 40 0.662 12918660 12492344 5514121

2d 2.8 45 0.662 12918660 12492344 5514121

2d 2.8 50 0.662 12918660 12492344 5514121
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