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A

. " ABSTRACT -
A Cluster-Based Classification Method for thé
Recognition of Unconstrained Handwritten Numerals

~« Tien Dung La

n [

<

The advancement of character Eeccgnition has led to its

many applications in various fields and it has become an
. ! .
effective means of processing large volumes of data. There
' e 4
are several schemés in character recognition. However,

because of the immense variety’'in handwritten characters,
[ ' f

none of existing methods has proved to be reliable fn

redognizing tbtally unconstrained numerals. In human

recognition, by identifying its several characteristic
attributes one can deduce the unknown character from one's

knowledge. The simulation of such a process through the

integration of a data base apd the introduction of it into

the computer will certainly narrow the gap between human and

-machine recognition. '’ The objective of this study is to

explore the applicability of a cluster-based algorithm to

recognize the totally unconstrained handwritten numerals.
) : '
In cur proposed scheme, the information about characters,

3 -

«that is different distinctive features, is organized into a
data base and the combination of these features, in which

one feature can complement the discriminant power of others

is explored to thénce the recognition accuracy .of current

methods. The results indicate that the enhancement of

' ~

}ecognition accuracy, which . is about 143 for

s

»
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. | ) CHAPTER I

-

. ' te
INTRODUCTION

1.1. Why is character recognition used in high volune~d5ta.

processing \ S 4

«

S v, , .
In the past decades, we have witnessed an explosive
- s

growth of information in almost évery"aspect of our- déily

life. In order to dbpe' with this hételeratiqg speed of

browth, digital computers and computer networks have been
- : developed to <generate, t;ansmit,_store} access and process

. R imménée volumés of, information, The traditional ways of
' ’ dgta cdmmunicatioﬁ héée rapidly become mocre and .mdre
electronic' processes. ' Now -wq can -have letters mailed
electronically to almost Aan;where in the world iﬂétantlyu
gnfeéti}e library can be stored on magnetic disks and can be
retrieved 'or :priqtéd guﬁ gi'_remote sites. In bankiné
¢‘p;éiness, the complei netﬁo}kS“‘of interb;nking, creaiﬁ

]

L] - - N
cards, automatic teller and varidus types of saving accounts

. -

with different daily interest rates ’eté.,‘ have become. a

) ‘reality.dde.to fhé,séee& aﬁd pfgcision of,digitéi computers.

\ - 'with'itf financial ’g@lesg ang\;taxa;ibn inéreasingly more
qomplex 'every }ear, the tax a miﬁistration has become more

s L “ané more aependent on digitél Eompqteis for 1its. operation.
In industry, ‘automation is. on most planning agendas‘of

corporations for effgciency and . reliability. . In reseatch

and devélopmenﬁ areas, Computer Aided Design -(CAD) and
r - ~ : -

Ry o b —
. f ' '




Computer Aided Manufacturing (CAM) have “become indispensab;é

. tools for their versatilities and applications.

Y =

It 8eems that we have just entered an Informqtibﬁ age in
which man and his intelligent machines can carry out tasks
much more gompiex and faster than ever before. The work
forces have become increasingly more productive and the

quality of 'life has been.greatiy improved.

"However the communicdtion between man and machine is ~

" still far from perfect. We need a more¢friendly man-machine

interface. The current efforts in developping fifth
[

generation computers and artificial intelligence are

decisively aimed at solving this problem. Espécially in the
atea of character recognition, during the last two decades,
a lots of intensive researches have been done. It can

provide a solution for- prqcessing large volumes of data B
- . N v
automatically, e.g. source data entry, postal code reading .
- | 4

(1], [2), (3] etc. ' .

1.2. Advances in character recognition.,

Owing to intensive research in the past decades, tﬁé

: o .

recognition of machine printing has become a commercial
, ¢

reality for more than a decade. Faced with the faér that

there are hundreds of type fonts and print fonts used in the
world, speéiai fonts which facilitate processing by optical

readers and enhance recognition rates have been developed. ‘:
~

Among the most ggommonly known are the OCRA character set by’
(3 ~

-
'

- |
. . . PR - T L Ry £ -
.
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3 :
~4
- r
‘ ANSI (4] and OCRB by European Computer Mahufacturers
Assocciation [5]. By Canadian standard, OCRA and OCRB

~3

character sets have bien estaplished [6],'[7] togetler with
an alphanumeric set [8]. Using these character sets,
commercial OCR machines have .become reliable tools for
processing larée volumés of bills, checks, credit ccard
slips, medicare i&ips, caghiér tapes and various pape}
forms. ¢ . .
* {

Another challenging areg of résearch ls the de;elopment

of reading machines fér the blind, but the progress in this.

5 , .
field has been hindered by the great number of fonts used in

printings and the problen has‘EQ; been complegely solved.

< B . . .
There exists commercial® readfﬁg machines by various
: : .
manufacturers (e.g., IBM, Control Data Corp. ) for several

.

common fonts only.

-«
5

Besides the well-defined fonts and printed materials,

there exists a great —demand for handprinted, character

) — e . -
recognition systems. . There are | ‘variols possible

applications, e.j., handwritten cbmputer programs, drawings,

”

checks, tax” and medicare forms, wvehicle and student

registration forms, handwritten enveloées etc. Esbecially
in the case of Zip codes, pressed by the need to proéeés
large quantiéies of maii, the research and devetopment of
reliable OCR techniques for mail—sort;ng has been aarried on‘

intensively and could be considered as‘one(oﬁ the primary

factors providing an impetus to. the advancement.
,\ & w ,

-
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However, deaTing with handprinted characters is a much

"
4

| . } . \ A . .
; more idiffiqult' task for there is?an infinite variation ‘in
>" . ?‘x ‘ .
~  handwritings becaﬁse of a writer's own way and style ' of

writing. gven” human beings make about 4% mistakes in

o

identffyigg isolate handwritten characters in the absence of

context [9],. 0]. It is <clearly" indicated that more

. a‘ .
eliable and’ sophisticated techniques arg required for

recognizing of handprints.

v . S

Significant progress has been made in this direction, a

o !

recognition accuracy of over 99% for constrained haddprinted,

FORTRAN texts has been reported [1l], [12]. In Fujimoto et
o A . .

al. [l2] as well as R. O. Duda *and P. E. Hart [13]

improve recognition. Usually the context analysis follows

one of the fglnging approaches : - .

iy
K:f\- _ Table " look-up , : a’/table of keywords is used for

A
- /

references , - ‘

'S ! . .
. % , <
. Use of probabilities : the probability of occurrence

of character . pairs (bigraqf) and pharéctef triplets

(trigrams) in)English text is usgé\to verify -the validity of
N o ' ' * ?

a recognized character. /

2 -
Another promising area is on=line character recognition.

On-line character recognition means hat characters are

°

recognized as they are written on a writing surface such as

ﬁ* a graphic tablét or aYCRT with a light pen etc. On-lihe

.

v

. experiments, contextual inﬁormat%gn has been employed t&%j' '

™~




-~ s e

¢

characgef recognition has several applications as :

computer-aided design [14], and handwritten pfograms [15].

.

1.3. Uhaf‘is a character recognition system

Ve
The functional block diagram of a typical handprinted

character recogit%Pq system is shown in Fig. 1

Input characters re read and d;gitgzed by an aptical
/ . T
scanher. The heart of a scanner is the image sepgsor array.,

the most populqr one 1is the chérge~éoupled device ('CCD).
Usually éhe seﬁ§or~adalpg output 4s binafized'by appl;ang a
threshold that i8 optimal to the ;ygtem. ,If»th; inpuﬁ ié
hanéwgftteﬁ éursivgly then each \cha;acter is located and
s%para@ed ¥rom, the other chafaggers under software control

of the computer. Then sonle af the . followings . preprocessing
: \ Voo * .
techniques cag be applied on the resulting character

A

matrix )

4]

_ imoothing : filling of holes and breaks in' line segments
_ elimination~of no;sé Y clean qp,isolateé black spots,
_ thinning : a skeleton ‘of character is‘bbfained . .

. 1 ’

X : ) R

_ size and slant normalization. | -

. 4 |
character for classification.., Many different sets of

¥

features can be derived under different ‘predefined
. . . . 1

extraction @ schemes. In the classification stage, usually

hase& on extracted features and statistics of features

¢

obtained from a training set of samples or by its structural

«n

Distinctive features are extracted from the preprocessed

.
'

-~




[

v
Es

“ -

characteristics, a classifier assigns an’ unknown. cha acter

i €

to it$ proper class. And of course, for text ;écognition"we

can apply context analysis to enhance recognition accuracy.!
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. CHAPTER II
[ ]

~

CHARACTER RECOGNITION METHODS.

[ . * t

There are two main recognition approaches, ndmely :

v

_ ‘Statistical approach, ‘

w .

_ Syntackic approach; '

2.1. Statistical approach.

v . ' t. |
In this,approach,.a set of characteristic attributes,

-

called features' -are, extracted fpomy characters and ,the

recognition is usually done, by partiticning- the featyre

hd [X

space.

R o

Suppose that N features are extracted from each input
4 - '

- character and each set of N features can be considered as a

feeture vector X. The problem of: classification is to

assign each vector in the N-dimensional feature sp?pe to a

. proper character class. This task can be carried out by

partitioning the feature space intio mutually exclusive
» ' T o ’

5¢egions, where each regior will correspond to a character

\ <
b o
B v "
. »
1| .
[y

Let C;, Cg,..., Cy be character classes, and,
[x1 .
| %7, . : .




[

be the feature vector, where xi is  the i-th feature

-

component, and Dj(X), j=1,2, ..., t denotes a fqnction
used to deéide to whiqh character class an unknown character
belongs. This function ‘is usﬁglly éalled dis¢riminant
function. ’

Then the feakure vector X is in class Ci ( Xe Cj) i%z" CC
Di(X).> D§(X) , &,3 =1, 2/ couy t dsk]

That is for all X € Cj, Dj(X) must be the largest.

by - ) . ’
In a character recognition system, sometimes the number

of extracted features is quite large ( for example, Chinese

4

-and« Japanese charactérs, etc.), then the reduction of

complexity can be' achieved by describing the complex

character as a composition of simpler .subpatterns. The

syntactic and structural épproaché&‘have'been proposed to.

meet this challenge. ' ~

AY

2.2. ' Syntactic approach.

°

For a character’ récognition system, the structural

1

information is important. This information can Ee
~feﬁresented in a'hieranchical manner, that is, a character
is _described by siﬁpler.éubpatterns {. primitive elements )
and each subpattern can be s described in terms of even

simpler subpatterfis. This hierarchical representation is

analogous to the syntactié structure of languages and the'

2

theory of forma)} Languages‘[ls) can be applied to reéégnize?

characters. . )

e

-



‘ : o 10

”»

‘"For a formal lahguage, we- can define a grammar G as :

’

-

G =1(Vp) V¢, P, S ) where

Vh :-a set of nonterminals’ (variablesy
0 ’ ‘.) 'l} . <,
Vi : a set of terminals (. constants ).

P : set of productions or rewriting rules

~

S : the start or root symbol

The language geng;?ted by G, denoted by L(G), is the ‘set

of strings which satisfy two conditions -

_ each string is composed only of terminals.

@
~

_J/-each string can be derived from S by

.applications of rules from the set P.

Example : ' -

“

' For the grammar G = ( Vp, V¢, P, S ) where
Vp t < 8> S

Ve ¢ < a,b >

P: <S8 ->aSb, S -> ab > - .

Applying each production rule once, we obtain

3
»

S => aSb => aabb

»

suitable
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- v

. '
/

, . ) : , § -
as terminals. Assume that there is a grammar such that the

1qe;7{qted lanquage congists of sentences ( characters )
. which Hélong exclusively to one of the classes Cj; (1 £ 1 £
. / “ \

ﬁﬁ.f Thus a given unknown character can be classified to

/

/' belong to class Cj; if and o&ly if it 1is a sentence

i
.
[

// (character) of L(Gj). ‘ s

/ Some main feagures that can be . considered as. primitives :

*'Straight line segments : — | / \

* Curves ;‘u n >c

*, LOOpS : 0 I
* Branches : Y X' K + F - .
' In all the “-above mentioned approaches, the
characterispic attributes, called '‘features', are supposed:
; ‘. ‘ : UpPpos

-3

el S o
variations and distortions of characters. Then the problem

I3

M what features should be .extracted from the input

character. This task is usually carried out based on ei;Qgr.

- the importance of the féatures in characterizing’ characters

-
«

.

recognition.

- \f

to be,;nvariané or less sensitive with respect. to the.

. |
In .character recognition the features| can be considered

or " the co?ttibution- of features to the accuracy of .

-



CHAPTER III

v
L o

FEATURE EXTRACTION

v ; T | x

3.1. Peature classification

‘ The purpose of° feature: extraction is. to " find “a

1

~transﬁp:mation that maps the character images into a set of
characteristics, called features, that_contaln[some relevant
or discriminatory information required for a recognition

4
4

system..

Generally speaking, the features 6f a. character__class

! v

are the characterizing attributes of all characters which
; ,

belong to that class. Due to the- great variation in the
. . o 1

research, features can

" handwritings, there are many poév'ble ways to define a set
of features. However, based on p¥;>

be classified into the following main families ( sz’Y.~

Suen [17] 3 [ ‘ T \‘

-3.1.1. Numeri&al‘featufes

4
(

Distribution " of points : the measurements of the
distibution of points in th¢ gharacter matrix. which provide

the positional .information, density, distance of certain

oints from reference’ points as well as crossings.
. 1ng

Transformation : a character matrix can be transformed

¢

+ into a vector, ‘a series such .as Pourier series, or a

corresponding waveform,




’

. . y

H * "

_ Phystcal measurel.nents“ : the respe‘btivé width and height of

the character can be ,obtained from the number -bfﬁ, rows -.and .
: 4 >

columns occupied by the pattern. o SR

« -
\

3.1.2. Structural features - .

E]

[y

Line segments and ed_geS' }.Edges and dine }seément‘s are
detected from the character. From the above information,

such features as line lengths, and ~line ends can be

obtained. - . : ' / .,
. ‘ ' ’ . ’ ' i . \___.W

_‘Ou/eline of the character : The contour of a .character is °

traced. - ) ' : o

i

Contour tracing can generate the following features :

S

* Line tips, commonly known as terminals or ®end points. |

oN PR - B .

* Length -of line segments, including perimeter.

* Sharp 'angles, prottusioné and spikes : 2> N k

[} . . »

* Arcs, bends . : N C-

s

~

& Splits ¢ — =

, ' .
* Loops, circles : . () ‘ N

* Points of inflection : §

N
7 N
El

* Concavities and convexities : i ) ‘

i Center-line of the character : By applying tbe,thinning

- -

) -

o
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5

process ‘'on a character outline, the center-line of a

[l
P

) . . ' . )
character, commonly called skeleton is obtained.

{

. -°  Prom , the skeleton, 'the following £features . can be

obtained : o . ‘ .
¥ Line tips. -

T .

Qﬁ““\N . * Straight line segments, horizontal and vertical.
1 A ) , ,
T .* Diagonal lines, slants. - .
.Y '

N
*-Concav1tlgs.. o

., ]

* Loops.

* Intersections, forks, branches, nodes.

— .. . 14 . : «
" v . -
. . s -
, I . ; '
, ) i L.

R . . - )
.. Most handwritten characters are . subject to the
déformations caused by defects in equipment such as writing
surfaces or writing instruments and Human errors. The .most
¢ . "common factors are : , , L, )
_ noise : bumps and gaps in lines, broken lines etc. -
i -
- _ distortion : .rounding of corners, protrusion, dilation
and shrinkage, etc.
. . 1
style variation : different shapes used to represent
- . . & . .
the same character ‘ )
) translatiom‘i ‘movement of the whole character or its
component ) )
4 1 !
>
. .
[T PR 3 — " - " " " .”'—v‘v——r -



R o

_ rotation’ : change in orientation\of aggéi T _
g i ' " <t ., . - . - . -
<4 1 .

" In most character gecoghition problems which arise in
practice, the determ}néﬁion of a . complete. ,set Of

diécriminatory features 1is. extrémély difficult, if not

e it

,nb" ° N
impossible, becalse of thé_fact that most feature extraction

. . e . . .
methods are ad hoe in nature, due in part to our lack of

undérs&anding of the ;rué character features and in part to

%

the limitations of current technology.

i

———

.
’

So.far none of the existing feature ‘- extraction schemes
can claim to be the best or optimum. Therefore a workable

. character recognition machine should use ‘a .combination of
- : Iy .
methods, each of which may compensate for the shortcomings

.

_ '¢f the other.
/N »
3.2, Combination of features L -,

@

. . _ e 1
An attempt has been made by Spanjersberg [18] to use. a

- combination of different features for the recognition of

handwritten digits. ~ ) L

e

In his‘work, Spanjersberg has employed three different

sche?es of feature extraction. Each scheme consists of a
A “ . . ¢ ‘

_pre—processor for detecting features and a classifier.

. - .- ) %ﬁ%
., . ' - . P

The three schemes are : N

_ Moments _ . .




'Mpq‘=,i: "Z%j.ip.qu

i
\

_ Glucksman {18] characteristic loci L

P ' N f"‘\
~
.

_ Views ' ‘ , I S

The moment-feature is described .as - . ‘ k .

n m

i=l j=1
- RN

where

n, m : respective numbers of rows and columns. of the
character matrix , : o ‘ ] &

-

i, j : indicates rows and columns
Zjj : binary indication of condition ( 1 dr 0 in the binary

image ) N
. . . . e
¢ - . -

r

The moment of up to thé £ifth order was used with the

‘condition (p + q £ 5). The permutations of pg, by varying p

®

and q from 0 to 5 with the condition (p + q & 5), give a

total of 21 moments such as Mgs: Mg4...., etc. Five of the

- E . > . .
moments are given fixed values and the 16 remaining moments
are regarded as features. : oo )

»

Pattétns from one class tend to cluster in'a part of the
l16-dimensional feature space. By introducing separating
hyperplanes that divide the spacebbetwquuthe centers of two

cluétegs into two.Ehrts, a pattern is classified if each of

the 9 decisions (put of 10 classes of numerals from 0 to 9)

is in favor of the same class.

T



distinguished : discon%}nuities,’v'{yslopes, end points and

17 o

1
.

The view-features are obtained as the 4 outside _views

' ¢ .
named as lower, upper, left and right views taken from a

pattern. In this way éom grfups of features c*an be

4

. e

boundaries of 'island'. (see Fig.. 2) .-

For each view of a pattern only one feature of each

group is- selected with a maximum of 6 features. Then ttqé‘

feature vector consists of 24 components. . The

classification is per formed by wusing probability of"

-

occurrence of features. A pattern is classified ipto a

cliss. with the highest probabifity of occurrence of

1

features.

»

@

.
¢ ot - o - b e )
N
. -
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In Glucksman's characteristic loci scheme [19]), the e
. components of feature vector are derived from the pattern's v

-

background called loci.

- -

- <

]

A

From a point in Ithé pattern's background we project:

imaginary rays 1left,. right, up and down. If the ray i ~\T
intersects a line of the pattern, the d%git value assigned
to that directiznlis'l,\if more_ than one intersection 2 is '
aésigned, and.0 is ass;éneq for no interseotion. Putting
S together,.theéf_ digit yalues, we have a four-digit code for
each point of the pattern's backgtoﬁnd (see Fig. 3). And ) ‘.
the featuré space of 81 (34) dimensidﬁs can be defined. ‘
A In this schemne, the horizontal and vertical boundaries
to the pattefn fa;m a rectangle called’ the characteristic . L
- rectanglé and féatures are derived fréq logi inside this St )
o7 rectangie. 7
{ ] .
/ .% The classification is done by using a discriminant
function - | ?
° ) a - - . ’\'
lb, ’ 8 = Z Xj.wj ¢ i _ '
Toowm ‘ . ‘
where ’ 7 ) ’
xj; : component of feature vector. k
xs : fixed value, e.g. +1 s C ' L ’ .
,.Wi ; weight Eactor. ) N 7 )
1 v ’ \ ) .
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are described as : )

‘both systems give the same recognition: .

AL

Sﬁaqje;sberg Hasg employed three strategieS" in

('combinations of different systems,

. For combination of two different schemes, two strategies-

{

-

!series' combipation : a pattern is classified only if

.

'parallel’ combination : a pattern is ‘¢lassified if ’

both systems give the ‘same recognition or if it is rejected

£

by only'one system. :

In the third strategy, a combination of all three

schemes, the correct recbgnition is chosen by the majority. '

- . A

The ‘ results are cl iffed into thrée categories
, : f/assu \ ) |
correct recognition, error and rejection. For all employed

strategies, the error rates are\reduced siqnificantl? from

about B% to about 2%. However only in the combination of

A

all three schémes that the correct. recognition rate is

increased from about 90% to 92.8%.

e Py ’

NP ‘

' ' , REC ) ¢ Pt
o . s

3.2.1. FeatGres used

- .

In order to select a feasible combination, of features,

we start with Glucksmah's characteristi% loci method because

s

this scheme has the following properties

1 ~

v v

'\\_‘ The feature vectagr”isvin
of the pattern outline within’ tq§ matrix of character

¢

e

sensitive to the translation

g

B e *L‘



Y]

elements and .to the sizé variation.

.

_ A break in the pattern outline can be tolerated if it
doesn't eliminate tpe‘signiff&ant components of the feature

" vector. : c : .
B wy N

It is possible to combine the characteristic 'loci .in

order to ‘'reduce the total, number of components.of feature:

L

)

véctor. -
- ¥
_ The operdtions on distinct rows and columns ( of the

(]

matrix of character elements) are-independent, so there is a
pbssibility for parallel processing. o *

A. L.  Knoll [20] has done exfeﬁsive expe}imenﬁé
utilizing " the Glucksman scheme for- the recogﬁiti§n' of 4
handprinted characters on daté;ets from variQus‘séurces such
as Stanford Researcﬁ Institute (SRI), Honeyweil Corp.,

Highleyman (21]. th‘hié experiménts recognition .rates ~for,

{

numerals varied from. 74%. - B84%. He bbsecvéd thit the

t

recognition rate decreased considerably for uncoristrained
samples because of such factors as ; missing background

areas, large breaks and skews in the charactef strokes etc. s

\ P

Knoll noted that it would- te useful that additional

4 . o
features be of ‘the same type as the characteristic loci .
% R . :
features so they can be extracted using the same or slightly
modified logic in the software. He has also suggested that

features defined from points on the character outline as

Py
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23

e

+

well as from diagonal directions could be -used.

The Characteristic Loci resolution:can be increased by

using other directions such as diagonal directions. This
gﬁbjegt has been investiaated intensively by Suen [22]. The
new.features are called Multi-directional Loci, and one may

increase the vector diﬁections in multiples of 2, e.qg., 4,

. ~
8, 16, etc.

.
¢! N

+In our work, we have tried to experiment with features
. T

defined from ‘'black' points ( points on” the character

outline ). However, recognizing the fact that the thickness

.

of character strokes could dffect t@e feature- vector, we

have - llmlteJ U: the boundary 'black' points only for two'

" main reasons : ' : .

_ More efficient processing’
L.

1

_ Insensitive toé the thickness of character outline.

We alSo tried with features defined from boundary points

.
[

and using four diagonal directions. However the combination

of 8 directional features defined from both white points and

'bbundary points has proved to be most effective in our

experiment (see Fig. 4 ). :

A

3
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( , L ‘ A
'Zoning : e B ‘ '

o
’

. Some researchers have employed zoning in their feature

éxtraction scheme. ' Hussain et al. {23] . divided a

' normalized 20 X 20 character matrix into 25 distintive

.

‘gegions 4X4. By density of bléck‘points in these redions, a

printed character can be recognized. Shridhar and Badreldin

(22] have used the horizontal and vertical projections of
the contours in the. gfour quadrants of the square frame
enclosing the character as features. Though these features

are not sufficient for the identification of a numeral

uniquely , they 'provide useful subclasses for further .

processing.

I

Recognizing the fact ﬂtﬁék zoning can give some useful

\

positional information aboult ‘a character, ‘we tried to

. include it into the characteristic loci scheme.

4

)

In the case of handwritten numerals, there is a lot of

variation in handwriting ‘styles and irregularities ., as
. . / ‘ . : Lo
twisted lines, broken lcops, etc., we find that the division

of characteristic rectangle,inéo four equal quadrants has

not . provided very consistent information. Instead the

center of gravify of the character has a close relation with .

the distribution of black boints. By drawing a vertical and
ahﬁdrizontal line through the center of gravity, we can
divide the characteristic rectangle into four quadrants.

The regions crossing the center of gravity, “3- rows for




o

1,

T ‘ 26

»

-

»

horiiontal direction and 1 column for vertical direction,
belong to both adjacent quad}ants, e.g. upper and lower

quadrants or left and right quadrggts.

‘. ) - .
Theé distributions of black points in these quadrants

reflect the pattern in a more consistent way. It can give

the information about the densities in the left, right, top

~and bottom quadrants.

F

’

With four differéﬁz/;uadrantsﬂ we have a feature space

of 8l x 4 dimersions ‘for 4 directional loci or 81 x 8

v ‘ 4
dimensions for 8 directional loci. By the .com ination of

" features derived from bpth background loci a boundary

points, the feature spapé/has Bl x 4 x 2 and 81 /x 8 x 2

dimensions for 4 agg/ﬁ Directional Loci respectively.

" -
-

The positional information provides the distinction

¥,

. c N, . . .
between left and right , top and bottom loci. It is wuseful

in cgse of some numerals, for example 6 and 9.

<

Other features :

Thé center of gravity can be used not only as a
reference point in zoning as described above, but from that

o s’ ; . N
point the enclosing character outline can be estimated)

“

grossly as.désdribed below. Thé coordinates of the center

of gravity indicaté,}oughly where the.character outline is
. . - B .

. ‘
centered, e.g. in the upper or lower ° part of the
o1 .

chacteristic rectangle.
‘ s

[P

4



computed in the following way :

27 o ‘

L4

‘ .
Then the center of gravity also provides other features

~

yhich can be obtained as follows

’

13

1_ The number of crossings in the four directions left,
right, up and down originating from the cemter of gravity.
This information can give ‘an approximate number of
horizontal and vertical lines“a character has. It is useful,
for the discrimination between similar characters, 1in a
sense that they have close scores in the minimum-distance
classifier wused ipn’ the characteristic loci method. A
minimum—diqtance classifigi computes the distance from an
\Nnknown pattern.x to thé prototypé of each class and assigns
the pattern to\the'élass closest to it.

Y

- " N

2 _ The center of gravity of the character can generate
another feature. The coordinates of center of gravity are

‘n m
Xe = /T ¥ _Xij-Kij
i=1 j=v

n m : : '
Yo = 1/TY. ZYij-Kij .
Ti=1 j=1 .

e

i)
u §

where

n, m : number of rdws and columns of the character matrix

CXjqe Yi§ ¥ X and Y coordinate of pixel Pjj

i

Kijj 1 for black point v

0 for white point S "

¥ e o~



.

]

‘n m
Lo

T =
©oi=1 3

Kj y = -total number of black points
1 ) .

Rd
’

Then - new coordinates X' and Y'. with respect to she

3

characteristic rectangle are:

]

Xe - minj ’

YIC :YC -mini
where

minj : indicates column number in whAch a black point is
“ - . 0
. . :
encountered first starting from he left of. character

»
s

matrix,

v

mini : indicates row number in which a black point is

\

. )
encountered first starting from the  top.

/
/

Since the character matrices.vary in size, then the new
coordinates (X'c & VY'c) of the center of gravity are
normalized by dividing by the width and heiqﬁt of the
characteristic rectangle respectively and rounded to the
first decimal. Pufting tqgether these first decimals, we

have 3 code for the center of gravity.

> 0
. .

For those examples shown in g}g. 5, with numeral 1, the

' center of ‘gravityAhas normalized values of 0.5 and O.S'Eor

coordinates x and y respectively. The cpmbinatidn of 5 and

5 forms code 55 for the center of gravity of numeral 1.

)

These codes reflect the symmetry and asymmetry of a
character. Where ches '1111' and '0000' are resulted from

the number of é}ossings in four ‘directions left, right, wup

. -
-
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CHAPTER IV

IMPLEMENTATiON OF A CLUSTER-BASED CLASSIFICATION METHOD.

¢

4.1, Data organization’

~

&n hupan recognition, a person tries’ to -recognize a
- [

character by identifying its characteristic attributes, and

' recognition comes instantly. The recognition é}ocess is
complicated and not well known yeg. However he has to use
his memory. Then he can déﬁuce the Unknown character £from
his knowledge abcut characters, different ‘fonts, _etc.

in.his life-time. 1In case of confusion, mostly due

acquired

ndwriting,ﬁﬁﬁe will try'to find particulatr

B

ake the right distinction.

<

In the existing character recognition systems, usually
only one set of Eeatureé,is employedj The basic problem is
of the rules or schemes can cover the immense
vakiety of héndwrittén characters. Then evfgently,d by’

. f . . ' . 4
emplQying existing schemes, machine recognition 1s usually

. \ . '
inferior to human reco@hltlon at the current stage..

E}
AY

«» However, ~we have  to acknowledge that the fine
distinction and intelligent interpfetatioﬁ of the immensg
variety of handwritten characters by hyman beings can, be
acquired only through a lengghy learnihg process. The

simulation of such process by the integration of a data base




“w”
.
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which contains\ information such as features extracted from-

v

many different charactets, etc., and the storing ‘of | this

information into the computer will certainly narrow the gap
.between, human and machine intelligence in handwriting

recognition. - )

v

In our work, we made an attempt to organize the

)

information about acters, that is features, into a. data
base .in order to cover the great variation in handwritings.

»

Y
We ‘also fried to explore the possibility of using this

IS “

information o enharce the power current recognition’

techniques. o~ . )
N . | \ - - .

Extracting features with different schemes we: will get

-

.different sets of features. A classifier will make use of

»

« .
" our view each member of this subset may have a quite:

°s

thesg Eegtyrés to aggfgn an uhknown character to its proper

. v
class. However *%q\” the recognition, we always have

v e . ) , . ¢
'misclassification wMen a character is mistaken for another

cha;ﬁtter. t

e

»

We could consider feature .extraction with a predefined
scheme as viewing a character under a certain aspect of -it.
And certain subset of charactérs show® similar

characteristics under that aspect. However, when we . ch'amge

7 Al

distinct characteristic. Therefore, by combining different
features obtained from different schemes, *we hope to arrive

at a finer distinction between characters in the process of
‘ ¢ b 4 :

7

-

‘\
‘\/
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L . N :;_u, - . ' ‘ - . - -
recognition. .. .. o . : S JJ&; B
: , ) v ,

In ordef‘to"taékle(pariatiéﬁs in handwritings, we try to s a
store the informaﬁidh .about a ‘chafacte&_\ipéluding‘ its ‘ ’
diffrent - features and @ts proper clasgifiéation in a data »*
gase foe r;ference. o . o e ~ < . LN
. . o C ~ : . ; L ‘i,/::;'

Th}s“ data base 1is implemented by ‘tne‘ use qf “an N L e
index-sequential file organization. Each reé;rd contains ’ ‘
the information about a dumerdi_in‘foﬁr 'fields.i They -ar% . P 4'
'tbe predicted ‘'numeral which'ﬁcoqés E{oﬁ Multi-directjional . . "--

.

loci scheme, the number of crossings. projected °from the

center of gravity, -the code derived from the normalized ,

coordinates of the center of gr;ffzygyni;khe actual identipy . .
of the numeral, respectively.  The first three fields form . I
the ' key for the record. . R T .
. * . N , 's bv v > ’ ! ;
» IS \ 1Y

B o .

. P ‘e
. co ) ¢ , ‘ .

) » S
! PO o » =
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4

- . .‘ '
4.2. Classification method ’
" ‘Classifier for characteristic loci : LT
£ . ' .
+ ., ' The pattern ‘classificationﬂ is peré%rmed by wusing a
distance function. In our work a minimum-distance

E

.classifier is empléyed.‘

’

- o
The Euclidean distance D; between an' unknown pattern X.

4

and’ the i-th prototype Zj islgiven by

£ . e - . _
i = ) boxp -ozin? = '
r=1 . oo L - N
where .

! %p -is the. r-th coméonen; of X-

Zir is the r-th component of Zj '

' and X' € W; if Ri < D3, for allt jq&i,‘fdr t,3=1,...,t
» D i i je 1.3

a

}
The minimum-distance classifier is most effective when
v . N . ‘r/
patterns Jf. .each class tend to cluster abqgg,,4¥

representative pattern for that class.

, Clustering :

:

The ¢common p?oblem in pattern recognitlon"is the lack of
v

-~

homogeneity among attributes belonging to -a pattern class. -

-

.For exampley in handwritten characters we can distinguish

several styles used by different writers.
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Different characters possess different shapes; . however
they can be classified into a set of prototypes. ~The
Japanese OCR researchers have often used templates which are

actually the prototypes of patterns that. they wanted to

-  recognize. Suen [?0] has investigated the important role of

_prototypes in character recognition. Clustering techniques

~

are employed to obtain proébtypesv(see Appendix B and C for
o . . .

examples of numeric prototypes).

-

Clust % gg§€gchniques are used to partition a given set

L . C
of entities ‘into well-separated subsets. These .subsets

contain 3li entities that are similar according to a

predefined measure of similarity.

*

In order to define a cluster, it is necessary firstv to
define a measure of similaritf 'by which péLternS can bé
assigned to the domain of a ‘particular cluster center.
There are variouS‘ftypical ways to deﬁine a measure of .

similarity, some of them are listed in Tou ,et al [25], e.q.

\\_ The Mahalanobis distance  K ;
b=(Xx-mclix-m - x ‘
where |
:/4 mean feature vector .

feature vector of unknown pattern’

C : the covariapce matrix of a pattern population e

It 15 a useful measure of similarity when statistical
. ' ‘ . 3"
features are ccnsidered:




-

. A .36 .‘.
. ) J(JK ,
o \-

_ ' The nonmetric measure of similarity
s(x,2) = x'z / 11xI1 11%1]
where
X : feature vector of unknown pa térn
'Y feaﬁute vector of proto%ype l

.

S(X,Z)\‘: the cosine of the angle between the vectors X and
. \ :

\ B N . -
Z - ' ) ¢

«

_ Euclidean distance

It is a commonly used measure Of similarity because of

. vy . . . .
its simple interpretation in terms of the concept of

roximity. °
p y , -

Once the measure of similarity has bed&n selected -the

N
°

choice of a clustering criterion. is very important in

a
1

defining a cluster.

The clustering criterion can be categorized into two

main approaches, see e.g. Tou et.al [25]
_ Heuristic scheme
_ Performance-index scheme o

{£: the heuristic scheme, a set of rule§ lespecifiéd.
Then based on  these rules and a chosen measure of
similarity, the process of clustering is performed. In this
scheme the Euclidean distance is commonly useduaslé measu;e

of similarity and it 'is necessary to set a thresnhold. in




T

order to define degrees of acceptable similarity in the

, ' clustering process. ‘
) | | N
In. the - performance-index scheme, a procedure |is
established  to minimize - or maximize the * chosen
performance-index. The most coﬁmonly used index ig Ehe sum

of the square errors index ( Tou et al (25] ) :

/
LJ'I“|':»..'

N oo x - My 12 : T
=1 X € Sj . .

Nc': number of clusters
S4 : denotes j—tﬁ cluster
Nj : number of samples'in'Sj

+ My : mean feature vector of the patterns in §j

= 1/Nj- )} X . e
X € Sj \
—
- \7‘ .
In our work the Euclidean distance is chosen as measure
of similarity for its simplicity and we employ the K-means
algorithm for the clustering { Tou et al [25]"). i
The K-means algorithm consists of the following steps
_step 1o \ : .
Choose K initial cluster centers
Zy(l), 22(1l)p...,2x(1l) arbitrarily
3
where index 1 indicates the first 'itération. ) é?
v,
¢ ’ -

P . 8 T AR e



' _ Step 2

A}

At the k~-th jiterative step the pOpulatidn of samples X

4

’ ~
are distributed among K cluster domains according to the

AN

relation .
. ' ' . '-\
, X eSj(k) if Il X = 25(k) |1 < |l X - 23(ky |, for all
1=1,2,...,K , i==j .
N where
Sf(k)‘ denotes the set of samples with cluster cénﬁér;éq o
1 il i . %
. 4
Zj(k), and index k indicates the k-th iteration.
©

_ Step 3

bompute tﬁe new cluster center 23(k+l) at iteratign k+1
such that the performance-index ‘ -

3 C—
) S P S S S ZT0TS S I N VRS TS PR
X eSjk) . : » 8

is minimized. The‘Zj(k+l) which minimizes the performance
index'is simply the sample mean of'SS(k) and is given by
w Zjtkel) = 1/N5 T X, for 3=1,...,K . N
) ‘ B X € Sj(k) . D "3
where . .
Nj : number of samples in Sj(k)

_ Step 4

\ *
¢ ot Tt '-‘L‘




If Z5(k+#l) = Zj(k) for j=1,...,K then’ the final K
cluster centers have converged and the procedure Iis

‘terminated. Otherwise go back to step 2.

-

=

-~

In our work, the initial value of K'is set as *30 and X

is a feature vector which consists of Blx8x2 components.’

p '
Then. if the first two «characters selected by , the

minimum-distance classifier belong to the same class then it

<
\

.1s accepted as a rgcobnized chHaracter, otherwise it is
rejected and  subjected '"to the verification process as

descfibed below.~

The Dclassification using Mulﬁi—directional loci scheme
is intended to be used as a prédiction_ana used as the first
component in the kéy for the index—sequential file. The
" other two components are the number of c¢rossings projected
from tﬁeldcehte} of gravity and. the code obtained from the
normalized coordinates of thé center of gravity With.respect

to the characteristic,rectangle. ' o

! .
The "~ index sequential file is used as a memory bank to

. store the information about a character 1inecluding its

v
+

different features and its proper cLassificqtiqn. a .
h‘ .

r * . . .
Our strategy of verification consists of the following,

steps : ' C , o ™~
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'_ Take the first gredié}ed character And form the key to
access the index sequeﬁtial file. If access is suecessful,
then the character stored in the daéa field of’ the record is
considered as the true iaentity of unknéwn character and the

recdgnition is ddne. Otherwise proceed to the next step.

_ Take the second predicted character and form the . key.
g 14

If the record does. exist  then . the unknown character is

classified:-as mentioned in the previous step. Otherwise,’

the unknown character is not recognized; that is, it is

rejected. ’ . ' - N .

Examples of this process are shown on Fig. 6

-

In the character matrices, the boundary black points are
indicated by digit 'i;. In the first*case,'the.nume;al 1l is
predicted as 7 aﬁd‘l. However with additsgzal features " :
'0000' and 43, where <code .0000' were deriveq almost
exclusively from numeral 1, tﬁé unknown numéral is correctly
identified. .In the second case, the numeral 7 is predicted
as 1 apd 7, but code '01lll' cannot be dbtained from. numeral
‘l‘,‘ then 'the second predicted numeral is identified as the

correct one.

o 1 . e G,
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CHAPTER V !

EXPERIMENTATION AND RESULTS

]

5.1. Datasets

‘

o+ In our work, . samples ' of totally unconstrained
handwritten numeric Zip codes were obtained from the
N &

‘American Post Office. These codes were written on the

envelopes by different persons,from.various locations in US.

o4

’

The hand addressed envelopes have shown that the humans
, , \

_have‘a tendency to write well éegmented numerals.  However,
. in handwritten numerals 24 5 and 8, the last stroke used in
férming the charaéter 'tended to be drawn toward the
following numeral.  About 85% of r the %ip cocdes are well
segmented: For the rest, the segmentation 1is done using

analysis of connectea,regions,[f%]. .

: . -
“Originally Zip codes on the envelopes were digitized by

o

an optical scannerlwith l16—-grey levels, and were Dbinarized

by choosing an optlmal'threshold‘to.thq system, which was

established by experimentation. The digitized images were
‘ )

segmented into individual # character matrices. Scme

preprocessing techniques such as the elimination of noise

and smoothing were, used to clean up isolated black spots;
3 p

J

bumps and gaps . in line seqmenés. {see Appendix A for

\

" examples of samples). In order to normalize the size of the -

character each component of feature Vvector X -is normalized

{

-

7
A
P
ra

B

-~



s
using the folféwing equation :

x'{ = x3 * 100 / Totgl

where Total : total number of boundary poin;s from which
0loci features are taken , or total number of white points in
the | characteristic rectangle wh?n loci featgres are
extracted from the ‘white points. For details, see the
description on page 23 and Fig. 4. ‘

-

In ohr work, 4 and 8 Directional Loci features defined
f;om boundary points of the character outline were
considered. However the combination of 8 Qirectional loci
features defined from both boundary point and 'white point

- (denoted by '0 ‘in the binary image) has proved té be'most
effective in our experiment. vThé statistics of featurés

were obtained from a training set of 1090 samples and the

clustering technique was applied to form prototypes. We

_have tried up to 30 prototypes per numerai. Statistical

values of these features were stored,as reference vectors.
There were 333 new samples 1in the testing set, and 390
samples from the training set were used for testing. For

. ‘ ] n .
each sample three different sets of features were extracted.

If a sample 1is rejected after the Charfacteristic Loci -

v

classification according to the established criteria, the
cluster-based classification 1s applied on that sample to

resolve the ambiguity. . If the wverification 1is not

successful, then that sample 1s not recognized.

’

%
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Table II Recognition Results using Cluster-based

classification

T < | Correct | Error [ Reject |
T Training set =+ [59.23 % ] 00.77 & | 00.00 % |
| Testing set | 85.59 % | 10.51 % [ 03.90 % |

4 .
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Although the direct comparison of recégnit\_ion results of:

different researchers is virtually impossible‘owing to. the -
wide range of experiment’al procedures, constraints imposed

and datasets used, we would like to list some results - of

E . .- ' ’ .
various authors as below. Thes€ results are ‘reaproduced from
(27} : . ‘ , . .

4

. Table III ‘Recog‘nition“RESulEs o.f handprinted numerals

1

)
v

. ' K
Autholl' .Sour,ce No. of samples I Correct Error Re jact !
of data Training| Testing . (%) (%) (%) o
H1ghllym:n Highleyman same 500 - -83.00 .
Kaoll - - Highleyman not fixeg R 73.70 llb.sﬁ . .80
Knoll Munson total = 1470 87.80 ° 8.00 9 20 *
AT et AT Wanson 760 T PR T s A v e T
Spanjersberg |Giro~documant]| 30000 ’I 30000 92.80 2, 70 Q.50 .
. ! o
-
: \
’ Co '

£ ]
3
gt

T
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»

the tally unconstrained handwritten numerals. The results

t n !

indicate that the combinaticn of different featdres ,can

enhance the recocgrnition accuracy‘cf ex:sting methods such

~ -

as the Mult:-directiona. Loci scheme used 1in opr experimeny.
B ~ 3
However :n order to argive’ at "a finer distinction, a

systematic selection of distingrive features, :n which cne

- ’ * . ' B . :
The cluster-based algorithm can be applied to recognize -

feature .can compiement <the d:scriminant power cof others, 'is.’’

¢

‘required. The .numerical features can Dpe 'complemented. Dy.

v

. structyral’ features or wvice versa. By orgarizing =ne
. A T .
information abcut characters . including | its diffepent

&

character.stic at:ributes anQ a datk - base, :he‘émmense

~ B

'

variety in nandwr:sten characters . cculd be tackled o0 a

o ! A

‘certain extent.

* *

‘By 4Js:ing the Muit:i-directional . .zc: scngme, we nave

obrained a recognixicn accuracy of 84.62% on gne training

N o R

ser and 7i.77% 2n the tesiing sef. .In ancther experiment,

the Multi-d:irect:cna. .:>c. scheme was used =z .predi:ct the

v

: poss:ble\'classes >f an Jnknown numera.., In this scheme,

. c . v ‘
adgiticnal features (the numper <f grcssings ané  tne - ccde
’ - - ' " ) .
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