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r .- ) A Semantics for Literary Texts. .
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The aim of this work is to develop a semantics for literary texts based oft-
the notion of kind. Kinds are interpretations of count nouns such as “person”
and “dog”. They allow us to interpret quantifiers and talk counterfactually
about its members. I give a mathematical formalization of the notion of kind

‘which leads to the category of kinds. This category provides an adequate
semantics for a formal system of many sorted higher order intensional logic.

-

texts and members of kinds to interpret- proper names. In this context, I

discuss problems of existence, possibility and identity which permeate all
literature.’ - »
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. My basic thesis is that we need kinds to interpret count nouns of literary - °
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Introduction -, .

v [y
l J
v 2 . ‘
- - . * °  In this introduction, I will present an outline of the main aspects of the
+. . semantics for literary texts developed in this thesis. I shall divide these

,aspects, with a certain degree of arbltrarmess, into met*aphysxé aspects

and lmguxsmc aspects °

.
Lo

LR

-
B

Metaphystcal aspects

1. We have a real world, our world,.and worlds of fiction correspondmg

to stones novels, plays etc under consideration.

2. Each ‘world is deterfined by

o

(a,) A set of factual and counterfactual situations preordered by the
relation of “including whatever goes on in”.

(b) A set of basic kinds relative to these“snua.t:ons Basic kinds
may be viewed as sets of “urelements” whose members appear in
situations of the world in question. fn our world, for instance,
dog and person are-examples of basic kinds. ‘

(c) A category of kinds built from basic kinds.

# 3. A situation of a world is not a co:ﬁplete state of that world, but only '

-

a partial one. .

. Modalities such as necessity and posslbxhty apply to predxca.tes of kinds
of a given world only.

. In general, kinds do not belong to more than one world. However,
abstract kinds such as natural number whose members do not appear
in any situation' of any world may be kinds of several worlds. On the
other hand, kinds of a world whase members appear in some situations
of that world, cannot .be.kinds of any other world.

v
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6. A basic kind of any world of fiction may be viewed as a set of “urele-
ments” in the real world, whose members do not appear in any situ-
ation of the real world. When a kind i i thus “brought” to our world
we will say that it is “frozen”.

7 Kmds and members of kmds belongmg to dxﬂ'exent worlds may be
compared by stipulating “counterparts” for those kmds and members ‘
. that we want to compare.

Linguistic aspects

‘ 1. We introduce a language for a modal sort theory to refer to a]‘ kinds
b .. of the real world as well as kmds of the worlds of fiction under consid-

eration. In this la.nguage, variables and proper names are sorted.
<
2. Sorts are mterpreted as kinds; quantifiers are assumed to range over ;

' _members of kinds, and proper names are interpreted as“members of

. kinds. Since a member of a kind may appear in different situations of a

¥ given world, we do not need “counterparts” to deal with counterfactual

' situations in_that world. It is possible to talk counterfactually about
_any member of a kind of a world in that world.

3. Terms and formulas are interpreted as maps between kmds and pred-
s icates of kmds respectively, 4\

(

. 4. 1tis posmble to transfer our theories about kinds and their members
of our world, partially or totally, to the corresponding “counterparts”

. in the world of the story. I postulate that #the logic of English” is
totally transferred. I view this transfer mechanism as a formulation of |
Aristotle’s mimesis.

5. 'We may talk, in our world, about kinds and their members of other

- worlds by first “freezing” them. Whatever is true “situationless” in
the story is stipulated to hold at every situation of our world. We
- cannot therefore genumely talk counterfactually about members of
these “frozen” kinds.

- 6.TTe logic of contingent or modally free propbsftions is intuitionistic,
whereas the logic of modally closed propositions is classical.

This thesis is divided into three chapters.

e
»
-




Chapter 1 is based on two term papers that I wrote in 1986 one on the
semantics of Montague and the other, on the semantics ‘of Gupta. These
. papers were elaborations of talks given by Professor Gonzalo E. Reyes at
McGill and Montréal universities in 1985 and 1986. The aims of these talks
were, to present on the one hand, a simplified version of Montague’s seman-

tics and, on the other hand, a Boolean-valued version of the semantics_of.

Gupta. After a rather detailed presentation of these semantics there follows
a section of criticisms and evaluation.. .

'

Chapter 2 develops a semantics of kinds for a many sorted, higher order
intehsional language. After a brief introduction, I state and give arguments
for a series of theses on reference and génerality which motivate the intro-
duction of kinds. Some of these theses ar¢ due to Gupta and Macnamara
who follow previous work of Geach, Bressan and medieval logicians. A math-
ematical formalization of the notion of kind leads to the category of kinds
exposed in thé following section. I then show in detail how our language can
be interpreted in this category. As an application, I show how to formulate
notions such as “de re”, transparency, etc. This chapter is based on work
done in collaboration with Professor Reyes and it is an application of his
topos-theoretic approach to reference and modality [29] to’ the partlcular
case of set-valued functors on a preordered set. . N :

In Chapter 3, I apply the semantics of kinds to literary texts. I first
discuss and criticise Parsons’s theory of fiction. I then postufateqkinds as
the interpretations of the count nouns of the story and members of these
kinds as the interpretations of proper names, These kinds are relative to
the set of situations of the world of the story and allow us to use correctly
our quantifiers and speak counterfactually about their members. Some of
these kinds are “counterparts”. of kinds of our world and I show-how to
transfer the relevant “background beliefs”. I discuss problems of existence,
possibility and identity in literary texts and show how several notions like
character, surrogate, etc., can be defined in, my theory. Finally I look at
myths, stories and metamorphoses from the view point of my theory.
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Chapter 1 °
- Two.semantics for
;,' ' e ‘ - s ' s Voo
o - intensional logic" b
0 . . w ' A » : ) ’ / . s
- G:" - ' . In this chipter, to motivate ;he desirability of two main features of the.
. o *  system studied in Chapter 2,1 shall describe the logical systeit of Montagua
[24] and the logical system of Gupta [14] in the simplified versions of G. E.
- Reyes, as exppsed in my papers [30,31]. ‘These features are that the lognc
- N\ . considered id%of hzgher order and many-sorted.
1 1 The semantlcs of Mont
. ) - L.L 1 Introduction ' v
i " The aim of Montague [24] is “to present in mrlgonrous way the syntax and

. the semantics of a fragment of a certain dialect of English”. To achieve this
. ‘goal, Montague translates first the Engljsh éxpressions of the sample into
v . an intensjonal logic that uses the theory of higher order and thé J\-calculus;
then he interprets this logic in the theory ¢f sets. Montague wants a “rich”

v approach gives him the means to discuss some. problems whose solutiong are

) achieved- by looking sometimes at the syntactical side of the languag and s

o sometimes at the semantical side of the la,nguage )

Montague imposes onr hxs légnc a very fruitful constraint: if two e,xpl“es- .

's ﬁ& of the natural language belong to the same grammhhca.l category,
their translatndns in mtensxonal logic should belong to the same sort

<

language which will permit him to mirror a good deal of the semantics. This

+
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instance Dowty et al [11, pages 260—262]) N PN

Furthermore, Montague ‘wants his intensigpal logic to deal with prob-
, lems of opacity versus transparency.,An opadue context is one\for which

substitutions of equals for equals result in diflerent truth values. On the
other hand, a context is transparent if it :allows such substitutions with-
out chdnging truth values. He also wants his intensional logic to allow for
the possibility of the de re and de dicto readings of a sentence’ in relevant
contexts. | dnscuss and illustrate thes& points with some examples. -

o “
’ The constraint on translation can be understoad as Tollows:

1. John overtakes Mary, therefore Mary walks slower than John (it is
cl’e;ar that some further assumptions have to be made for a “logical”
" deduction, for instance, “both Mary and John are walking”, etc.).

— N\

2. John overtakes nobody, therefore nobody walks slower than John.-
« .

1. and 2. have the same grammgtica] form. In fact “Mary” and “nobody”

belong to the sarme gramsnatlcal category: noun phrase (NP). Therefore
their translation into intensional logic should ‘belong to the same sort,_ If
we interpret “Mary” as a person, then “nobody” and “Ma.ry belong to
_different kinds, since “nobody” cannot be interpreted as a person. On the
_other hand if we think of “Mary” as a set of properties, then “nobody” can
also be thought of as a set of properties, namely the properties that nobody
has\ In this way we cah represent “Mary” and “nobody” as belonging to
the kame sort. Nevértheléss%ey have different logical structure: “Mary™ is
. translated as Mary = APP(m) and interpreted as the set of preperties that
Mary has, whereas “nobody™ is translated as nobody = APVz-P(z) and

- interpreted as the set of properties ghat nobody has. Obviously 1. is valid
.. and/?.’ij invalid. I will formalize argumentgater on, see section 2.4.1.
i - * <
' Sinc%\ﬂreg‘e, logicians have translated “nobody” as a quantifier and
, “Ma.ry as a constant in first order logic. With the introduction of higher
o order logic, Montague can translate, for example “John”, “John and Mary”,
~ ' “nobody”, [“the teacher of Plato” into expressions belonging to the same
‘ N sort 80 that the hhrases “John runs”, “nobody’runs”, “the teacher of Plato
R runs” can ill be analyzed in the same way The possibility of forming NPs of
M the sort “John ar. ary, but not Jane” and therefore of connecting both uses
*
SV ‘ o
K . . / ,
) AN Y
! J . , .

and their interpretations in sets should belong to the same kmd (see for *
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i

of “and™ in NPs and “and” in sentences “John and Mary, but not Jane went
to the market”, “John went to the market, or Mary went to the market...

was exploited by Keenan and Faltz [16). I shall come back to this quesuon
later. .

< A4 different aspect of this discussion of logical form-is found in, the fol-
lowing example, From “John finds a thrush” we can certainlydeduce “there
are thrushes”. On the other hand from “John seeks a unicorn” we cannot
possibly deduce “there are unicorns”. Once again, “find” and “seek” belong
to the same grammatical category: verb phrase (VP), so. their translations
will be of the same sort and_their interpretations will belong to the same
kind, but their logic should be different. Nothing in the form of the verbs
help todifferentiate between the two. A solution will be reached only if the

- semantical part of the language is taken into account. Therefore Montague

A

introduces the notion of “meaning postulates”. This last example is quite
intricate and brings about notions of transparency versus opacity, of de re
readings versus de dicto readings.

* These notions are dealt with by igtroducing into intensional logic “in-
tensions” whose interpretations are functions. The idea is simply that some
properties of functions depend on the whole graph of the functions in ques-
tion. An example would be “f is increasing at 0 . It is not enough to know
the value f(0) to decide whether f is increagjng at 0 or not; we could have
a function g which coincides with' f at 0 but which is decreasing at 0. On

‘the other hand, there are properties such as “f is positiveat 0 " for which

l\no&ledge of the value f(0) suffices. Let us be more specific.

To solve the problems of transparency versus opacity and of differenti-
ation between the two teadings mentioned above, Montague interprets the
VPs “very high” in the theory of higher order. Let us look at'the sentence,
“the temperature rises” (this is considered a paradigm by Magtague). Let
the interpretation of “the temperature” bea function T — R, where T is

.the set of moments of time and R is-the set of reals. One can ask at time tg:
“Is, the temperature rising”? Since the answer is “yes” or “no”, it is then

natural to ihterpret “the temperature rises” as a function T»— {0,1} and
consequently to interpret “rises” as a function RT — {0, l}T

-

We now consider. the‘\_%is‘% exambple: “George Iv wnshed to know

.whether Scott was the author.of Waverley”. Let ¢(z) be the context “George
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IV wished-to know whether z was the author of Waverley”. Although
¢(Scott) is true, and “Scott equa.ls the author of Waverley” is also true,
'@(the author of Waverley) is certainly false. The above remarks suggest
that “Scott” and “the author of Waverley” should be interpreted as differ--
ent functions which happen to coincide at our world. In other words, the
notion of equality involved:js not one of identity, but rather of coincidence

4 and no logical problems arise from the fact that two different functnons have

different properties.

A context dJ(x) is transpargnt if from zequaly, and ¢(z) one can conclude

#(y). A context is opaque if that conclusion cannot be drawn. I think that

.7 the existence of opaque contexts is a normal feature of everyday language.

’ Not only do opaque contexts occur in expressions like “wish to know”, “be-
lieve”, “nécessary”, but as Keenan and Faltz [16] have shown, expressions

like “with Fred”, “for Mary” mtroduce opaque contexts. For instance, it

may well happen that the people who are working in a room are exactly

those who“are talking. Nevertheless, we cannot conclude that the people

. who are working with Fred are those who are talking with Fred. Contrary
RN " to What Keenan and Faltz believe, even the exptession “in the park” can cre-
o ate opaque contexts, as the following example of M. Barr’s indicates: “those
who are doing research are those who are publishing” does not impl§ “those
who are doing research in thie park are those who are publishing in the park”.
This seems ta indicate the ubiquity of opaque contexts in natural lsnguages,

mdependently of the occurrence of modal and epistemic operators

Montague's hngbgr order logic provides a nice way to tackle the problem

of descriptions, Descriptions are difficult to handle in first order logic and *
Russell’s ana]ysxs can not be applied to all descriptions. Descriptions which
occur in contexts where a de re reading (primary occurrence) and a de dicto

\.

reading (secondary occurrence) are possible can be analyzed 3 la Russell. -

But, ag G. E. Reyes has remarked: “Ponce de Leon was looking for the

fountain of youth™ seems to have only one possible reading, namely a de re

- reading: 3z(z isa fountain of youth A Ponce de Leon was looking _‘for':c A
Vy(y is a fountain of youth — y = z)). This reading makes the sentence
false, even though Ponce de Leon was really looking for the fountain of
. youth! First.order logic seems incapable of dealing with nop-existent objects
which are required to handle the logic of fables, fairy tales and literature
in_general. bIn' higher order logic as we will see shortly we can obtain the

.

two readings ‘mentioned above by correlating “the fountain of youth™ with
- i



) . . . .
“a set of prgperties that the fountain of youth has. This solution could, for »
instance, offer the possibility of correlating Hamlet, Sherlock Holmes, etc.
with a set of properties as Parsons [25] has emphasized. I shall discuss the
theory of fictional objects of Parsons in Chapter 3. ~

.

Vs " "Montague works with a modal higher order theory, namely a higher order
theory with two modal operators: an operator of necessity O, read as “it is . .
necessary that” and an operator of possibility O, read as “it is possible that”. N -
' In this context, I now Mention another.aspect of descriptions that played an . ’
. important role in the discussions of Quine [28] and others on quantification
and modality. Let us suppose that we are s‘peaking about horse races. Let

i

a = the winner of the second race .

and the context - '
¢(z) = Dz wins the second race.

Obviously ¢(a) is valid but strangely enough this does not imply that N
3z¢(z). On the other hand, if we take C . .

—

a = Lucky Strike,

then 3z¢(z) is valid. This indicates that the equality considered has to
be handled with , as ] mentioned at the beginning of this section, and ™
that the interaction between modal operators and quantifiers is intricate.
Furthermore constants and interpretations of descriptions must not have
the same logical form, so ¢(the winner of the second race) is quite different
from ¢(Lucky Strike). 1 will return to descriptions in the course of my work,
8mce they exemplify many problems that will be discussed.

1.1.2 The language of modal higher order theory and its in-

o terpretation , N '

In this section I introduce the language of modal higher order theory of .
Montague’s intensional logic and mterpret it in sets. 1 define sorts and
. terms by recursion as follows:

- Sorts:
1. U is a basic sort

o : 2. Q}is a sort L .
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"{2{" 3. IfX .and Y are sorts, so is YX \ - . ) )
4. Nothing else is a sort. \ ’
v . i . k‘? . \ . 1" /
. Terms of a given sort are defined by recursion as follows (where t » X is
% ap abbreviation for “t is a term of sort X”): . Yt £ |
o : 1, Baazc constant izrms ¢ € Cony are terms of sdyi't .X 'for instance,
L'_ ' r ‘ John € Conﬂ(nU), J € ConU L . ,‘"‘, ) n":o’ \’ o
v 2Ifae Varx then a is a term of sort X, where Varx is a countable © . .
set, for each sort X ., . °
. 3. Ifa€eVary and t:Y, then dat: YX - \ .
T-‘\"“\ ) 4, 1 ¢t:YX and s: X then t(s): Y ) . ‘
. 5. T and L are terms of sort ' f .
) 6.Ift:Xa.ﬁda:X thent=s5:0Q v
7.10¢:Qand §:Q, then $A ¢ 20, where A € {A, v—»} .
- &, If ¢ is a ternv of sort {2, then so are Va ¢ and 3o ¢
9. If ¢isaterm of sort §, then so are 0¢ and <>¢ . ¥
"\ -0 Nothing else is a term. _ )
- ' | Montague introduces in his language the tense operators F that can be ‘
<3 . " thought of as “it will be the case that ¢” and P that can be thought of as
: - “Jt has beer the case that ¢". I will not introduce them although it could be
| done straightforwardly. If ¢ is a term of sort Q, we let n¢ = ¢ — L. The
T Jormulas are-by definition the terms of sort 2. The connectives, quantifiers B
. and modal operators are all understood in the usual way. The expression .
~ - 1(s) Is understood as denoting the valueof the function denoted by ¢ for the
argument denoted by s. If & is a variable of sort X, Aat is understood as
denoting that function from the objects of sort X which takes as value for
, any such object a the object denoted by ¢ when « is understood as denoting 3
a. Inow mterpret this la.nguage in sets by choosing:
)
1. An arbltrary non empty’ set W that can be thought of as the set of
. possible worlds.
I, .
. v. - k
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2. An arbitrary non empty set E that can be thought of as the set of
individuals or entities.

e '

3. A function m which interprets the basic- constants: Conx - || X1,
where || X|| is definéd by recursion as follows: ||Q|| = 2% where
. ' 2={0,1}, Ul = E¥ and |X | = | X|IWI.
’ . . .
An interpretation is a triple (W, E, m]. We define, for every term ¢ : X

‘and every g : Vary. — || X||, ||tll, € WX || which is the jnterpretation of ¢
qunder the assignment g as follows:

1. If ¢ € Conyx, then |jc|ly = m(c) € | X|
2. f o« € Vary, then |jal; = g(e) € ||X]|
' .3, 1ft:Y and a € Vary, then ||Aa tf|; : | X|| — ||Y]|.is defined by

_ _[ap) ifa#p - -
lAe t]|g(a) = "t”g(al‘g) w‘here 9(a/a)(B) = { a ifa= ﬂ
« 4 Il e 1Y ¥ and (slly € 11X 1], then [jt(s)llg = litllo(llslly) €YY -
I will interpret T and 1 later when I introduce the forcing. In order
to interpret an equality between two terms, we first define by recursion on
sorts and for every sofrt X aset | X | and a “canonical” map

‘ T cang | X —I X |
\ ) .
as follows: | Q |=2, | U |=E, |YX |=| Y |0XI*"), cang = Id, cany = Id,
canyx (@) = AwAacany¢(can % (a))(w) where ¢ € .

. I will make many abuses of langu\age For instance, I will use & as & vari-
able of the language (o € Vary ) and then as a variablein-the mterpretatlon
of the language (a: W —| X |).

Proposition 1.1.2.1 For every sort X, canx : || X|| | X |W

ke . Proof. 1t is clear that cang and cany are bijections and if canx and cany

- i are bijections so then is canyx. O 1 .

With the hell; of this proposition we interpret the equality between two
terms. If ||t]|; € ||X]|| and |[s]l; € §X]|, then it = sllg(w) = 1 if and only if
canx(|[t]lg)(w) = canx(||sll;)(w)

g

“
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5. wokT[g] alwaya and wolk1[g] never

v \ 11

A"

¥

-To interpret terms of sort 0 I introduce the forcing notation that will be

£ used throughout my work. Let ¢: £, then wgl}-qS[g] iff ||¢||,(wd) =1.

8. wott = alg] iff |t = s||;(wo) = 1
7. We define I- for A, V, and —

1. wgh-¢ A plg] iff wok ¢lg] and wolvlg],
2. wik¢ v ylg] iff wikg[g] or “igFylg],
3. wolk¢ — yY[g] iff woll-¢[g] implies that wolk-¥[g]

8. We define I-for 3and V

1 wolk3adlg] iff 3a € || X ||wotd[g(a/a)),
2. wokVadlg] iff Va € ||X Ilwélf'd’L[g(a/ a)]

9. We define I for O and ©

" 1 wgrOdg] it Yw € Wulkglg),
72 wikOglg] iff wE Wuikdlg) T °

o .

c oWt :
We remark that wol--¢[g] iff wolk-¢ — L[g] is the same as wo f-¢[g].

We define the notion of validity for this interpretation: if M = [W, E,m],

then §(ay,az,.. ) is valid in M symbolized as M |= 0(a1,a2, .)

iff Vw € WVg wll-ﬂ(al,az, ) ‘ "

& iff Yo € WYgl(es, 0, . )(w) = 1.

“We remark that

- MEba,0,...)If ME DVql;az,..‘O(al,ag;...)

I

- M EVay,0g,...08(eg,05,.). 0

LN ‘ /
.
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/' 1.1.3 Description of a fragment of English and its translation
- / . . into modal higher order theory

. For the purpose of this exposition I will restrict myself to.a fragment of -
K the fragment studied by Montague. Furthermore my translation takes into ‘
, account the simplifications that I have introduced in the modal higher or- :
/ k der theory just described; for instance I have not introduced symbols for
// . mtensnon (*) and extensxon (V) as Montague does in his intensional lognc. -

' The fragment studied will contain basic expressions (B) belonging to t.he
/ following categories: intransitive verbs (I'V), common nouns (CN), names
and pronouns (T'), transitive verbs (T'V). In section 1.1.1, T have presented
a motivation for the requirement that basic expressions likei“rise” should be
of sort QU; in the same way I could motivate the sort of the other categories
introduced. Let us describe the fragment

By = {run, rise} of sort QU
' . Ben = {man, unicorn} of sort QY

BT = {John, Mary, heo, he;, heg, ...} of sort QY \ ’

" Bry = {seek, find, be} of sort (QU)(“(n ) -
Biv)s = {believe that} T of sort (QUy8 g
, , A basic exﬁression ‘of the fragment is understood as a member of ) e
U Ba. . '

- . A€Cat ’ o,

P4 will be the set of composite expressions of the category A. Pg is under-
stood as containing all the statements of the fragment, which are of course
of sort 2. We remark that there are no basic expressions of sort {2 corre-
, sponding to the sort ¢ in Montague, and of sort U corresponding to the sort
’ e in Montague. The sets P4 are the smallest sets satisfying the syntactical
rules and the corresponding translation rules given by Montague. We will
write T'(() for the-translation of (. If (i is in B4, then T(¢) ={ except for
the members of Br and be. The transiations for the members of BT and be
will be given if needed in the e)mmples

I present some examples where I tacitly use Montague 8 rules of syntac-

tical derivation and translation to give an idea of what is involved; a more )
s detailed version can be found in Reyes [30). The last example presen'ted will-
%’f” B contrast the de re and the de dicto readings of the same statement.

- be
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1; “John runs”.

13

¢ R
This example allows'amb:guous syntactical derivations

but unambiguous translitions. “John runs” will be mterpwted the same
way no matter what syntactical analysis is used

(b) T(heo)  *: APP(zo) *

(a)

(b)

(b) John runs

(a) John runs
/ R \ . ./ \ 3
John run 1 ‘ John hep runs
, ' ‘ 7 0N
: . i heg , run
* (a) T(run) - :. run i
T(John) | ’: APP(J)
.thn runs) : (APP(j))(run)

< ~=+{(run)(j) by A - conversmn

T(nm) :orun ¢ F
T(heo,runs) - run(zg) ' /
T(John runs) : APP(J)(Azo(run(zo)))

&

?

" - = ('\$O(T"n($o)))(1) = "“"(J)

)

2. I contrast the two statements: “John is Mary” and “John is a man”,

(a) John is Mary

4 ’
John be Mary -

»

.
o\ .

N\
be Mary

'T(bé)
T(Mary)
T(b: Mary)

- T(John)

T(John is' Mary)

T(a.;na;t)

. (b) John is a man

7 N
John  is-a man
P
be - a-man .
z\P)\z\'P(z\y(z =)
_ APP(m)

,\P,\zp(xyiz = y))(APP(m))
= Az(APP(m))(Ay(z = v)

= Az{Ay(z = y))(m)
= dz(z = m) "
APP(j) :

APP(j)(Az (z = m))

= (Az(z = m))(J)

=m i

v\Q(3=(man(z) A Q(z))) '

/

st
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T(be) R APAP(AY(z = 1))

T(is a man) : Az(AQEz(man(z) A Q(z))))y(z = y))

. = Az(Bz(man(z) A(Ay(z = y))(z))
- =Az(3z(man(z) A (2 = 2))

T(Johnis aman)  : - APP(j)(Az(3z(man(z) A (z = 1)) .
. ‘ = Az(Iz(man(z) A (2 = 2))(J)
= 3z(man(z) A j = z) .

3

3. I now analyze the two possible readings of the statement: “John seeks
a unicorn™. These two readmgs have different interpretations as we will see.

(a) - -John seeks a unicorn (de dicto)
/ \\ . » |
John  seeks a unicorn '
’ N -
seek a unicorn
< N, PN
¢ ~a  unicorn
"T(unicorn) '» @, unicorn -
T(a unicorn) =~ - i AQBz(umcorn(m) /\ Q(z))
T(seek) - 1 seek
T(seek a unicorn) : seek(A@3z(unicorn(z) A Q(z)))
T(John) - :  APP(j) :
T(John seeks a unicqrn):  APP(j)(seek(AQ3z(unicorn(z) A Q(z))))
T = seek(AQ(3z(unicorni(z) A Q(z))))(4)

— ~And finally, we interpret seek(AQ(3z(unicorri(z) A Q(2))))(7) as

(m{seek)(|AQ3z(unicorn(z) A Q2)ly))(m(1) € 10
where m(seek) : ||| UI2U™N — iU,
| ' 1AQ@3z(unicorn(z) A Q())llp- U — i)

“and m(j) € ||U]|-
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L C o (b) John seeks a unicorn (de re) - i
R Y N , .
. , a unicorn John segks'himo
7 N v N\
a unicorn John seek himg
® ) N\
seek hep
T T(heo) = 2QQ(Z0) /’ _
i T T(seek) : seek ‘ '
" T(seek himg) : seek()«QQ(éo)) ) ‘ .
| T(John peeks himg) : APP(J)(aeek(AQQ(zo)
T ' = seek(AQQ(20))(7)
/ T(a unicorn) :. z\P(Eia:(umcorn(z) A P(z)))
lo T(J . seeks a unicorn) : AP(3z(unicorn(z)A P(z)))(Azoseek(AQQ(z0))( _1))
/ 1 = 3z(unicorn(z) A (Azoseek(AQQ (z0))(4))(2))
= Jz(unicorn(z)A seek(AQQ(2))(5))
We mterpret Bz(umcom(z) A seek(AQQ(2))(5) as
- |[32(unicorn(z) A seek(AQQ())(,
1.14 Transparency and de re .
, In the last section, we derived the statement “John seeks a unicorn” in two
~ different ways. We obtained two different translations of it, one correspond-
T 'ing to the de re reading and the other corresponding to the de dicto reading.
These different readings can be paraphrased as follows: when John is seeking *
a ufticorn he might (de re) or might not (de dicto) be seeking a particular
unicorn.” So natural language has been disambiguated by allowing for two
different derivations and‘their corresponding different translations
We remark that different derivations do not a.lways lead to djfférent
- translations as we have seen in the first’ exa.tﬂple of the last section. If we
- . consider the statement “John finds a unicorn” a.nd we apply the same rules,
Ce we obta.mttwo different translations: —
1. jind (WQ (3z (unicorn(z) A Q=)NU)
‘ 2. 3z (unicorn(z) A find(AQ Q(2))(5))- /
‘ . . T e ]
2 ! |
2 .ot

-
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finds a unicorn, there must exist a particular unicorn that-he finds. So

there should be only one reading. Since the system was built to permit.-

two rea,dmgs it seems thﬂ't there are no straightforward ways to stop the
analysis that leads to 1.“<To solve this problem, Montague restricts the
interpretation: he accepts—dnly models where 1. and 2. are equivalent,
namely he postulates in the-language of the intensional logic that 1. and 2.
are equivalent. Montague recognises many contexts where there exist such

. phenomena and he introduces as many postulates as therea are expressions

presenting this phenomenon I call these postulates transparency postulates.
The reasons for that name will become clear when we wme some of these
postulates.

I prefer not to use the name meaning postulates despite the fact that
Dowty et al., for instance, have used jt. Carnap [6] in 1947 introduced
meaning postulates to deal with analytically true sentences, sentences which
were true in virtue of the meaning of the words, but which could not be

analyzed as logically true: true as a consequence of their syntactical form.

To analyze “all bachelors are unmarried”; Carnap’s meaning ppstulate i8
Vz (B(z) — ~M(z)),

whére B stands for bachelors'and M for married. A model would then be
admissible only if that sentence is true in the model. In other word_s we
restrict the models to the ones that make that sentence true. Montague

does not consider-postulates that relate the meaning of two words, apart’

from one exception when he analyzes “seek” as “try to find", but rather he
considers postulates that articulate the logic of the expressxons considered
as, for example in, the case of “find”.

"1 shall reformulate some of Montague’s transparency postulates. In Mon-
tague’s terminology the elements pf EW are called “individual concepts {lr]le
elements of 2% are called “propositions™ and the elements of (2% )(EY ) are
called “intensional properties”. Since I choose a fragment of the fragment

- studiéd by Montague, I will mention only the postulates relevant to my

fragment.

TP1 m(a): W — E is a constant function. In other words 3e € £ such
that Yw € Wm(a)(w) = e, where a is j or m.

' . e
Unlike the case of “seek™ there seems to be no ambiguity here. If John-
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TP2 Yw € W(m(J)(a))(w) =1=> 3e € EVYuw' € Wa(vw'’) = e, where § is
mgn, or unicorn ) -

TP3 All members of By except “rise” are transpa.rexft. Namely,

~ - z=y— (6(2) ~ &(v)),

where § is run \ . o
\ . .
" TP4 1. §(APP(z))(y) is transparent both in z and in y namely that .
P rz=rAy=y = (6(OPP(z))(y) «~ §(APP(2'))(y')), whereé.is
find. - :
2. §(P)(z) = P(Ay6(APP(y)(z))), where éis find
. TP5 seek(APP(z))(y) is transparent in y. : . -

¢

" TP8 believe that (o)(y) is transparent. in .

The equivalence of these postulates with Montague’s postulates ¢s shown
inf Reyes [30]. We remark that TP1 guarantees that names are rfgld des- ‘ ‘
¥ : ignators in contrast to descriptions: the denotation of “j” is the constant
individual concept which picks the same individual (namely John) in each- | -
possible world. "We cannot, in this langnage, give a syntactical version of
TP1 and TP2 since we have no means of reachmg the elements'of E. We - : ”\
cannot, for example, write 3e € E such that.. .

From TP4 we can deduce the following corollaries that we apply to the
- statement “John finds*a unicorn”

1.» find(P)(j) AP=P = find(P')(j). We remark that P="7 1mphes
that VPP(P) = P'(P), hence

| find(P)(§) = P(AyfindA\PPy)(j) = | . . | S
o P/(AyfindAPPy)(j) fmd(P')(J) | . -
‘ — 2, fmd(z\QB:r(umcom(x)AQ(’-‘)))(J) ® °'
- . - ~ Sa(unicorn(z) A findAPP(z)(). 2 T

e
This corollary says that “there is only one readmg,(de re readmg) for
- “John finds a unicorn”.

. ‘a .;,

—
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‘1.1.5 Criticisms gr;d concﬁ.xsion

‘ 2

Q) !
n(x) - fmdAPP(z)(J)) ‘

3. jind(/\QVzl(unic_o’rn(z) —

3 Yz (uni

4. fmd(P/\P’)(J) - f d(P)(J)f\fmd(P')(J) S
5. find(P v P)(J) = findP(j) VifindP'(5)
6. fmd(P vV =P)(f) ~ findP(j) A*-\fmd’P(J)

These_clauses assure us ‘that the interpretation of “ﬁnd" is a Boo}ea.n;
homomorphism' which preserves existential and universal Quantxﬁers This
is closely connected to the meaning postulates of Keenan ‘and Faltz. These
authors, however, impose their conditions at the level of the models only;

their mode]s have to be of a very special kind given iw terms of complete i

and atomic Boolean algebras. From these clauses, it should be clear that
such restriction is not necessary to formulate their insights.

LY

We can sdmmanze this section-on Montague’s s¢mantics by saying that
higher order Jogic {s needed to provide a satxsfactory treatment of descrig
tions, of ¥formal grammar” (for instance the: fact that “John but not Mary”,
“nobedy” and “John” should belong to the same sort) and of opacity. How-
ever, all the sorts in the intensjonal logic of Montague are constructed from
only one basic sort ‘which is interpreted as the set of all the possible and
actual entities needed to interpret the constants of that basic sort in the
. fragment unfler consideratién.-I point out some of thel dlﬁicultles with this
approach an shall brxeﬂy describe them. '

The ﬁrs t)hing that we notice is that counting does not apply to heaps
“or conglometates of objects. As was argued by Frege, the same conglom- -
erate which makes up an army could be counted as 1 army, 6 divisions,
18 brigades or 500,000 men. The same remark apphes to all quantifiers.
* Although Montague never says so explicitly, he seems to be committed to
“bare individuals” or objects, or things. Indeed, his “possible entities” may
well be unicorns in one world, persons in another and minerals in ‘still an-
other possible world: the only link being the bare individual underlying the
unicorn, the person and the mineral in the possible worlds under consider-
ation. How can we make clear in such an approach what we are baptizing
when we say “I baptize-thee “Jchn” in nomipe.. 7 Are we baptizing the

. . RN
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noze, the baby, the godfather with the baby, the baptismal robe, the set of
molecules that constitute the body of the baby or what?

-

Another problem pointed out by Gupta is the following: How is it that
airline companies count-di tly human passengers and persons? -How
can we explaip this fact since in any given situation the human passenger
coincides with the person? This problem is @modern version of the problem
of herafds treated.in the Middle Ages; see for instance Geach [13]. I mention

2f\:ﬂaﬁ which was consideredby Keenan and Faltz: How to account
for the fatt that the same individual may be tall
as‘ﬂ man? .

..as a pygmy; but not tall

.

In the next sectldn I shall try to answer some of these quesmons while
describing the semantlcs of Gupta.

o o o

1.2 The semantics of Gupta

L

2
[y

. o

1.2.1 “Introduction S .
In the usual presematnon of the semantlcs of quantxﬁed modal logic, com-
mon nouns and verb phrases (VP) pvluch are translated as formulas thh
one argument (for instarnce, “run”, “find an apple”, “loves John” and.“

red”) age given the same interpretation. They belong to different grammat-‘
ntactical categories but the mterpretatlon does not respect.their

,are mterpre‘ted as intensional properties W — "9E" , where W is the set
of all possnble wor]ds and' E is the set of indiviquals. I shall consider only
count nouns in my presentation, for insténce “dog” and “persont”. Gupta’s
study proceeds in just this way and only mentions ca.sually other types of
common nouns. The idea that it would be better to keep apart the seman-
tical categories of common nouns and verb phrases comes mainly from the
following remarks. But 'before going into these remarks, I should say some
word¥ on the terminology that wxll be used.

Count nouns; {¢r instance “dog 'are translated as sorts, symbolized as
dog and mterpreted as kinds which are symbolized as dog. Verb phrases,

like “run”, are translated as formulas with one argument by run(z) and in- -

terpreted as predxcates by [[run]|(g9(z)). I use sometimes the words property
or unary rélation instead of the word predicate. Lshall use the expression

<



20

A

predicate of a kindsince, as will‘%e explained shortly, all variables ar¢ sorted.
If we use “run” which is translated as run(z), we must know the sort of z
or, in other words, we must know to which kind the predicate is “applied”.

The predicates come equipped with a principle of application The prin-
cnple of application for predicates of a l*‘d specifies when a member of the
kind has the -predicate. This principle‘is not an epistemic criterion and
is independent of our capacity to decide if the thing has or not the prop-
erty. Accordmg to-Gupta, kinds also come equipped with a principle of
application. For example, if we consxder the kind dog then the principle of
application says what should count as a dog: it specifies, for instance, that
a bitch.with its puppies does not count as a dog, and that the legs and the
tail of a dog do not count as a dog. . .

Furthermore, Gupta postulates that kinds come equipped with a prin-
ciple of identity. For instance if we take the kind person, the principle of
identjty says when a person in a possible world is the same as another per-
son in another possible world. This principle of identity is not an epistemic
criterion but a metaphysical counterpart of it. I quote here Gupta:

a

It is notsthe rule by which one determines, say, when an object
is the same river as another object. It is rather the metaphysical
counterpart of such an eplstemtc rule. The pr:nc:ple of identity
for “river” is the rule in virtue of which an object at a time (and
a world) is. the same river as an object at another time (and a
world) [14, page 25

[

T'he ual interpretation of count nouns such as Montague's takés into
account offly the principle of application and ignores the principle of identity.
To illustrate this Gupta gives the following example. Let us consider a
person who takes the plane twice m a week. This person is counted by
the airlines compames as two pa.ssengers, even if these two passengers are
thé same person. In the usyal semantics such as Montague's we cannot
account for this fact. Passengers and persons are finally the same“since all
objects belong to a unique kind, namely the entities, and the only identity
considered is the identity that comes with these entities.

. a

In Grder to take into account the principle of identity, which"intuitively
will be a different principle for horses,. for dogs and for persons, Gupta,
following Bréssan [5), introduced different sorts in the.language. The sorts
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and their interpretation, the kinds, permit us to understand more clearly .
some problems related to quantification as well as other problems mentioned ’
. already in the preceding section. I shall in my presentation consider sorted
- elements only. Gupta, similarly .to Montague, postulates a set of unsorted
entities, elements, individuals. I believe that this postulate goes against the .
. ‘ *  spirit of Gupta’s own work. ' )

1.2.2 Interpretation of count nouns

. ’ . I describe here the interpretation of the count nouns with the help of the RN
' count noun “person”. Gupta analyzes only kinds of the sort person, dog,
- passaenger which are separated kinds. I will define this notion later, but
intuitively we say that a kind is separated if when two members of the kind ’ .
) : happen to coincide in one possible world then they are the same member. : ]
I'shall therefore construct those kinds which are separated as sets of indi-

vidual concepts starting from individuals in their possible worlds or possible :
circumstances. Members of kinds have total existence in Gupta's approach. .

I generalize’this-approach-by constructing kinds such that their members ) - -

have only partial existence. N
24

+ T consider the family (| person |y)wew Where intuitively | person |y
is the set of persons that exist in the possible world w and is given by the
principle. of application. I agsume that the principle of identity of person
\ gives an equjvalence relation —,‘,,,-,on on -

[ 4

U | person Iw— {(P,w) PEIPG"”"I } " L
e , .
suchthat : ‘ o
(P1, w1) =person (Pz,wz) Aw = wp — P1 P2

. ) - We now define the notion of individual concept associated with the count -
noun-“person”. Let p €| person |, and let us define a partial function on.
W, okl whose doma.m is given by * . : .

w' € doma’;; S «— 3p' €| person |y (apus (W), w) =person (¢, v')

-and whose value at w' is a%;,,J(w') = p’. We remark that p’ is unique for

a given w', by our assumption on =person - 1 will use the following notation
and definition: ’
- o llpersonlj(w) = {o%543 : p €| person |}

+
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Proposition 1.2.2.1 ||person||(w) =} person |,

-

- v . '
Finally we define the interpretation of “person'®as -

lpersonl| = | lipersonii(w)
, wew

.

In 'general if K is a coynt noun we define

IKN(w) = {ofius> : kLK)
and the mterpretation of K s ||K|| = Uvew IK |l(w)

So far, we have succeeded in interpreting person without the help
of unsorted individuals.  We have also been able to deduce the notion of
an individual concept.attached to a particular member of a kind from the
principle of identity and application. We can imagine that the individual
concept attached to a particular person at w describes the trajectory or
the history of that particular person through times and possible worlds or
possible circumstances.

1

Proof. We define the isomorphism by , - d .

evw(a’fp'.‘.ﬁ;) = alpus (W)= p

where p €| person |, . . : -

(a) ev, is surjective by construction, since we have constructed an mdl- '
*vidual concept attached to each p €| person |, such that a’Z';'J;‘ (w) =p.

¥

(b) evy is anectlve, that'is .

ersony erson pefloﬂ erson ’
e”w(azp.‘uo) e”w(ﬁzp,u») Ocpw> = ﬂzp,wr “

Let us assume the hypothesis:

25123 (1) = A5 05 w).

Let a’é‘;ﬁ’;(w') =p' and 5,5 (w') = ¢’ where v’ is in their domaln. By

the constructxon of individual concepts we obtain

( <’J§L’§(w), W) =person (P w'), (ﬂii'.fu";(W),w) Zperson (45 ') ‘
which implies that ¢’ = p’. Hence o3 = B . More generally' we havé

Il DK | where K is a count noun. O
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Propglition 1.2.2.2 (pl,wl) Spereon (pg,wﬁ/if and only if

person  __ . person
a<plowl> ha a<mvw>\\’

if and only if .
34 € |person]|(w;) N [|personi(w2)

such that a(wy) = py and a(wy) = p;. O

» ° i
Corollary 1.2.2.8-]],ew | person |y [/ =person= ||person|| =

L .
- U lpersonliw)

o N - weWw
-

Proof.-Let & be [(p,w)] = aZ5es3. @ is well defined. and is ‘injective by -

the previous proposition. Let a € ||person||(w), by definition
a =aGuy = &(pw)l.

So & is surjective. D

Let-us analyze the problem mentioned previously: the problem of pas-
senger versus person. How will their different principles of identity affect
5 /fﬁ%— relations between | passenger |, | person |y, ||passenger|(w) and

Iperson||(w)? o

First of all we remark that at a world w, | passenger |w§| person |y .
. This expresses the fact that a passenger at w is a person at w, that each
(human) passenger is a person. We also remark that

(Pala wl) =passenger (PGZ, w2) = (Pah E’l) Sperson (Pa2a w2)‘a

where'pa is an abbreviation for “passenger”. Now let us compare aZpaas

and a%pau$®. By the principle of application of what a passenger is it is

clear that .

passenger person
dom(agpews ) € dom(agpe,ws )

and if w' € dom(akpaws’ ) then

w' € dom(a’5l0, ) and aZpu St (v) = ol (w),

Thus

passenger _ _person passenger
Oepow> = Agpa,u> Tdof"(“(po.w) )s

i
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. where { stands for the restriction of a function. -

Let us consider the extension u of ||pasacngcr||(w) into ||person|l(w).

This extension is injective; to each passenger we associate the “underlying
person who is that passenger”.

)

lIpassenger||(w) < (|personl|(w)

passenger _ ° peraon
Opa,w> a<pa w>

where pa €| passenger |,C| person lw - The function u gives rise to a new
function ‘

U: ||pa.sser2ger|| — ||person|| e
which need not be a monomorphism . :
. |lpassenger|| = U |lpassenger||(w), ||person|| = U [iperson||(w)
wely weW

. _ ;‘1‘5‘ ey
and the principles of identity are different. The same person who travels
twice can then be counted as two different passengers because, so to speak,
each one of these passengers has hxs own domam of existence...on the same
person! :

1.2.3 The language of a first order many sorted logic and its
mterpretatlon

Following our resolution to consider only sorted individuals, we now describe .
a first order language which will be many sorted, will have a sort operator,
a designator operator and two modal operators. The non-logical symbdls
will fall under the following three heads. -

1. The tonstant sorts: with each * atomxc count noun (for instance, “per-.

son”, “passenger and “dog ) we associate a constant sort.

2. The n-ary sorted re]atnon symbols: a relatxonal symbol R comes equip-
ped with a natural number n: the number of places of R; R is called
“n-ary relation symbol”; R comes also equipped with an assignment of

" ayconstant sort I i = 1,...,n; K; is the constant sort of the i** place
of R. The operative effett of this assignment will be that only variables
of the right sort can occupy a given place when forming formulas using
R. We write R C Iy x ... X K, to indicate the sorting of R.

\
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3. Thé n-ary sorted operation symbols: an operation symbol’ F' comes

equipped with a natural number n which indicates the number of
places of F'; F is called an n-ary operation symbol; F' comes equipped
with constant sort K;i=1,...,n,. K; being called the constant sort
of the i** place of F, ‘and also with an additional constant sort I,
called the sort of the values of F', We write F: Ky X ... X K, — K.

We remark that 2. and 3. have been taken from Makkai and Reyes [21].

Let us give an example of an R symbol, the binary relation symbol
.is taller than, and let us suppose that the constant sorts are dog’and cat.

We have then that ¢s taller than C dog x cat. The function u-described -

before, which could be thought of as the function “underlying” is an example
of an operation symbol.’

For each sort Ii' we have an infinite set of variables of sort K’ and a set of
constants of sort Ii'; we denote the variables and constants respectively by
«K,y%,...,and cX,d¥,... . We will not write the indices when the context
of use clear The loglcal symbols are: =, —, =, V, A, V¥,’3, O, O. We
define: by simultaneous recursion the notion of term relative to a sort, the
notions of sort, subsort gnd formula.

-

1. The constants and variables of sort & aré terms of sort L.

2. If F is an operation symbol and if ¢;,...,t, are terms of the right
constant sorts K7y, ..., N, than F(4,...,t,) is a term of constant sort

. K. «
"3. If R is a relation symbol and ¢;,...,t, are terms of the right constant
- sorts Iy, ..., \n then R(t;,...,1,) is 2 formula.

4. If t and s are terms of the same sort then t = s is a formula. (More
generally we could require that ¢ and s belong to a sort and a subsort
of that sort respectxve]y)

5. If ¢ and ¢ are formulas so are ~¢,0¢,0¢,¢ — ¥,0 = Y, ¢V, A Y.

‘ 6. If ¢ is a formula and z¥ a variable of sort K then 3zK¢ and VzK¢
are formulas

7. If 2¥ is a variable of sort K and¢a formul\a. then {z¥ ¢} is a sort

called a subsort of K.

©
N
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8. If K is a sort, then {4’ is a term-of sort K.

R give an exampie to illustrate 7.

-

Let K = person and ¢ = sick(zPer*on), {zPTPn : sick(zP*o")} s
the count noun “person whq is sick® formed from the (atomic) count noun
“person” and the formula sick{zPer*°"). We could also form the following
count noun: “person who is sick who is red” where I = person who is sick
and ¢ = red(zPerson whois sick) then we have

{zpenon who i3 sick . red(xpenon who s nck)} .
1)

We interpret the language by choosmg an arbxtra:y non empty set W

.'thought of as the set of “possible worlds”; we associate to each sort K

a family (| K lw)wew thought of as the K's which exist at w, and an
equivalence relation =g on [J ew | I |w in terms of which we define

&l = U I&N(w).

weWw 3

AR}

Notice that ||[A||(w) can be recovered fjom [|X|l and w as the set a € || K|

satisfying w € dom(a). We rémark that Montague has only one sort U
interpreted as J|U|| = E' where E is thought of as the set of “possible

individuals”-rather than existing individuals. We introduce as many sorts
- as.there exist count nouns. .

When Gupta considers-K given with a principle of identity, he really
studies objects of the form (||K]|,8) wheré § : || K| x || || — 2% given
by 8(a,8) = {w € doma N'domB : e(w) = f(w)} for all a,f € || K}|.
Intuitively é expresses the extent to whxch a and B coincide. We say that
(Ili°}f, 8) ié separated if '

§(a.5) = {dom(a) 5(a,a) gz:g

Since for separated (||I(||,6) § is completely determined by e(a) = §(a,a),
I write sometimes (|| ||, €) rather than (]| K]|,6). We interpret count nouns
as sets obtained this way. Such interpretation follows the intuition that if
two pérsons coincide in one possible world then they coincide in all possible
worlds belonging to their domain of existence. Notice however that this does

)

-
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not cover all common nouns: as already mentioned words like “water” and
“temperature” which are not count nouns are not analyzed in this study.
Gupta'’s semantics differs from Montague’s semantics in that for each w,
only the set of existing individuals is considered. For each w, Montague
considers the set of all possible individuals E. In Gupta's semantics the
| K |ws may differ. '

We now interpret the sorts, the sorted constants,, the operation sorted

symbols and the relation sorted symbols as follows:
1. Each constant sort K is intérpreted as a separated set (|| X]|,ex)
2. Each constant c of sort & is interpreted as a. function
llell : W — || K|
" (
such that [|¢]|(w) € ||K'||{w)

3. Each sorted-operation symbol F 1Ky x XKy — K is interpreted
'~ asamap, . .
HEW = 1] % oo X [l — A7)

saiisfying the condition
ex (1) NN ko) € ex(IFll(as,. -, an))
4. Bach sorted relation sy"m‘bol R C Ky X...x K, isinterpreted as a map
IR < IEll % - x [ Kl — 2
;atisfying the condition . | .

¢ ~

IIRII(al, - ,a,.) Cex(ar1)N...Nex, (an)

I shall give an example of a constant, an operation symbol and a relatnon

.symbol.

To interpret a sorted constant such as “Socrates as well as to mterpret
descriptions, we need a function

‘.;enon W — "per"on" o

3§
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" existent person”. In terms of i* we define the interpretation of “Socrates”

o

28 '
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such’ that i3,,,.,(w) € |[persan||(w) should be thought of as “the non- -

as the function

4

||.§ocrateé|] :/W — |\personl .

in the—i'olloﬁing way: . - ' L

"] Socrates ‘e |person|]| w e dom(Socrate.;)
"Sosratesu(w) = { i;"em(.w) :if w ¢ dom(Socrates)

We have seen how to construct (||person|,¢) and (|]passe¥i§er||,c). We S~
interpret the operation sorted symbol - - .

u : passenger — person as ||ul| : ||passenger|| — ||person|| , '

where [|ull(aXpaws ) = @Xpanss- Clearly, the condition

€pamsenger(Qpaws ) & ‘penon(“""(ﬁ.?;:ﬂgﬂ))
E ] o,
is satisfied. ,

-

. - . . E 4 -
The relation sorted symbol sick C person is interpreted as follows
||sick]| .: [|person|| — 2%

which satisfies the condition

"‘Si("k"(a?;.‘u‘;;) c Cpenon(a?;,‘qz; )- . N
Intuitively, the person Is sick at most as long as she (or he) exists. The-
binary relation sorted symbol is taller than C tree x flower is interpreted
as .
|lis taller thanl| : ||tree|| x || flower|| — 2w

which satisfies the condition : RN

|lis taller thqnll(a,ﬁ) C €tree(@) N €ftouer (B)

-

An assignment is a function g : Varg — ||K|| for each K. For a given
assignment, we interpret sorts, terms and formulas by.recursion in the usual
fashion. - ' '

[

) 4 . -~
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Given an assignment, we define forcing as a relation between a possible
world and a formula as follows: -

»
' w"'¢(3{{l’ ’zn")[ﬂ]
" "where g(z!"‘) €| Kill(w) (equivalently w € dom(g(a:K')) = c(g(:cK'))
I give some examples to illustrate the ‘interpretation of formula.s )
1. wkzX = y¥[g) if and only if w € 6(g(z"),9(4)) whlch is the case
' just when
' | (e )w) = oy®)(w)

2. Du(areeer) = yreoen(g] f [Jul(g(a™ " )(w) = g(47*)(w)
[|person]|, ) is separated we can conclude that

"u”(g(zpauenper )? = g(ypeno;\ ) )

3. HRC Ky x...x% I\",. and w € c(g(zf‘)) forall i, then
© o ukR(E’,. - 2Kn)[g) I w € RI((z10),. ., 9(zh"))

4. wk=g(zf,..., k)] iff whe(ef,..., z8)g]
5. wiF3zK ¢(2K)[g] iff a € |[Ix||zw) wlkF¢(zR)[g(a/zX)) o=
- 6. wirO(lr,. . 2R g] iff '
vwe () o) wirg(z,..,zkMe)
S:\-‘GFV(Q). .
The restriction of the quantifier to the intersection means that we do
nat look at all the possible worlds but rather at thge that belong to the

common.domain of existence of the g(z 9.

(
Proposition 1.23.1 2K = y¥ — (2K = yK)

Proof, w"'((z" = y¥) — O(zK = y¥))[g] if and only if
- . w"-(x = y¥)[g) = wik (X = y¥)g

8



_ if and only if e

g(zK Nw) = g(y")(W) = Vu € e(g(=® ))m(y(vK ) wikzK = y¥(g).

N '

Smce (Ix ||,6) is separated, ' —

¥ ° a

: 9($")(W) (")(w)lffy(z ) =gw¥) -

_ implies that g(;c")(w') gy ) (w). T o

I now show that one half of the Barcan rule is satisfied, namely

\

. " 1. OVz¢(z) — VzDé(z).

Then, I construct a model showing that the other half of the Barcan rule,

namely . .
2. VzD¢(z) — Dqu?(a:)

is not satisfied.

[N

1. Let M be a model and w% possible world. We must show that

wiFOVzX ¢(2%)[g] = wikvzX Dg(2¥)[g] -

Let a € ||K||(w)and v’ € c(a) then we must show that w'II-da(zK)[g(a/z" ))-
But by hypothesis, w ’II—Vz zK)[g] since v’ € ¢(g(z¥)). We notice that

v € ¢(g(z ")) = ¢(a) = a € || K||(w').
In partxcular, then w'lF¢(z K)[g(a/zK)]

2, Let W = {0,1} and | A lo= {po} and | 4 |1= {cl,pl} we &ﬁne
(||A||{‘6 where [|4]| = {¢,p}, p(0) = po, p{1) = p1, ¢(1),= c1, itis clear that
(lIA]l,6) is separated. We see that [|A||(0) = {p} and that ||A]|(1) = {c,p}.
We consider the following predicate:

Pl : Al — 2(%}
where : g x \

IPI(©) = 0 € e(e) = {1} and [[P]i(p)= {0,1} € €(p) = {0,1}.

-
-

—
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Now let us prove that
0 fWzAOP(2A) — DVzAP(24))g)
or equivalently that

0IFYZADP(z4)g] #=> 0IFOVzA P(24)[g]
N AS . - .

01-VzADP(34)[g] dnd 0 f-O¥zA P(x4)[g].

Let us analyze the two members of this conjunction.

¥

Vo € J|41|(0) 0 RP(=*)lg(e/=*)

(a) 0IFYZADP(z*)[g) if and only if ' ‘ .
if and only if * ’ ‘ . '
Vo€ |l4(0Nw'e (g(z4)) wi-PlaA)g(a/z4)].

-8
But since there is only p at ||A]}(0), we have v .

Vo € (p) = {0,1),wikP(z*)[g(p/2*Y).

Hence, we obtain 0l P(z4 )[g(p/a:‘)] and lll-P(a:A)[g(p/zA)] We conclude
_ that IPll(p) = {0,1} which is true by the definition of P. .

(b) 0f-OVzAP(z4)[g), let us suppose that OII-DVz“P(z“)[g] We then

have that

Vw wikvz4 P(z4 )[g]

if and only if . .
YwVa € ||A]|(w) wikP(z4)[g(a/z4)). °

There are two cases to consider.

1. w=0,p € ||4]|(0) OI-P(z4)[g( p/z‘)] hence 0 € ||PJ|().

2w = 1,{p,c) = [l4}[(1) 11-P(z4)[g(3/z4)] hence 1 € |IPIi(p) but

l}f-P(z"‘)[g(c/z")] hénce 1 ¢ ||P||(c) = 0 and we conclude that
0 f-OVzA P(z*)q).

_,-J\
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N ‘ We can 1magme that A translates “animals.on Joe's farm” and P trans-
\ lates ‘is a pig”. We can read this affirmation as follows: “Every animal

"op Joe’s farm is necessarily a pig” does not imply that “necessarily every
. animal on Joe's farm is a pig”. Gupta (14, page 43] explains this as follows:

For although it may be true that “Every animal on Jpe’s farm is
essentially a pig”, for on Joe’s farm there are only pigs, it does
. not fbllow that “It is necessary that every animal on Joe’s farm
; # s 1s a pig”. Joe might also have grown chickens on his fqrm '

Gupta says that the two halves of the Barcan rule are false in hls 8ys-
tem. To show that 1. is false he gives the following example: “It is necessary
“that every bachelor is unmarried” .is true, but “Every bachelor is necessar-
. ily unmarried” is false: I believe that the trouble with this example and
: with sxmn]a.r examples found in the literature is the following: since vari-
ables are sorted, the formalization of these sentences in our language is not
. > 7 : umquely determined. For mstance if ‘It is necessary that every bachelor is
"« .unmarried” is formalized as-OVz unmarried(z), where “x" is a variable of
’ sort bachelor and “Every bachelor is necessarily unmarried” is fornalized
¢, as VzO unmarried(z), then our argument that 1. is true implies that the -
“purported counterexample' of Gupta is not a genuine one. On the other o '
hand, we might formalize “It is necessary that every bachelor is unmatried” .
as OVz bachelor(z) — unmarried(z), where “x” is a variable of sort man, -
If furthermore, “Every bachelér is necessarily unmarried” is formalized as
Vzbachelor(z) — Duqmarﬁed(z), theri Gupta's counterexample is correct ©
, and the argument that the first sentence implies the second is an example of
- what Mates (23, i)age 117) calls the “fallacy of the slipped modal operator”.
' This example shows that formalization of sentences of natural languages has -
. to be handled carefully. ’ :

[

We remark that any formula’ a&(:&:l kR ..,zKn) gives rise 0 a map

) L CAR N =||K1|l X oo X [ K| — 2%
f ‘ defined by « - ) ‘ '
o O ER e =, L
P B {we [ domg( z¥ ) wll-"dJ(a:l",...,zf")(g(a;/z{")]}.
¥ ) i=1,.n

. This allows us to define the interpretation of a subsort {z : ¢} as (| K], 84)
. where 6 : ||Kf| x ||| — 2" and §4(a, ,B) ns ||¢(z)|](a) N §(a, B). Let us,

~
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for example, ‘consider the sort person and the-unary formula z is sick. ‘
We are restricting the domain of existence of a perion to the extent that
the person is sick (her domain of sickness, so to speak) to obta.m the sort
perspn who is sick. °
o
The mterpretatlon of the description t KX is the functxon

N .

* - WKl WKl -

A )

: ey — if | ||(w) = {e}
It Kl(w) = { :i(w) i 1|1;||($) s not asingleton,

defined by L . .

Notice that || t I||(w) € [|K||(w) for all w. In terrr‘l's of descriptions we®

can think of the interpretation of “Socrates” -alriady given as being the
interpretation of the description “the person who is Socrates”.

L]

1.2.4 Criticisms and conclusion

Gupta works with first ‘'order logic only. I have already pointed out," in
section 1.1.1 the necessity of having a higher order logic, and I s not
elaborate on that pomt, here. Furthermore, Gupta deals only with neces- _
sarily existent objects. Usual kinds such as person and dog have members
that come in and go out of existence. In my presentati?n\mgnﬁnated
this limitation by mtroducmg the coincidence relatlon and the pre ‘{cate of
e\ns‘tence . o

c

Another difficulty with Gupta’s approach is his notion of “pessible: K",

" where K is a kind. This notion is needed to define modal constancy of

she interpretations of some count nouns. For instance, person is modally
constant if and only if possible persons are persons. In my view, this notion
of “possible K™ is not cogent, as I shall argue presently. In my theory, every
kind will be modally-constant by definition, so to speak, and “possibility”
and “necessity” will be applied only to predicates of kinds and not ‘'to kinds
themselves. This way bf considering “possibility” (and #necessity”) agrees
with the grammar of these notions. Suppose that we find an archeological
site ‘with skeletons of some anthropoids. If we are asked whether some
are hominoids, we could naturally reply that “three of these skeletons are»
possnbly hommoxd skeletons” or “it is possible that three of these skeletons

- »

’
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are hominoid skeletons”, but we would not say’ “there are three possible
hominoid skeletons”. Similarly, ¢ do not say that Mr. and Ms. X have
twelve passible thildren, but rath at it is possible for Mr, 'and Ms. X
to have twelve children. Independently of grammar, I question the cogency

- of this notion of “possible K” on the basis that neither the principle of

application nor the principle of identity is well defined for them; In other
words, I deny that “possible K” is a kind. As regards the principle of
application, does an apple jelly count as a possible apple? Does a piece of
junk of metal count as a possible car? As regards the principle of identity,
Quine has already asked the relevant question: How many fat men are there
in the door? .

I can recover some of the intuitions of Bressan and Gupta on modal
constancy by applying this notion to predicates rather than to kinds, which
afe for me, as already mentioned, _automatically modally constant. Thus
we conld say, for instance, that “to be an apple” is modally constant as a
predicate of fruit, although presumibly will not be mod onstant as a
pledlcate of ingredient in a recipe

This analysis shows the 1mportance of dxstmgulsh'mg sharply etween
kinds and predlcates of kinds.

Another problem that I detected in Gupta's analysis of common nouns
is his distiriction between common nouns such as “man” on the one hand
and “man born in Jerusalem” on thé other.- According to Gupta {14, page -
35}, common nouns such as “man”, “number” and “river” express sorts.
that glve essential properties, of objegts, whereas “man born in Jerusalem
does not express such ‘a sort, because “being born in Jerusalem” is not an
essential property of any man. This puts the notorious problem of untangling
esseritial and not essential properties at the very foundation of his theory.
In the theory that I develop in Chapter 2 this problem is avoided.

A further problem with Gupta's semantics is his notion of individual
concepts. I think that individual concepts introduce irrelevant problems
at the foundational level and should be avoijded. Let us recall that ip the
usual semantics (Montague [24], Gupta [14], Scott [32]), kinds are envisaged
as sets whose members are individual concepts which are total or partial -
functions defined over situations. The trouble with this view is simply this:

what is-the principle of identity for kinds? Clearly, identity of two functions
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o means identity of their values, but where do the values live, say for the kind
person? We seem to need a kind other than person with new principles

of application and identity to receive the values of the individual concepts.
But person was precisely the kind needed to provide a notion of identity
.‘ ' for their members! . Furthermére, this new kind should again be a set of
' individual concepts whose principle of identity should be deﬁned in terms

of a'new kind, etc. :

<

’ On further reﬂection, we see that individual concepts. are employed to
do two related things for us: they specify the “domain of definition” of the
member in guestion which is the domain of the function, and they specify
when two members coincide on are coincident, which is given by the identity
of the two functions. We shall see that there s no need t6 introduce individ-
val concepts, and that whatever can be achieved with them can be achieved
without them provided thé notion of coincidence is taken as primitive. -

‘ . _Finally, although I have used the terms “principle of application” and
- dprinciple of identity” td*follow Gupta, I believe that these notions are
problematic, precisely because they seem to require unsorted entities or

o ~ oljects for their formulation. Thus, Gupta tells us: .

Common nauns, like pnedzcates, are true or false of ob]ects They
divide all the ob]ects in the World into b0 classes: those objects

" that fall under them, and those that do not. That is, common
nouns, Izke predicates; supply a prmcnple of applxcatxon

LA

I shall retgrn to this questnon in Chapter 9.

3
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I shall first explain the moilvatnon that brought\nie to the logical system
described in this chapter. Then I develop this logical system which is bo{h
hzgher order and many sorted.

2.1 Introduction

. My logical system Is based on an attempt to formalize the notions of refer-.
ence and generality in natural languages (to borrow from?the title of Geach
[13]). More precisely, it is concerned with relations of the kind “A refers
to B”, where A is a proper name, and “A is true”, “A is possible”, where
A is a statement. It is a remarkable property of natural languages that a

0proper name, say “John”, picks up its reference uniquely every time that it
is uttered, regardless of whether its reference is present at the moment of
utterance, regardless of whether we know John’s whereabouts at that mo-
ment, whether or not we are able to recognize John and whether or not we
are referring to events that took place in the past or may take place in the

future. My main concern will be the following representation problem: What

structure should the reference have to accomplish the formidable task just
described? I shall propose an answer based on an analysis of count nouns
and kinds which are the interpretations of suck count nouns along the lines
of Gupta [14] and Macnamara [20), which in turn build on previous work-of
Geach [13], Bressan [5] anut others.

The emerging picture i is not literally the same as that presented by these
authors: there are several points of disagreement (some minor, some major),
but several of the basic intuitions are, I believe, the same.

N
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- 2.2 Count nouns and kinds .-

.-

I develop my analysis of count nouns and kinds by stating and discussing a
series of theses on reference. Although this medieval practice has long gone. 1
out of fashion I believe 1t useful to understand the issues involyed. My first-
thesis concerns proper hames. . '

1. The reference of a proper name is rigid.

This thesis asserts that a proper name, say “Nixon” has the property
of picking up its reference throughout .all actual as well as possible situa-
tions, past, present and future in which Nixon appears or may appear. A
biographer of Nixon would reg¥gnize the boy who grew up in California;
the young politician who won his first election and the president who was

forced to restce as being one and the same person in spite of the

different times 3xd situations. To explain Nixon’s actions, the biographer -
should entertain a series of possibilities as to Nixon’s motives and evaluate ,
them critically. So he is forced to consider counterfactual situations about

" this very person, Nixon. For instance, he may be unsure of whether Nixon .
won his first election by fraudulent means, and he may discuss both the
possibility that he used su¢h means and the possibility that he did not to N
arrive at the truth of the matter. The thesit of rigidity has been forcefully
argued by Kripke [17].

The fact that counterfactual situations have to be considered to describe
real situations is exemplified in Classical Mechanics and in the Calculus of
Varjations: to describe the real trajectory of a body, we compute the La-
grangian of all its possible trajectories (most of which are not physically~
possible!) and we take as the real one that trajectory for which the La-
grangian has a stationary value. The possible is needed to describe the
real. I shall restrict.my attention to counterfactual situations which are
consistent. I do not view proofs by reductio ad absurdum as constructing
“counterfactual situations” in mathematics. For instance, in the proof that
the square root of 2 is not a rational number, we start by assuming that the
square root of 2 is a rational number and then we derive a contradiction.
However there cannot be a situation where this assumption holds, since such
an assumption is logically inconsistent.

-

- 2. Rigidity presupposes count nouns. A
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This thesis, which characterizes the approach 1 am developing, asserts

that the only way of tracing the identity of Nixon throughout all real and
possxble situations (past or present), is by means of a count noun such as
“person” or“man”. Indeed, the boy in California, the young politician and

the president remained one and the same person, although he successively
stopped being a boy, a young politician and a president. We cannot, for

. instance, trace Nixon’s identity through the molecules that compose his
.. body, since_ those that constituted his body at the time of his youth were
~~ different from those that constituted his body at the time that he was a
president. As Aristotle emphasized, change requires something to change.
There must be a constancy that underlies the change, for instance as | just
said, the boychanges and becomes an adult, but to understand the link
between the two there must be something that stays the same. In fact,

it is the same person who undergoes all these metamorphoses. To make

this thesis more precise, I shall state claims on the mterpretatxons g@ount
nouns, the kinds.

Kinds are the interpretation of count nouns'such as “person” , “dog” and
“atom of oxygen”. There are other nouns besides count nouns, for instance

only with count nouns. We can interpret expressions such as “three dogs”,
“two drops of water” and “three atoms of oxygen”, as well as expression
of generality such as “every dog”, but we cannot interpret “three oxygens"”
. or “two moneys”. To interpret expressions of the first type, kinds should
consist- of members which are individuated and could be counted. This

equality symbol and thus, to interpret first order languages.

3. Kinds are modally constant.

~

. What this thesis says is that kinds are what remains “constant” from
' situation to situation and thus kinds are precisely the standard against.which
we can understand changes and. modalities. In other words, kinds should be

modally constant “by definition”. Thus, man is a constant set, a set which

P does not change according to times and situations. As a consequence, the
statement “all men are greedy” makes reference to all men independently

of any situation. It will be true at a given situation independently of the

men‘who appear in that situation, since it does not refer only to those men

who appear in the situation, but to all men. On the other hand, man in

(S

mass nouns such as money, clay, copper and oxygen, but we associate kinds

feature of kinds allows us, more generally, to interpret quantifiers and the -
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the Salle Wilfred Pelletier of the Place des Artsis an example of
a variable set which changes according to times and circumstances. I believe
¢ that the context in which these notions can be adequately formulated. is
topos theory, but I will not go into these matters here. A discussion of
modal constancy in thig context can be found in Reyes [29].

4. "Modalities apply only to predicates of kinds and not to kinds them-
selves, )

This thesis concerns “the grammar” of modalities. Modalities such as

possibility and necessity have been applied to predicates of kinds such as -

“x used fraudulent means to win the election” which is a predicate of the
kind person, to form new predicates such as “x possibly used fraudulent

means to win the election” which is again a predicate of person. Neverthe-"
g predi P

less, modalities have not been applied only to predicates but also to kinds
themselves to form new “kinds” like possible apple or possible man (see
Gupta [14]). The thesis claims that these attempts are wrongheaded and
that modalities may be applied to pre}iicates only. The thesis that modal-
ities are not applicable to kinds is made plausible by the thesis 3., since
kinds are precisely what remains constant in real and possible transforma-
tions. Independently of this, there are serious difficulties with any attempt
to view “possible apple” as a count noun as we saw in Chapter 1.

’

5. The existence of qpaque contexts is a normal and common feature of

natural languages. .

In spite of Frege, who thought the contrary, we know today that opaque
contexts, also called non-referential contexts, can be generated with quite
innocent looking expressions of the type “with Fred”, “for Mary”, “in the
park”, etc., (see Keenan and Faltz [16]) and not only from “epistemic” or
“modal” operators. To mention just one example: it may happen that the
people who are working in a room are precisely those who are talking. How-
ever it does not follow that the people who are working with Fred are those
who are talking with Fred. These examples can be repeated.ad infinitum,
even with expressions like “in the park™, contrary to the expectations of
Keenan and Faltz.

It is not cogent to consider &amples of “lack of substitutivity of equals
for equals” as examples of two identical members of a kind having differ-
ent properties! It follows that we need another notion, besides identity, to
represent “equality” in these common phenomena.

r
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Therefore, we postulate that kinds should come equipped with a‘rela.
tion of coincidence which stipulates when two members of a kind happen
to coincide at a given situation. For an example of coincidence, take the
kind proposition. Two different propositions may coincide at a situation
in the sense that they have the same truth values for all situations which
contain more information thad the original one. We shall'say that these
propositions are coincident at that situation. Another example is given by
the kind predicate of person in the above example, it may happen that
the predicate expressed by “to be working” coincides at a given situation
with the predicate expressed by “to be talking” in the sense that the peo-
ple who are working are precisely those who are talking in every situation
with ‘more information than the original one, but clearly these predicates
are not identical. The paradigm of coincidence in mathematics is given by
two distinct functions f and g which have the same value at a given point,
for instance, two functions defined on the reals which have the same value

-at 0. In this case we say that f and g coincide at 0 and it may well happen

that in spite of this coincidence, f has the property of being increasing at
0, whereas g may be decreasing at 0. This example seems to have moti- -
vated the introduction of individual concepts in intensional logic to handle
the existence of opaque contexts. Nevertheless, I do not consider individual

?concepts, since they present foundational problems as was shown in Chapter

1.
6. Kinds do not exhaust the semantical universe.

Central as they are in reference, kinds are too discrete to either exhaust
or even generate the semantical universe. Indeed, the prototype of a kind in
mathematics is natural number and kinds share the discreteness of natural
numbers, precisely to accomplish the tasks that we require from, them. On
the other hand, space-time, which should be a member of the semantical

* universe is a connected structure and there is no good reason to suppose

that we could define such a structure if we start from discrete kinds. The

- poss:bxhty of this “construction” of connected structures from discrete ones

is analogous to the program of the “Arithmetization of Analysis” and may
be subjected to the same criticisms. At any rate, my semantics should allow
room for both connected and discréte structures and should allow means to
compare them and study their relations. I believe that these desiderata offer
a more fruitful approach, than reductxomsm

1§ ﬁmsh thxs section by pomtmg out tha.t I wxll cons:der possible situa-

t
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tions rather than possible worlds as the building blocks of my semantics. 1

view situations as interpretations of actual or possible partial descriptions of
reality. The possibility of carrying out an action, for instance, depends only
on the situations which are relevant to the action in question and not on the
whole state of the universe. There is another argument for situations rather
than possible worlds as a foundation for semantics: situations are ordered
by inclysion and thus they are more structured. The situation, for instance,
of Johnsitting on a sofa while his dog sits at his feet includes the situation of
John sittingyon a sofa. This intuition of a natural partial order between sit-
uations dga#’rot apply to possible worlds, since they are supposed to be the
etations of complete possible descriptions of reality. For this reason, I
hall avoid the expression “possible world” in the sequel. Let us notice that
both Kripke's theory of the “idealized mathematician” and Husserl’s notion
of the horizon of an act use similar orderings: ordering between states of
knowledge in one case, and ordering between determinations of the object
of the act in the other. ’

2.3. The category of kinds

Ij propose a mathematical formalization of the notion of kind in the context
of category theory. It is my conviction, to rephrase Montague [24], that
philospphy, at this stage in history, has as its proper theoretical framework

category theory. The very possibility of using category theory imposes, I °

believe, fruitful constraints on the logic of reference, to mention just one
of them: the logic of quantification should be the standard one. ‘Thus my
approach will differ froin others which change the logic of quantifiers to ac-

commodate the modal operators, such as Montague’s approach for instance.

The"category of kinds is based on a partially ordered set that I think
of as “possible situations”. I view situations as interpretations of actual

"or possible partial descriptions.of reality. My starting point is then a set

P = (P, <) of “possible situations” partially ordered by inclusion: V < U

- whenever V contains whatever “goes on” in U. In other words, considering

situations as interpretations of partial descriptions of reality, V interprets a
more complete deseription than U.

We define Q(1) = {D C P : D is downward closed}. In other words, the
members of (1) are sets D of situations such that whenever U € D and

Ny
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V € U, then V € D. Whenever a situation belongs to D, "so do all the
situations which include 1t

" Proposition 2.3.0.1 (1) is a complete ‘Heyting algebra.

Proof. It is immediate that Q(1) is closed under arbitrary unions and inter-
sections. We define the implication as follows:

"Dy = Dy =|J{D € 9(1)| DN Dy C Dy)
| .

" It is easy to check the usual adjointness

s N DC Dy=D; if DNnD;C D,

Defining 0 = 0 and 1 = P, we have that (2(1),J,Nn,=,0,1) is a distributive
lattice with 0, 1, implication, and closed under arbitfary sups (and mfs),
namely, it is a complete Heyting algebra. D

We remark that in the symbol Q(1), (1) is part of the symbol and does
not have any independent meaning. -

A kind is .a couple (A,64), where A is a set and 64 is a coincidence
relation, namely, a map 64 : A x A — (1) satisfying the properties:
; .

. §4(a,a’) = 64(d’,a) -

b4(a,a’)Né4(a’,a") C 64(a,a")

In terms of the coincidence relation, we can define €4 : A — (1) by letting
€ala) = 6a(a, a).

A kind is then defined as a couple consisting of a set A together with

.a rule which associates, with every pair of elements of the set 4, the set of

situations in which the elements in question occur and happen to coincide.
Thus, a member is coincident with itself precisely in those situations in

. whxch it occurs.

As an example, proposition is a kind, namely the set of propositions,
together with the following coincidence relation: two propositions coincide
at a situation if they have the same tryth value at all situations having
more information that the given one. The ¢ corresponding to the relation of
coincidence associates 1 € (1) with each proposition. We notice that if U is

8~
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a situation in which twe proposftions have the same truth values and V < U,
then V is also a situation in which the two propositions have the same truth
value, since V is the interpretation of a more complete description of reality
than U. This justifies our assumption that §4(a,a’) is a downward clos}g{l
subset of P, namely, a member of Q(1). :

As I mentioned in Chapter 1, I do not need, and do not want, individual
concepts in order to develop my semantics, since coincidence, and therefore
existence is built into the notion of a kind. o :

Besides kinds, I consider relations between the kinds, namely functions
which preserve the coincidence relation. For instance, the connection be-
tween the kinds baby, adult and person is seen in my context as follows:
we have a function, which is not representable in the natural language, from
the set of babies into the set of persons, and similarly, from the set of adults
into the set of persons, intuitively the function that associates with each
baby or adult the person that underlies him. The identity between a baby
and an adult is really an assertion about their underlying persons, namely
that they are identical as members of the kind person.

»’

Kinds constitute a category under the following definition of morphism:
a morphism f : (A,64) — (B, 6p) is a function f : A — B such that
5a(a,@) C 65(f(a), f(a) for all a,a’ € A."

As an example, consider the kinds passenger and person. We view
their connections as follows: there is a function u from the set of passengers
to the set of persons which associates with each passenger its “underlying”
person. Then, u is a morphism of the category of kinds if at a given situation
in which two passengers are coincident, which is the same as being equal in
this case, then so are the “underlying” persons.

The identity func@jqn 14:A — Ais a morphism
14:(A,64) — (A,63)
since 64(a,a’) C 64(14(a), 14(a')) =84(a,a’).
Tl;é composition of tho morphisms is again a morphism. Let

- f:(A,64) — (B,6p) and )

I
% -t
v
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- R 9 :(B,88) — (C,éc)
| be two morph}sms then g o f is & morphism: we have

) (@) CEU@L @)

since f is a morphism, and we have: ¢

- ba(f(e) S (@) € dololT@)gfEN), ' '

o ?«nce g is a morphism, hence we obtain \

8a(a,a’) C 8c((go f)(a),(g 0 £)(d).

We remark that (§(1),4) is the kind proposition. The reasons fo; this
will be clear later on.

-~ =

Let S(©(1)) be the category of kinds. .

. - -

~e

Proposition 2.3.0.2 S(Q2(1)) is a cartesian closed category.

Proof. What this says is that S(S2(1)) is a category having a terminal object
1, products angd exponentials.
B - L]

In fact, 1 = ({*},6;), where 6;(#,+) = 1 € (1) -and the product of
(A,64) with)(B,-GB') is the diagram ’

: (A64) 24 (A% B,baxp) =2 (B,65) Y
where §4x8((a,b),(a’,b")) = 64(a,a’) N ég(b,b'), as can be easily checked.

The exponential of the kind (B,é5) to the kind (X, 64) is the diagram
. * Y .
‘(BA,8p4) X (A,84) = (B,5B)
where . Co : l
! M ' 68‘(.{’ fl) = ﬂ {JA(G,G') = 63(!(“): f(al))} =

. a,a’'cA

+

and ey( f,a);= _f(a). In fact, to see this, we have to check the universal
*property of the morphism ev only. R

2
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Let (C,éc). % (A,64) =2+ (B,65) be a morpmém We have to show
the exigtence of a unique morphism (C,6¢) —= (B4,8g4) such that the
diagr s cew ‘
(BA,6ga) % (A,64) (B,éB) '

thA]{" "/J ‘ s

(C"SC) X (A'6A) -

Qa""'-vx‘d\ﬂ

Notice that since morphisms are functions, such an h exist§ uniquely as’

a function, namely the exponentxal transpose of ¢ and we need only check
that h is a morphism. But ¢ is a morphism, namely,

JCXA((C’a)a(C’a a')) € 6B(¢(Caa)o¢(c y @ )) V(c‘a aX{ (c,d') €.C x A.

‘ ©
By definition of §cx4, we conclude that ' : .

bcle,) N64(a,) € 8(¢(c,a), 8(¢,a")) Ve, € C, Va,a € A.
By the adjaintness property of =>; this-last relation is eqmvalent to
. éc(c,c') C ba(a, a)=~63(¢(c a), ¢(c a))Vc,c €C, Va,a’ € A.
But. #(c, a) = h(c)(a) by definition of h and therefore

bc(e,d’) € [) {6a(a,a’)y= 63(h(c)(a) h(c")(a’)} for allc decC

e N a,8'€A

But then, 65(¢,¢') C 6ga(h(c), h(ch)) for all ¢,¢’ € C, by the very definition
of 6ga, namely, h is a morphism. O -

We remark that there is a forgetful functor

J: A — B and S is the category of sets. X

. U:8(Q(1)— S f\
defiried by U(A,64) = A and if f : (4,64)— (B, 6p) then U(f) ='f where

Proposition 2.3.0.3 The forgetful functor U : S(R(1)) — S )zas both
a left and a right adjoint and it preserves ezponentials. In particular, it
preserves the cartesian closed structure of S((1)).

)
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" Proof. The left adjoint' (L 4 U) is given by L(A) = (A,6y); where & is

defined by dy(a,a’) = 0 for all a,a’ € A and the right adjoint (U - R) Is
given by R(B) = (B, 6T where 6, is defined by (6,)(b,b') = 1 for all b,b' € B
with the obvious actions on functlons (L(f) = R(f) = f).

The fact that the forgetful functor preserves exponentials is obvious from
the ¢ characterization of exponentials. O

.2 4 The language of modal higher order theory

and its mterpretatmn

In this section I mtroduce the language of modal hxgher order theory and in-’
terpret it in the category of kinds S(Q(1 )) I define sorts, terms and formilas
by recursion as follows: '

Sorts
1.. Basic sorts ate sorts: passenger, person, dog, reading, etc.
2. ' (proposition) is a sort

" 3.1 X,Y .aresorts, soare X xY and YX - /.\

4. Nothing else is a sort.

Terms of a given sort are defined by recursion as follows, where we use

* "1: X~ as an abbreviation for “t is a term of sort X":

1. Basic constant terms ¢ éC’onx are terms of sort %, for insiance,
>  Mary € Conpersony, TUN, (to b¥g) bachelor € Congpersen, owner €
Cbnnpcuon xdog y underlying € Conpemnbuhlov , @ic.

2. If z € Vary, then z is a term of sort X, where Vary isan jinﬁnite
set, for eachsort X . :

- 3. If t: X and s:Y, then <t,s‘>:Xx§\(

4. If z€ Vary and t:Y, then dzt:YX P
5 If 1:YX and 5: X then t(s):Y .

" 6. T and' L are terms of sort © - ‘ . .
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7.1f{t: Xand s: X, thent=s: Qandt 8:Q ,
8. 1f6:0and y: 0, then ¢ A : ), whe Vo ' .
¢:Qand ¢:Q, thengp Ay ,,E—A'G‘{J:T w\}\ i -

9. 1f ¢ is a term of sort (), then so are Va ¢ and 3a ¢ ») v
" - 10.Ifgis a“tcrm of sort €, then so are D¢ and 0;15 g

*

1. Nothing else is a term ’ : \

¢ & |

Formulas are defined to be terms. of sort €.
» I 1: X, then welet E(t)=txt.
If ¢ isaformula, welet =p'=¢ = L. . ;
We shall assume that we have defined the usual notions like “substitution
of a variable by a term”, “free v e of a term or a formula”, “a term bemg

ffee for a variable i in “a‘term or a formula?, ett. -
I now mterpret the language by ﬁrst interpreting sorts as kinds, i.e., as
‘ objects of the category S(2(1)). To interpret sorts in S((1)), it is enoqgh
“ to interpret basic-sorts. In fact, once these sorts have been interpreted, we
extend the interptetation || || to all Agrts as follows (recalling that,-S(£2(1))
has finite produéts and exponentials }ll @ fi= {Q(1), ).
Furthermore, if X ‘and ¥ have béen interpreied, then :
L X XY =X U Y]
nd | VX [[=)y K1 ‘ .
r . - U
- We notice that products and exponentials on the right Rand sides refer to
_ the cartesian closed structure of the category of kinds
. / To simplify the notanon | shall 1dent1fy the sort X thhﬁhe set ,nndep ‘
e . lying the lnnd X\ & L
. For each term t:X and each sequence % =< Ij,...,Z, > of dxst ct'. o s
‘ . variables- such that the free variables of ¢ are among the elements of t e . oo
, sequence Z, we deﬁne by recursion a funcnon ) o
- " ) '"3: tl: Xy x. ..XX,.-—-»X v . O C o h{

I will use sometimes the notation X for X3 X ... x X}.
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1. Basic constant terms ¢ € Conx are interpreted as members of X,

| e ||€ X. § £ is .any sequence of (distinct) variables of sorts
Xiy.enyXn, we let

A
H

NE1P g....xx,. — X
be the constant map which always takes value || g:'" .
, 2 If' z; € Vary, then | £:2; ||= 1r.,~, the i*? projection.
3. ft:X and 3:Y, then || £:< t,s‘>||=<|| g:t),)| £:8 > l .
4. If z € Vary and t:Y, then | o
NE: Azt Xi .. Xx X —YX | /
is defined to be the exponent;ig.l tra.népos’e c;f the function

-y I Zz:t s Xy X oo X Xn X X — Y.

51 t:YX and s: X, then || £:1(s)||= ev(<|| £: ¢ ||| £:3[>),
where ev:YX¥ x X — Y.
Remark 2.4.0.4 Since the sequence Iz should consist of distinct vari-
ables, we should replace (in general) the variable z by; say, the first viriable
of the same sort as = which is different from all the z;s. However, to keep

* the notation as simple as possible, we assume that z is different from all the

Z;.
/ + )

"~ We are now in-a position to interpret formulas. We %o this via a notion
of forcing, which is essentially the same as that of Kripke’s models, but with
a new, clause for modal operatois. We define, by recursion on formulas,
relation U l-¢[a1,...,an] between an element U € P, a formula'¢ and
a sequence < aj,...,an, > of elements of X,,. ..,X,., such that the sorts
of the free variables of ¢ are among Xj,...,Xn. I will sometimes use the
notation d for ay,...,an. ) . -

.

- 1. UI}-T[al,...,a,,]“ always and Ult-1{ay, 5.. ,an) never

2. Letce Congx,z: X,¢(z): Q, then U|Fc(z)[a1, coran)iffU € |lefi(ar)

where a; € X

r

T At

s AT Tyt %
AR E AR e S
N
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. Proposition 2.4.0.5 IfUl-dlay,...,a,) andV < U, thenVi¢{ay, ..., an).
This expresses the functoriality of the forcing relation. -
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. (a) Ukt = slay,...,an) iff .
I Z:¢ ] (a1,..:0an) =l £: 8] (a1,...,n) " j

(b) Ukt x< s[ay,...,an) iff
U ebx(| 2711 (a1rerran) | 228 | (a1 10n)) S

. (a) UkgA Y[ary ..., an) iff UII—¢[a1,..'.,a,.] and Ull:t/:[al,.'..,a,.]

(b) Ulr¢ V Ylay,...,an]iff Ulkdlay,...,as] or UlF¢[a,...,am]

(€) Ulkg = Yfay,...,an) if - . }

WV S Uif ViFg[ay,...,an] then ViFg[ay, ..., ap)

. (a) Ulr3z'¢|ay,...,an] iff there is an a € X such that

Ulkdlay,.. . ,an,a] , .

(b) UHVzlay,...,aq] VY < U ViFdas,...,an,0) forall a € X

. (a) BIFOP[ay,...,a,) iff IV ViFg[ay,...,an) )

(b) Ur0glay,...,a,) iff YV Virglay,...,a,]

> Proof. The proof is done by induction on formulas and is straightforward.
To illustrate, I shall do the proof for - and 3.

(=) ¢ We have UlF-¢[ay,...,a,] and V < U, we.show that Vi-¢[d]. So

given a W < V we show that W j¢[d]. But'by the definition‘of forcing .-
for = we have YW/ < U W'}¢[a). So in particular for W < V. .

e .
.yay)_and V < U, we show that ViF-3z4[a).

, (3) { We have UlF3z¢[a;, .. S
, Hence we show tha?br& suchithat ViF¢[d,b]. But by hypothesis .

3a € X such that

I-¢[d,a] and by induction hypothesis Vi-¢[d, a]
and we take b = a. - ‘
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We can finally define the basic notion of validity of a sentence, namefy
formula without free variables. A sentence o is valid (in S(Q(1))) if and
only if 1-lFo[ ], where [ ] is the empty sequence. More generally, we say

that a formula is valid in the category of kinds if and only if its universal .

closure, which is a sentence is valid in the category of kinds. .

To finish this section, I shall describe a formal system MHT (for “modal
higher order theory”) based on Gentzen's sequents. These expressions, fol-
lowing Boileau ankd Joyal (4], will be of ‘the form T ¢ ¢, where I'is a
finite set of formulas of the language of modal higher order theory already
described, ¢ a single formula and X a finite set of variables contalning all
the free variables of I' and ¢. We shall assume that these expressions sat-
isfy the following tules. This system follows, in part, Lambek ang Scott [18,
page 13‘] Avhich in turn is based on Gentzen's work (see Szabo [33,34]).

1." Structural rules , » '

1.1 pf-xp .
o 1.2 Trep Tu{pltgeg
1.3 Thpg " °
— Fu{p}rgea
, 1.4 I‘}-!-;q
rf‘xlyq
¢
15 Thy, ¢
- T(t/y)F ¢ [t/)

where t is free for yin ¢ and T -
2. Logical rules ‘
21 " pkgT and Lkgp

2.2. rhgpAg iff rkgp and rhgg
pVgkgr iff pkgr and ghgr
pl-;-xq—or iffl pAglgr

2.4 ~p|‘xvx¢ iff p}'x'z¢
z¢p by p iff qH-X'zp

provided that z is not a variable in X.

'gu

- ’ 50 .
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2.5 - ke Yz(aV¢)->bVVz¢
provided ’hat z is not free’in o
G ' 3. Identity rules S - '
3.1 l"x 1=t '
3.2 t=skg 7[t/z] = 7[s/2]
provided that't and s are‘free for z in 7
3.3 t=3skggt/z] — ¢[s/z]
R " provided tf)gilt t and s are free for z in ¢

st

4. Rules on specibl symbols

\ 4.1 <ab>=<c,d>kga=c
<a,b>=<ec,d>Fgb=d

o 4.2 Iy z=<z,y>ky ¢
- : T ) ) - UI‘.I-X"V )
' provided that  and y are not free in T or ¢

5. Coincidence rules

. 84 zxytgyxz’ L -
L 5.2 TXYy, yXzkgzrxz
) 5.3 <a,b>k<e,d>kpaxe

5.4 <a,bSx<c,d>Fpbxd
55 . exe¢bxdFg<ab>x<c,d> =

e 5.6 fx9, gxykyg flz)=g(y)

. - 5.7 I, zxykg.  f(z)=gy)

- ' Phe fxyg ‘
. - provided that z and y are not freein I’ | ‘
L SRS 5.8 prya, qbzp

v o "X p = q .
L ' 6. Rules for the A -calculus
IR 61  FpAzt(z)=1t ]

% '~ provided that z is not a variable in X h

\ “»

: : -

g

.
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L
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6.2 kg Azd(t) = ¢[t/z]
provided that t is free for z in ¢ ,
6.3 o T "X t=s -
r '-X Azt = 1\2.‘8 Y

‘1. Rules for modal operators .
7.1 Dpbed FgOd . | o
- 1.2 Opke 004 OOk g O )
73 ¢Fyg 004 O0¢ kg ¢

" 74 z=ykyg Oz =y)
75 oty o | o
amﬂi Dé}';\ Dw . 1
76 7 ¢kg ¢
Cptky OY
77 Fp O¢ = ~O-¢ o g

7.8 “i"x Do v ~0¢

This completes my system.” I have not tried to describe’it in the sim-

‘ plest or most economical manner. In fact, a more economical system seems

possible (see Lambek and Scott [18])

+  In order to formulate a soundness theorem, we need the followirggﬁdeﬂ-
pition: T |Ex ¢ if and only if

YU € PV(a;, .y8n) € X1 X ... x Xp UlFT[ay,...,a,] = Ulkglay,...,a,)

Where X is.a finite set of free variables of sorts Xi,...,Xn containing the

free variables of ¢ and T, and UlFT[ay,...,a,) iff Ull-'y[a.l,.. yan] for all .

7 € T'. Furthermore, we need the following lemmas.
Lemma 2.4.0.8 (Projection) The following diagram is commutative:

XyX.o. XX X Z gz

<1r1,.°..,1r,;>l- ‘A:t"
» P

X1 X...xXp ’
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Lemma 2.4.0.7 (Subsétitution) If ) -

o | . 53

where the free variables (FV') of t are among the elements of the sequence

. E' . ‘ .

Proof. The proof procee;is by induction on terms. Let us illustrate this

proof for the case of Azt : YX where t:Y and z € Varx. We must prove

that -
|£, 2 : Azt]| = ||.z: : Azt"o < 1rl,...,1r,,.> . .

AY

By induction hypbthesis, we have that
HEyzzt]| = 1T tflo < M1yeees®n >

We remark that we also have

.

1€,z 2:t)| = |18,z : tflo < w1y eveymn >,

by hypothesis.

Since X x...X, x X x Z is isomorphic to X, x...XX,;;(ZxX we also
obtain ||£,z,£ : t]| and by definition the functions ||, z : Azt|| and ||’ : Axt||

+are the exponential transpose of the functions ||£,z,z : tf| and ||Z,z : ¢]|. O
s )

The lemma could also be written as ﬂi’,’z : (@, c):= |I£ : t}}(&) where
@€ X1 X...x Xy and ¢ € Z. For terms of sort Q (formulas), the pre-

ceding lemma can be formulated as follows: Ul-g[ay,...,as), if and only if
Ulk-¢lay, ... an, b) where (ay,...,a4,0) € X3 % ... X X, X Z. The proof is
done by induction on formulas.

1. Ty are d;stmct var:ables, -
9, s-is free for y int, namely that the aubst:tut:on is proper, '
S. FV(tfs/s) C 2,

then FV(t(y)) C 7y, FV(a) C % and
17 ls/ull(@) = liZy : (v)II(@, 12 sll(a))

“rs

v

when&'EXxx...xX,. anda €Y.

-~
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Proof. The prool prt;ceeds. by induction on terms. Let us illustrate this .
proof for the case of () : Z where t : ZX and ¢ : X. We must show ghat

T E: ()l /aI@) = N1Ey (I E: (@) | -

Q
) By definition of substltutlon, we have

12 : (((@))ls/3)ll = |12 : i[-’/y](qlslyl)ll }
. By definition of t(g)) we have ‘ : ‘

12 : tls/)als /3Dl = IE : evxo < |12 tls/ullIE s alo/all > I A

To apply the induction hypothesis we must verify 1., 2. and 3.
1. is verified by hypothesis. .

92, is verified since the' fact that s is free for y in t(q) implies that s is
free for yintand s is free for y in q.

3. FV(i[s/y]) C 7 and FV(q[.s/y]) C £ since FV((t(q))ls/v)) C Z by
definition. .Hence - .

§

' : 12 : t[s/y)ll(@) = l|Fy : t])(@, 112 : sli(&)) p
' and ' ]
I : gls/y)ll(@) = 1|1y : qlI(@, [IZ : 5]|(@))
and we thus obtain . o
. | I (e s}(@) = .
1 : evxo < ||Zy: tf|(@, |7 sl|(@)), |IZy : qll(@, ]I : s[I(a)) > ||
and finally o0

1 : (¢(q)) [3/1/]” II:B (Ho)II(@ 1£: 8l)(@)). B

For terms of sort § (for ), the preceding lemma can be formulated
as follows: UlF¢{s/y](a]if and only if Ulf-qb[&' |£: a||(8)] The proof proceeds
by induction on the formulas.

We remark that if y € £ we can always clrangé y to another variable
not having appeared before, t[s/y] = (t[z/y][s/2]) where z & FV(t) (see van
Dalen {10)). )
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Theorem 2.4.0.8 (S;oundness)
IfTrpo, then T=g ¢

Proof.(In sketch) Induction on proofs. For most axioms and rules of infer-
ence this is quite straightforward, the only tricky verifications being those
connected with substitutions of terms. ~

To illustrate this proof, we verify it for the followmg rules 1.5, 3. 2 7 7
and'7.8.

1.5 We must show that I'[t/y] |= ¢ ¢[t/y]. Let U and @ € X be given and

* assume UlFT[t/y)[a@) we show that Ull¢[t/y][@]. Since the hypotheses of the

lemma of substitution are satisfied £

UTt/9)a) iff UT(a, |£ : 1]|(&)].

L)

But by hypothesis

- YU, V&b Ul-T(&, b) = UlF¢[a, b).

We choose then b = || : t]|(&) and we can conclude UlF¢[a, || : t]|(a)).

3.2 We must show that t = s |y 7[t/z] = r[s/z]. Given U, @ and
assuming that ¢ = s, we show that UII-('r[t/z] = r[s/z])[&'] or by definition

of forcing that ’
€2 7(t/<]ll(@) = || : r[s/2]li(@).

The hypotheses being satisfied, we can apply the substxtutxon lemma 2.4.0.7.
Hence

I : 7[t/2)|(@) = ||£, 7 : Tll(f'f, |12 : tll(a))
and -
1+ 7[s/2]li(@) = 112,z : 7I(@, I : s|(@)).

But by hypothesis Ul-t = s |mplzes that || : tJ|(@) = || : s||(&), hence the
conclusion.

7.7 We show that given U, UlF-D0~¢ if and only if UIFO@. But by defi-

. mtlon

U-0-~giff YV S U V -0~
i YV < Un(YWWik~g)

s,

I
U

MR 27
LR
:



T VYV < UIWW g
YV S U IW-(YW' S W W' -¢)
it YV < U 3W3IW' < W Wiké
if IWWIFGiff Ul-Og.

7.8 We show that given U, Ul-D¢ Vv -.D¢ By deﬁnitxon..of forcing. we
must then show

"Ul-0¢ or Ul-=D¢

equivalently
YVViFé or VW < UW F-O¢

equivalently : -
VWViFg or YW < U-(YWVIH¢)

equivalently
VWVikgor VW £ U3VV ¢

and finally
: VVViFgor 3VV ¢

which is true.

2.4.1 TranSparency and de re revisited

In thxs section, we wxll study some of the connections between X x X and
0% x Q% where X is not a sort'derived from € (we can think that X is
person, for instance). For convenience of notation, we shall write

d: X—Y
instead ofi:Yx .

: 0" x 0 — 0

gives rise to a new term

-’

XXX —Q
defined as follows

(w(®)(p,0) = $APP(P),AQQ(1))

u
:;:.
X
£
3
5
i
i
itt:
=

PN



y N
. hd . L .

v ' . - 57
R . . 'Q v
o where p,g: X and P : Qx JParsons uses the terminology of Meinong and

calls w(®) the “watered down version of & ",
I give the following definitions:
1. & is transparent in the first argument if and only 1f

-

vP, P, Q &(P,Q)AP x P — (P, Q)

+ (Similarly for the second argument.) We illustrate this definition with
the lelp of the next examples:

(a) x (P,Q) and = (P, Q) are transparent in the first and second
arguments by the definition of < and = respectively. * -

(b) “P thinks about Q" is transparent in the first argument but not
in'the second.

2. & is de re in the first argument if and only if
‘ o - VP, Q|8(P, Q) = P(A\pd(A\PP(p),Q))

. we assume that this /definition holds for all P.of the form APP(p)
where p: X, P: QX, APP(p): Q9%

3. isde re in the second argument if and only if
Q(Aq2(P, AQQ( 57))

we assume that this definition holds for all Q of the form AQQ(q)
where g: X, P: QX, AQQ(q) : Q°¥.

VP, R ®(P,Q)=

® ] give some examples that illustrate 3. and 2. =

(a) “P finds Q" is de re in the first and sécond argument.
(b) “P thinks about Q" is de re in the first argument but not in the second.

(c) < is not de re in the first or second argument since P < Q and P =
Py A P; does not imply that Py x Q and P; x Q. We remark that if
X was de re in the first argument we would have:

P x Q= P(Ap(APPp < Q))
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P A 'Pz Q=P A ’P)(/\p(APPp x Q))
PiAPyx Q= Pi(Ap(APPp < Q))A 'Pz(:\p(APPp x Q))
PIAP;<xQ=P1 QAP xQ

which is clearly false. Similarly = is not de re in the first or second
argument. ~

I introduce the following notatipn and terminology
(P & Q)(2).= P(ApQ(M®(APP(p), 2QQ(9)))).
We say thz;t d hz;'s the Fubini property if and only if
¥P,Q8(P,Q) = (P® Q)(9) = (28 P)Q)

1 use the name “Fubini property” by analogy with Fubini's t}ieorgm

//f //f(p, )dgdp = // (p g)dp dg {,_ ' ‘
argument

Proposmon 2.4. 1.1 ® is de re in both the first and the secon
if .and only if ® has the Fubini property. Namely

3(P, Q) = (P ® Q)(3) = (Q@ P)(®).

Proof. (==:) Let P, Q, be given. Since ® is de rein the first argument, we
have -

8(P,, Q) = P(ApB(APP(p), Q)), ¥Q.

In barticular, let us'take @ = AQQ(g). We thus obtain

®(PrAQQ(9)) = PAp®(APP(p),AQQ(9))) ¥g (). .
Since @ is de re in the second dargument we obtain ‘
(P Q) = QAR (P, '\QQ(G)))- ‘ , )
We repla,ce ®(P,2QQ(9) by (*) and thus obta.m
(P, Q) = Q:(AqP:(/\P‘I’('\PP(P) AQQ(?)))) = (&' ® P)(¥).

o

. Similarly we prove that

8(P, ) = PApQ(\a2(\PP(p), AQe))) = (P, ® Q)(#).
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(¢=:) Let us prove that & is de re in the second argument. Let P, and Q,
be given, we show that

B(P,y Q)= QP IQQA(D))-

By hypothesis -

VP, Q ‘1’(7’ Q)= Q('\qp('\P‘I’('\P P(p),2QQ(9)))) (+#)
and taking Q = AQQ(q) we have

(PM\QQ(‘J)) AQQ(g)(AqP(Ap2(APP(p){AQQ(9))))-
By A -conversion and evaluation we obtain
#(P, 1QQ(a) = POFBAPP(R),AQQ(0)
we réplace in (v+) and obtain '
2P, Q) = QI(AG(‘I’(PH \QQ(G)))) =

For the fo‘f@mg proposition, we define: X is modally separaied if and
on]y if
Vz,z'(z < ' -—-vz-z)

where X is a sort and 2,2’ : X

* Proposition,2.4.1.2 If® is de re in the first argument which is of sort Q%%
where X is modally separated, then ® is transparent in the first argument
(Similarly for the second argument.) ~

Proof. Let P,P',Q be given, we must show that
(P, AOAP <P — $(P,Q)

or equivalently assuming P < 'P/we must show &(P, Q) «—»'@(‘P’, Q). We
first show that .

ApQ(APP(p) Q) x Ap<1>(f\P§(p), Q).

By 5.7, it suffices to show

y, .
px<qt&(APPp,Q) » $(A\PPq,Q).

Y

i
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But by hypothesis X is modally separated, therefore,

pxgkp=gq 7y
So it suffices to show that

p=gqF ®(APPp,Q) ~ $(APPq,Q)

60

and this is a consequence of the axioms of identity 3.1 and 3.3. Using 5.6

and assuming that P < P’ we conclude that +

BOpEOPP(p), Q) < P'(Ap(@(APP(p), 2))).
By hypothesis & is de re in tile first argument, so we have
W 2(7,0) = POKAPP() Q)

) Similarly for P’, and hence we have

3(P,Q) < 8(P',Q).0

-

Iillustrate $(P, Q)= (Q®P) with the following example: P = APP(John)

where Joht : person, & = finds, Q = the queen, where the queen is trans-
lated by g -

AQ(3z(zisa queén AQ(z)AVy(yisa queen; z=1y))).

(P, Q) = APP(John)(Ap(Q(A¢¥APP(p), \QQ())))) °

| | =Ap(QAg2(APP(p),AQQ(g))(John)

= Q(Ag@(APP(John), 33Q(e)))

L.et us abbreviate /ﬁle expression %is a qu,een”las “jaq®

= AQ(3z(z iag A Q(z) AVy(yiag — z = ) (MB(APP(John), AQQUa)H
= 32(z iag A (A\R(APP(John),AQQ(q)))(z) A¥y(yiag = = = 3))
~ \ = 3z(z iag A B(APP(John), AQQ(2)) A Vy(y iag —z = 3))
. = 3T iag A Sinds(APP(John),AQQ(z)) A Vy(y iag — z = y))

. ¢
f
2

—_—

Y

Proposition 2.4.1.3 If & is de re in the first argument then

-
5 o

"
Ny
N . '/ \ . U~
- -

e

=4
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1. Q‘('Pl vV Py, Q):: Q(Pl, Q‘) vV &(P2, Q)’
2 Q('Pl A Pa, Q)é: ‘I’(Ph Q) A Q(Pj, Q)’ - e
8' Q(—‘P\Q);_ -‘G(P) Q)‘) ¥ - o
{. ¥(APz¢, Q)= 3xd(APP(z),Q), | -

5. ®(APVz$, Q)=Vzdd(APP(z), Q).

Similarly for the second argument, we obtain the same equalities.

Proof. 1 just prove ., the other proofs are done similarly. Since & is de re
in the first argument we have .

(P V Py, Q) = (P1 V P2)(Ap®(APP(p), Q)) =
PAAPR(APP(p), @)V PAAPR(APE(p), Q) = (P1, Q) V 2(P2, Q),

by definition of the operations of the coﬁ'espdnding Heyting algebra, where;

the operations are defined pointwise. O | N

A-R)= s

Fod

, Corollary 2:3.1.4 (P, VP, Q

(@(Plv Q) A*-"Q(PHR))'V (Q(P%‘Q / -'Q('pﬁ )) =

We remark, for instance, that the sentence “Jbhn or Mary finds Jane but
_not _Bill” is eqﬂxvdent to the sentence “John finds Jape, but he does not
ﬁnd Bill or Mary finds Jane, but she-does not find Bill”.
) Enghsh we would not say “John finds not Bill”, although “John finds Mary
but not Bill” is perfectly grammatical. I do not claim that everything that
is expressed in this logic may be directly expressed in ordinary English. We

“ lave already seen such amexampl; in section 1.2.2 with “@nderlying person”.

4

Inow come back to the example mentlonned in section 1.1.1.” We will for-
malized the ‘expressions “John overtakes Mary therefore Mary walks slower
than John” and “John overtakes nobody therefora nobody walks slower than
John -

Notice that in . |

=

 We assume that the relation “overtakes(John, -Mary)” is de re in the

second ‘argument (and the first). - /

’

- ' » .
' o ‘ "
- _ -
[

\F v 2 P
- .g‘ B .
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T(John overtakes Mary) : Mary(\z(John overtakes APPz))
= AQ@m{\z(J ohn overtakes APPz))

.
= Az(John overtakes APPz)(m) 1
g : . , , = John overtakes \PPm
; * which can be written as overtakes(j, m) under “the watered down version
of” overtakes. Similarly, we write walks slower(m,j) and we é¢onclude:
g overtakes(j, z) -2 walks slower(z, j): \ {A
; Let us analyze “John overtakes nobody™. ‘ '
Q T(John overtakes nobody): nobody(Az(Jbhn overtakes \QQz)) -
7 \ : = z\*PVzﬁP'z(,\z(John overtakes A\QQz)) |
/fy ' ‘ . = Vz~(Az(John overtakes XQQ:))(:) ] ,
’ b - ’ o= Vz-John ovfcjtdkes AQQ:
= Vz-overtakes(j, x)
Similarly, we obtain Vx—‘walksslower(zr, j) and clearly - .
- [ } . /. )
Vz-overtakes(j,z) /- Vz-walks slower(z, ).
We remark that from “John finds nobody” we can conclude “1t is niot the case
. that John finds somebody”. The relation finds(z,y) is de re in the second
.  argument as well as in thé first argument. But let us consider “John seeks
* nobody”, we cannot conclude “It is not the case that John seeks somebody” -
- as we would like since seeks(z,y):is not de re in the sevqnd argument. ..
- «
* The logic of expressions such as “hobody”, “everybody™and “somebody”
‘ translated respectively as APYz-Pz, zPz, AP3z Pz is reduced to the
| . ., /. ordinary first order logic throtigh the de)re property of the relation. If the
. .. _rg]ation considered is not de re these expressions canfiot he analyzedYarther.
14 ) \ , * o
-~ ' < \
,7. . . J R4
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2.4:2 Sub-kinds versus predicates y

I shall now introduce the notions of a sub-kind of a given kmd and of a
predicate df a given kind. e

A morphism (B,689 (A,64) is a sub-kind of (A,64) if and-only if
1. u is injective, namely that if u(b) = u(b’) then b =¥’
2. &p(b,b)= 84(u(b), u(b"))Nes(b)nes(Y'). :

We remark that 2. implies that u is a morphism. e

©

" Any map A A (1) is a predicate of (A,&,;-).

Let us study the connections between the sub-kinds of a given kind
(Sub(A,64)) and the predicates of a given kind (Pred(A,6A)).

Sub(A, 5,4) - Pred(A 6a) LA Sub(A,84)

Smce a sub-kﬁld of a given kind is given by the dlagram (B, 53) = (A, 64),
we will use in 1ﬁ'ekntly the notations P(u) and P(A,é4) for the predicate.

We define , .
P(u)(a) = {U :3b(U € eg(b) A u(b) = a)}. .
s Clearly P(uii(a) is downward closed. We define , -
s ¢ ' ‘

5(6) = ({a: ¢(a) # 0}, 85(8)) = (4.64),
where ¢ is the inclusion, é5(4)(a,a')= ¢(a)N(a’')Né4(a,a’).

We can easily prove that S((b)‘is a sub-kind. , ’ -
Theorem 2.4.2.1 1. §(P(u)) = (B*,6p-), where
 B=(eBa®i#0)
and&a-—65|B‘xB‘ \ ‘
2 PS@=dnes o

L
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\ 64.
Proof. We first prove 1. Given (B, ) > (A,84), and with the definitions

given above we obtain that

. S(P(u)) =({a : I(en(b) # 0/\“(5) 0)} 8s(p(u)))-
Let A" = {a: 3b(ep(b) # 0 A u(b) = a)}. It is easily verified that

- S(P(u)) %.(A,64) L (
x is a sub-kind. L ) T, .y

To prove that S(.P(u))’é_.‘ (B*,épe), we éh\ow
(a) A* = B* .
(b) 6p-(b,b') =

(a8 ) :
/Qr)’ﬁ-}ace uisi Jectnve, its restnction still to be denoted by u”,
u:B*— A%,
is injective. Furthgrmore, it is surjective by definition of A",
(b) By definition ’ A '
C— 6$(P(u))(u(b)’ w(b')) = P(u)(u(8)) N P(u)(u(¥')) N 6¢(ﬂ(b) u(b')). .
So we must show that ) ’
Vb, € B" ép(b, vy = P(u)(u(b))n P(u)(u(b’))n 6A(u(b),u(b')) ' .

~ By definition of a sub-kind -
. - b5(b,¥) = ep(B) € (¥) N Ea(u(B)u(6).
- But eg(b) = P(u)(u(b)) since U € P(u)(u(b)) if and only if
36'(U € ea(b') A u(b) = u(b")
if and only if U € eg(b) (since u is injective). - y

'
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To prove 2., we remark the following: = | -
P(S5(8),65(6))(a) = {U : 30’ € S()(U € es(e)(a’) Ai(a').= a)} = . .
{U:a € S@) AU € esi@)) = {U:4(a) # BAU € §(a) N ea(a)} |
and this is equal to ¢(a) N e4(a). D d L
) We say that ¢ is an E-predicate of (A,84) if and only ifo<eq vooC
Corollary 2.4.2.2 (P, S) establishes a bijection between sub-kinds “without .
. impassible members” and E-predicates of (A,64). . -/ '
< Pido]. PS = 1dif and only if PS(¢) = ¢ f and only if ¢ < ISP = Id-

if and only if
', SP(B,6B) = (B,ép)’

s
-

ifand only if .- ‘ .
eg(b)#0VbeB.O | ‘

I shall now present a syntactical proof of the fact that . )
R v " . . ~
* . - . ‘ (X,6x) = (Q(l)n(l)x'yé;\\ -

where § is given by the exponential (see proposition 2.3.0.2), is a sub-kind. _
- N

. 1. The fact that ev is injective can be translated as follows:

g =y -k;y APP(z)= APP(y)

N

(a) Let us prove that
/ L z= !)*‘ﬁo\PP(z‘): APP(y). . Coo

Using 3.3, we choose ¢ = APP(z) provided that z and v are free for z in ¢.
By substitution, we obtain .

z=ykry APP[z/2] = APP[y/z] “»

f

z=ykey APR(z) = APP(y).

L, Hence, we obtain

-
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(b) Let us prove that *
. APP(z) = APP(y) Foyz = y.
- We remark first that using 3.3 we can prove that

=gtz f(z) =g(2)
l Hence, if t = APP(z) and s = APP(y), by choosing ¢ = Az(z = z) and
with the usual proviso, we obtain '
' APP(z) = APP(y) b.y APP(z)(A2(z = 2)) = APP(y)(A2(z = 2)).

<

éy evaluation, we obtain .
. | APP(z) = APP(y) ey Ma(z = 2)() = Az(z = z)(y).
And finally, . : ,
APP(z) = APP(y)Fzyz=y -

2. We prove that z x y dF: 3 APP(z) X AQQ(y). This is ; stronger
condition which is not true in general for all sub-kinds, for instance, consider .
,the sub-kind boy of the kind person. Nevertheless, this condition holds for ﬁ
__ the sub-kind under study.

() Let us prove that '

exybe, PPE)XMQW. N e
By 6.1, we remark that | ) Do . | /
P(z)=APP@2)(P). ° ]
By 5.2 and choosing ¢(z) = z < Q(y) with the usual proviso, we Bbtain: ' I,«"'
P(2) = \PP(=)(P), P(z)/2) F APP()(P)/]. c
Hence . o ‘ ’,//

P(z) = \PP(z)(P), P(z) X Q(4) Fey APP)P) % Q(y). . |
Similarly, we apply 3.3 for

Qy) = '\QQ(J)(Q) and ¢(z) = P(z)xz CR

ry



"From this we can conclude that
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Hence, letting P(z) = APP(z)(P) be represented by (#) in the following -
equation, we gbtain : -

- \) '
(+), P(z) =< Q(y),Q(y) = AQQ(1)(Q) Fzy _»\{’P(z)(P) = AQQ(y)(Q),

. which can be simplified as

P(z) % Q(1) b=y APP(z)(P) % XQQ(1)(Q)-
E;y applyiné 5.6, we obtain '
= Qaxyhey, APPE)P) X AQQUQ).
Hen.c;a,,using‘s.'t’, we conclude that
z % y Fuy APP(2) X AQQ(y).

To finish the proof and éhow_ the other side of the implication of 2., we
need the following remark:

’,

* .
‘Remark 2.4.2.3 By applying 5.6, we obtain that

ARP(z) < AQQ(¥), P' X Q' Fpigizy P'(2) < Q'(y)

and similarly that

APP(z) < /\QQ(y)? P"<Q"Fpuguzy P'(z) < Q"(y).

Let us then find two c;auples (P',Q’') and (P",Q") such that
= F}:l'Ql P'x Q' and "‘p'»«iuqu P'x Q”.

APP(z) % AQQ(3) Fpgrpr.gney P(e) % Q'6) A P"(z) < Q"(3).
To obtain the desired implication we then show that

P(z) < Q'(y) A P"(z) < Q"(y) Fpr @ prgrey T X .

e 'u . .
il o e -
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(b) Let us prove that APP(z) x AQQ(y) Fzy z < y. From the above
remark, we must choose two couples.

We choose (E,AyT) as the first couple. We must show that

a, © FExNT. .
Using 5.6,.we obtain )
APP(z) x AQQ(y), E < \yT F APP(z)(E) < AQQ(y)(AyT).

By evaluation and from the fact that F E(z) < T if and only if - E(z), we
conclude that :

APP(z) x 3QQ(y), E x \yT F E(2).
By applying 5.7 and remembering that

T = TG E) = A2E@))a)

and that ) R
E = \zE(z),

APP(z) < AQQ(y) b=y E(2).

For the other couple, we take (Az(z x z),Az(z x z)). By applying 5.7
(with the axioms of < we have that 2y X 2 F 2 X 2; » 2 X 2;) and 5.6, we
obtain ~—

APP(z) < 2QQ(y), Az(z x 2) < Az[z x 2) bz ¢

Az(z =< z)(z) < A2z < 2)(y).

¥]
Hence, in particular

+ APP(z) < AQQ(y) ‘i-,,, IXZT—ZIXY

and finally since z x z « E(z), we conclude that

APP(z) x AQQ(y) Fsy 2z X 9.

1




2.4.3 Prmcnples of apphcatlonr and identity

At the end of Chapter 1, I questnoned Guptas pringiples of apphcanon
and identity on the basis that unsorted objects were needed to formulate
them. Because of this, I have avoided any mention of these principles in this

- chapter. I would like to state my criticisms of these principles in more detail

and show that there is a counterpart of these principles, suitably relativized,
in my theory.

~

We first recall that kinds have been identified with certain sets hav-
ing a coincidence relation defined in terms.of the set-theoretical structures
involved. Kinds such as dog, person, etc., are identified with sets of “urele-
ments”, namely, sets whose members do not have any further set-theoretical
structure. On the other hand, the kind proposition was identified with a
set of downward closed sets. Similarly, the kind predicate was identified

‘with a set of functions. Members of these last kinds have set-theoretical

structure, namely they are sets and functions, respectively.

My viewpoint is that the notion of set of “urelements” is basic and
cannot be analyzed further. In particular I do not understand the sense in
which these'sets “come equipped with principles or rules of application or
identity”. In so far as I can see, rules and principles presuppose an already

then cduld they be constitutive elements of these domains?’ Assume, for
instance, that the principle or rule of application required to constitute
kinds is ngen by a set of conditions. It seems that this assumption leads to
difficulties, since thg statements belonging to the set of conditions mvolve

’ const)S\ted domain of individuated members on which théy operate. How

-quantifiers ranging over the members of further kinds which require, in turn,

new rules or principles of application for their constitution, As an example,
the principle of application for dog could be “is an animal with such and

“ such DNA”. But notice that we are using the kind animal whose principle
of application should again be given in terms of further kinds. At one point

we need to stop. On the other hand, if we assume that the principle of
application is really,a relation of membership, we seem to be at a loss to
answer the question: a relation between what and what?, unless we use
unsorted objects as the domain of membership, a domain that we must
assume to have been constituted previous &ny “principle of application”
or “membership_relation™. a

I view kinds as whatever is needed to interpre: qiantifiers and the equal-

i
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ity ‘symbol. They are the basic coitstitutive domains in terms of which we can

define ordered pairs, relations, power sets, functions and other set-theoretical
operations. Once the constitutive domains are available, we can formulate

relativized principles of application and identity & la Gupta, by going to
underlying kinds and considering the former kinds as predicates of the un-
derlying ones, in accordance with the section 2.4.2. And predicates do come
equipped with a principle of application! Consider for instance the kind dog.
We can state a “principle of application” for doghood among animals. Such
a principle could be, as suggested abave, “is an animal with such and such

DNA?”, This principle will imply, for instance, that a given cat is not a dog, .

etc. Similar remarks can be made about the principle of identity. In my
theory these principles lose the basic role that Gupta assigned them. Indeed,
they can be considered as particular theories about kinds. These theories
and more general ones will play dn important role in my mext chapter since
they formalize our background belief needed to understand literary texts.
Principles of application and identity do not exhaust our theories about the
world and its kinds.

ae’
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Chapter 3

- The logic of literary texts
£

In this last chapter, after a presentation of some of my “philosophical work-,

ing hypotheses™ and a sketch, of Parsons’s theory of fiction, I describe how

I apply the theory developed in Chapter 2 to literary texts.

3.1 “Preliminaries
3.1.1 ‘Introduction

“The main observation that motivated this work is that we can understand
literary texts, although to do so we are forced, in the case of fairy tales and

fables for instance, to allow for a wide variety of possibilities which seem to

contradict our very system of background beliefs required for understanding
the world. But if this is so, how can we understand literary texts? This ques-
tion, .inconspicuous as it might look, embodies-in its formulation problems
that have been recognized ‘and discussed since the time of Aristotle. T do
not confront this question directly, but remark that such an understanding
presupposes an underlying logic of literary texts. My aim is then to develop
a logic capable of dealing with problems of existence, possibility and "iden-
tity which permeate all of literature and ordinary language. In fact -most
.. of these problems have appeared in attempts to set up a logic of ordinary
language by logicians and philosophers. However, in literature, they seem
“exacerbated” and lie at the heart of the literary phenomenon. I shall give:
some examples to illustrate the problems that will challenge me continually
+  throughout my work.

o .
Problems of existence, or rather.problems of nonexistence, could be

s
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stated as follows:

Are there objects thal. don’t erist? The orthodor, mainstream
answer (in Anglo-American philosophy, anyway) is a resounding
“No!—there’s no such a thing as a thing that doesn’t ezist....”
Parsons [25, page 1]

How then can we talk meaningfully and truly about nonexistent objects or

“beings? Most people will agree that the following sentence is true: “Sherlock

Holmes is not a real detective”. But how could this be, if Sherlock Holmes
does not exist? Furthermore, to follow the plot of a Conan Doyle story,

" . we must assume the correctness of some arguments involving Dr. Watson,

Moriarty and other equally nonexistent beings. Notice also, that Sherlock
Holmes himself may want to rzfer to somebody who lacks existence “to a
second degree” so to speak, but still he may refer to him in a coherent
and truthfu] way, in a way that we can understand. For example, in the
story “The adventure of the cardboard box”, Sherlock Holmes refers to “an
unsuccessful lover” who could have killed Mr. and Mrs. Browner. We_
discover later that there was no unsuccessful lover, and that Holmes had
rejected this solution after receiving a certain answer to his telegram. This
is an example of a non-existent being: an unsuccessful lover referred to by
another. non-existent being: Sherlock Holmes.

Problems of possibility arise at all levels'in the study I want to pursue.
Let us mention a paradigmatic one that I illustrate with the following ex-
ample: it is common in a detective story for the detective, Sherlock Holmes,
for instance, to consider various situations which are countferfactual to what
really happens (in the story) in order to discover the culprit. In the story
just mentioned above, Holmes says:

. She might have buried the ears, and ng one would have been the
wiser. That is what she would have 'Xme if she had wished to
shield the criminal. But if she does not wish to shield hip she
would give his name.

.

A bit lager in the text we read:

- An unsuccessful lover might have killed Mr, and Mra.‘ Browner,

e

and the male ear might have belonged to the husband. (12, pages
192, 196) ’ '

/
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We discover, later.in the story, that Mr. Bfowrer is the criminal who killed
his wife and her lover who was successfui, and that the ears were those
of his wife and her lover, and not those of Mr. and Mrs. Browner. We
need therefore to consider not only situations provided by the story, but
also situations that are suggested in the story and are counterfactual to the
story. To find out what is true, Sherlock Holmes finds out first what might
be true. In detective stories in general, many plots about different characters

. are-spelled out in order to discover who among them is the murderer. The

story ends by rejecting all the plots but one. I give a last example found in
“A Holiday for Murder” by Agatha Christie:

Poirot said, with a.sudden ring of authority in his voice: “I have

" had to show you the possibilities! These are the things that might
have happened! Which of them actually did happen we can only
tell by passing from the outside appearance to the inside reality.”
[7, pages 154-155] ’

p last problem to be considered here is the problem of identity. Meta-
oses in fairy tales force upon us several problems of change and iden-
t is commonplace for a prince to become a frog and then a prince

again into men. Or, in Tournier’s novel “Gaspard, Melchior, Balthazar”, for
a king, Nabunassar III, to become in his old age the young king Nabunas-

.sar IV, who becomes in his old age the young king Nabunassar V, who

becomes...the King is dead, long live the King, the perfect continuity for a

- royal family! In all these stories there is change. But what is it that changes

and allows us to think that it had experienced these changes? It does not

"seem to be the prince (in my first example), since while a frog he cannot be
a prince, his frog-state precludes prince-state. The same argument seems to _

show that what changes cannot be the frog.” But. if it is neither the prince
nor the frog, what is it that.changes? Similarly, the continuity of the royal
family cannot be found in any of the Nabunassars. Further problems con-
front us with R. L®§tevenson’s novel “Drs Jekyll and .Mr. Hyde". Is Dr.
Jekyll the same as Hyde" If he is, how can we dxstmgmsh them? There
is also the case of twins who “are mentioned i a story in which no further

- specifications are added. How can we count them as two, as implied by the

logic of the word “twins”, when no means are provided in the story to tell
them apart.

.

again, or for the companions of Ulysses to be turned into swine and back -

L
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3.1.2 Philosophical prehmmarnes . -

I would like to emphasize that I am concerned only with the logic of lltera.ry
texts; I am not concerned with questxon f esthetlcs or literary criticism.
In particulars questions related to the aut or’s intentions or to the reader’s
perception are left out of this enquiry. This is not a denial of the importance

" of these questlons buta delimitation of my field of analysis. Clarity in this

field may, m fact, help to understand more clearly the nature of these other
questions. Lt Y : .
- \

Before a.pplymg my theory toliterary texts and explammg in more detml
what the logic should take into account er should account er, 1 would
to describe as succinctly as possible my phxlosophxcal “mnse ne” so
speak. -1 remark+hht I have used the words “literary texts” and “background
beliefs” at the beginning of the introd uction 3.1. 1 I sha]l try to specxfy what
I mean by these expressions.

k]
4

I use “literary texts” in the sense that Wellek a.nd Warren [36] use “lit- .

erary work of art”. T

L ’ = °
The [lztemry] work of art, then, appears as an object of knowledge
sui generis which has a special ontolologzcal status. It is neither

RS

l L1 t hological, like th '
‘real (physical, like a 'statye) nor mental (psychological, like the - \

' ezperience of-light or pain) nor 1deal (like ¢ traangle) (36, page
156)

So a literary work of art is neither a staté of mind nor an author’s experience

.nda teader’s experience. -A literary work of art is not to'be confused with
its calligraphy (even if in-some cases the, calligraphy-could be. part:of the-

work) or with the sound patterns associated with the calligraphy (even if in
some cases the sounds are in themselves part of the work)

Following Ingarden [15], Welle{and Warren consider that a literary work
of art is a system which is made up of several strata each implying its own _

.subordinate group. There is first a sound stratum from which a second:

stratum arises: the sentence patterns. From this structure arises a third
stratum, that of the object represented, the “world of the novelist”, the char-

acters, the setting, the plot. Ingarden adds two more strata that accofding )

to Wellek and Warren could be incorporated into the third stratum. One of
these strata consists in the different v;ewpomts of the events of the world

£

-
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of the novelist”, for exghple an event could be seen, heard or descnbed ' .
by a character. The other stratum added is a stratum of “metaphysxcal
' qua&txes the subllme the*traglc the terrible, tiie holy. ; b s
L g R - B ,, 3
< Unlike a m\imber or a triangle, the literary work of art was created ata :
" certain point in time, is subject to change and evén to destructlon The work . ' v
of art can be recognized as “being the same throughout its history, as-having '
the'same “structure” even if its.structure is “dynamxc , changes throughout

the prooess of hlstory ‘ L ' e .
A ’, q . v - ©

The lzterary work of. art...must bé assumed)to erist in collec-
tive jdeology, chanymg with it, accessible. onlg:to;jh individual o

o miental ezperiences, based on tl{e sound-structure of its sentenoes
*  y Wellek and Warren [36, page 156] ’ .

- . -

S
s

¢ - * oy L, ! -

Without necessarily endorsing the analysis of Wellek and Warren, partly
rbeCause I do not wholly-understand it, I fully agree with them that aliterary
worl},of art"has an existence of its own outside any experiences or mental
states, outside the mere traces of ink on the pages, outside the mere. echoes ‘

of sound I remark also that my analysis will be restricted to the third
; stratum This is the stratum where the problems of exjstencs possxb:lxty .
e Yo, and 1dentxty that I 8tady are located. o . _ e
- . .. . o 3 . ) . . .
A ". The expressxon “bagkground beliefs” is a bit ‘mobre difficult to tackle apd I ) |
o \ ' wxll be consciously more.vague. Instead of only tacklmg that expression Twill : ¥ 4
g0 atound it and loosely describe my epistemic versus my metaphysical set
e up.- First, ] remark that I use the expression “background beliéfs” instead of .
. ' \ the more mmHMn‘QXptgﬁ‘égon “background knowledge for the reasons given \\ (S
o * by Bellert [2). 1 als&¥emark that I do not want to question an expression like S

- “background beliefs” that I keep at an intuitive level but I want to indicate \

tahat: my study confrongs ny problems and one of them is grounded if'the -
‘ Jiot so-elear-cut distincti that has been drawn between epxstemologlca.l and

; .o et.aphj/sacal problems or about ‘what Wd be relevant to eplstemology or .

. €« . S to metaphys:cs

Y

+

’
E)

kY

< . i »
L « " Inm. my study, and most of all in the&uostnons ‘ofmetaphysxcs versus >

) W .- éplstemologyﬂ g:ll find myself largely in agxﬁment with the outlook of . 2
o ", Putngm [26). I shall make use of his nojigne-of “lmgmstxc community”, ‘

N ‘ P "; stereotypes” “mdexlca.llty .and of hlsﬁstmctxon between artlﬁmal” ar}ad e

vo. . Ce e - ' . - T .
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“patural kinds”. With thé‘lrdf) of th&;e notions, I will interpret expressions
like “background beliefs”. I will try to draw clear distinctions between what

A3

-1 consider to be relevant:to epistemology or relevant to metaphysxcs (1 prefer

to make clear mistakes!... but even that.is not an easy task!). 1 will explain

briefly what a stereotype is, emphasizing those aspects which are relevant
to my study. — Q
' \Qm , ¥
A stereotype is a conventional idea, which may be inaccurate, of what a
certain thing looks like or acts like or is. For example, someone who has ac-
quired the word “tiger” is required to know the conventional idea associated
with “tiger” in his linguistic community A speaker of that linguistic com-
munity, for instance, has to know that tigers are striped if Kis acqulsltion of
the word “t)ger” is to'count as being successful. But this does not 1mply that
“tigers are striped” is an analytnc proposition. Tigers without stripes would
not cease to be tigers, because what really tounts ¥ the internal structure
of a tiger. We say that someone has acquired the word “tiger” if the two
following conditions are fulfilled: (1) The person is able to use the %grd in a
way that makes sense to the community. His use “passes muster” as better
expressed by Putnam. People®on’t say of him: “he does not know what
a tiger is”. (2) The socially determined extension,'in the sense of Putnam
[26, page 247], of the word “tiger”, in hgs idiolect, i_é\th‘e set of tigers.

What goes’into' the stereotype is then characteﬂjggga{lly the kind of phe-
nomenal properties whickt we have acless to. Some of these properties could
be jfaccurate like when for example we endow wolves with wickedness. (It
might take a movie like Never cry “wolf” to baegin to change thegstereotype

_of a given linguistic community!) Neverthelesg, the fact that we can com-
‘ municate,&r cessfully implies that most of our stereotypes must be fairly

accurate. The stereotypes of a linguistic commumt)g are dynamic. They
“change, they evolve with the linguistic community. For example, the stereo-
type attached to the word “deer” has evolved from the Middle Ages to our
present days, and also changes in our times from one linguistic commumt.y
to another. Black [3) utilises a notion similar to that of stereotype: the

tlger-system or wolf-system or whatever-system of r lated common places ,

‘built from the,background beliefs of the linguistic community.
: e
I should remark at this point how I will make use of the notion “stereo-
type”. 1 will mainly use the words “our theory of d”, “our theory of

<~

r”. These theorigs are expressions of the relevant background beliefs, .

s
&
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“they may be accurate or not and may contain, as in the case of “our the-
ory of gold” the atomic number of gold or not. These theories may be as
“gcientific” as needed for the understanding of a given literary text” So in
particujar these theories would not only contain stereotypes to use Putnam s
terminology. We reach an understanding of a literary text whenever we tan
give g coherent account j in terms of our theories, regardless of the acouracy
of these theories. I shall present in more detail, in the next sections, what I
mean by “coherent account”.

-

3.1.3 Parsons’s theory of fiction

Parsons [25] is interested in the same problems that I deal with and has
carefully developed both a formal system and a semantics which share some
featuresswith my system, but is sufficiently different from mine to make
comparison fruitful. I shall briefly sketch his theory of fiction as described

in his book “Nonexistent Objects”. . N
1

F’arsons| develops his views in the context of a general theory of nonex- °

istent objects. Nonexistent objects provide the stock from which some “fic-
tional obJects will be selected. To understand his theory of fiction, I need
- therefore to say a few words about his gexg.\ra.l theory of nonexistent objects.

Meinong’s theory of objects is at the origin of Parsons’s theory of nonex-
istent objects. Both Husserl and Meinong tried to give an account of the elu-
sive notion of intentionality formulated by their teacher Brentano. Whereas

Husserl's account finds its expression in the theory of noemata in his plie-
nomenology, Meinong tried to account for Brentano’s intentionality by creat-
u‘g a theory of objects which includes existent and nonexistent obj jects. Ac-

cordmg to Memong, if we think about something, then some object, maybe -

nonemstent is such that we think about it.

. The main idea s, rough‘y, that any set of properties determines a unigue,

usually nonexistent, object having those propertiés. As an example, “to be -

a mountain” and “to be golden” determinés the famous golden mountain
of Meinong. This account seems to fit nicely the paradigmatic example

“John is thinking about the golden mountain”: an object correlated with ‘

‘the set of properties “to be a mountain™ and “to be golden” is such that
‘ Jo\\) thinks about it. However, this principle, as for ated, 46400 brutal
and in fact leads to contradictions; pretty much as Frege’s i
that every property deternfines a set led to the contradiction di

~
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by Russell: consider the set of all sets which do not contain themselves,
then this set has the curious property of containing itsell precisely when
it does not contain itself, by its very definition. Take, for instance, the
properties “to be a mountain”, “to be golden”, “to be not golden” and “to
exist”. Clearly there cannot be any existing mountain that is golden and
at the same time is not golden. This example of Parsons shows clearly the
difficulties with Meinong’s views:, there cannot be an object correlated with
the set of properties “to be a mountain”, “to be golden™, “to be not golden”

_and “to be existing” such that John thinks about it; in other words, there
cannot be an existing mountain that is both 3golden and not golden such
that John thinks about'it. :

. Parsons’s way ‘out of these difficulties is to restrict the application of this
principle to “nuclear properties” only, examples of which would include “to

be a mountain”, “to be golden”, “to be not a mountain”, “to be kissed by .

Socrates” but exclude “to exist”, “to be ﬁctlona.l” “to be thought about”,
“to be possible”. ,These last propertnes are called extra-nuclear properties
and in fact considered as higher-order predicates in Parsons's system. Par-
sons’s theory allows us to make a distinction between these types of prop-
erties, but I will not go into details, since my criticisms of Parsons do not
depend on this dlstmctnon o, - : : "
H
sons’s theory proceeds by identifying certain objects of fiction, or
‘ﬁctiof&l objects-as he calls them, with certain ‘honexistent objects. The
idea is to view Sherlock Holmes, ‘for instance, as the object which has exactly
those nuclear properties which are attributed to Sherlock Holmes in Conan
" Doyle's novels. This is the usual and traditional way of defining a character,
in fact, the only way that has been considered. Parsons distinguishes two
- sorts of objects in a literary work that occur in the story: the “native” ones
such as Sherlock Holmes and Dr. Watson in Conan Doyle’s novels and the
“immigrant” ones such as London and Gladstone. I shall assume in this
chapter, for the sake of argument, that Gladstone meets Sherlock Holmes in
one of Conan Doyle’s novels; but I could have taken the case of the famous
“rea]” Spanish violinist, Sarasate, born in 1844 and referred to by Sherlock
Holmes in the story “The Red-Headed League”. We notice that a ﬁc{tional
object such, as Sherlock Holmes may be immigrant in a novel by another
" author. For ipstance, Réouven in the “Le détective volé” places Sherlock
Holmes and Watson in the Paris of 1834.

P

The above identification of objectsof fiction,with objects determined l;y

5
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, nuclear propertxes applies to native objects only. W1th respect to nmmlgra.y’)
objects, it is the thesis of Parsons that “Gladstone” refers to the real man
who was Prime Minister of England and that “London” refers to the real
¢ity of that name in England. In the same way Parsons would maintain that .
“Sherlock Holmes” refers to the fictional object of Gonan Doyle’s novels in
any work in which he is an immigrant object. We remark then, that “fic-~~
tlonal object” does not mean for Parsons “nonexistent object” but rather \
" means “object occurring in fiction”, since real objects occur in fiction as well, ' .
as nonexistent ones in Parsons’s theory. This thesis has the surprising con-
sequence that we are forced to change the “logic of English” as the following
. . considerations show. Assume that in the novel of Conan Doyle, Sherlock
. Holmes shakes hands with Gladstone. We would naturally conclude “from
JQ the logic of English” that Gladstone also shakes hands with Holmes, but
this is not a property-that we can attribute to the real Gladstone and hence .
we are forced to conclude that “A\hakes hands with B” may be true, but . . /
that “B shakes hands with A" may be false. : i

‘ Parsons develops a formal system and a correspondin;semantics to han-
) «« . dle the peculiar relations that may hold between real and nonreal objects.
. For real objects however, -his system is true to the original intuitions about ) o
“the logic of English”, and also for nonreal objects\as for instance when
Sherlock Holmes meets Dr. Watson. . The problem arises only when there
are extensiona] relations such as “meeting”, “shaking hands” or “kiskirig”
between real and nonreal objects.

When Parsons speaks of an iject having a“property “in a story”, he
megns something like an object’s having a propeity according-to a story,
where story is not understood as being a “possible world” as discussed in
possible worlds semantics. An object described in a story is highly incom-
plete, in the sense that whether a property holds or not of that object is
. — not always decidable in the story. For instance,in Conan Doyle’s stories,

there is no way to decide whether Holmes has a birthmark or not on his

. “Yeft leg and there would be no way to decide whether Holmes played or not

- . on a Stradivarius if it had not been mentioned in one of the stories; this
fact is related in “The adventure of the cardboard box”. In possible worlds
gemantics, on the other hand, every obj _]ect is corplete, since the worlds are
complete by definjtion. . T

re . Furthernfore, Parsons introduces the notion of a surrogate object. A sur- ‘ « .
st ' < rogate object is an object that-is picked out by an expression of the form “the “‘
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) London of Conan Doyle's novels” or “Sherlock Holmes's London". Clearly
' these objects are incomplete and consequently nonexistent. According to
Parsons these objects do not occur in the story So, as a consequence, we
can say of these objects that having a certain property in the story does not
“¥mply for them that they have that property and that they are in the story,
. since according to Parsons, for instance, it is the real London that occurs in
the story. The London of Conan Doyle’s novels has certain propemes that
the real London does not have, Every immigrant object (N) has a surrogate , -
object (the N of siWhere s stands for story).

To finish this section on Parsons’s theory I say a few words on what is
meant by the expression “true in the story”. According to Parsons what is |
, true in a story is whatever the mazimal account explicitly says, and nothing
else, the maximal account being a “model” of our understandmg of a story.
. . " The problem is how to arrive at this maximal account according to him. I’
; quote Parsons

Basically, the idea is that as the reader reads the story from start . »
to finish a partial account is gradually developed as follows: A

< 1. Typically,- as a new sentence is read, that sentence is added ®
to the account.

2. Typically, lots of other sentences are simultaneously added )
. ' as we

- N\ -
. 3. Often, séxtences are removed from the account ' /

..The account is modified and ezpanded during the reading, and /
the final result may be called the maximal account. [25, pages
* ~ 176 and 175]

L

« The way thefentences are added is not by logical inference singe that
way too many irrelevant sentences would be added and the crucial ones
would fail to be added. A great deal of the sentences come from the/reader’s

. - understanding of the world and are added automatically by the reader, but,
’ of course, not in a way that contradicts the story. For instance, if we read in’

. a story that 18,000 mermaids have invaded the Thames, we’will not bring in 0

/- our background beljefs and add to the account that mermaids do not exist. )

' Parsons defines a maximal account as something that resembled a/description

of a possible world, but wivh at least two differences: it is typi
incomplete, and it is occasionally impossible or inconsistent.

3




3\1‘.4 Criticisms of québns’s theory

From my ‘point of view, jt is clear that there are several problems with
Parsons's theory. I will mention some of those for which I think that my
theory offers an answer. . ‘ ) '

s\

1) Parsons talks about “objects” or bare individuals which do notbelong
to any kind, thus making himself the\target of the various criticisms that
I have formtlated against any approach that uses bare individuals (see for
instance, }thion 1.1.5). ) "

/

./ . )
2) Since characters such as Sherlock Hplmes are defined by sets of prop-
<+ erties/of the type “is a detective”, “lives o Baker street”, “owns a Stradi-
' vari}{s”, etc., it js impossible to talk counterfactually about them. In the

eville St. Clair to have the property “not to have been in the room in
question at that moment”, Nevertheless, the whole story would be incom-
prehensible if we do not consider this*possibility. In fact, it was this very

disappearance of Neville St. Clair. This is a 'setrious problem for all theories
which use such a notion of character. '

/ 3) The properties of Sherlock Holmes chan$e according to the situations
’ / of the story: he may be in London at his Glub, or on a train, or in a coach,
ctc. Hence we need to make precise the sense in/which he has those properties

that are attributed to him in the novel. Parsons seems to consider only non-
changing properties of Sherlock Holmes, for instance, “is a detective”, “lives -

on Baker street”, etc. The reason is, I believq', that since he does not take
situations into accoeﬁnt he would then end up J{vith a set of properties of the
type “isin London”, “is away from London”, “i
“is sleeping”, “is awake”, etc.

o~ - 4) The change of “the logic” of the relatjons involved' makes a normal

or natural understanding of a literary text|impossible. Normal readers,
including children, will automatically conclude that Gladstone shakes hands
with Holmes when.reading that Holmes shakes hands with Gladstone; such

*

13 ‘

possibility that eventually led Sherlock Holmes to solve the mystery of the .

is on a train”, “is in a coach”
3 }
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inferences are part of our very understanding of a language and cannot be -

laid aside when language is used in literary texts.

5) Another problem with the theory, also of a logical nature, is the
way it handles quantifiers and hence the way it deals with questions of
generality. Suppose that we read’in a .novel that a large group of people
form a chain, that each person carries a flag in such a way that whenever

somebody. carries a blue flag, his neighbor carries a red flag and vice-versa.

Parsons does ndt have enough fictional objects, corresponding to sets of
propertieg; 1o »Sterpret these statements correctly, since his quantifiers range
over characterg only. Characters are individualized fictional objects of the
story and ‘thesmembers of a crowd are not individualized and hence they
are not characters. Although Parsons discusses crowds inhis book, he never
does so in the context of quantifiers, a context which creates real difficulties
for his approach, as the above example illustrates. .

6) I question the possibility of understanding an inconsistent account of
a literary text. ' .

\ o

3.2 A semantics for literary texts

3.2.1 Introduction .

I will-apply the theory that was developed in.Chapter 2 to literary texts.

Specifically, I will deal with problems of leference and generality in liter-‘ '
"ary texts and as a consequence I will shed some light on the problems of

ex:stence, possxbxhty and identity which permeate all literature,

, {y mam hypothesxs is that the semantics requires kinds to interpret the
coun n

ouns of the text. For instance, th#text may contain expressions like
“men” as in Sherlock Holmes by Sir Arthur Conan Doyle, “troll”, as inthe
Moumme stories of Tove Janssen, “Kabouter”, as in “Leven en werken van
de Kabouter” by Rien Poorvliet and Wil Huygen or “Lilliputians”, as in
“Gulliver’s Travels” by Jonathan Swift, expressions which function as count
nouns. Furthérmore, the text usually contains expressions like *“Sherlock
Holmes”, “Moumine”, “Tomte Haroldson” or “Flimnap” wluqh play the role
‘of proper’ names in their respective stories, as well as expressions of the kind
“the man with the twisted lip”, which are ordinary descriptions. The text
also contains expressions such as “meet” or “shake hands™ which function
as relational symbols (VP). ; . e

D {0 a;-
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R then postulate the existence of kinds whose members are urelements
. to mterpret the basic count nouns, as already mentioned, particular mem-
bers of the correspondmg kind to interpret proper names and relations to
! interpret relational symbols. I further postulate that relation’ symbols are -
interpreted with their ordinary “logic of English”. Even if our knowledge
* of trolls is rather meager, we know that if a troll A meets another troll B,
~ .then B meets A. In section 3.2.3, I shall present a more precise version of
my thesis. In the next section, I will describe where the kinds that I have
- postulated “live”.

3.2.2 Situations “in literary texts”

A fundamental notion of the theory developed in Chapter 2 was the notion . )
of situation. We need, then, to introduce the parallel notion of situation

in a story. But first, let us introduce some concepts that were developed by

Martinez Bonati [22].

- ‘ . Martinez Bonati distinguishes different levels, in a story, consisting, on

' the one hand, of what is said by the narrator and, on the other hand,
of what is said by the characters; this does mot exclude the possibility of
the narrator being one of the characters. What is said by the narrator
constitutes the “basic” level of narration-description. To make a very -brief
and naive summary of Martinez Bonati's ideas, one could say that this

evel consists of assertive phrases, as opposed to exclamative or interrogative
phrases, of a concrete and particular nature expressed by the narrator.

o " lillustrate these ideas by means of an example given by Martinez Bonati -

(22, pages 68-69).

Pedro and Juan were slowly walking through the old part of
the city. As they turned towards the river, the first pointed out
a place with hig extended arm, ezclaiming “Another admirable
#  temple!”. “I see\neither a temple nor anything admzmble at all”’
_ said Juan dryly, \pithout siopping. : , .
There was in Jaxg a temple, a naked buslding of severe appear- . L
‘ ance. But the too freqirent and too enthusiastic artistic-historicat
VI . observativns of Pedro had\finished by ezasperatirig his reserved o
eg* \ companioh. Even the noblestenthusiasm irritates when it is not
kept within bounds. ‘

-y
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“Let us reach that boat”, suggested Juan abruptly in an opague
voice, while lgoking in the direction of the still distant river. Pe- ~
dro joined him in one leap and the two of them started to walk
side by side at a good step. ('Era.nslated from the Spanish by G.
E. Reyes )

~ - ‘

From what the characters say in the first paragraph, we cannot decide
whether or not there is a temple in that place of the city. In the second
paragraph, however, the narrator asserts indeed the existence of a temple:
“a naked building of severe appearance”. The reader, at this point, must
then accept the existence of the temple such as described if he i is to under-
stand the story Nevertheless, he is not committed in the same way to the
general statement uttered by the narrator in ‘this same paragraph: “Even
the noblest enthﬁs:asm irritates when not kept within.bounds”. These gen-
eral statements describe the feelings or thoughts of the narrator, but they
play no role in the narrative-descriptive level that we try to circumscribe.
To find the narrator in a story is not always as straightforward as these two
paragraphs exemplify. The narrator may be present or not in the story, he
may even be one of the characters, There may be a three mouthed narrator
or a hierarchy of included levels of narration-description, as for instance in
Italo Calvino’s novel “If on a winter’s night a traveller”. In the third para-
graph of the example under consideration, what is said by Juan: “Let us
reach that boat” implies the existence of a boat and counts as one of the
sayings of the narrator that determines the level of narration-description.
The main narrator is silent] he does not contradict or add any statements
to what is said by Juan at this point. So the reader accepts. the existence
of a boat as part of the story. For Martinez Bonati, to understand literary
phrases is to “unveil” the situation immanent to the phrase. Literature, for

him, is the development of the situation immanent to the phrase, without

the help of auxiliary determinations,

Keeping these distinctions of level in mind, we proceed to develo
notion “situation in a story”. We remark that the story may presentgeo

tradictions, the author may make mistakes. In this case, we automatically
try to reinstate coherence: our further understanding of the story depends

. on that coherence which we must achieve. It is not my goal to explain how
to reach’ this level which i is needed for subsequent understanding and I shall

take for granted that we can provnde such a level

' X '
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I view situatioh in a story as the interpretation of actual and counter- " ’
factual partial deJcriptlons of the “world” of the story under consideration.
Some of the actual and some of the counterfactual partial descriptions are
g those which are contained in the narratjve-descriptive level considered abgvey,
I used then the words “assertive phrases of a concrete and particular natdte
.~ " expressed by the narrator”., The other actual and counterfactual partial de- o .
scriptions wh se interpretations make up the situations in a story are those .
oo which are neg¢ded to provide the coherence of the story and determine the
range of posslbxhtxes allowed by the text. Thus a science fiction story allows
for a wider range of possxbxﬁtles than arealistic novel. These partial descrip- ' 2
, tions could/ be obtained from some descriptions which are deduced from the '
e ' 'written text of the story with the help of the background beliefs. These last I \
' descriptions are not directly obtained from statements of the story and they
were not considered by Martinez Bonati. L.

. As ] said above, my goal is not to describe the process which enables us\~ °
to arrive at these descriptions. I take for granted that we can perform such
a task. These descriptions will form part of what I call the “idealized story”.
I will describe some more features of the “idealized story” in the sections
to come. The semantics that I develop is the semantics of thjg coherent '
“idealized story”.

Let us remark that I do not use 'the notion of “possible world”. Possible
worlds are complete, whereas we deal only with partial descriptions. Indeed,
incompleteness is a characteristic feature of literary works and it would be
irrelevant-and probably hopeless to try to con:, lete those partial descriptions °
given by the narrative-descriptive level of the story. It seems important
to point this out, since some authors (for instance Mates [23, page 252])
question the cogency of the notion of a counterfactual situation, precisely
on the basis of the impossibility of stipulating 'a complete world in' which >
this counterfactual situation is a factual situation. My notion is highly
mcomplete but consistent! o

3.2.3 Language. and interpretation e L\

‘ The fact that “troll”, “Lilliputian” and “unicorn” play the grammatical role , S
. of coupt nouns whose interpretations should be kinds can be understood by L
' the fact that we can count trolls, Lilliputians or unicorns, mdmdua.te them, -

' make them appear in situations of the text and, in general, correctly appl)i o
_ < ) \




d M » 86
r .
our quantifiers to them. These kinds are not ordinary kinds of our world,
but Kinds relative to the set of situations of the “world of the story”, more
. ' . precisely, to the set of situations in a story as described in section 3.2.2.

Several questions arise: How should we interpret the count noun “man”
in a story? And again, how should we interpret the propér name “Glad-
. stone” in the Conan Doyle’s story? Assuming that “man” is interpreted
¢ as a kind of the story, what is the connection between that kind and the
kind man of the real world? Assuming that “Gladstone” is interpreted as a .
member of the kind man of the story, what is the connection between that
member and the real Gladstone? Can we even compare them? How can we
talk about Sherlock Holmes in our world? What does Sherlock Holmes refer °
to when he says “every man so and s0"?

LY . -4

There are two apparenfly inconsistent intuitions with respect to general
stategnents about men, forgnstance, in a story. On the one hand these state-
s " " ments should refer to real men since it is precisely the fact- that literature v
< reveals something about the real world that makes it important. This intu.
- "ition seems to be correctly captured by Parsons in his theory. On the other
hand, these general statements seem to refer to characters of the novel in
question, since Holmes would certainly include Dr. Watson and Moriarty in
the range of his quantifier “every man” - There is a corresponding problem -
with the reference of proper names. Assume that Sherlock Holmes refers
to Gladstone and his Irish policy. It seems ‘then that Holmes refers to the
real man and hence that the name “Gladstone” refers to the man Who was
Prime Minister of England. But if "Holmes, on the other hand’ shakes hands
‘ with Gladstone in one of Conan Doyle’s novels, the name “Glddstone” seems
_— . " to refer to a character of the novel. When Sherlock Holmes refers t6 Glad-
’ . stone, hecan say “the man whith whom I shook hands”, which is a property
that the “real” Gladstone does not have; the “reall Gladstone did not shake
hands with Holmes. Therefore, he seems to refer to a native character of
the novel who in sorme ways has something to do with the “real” Gladstone
- ) and who is 2 member of the kind man of the story.’ -

Parsons’s view that “Gladstone” refers to the “real” Gladstone forces him
to give a non-standard “logic f English”. Thus, although Hglmes shakes
W hands with Gladstone, Gladstone does not shake hands with Holmes, and
1 this makes literature rather incomprehensible.

My point of view is that “man” in the story refers to a.native kind of the

.
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story. Similar remarks apply to prope
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tory and, similarly, “Gladstdhe” ‘Tm/a.\t-nem of this kind. Further-
ore, I postulate, as I'mentioned above, “ordinary” relations between the

~ members of these kinds, namely, relations which follow the ordinary “logic

of English”. Thus, if Holmes shakes hands with Gladstone, then Gladstone
shakes hands with Holmes, since now both have the same “ontological sta-
tus”, namely, they both belong to the kind man of the story. )

So fai", 80 good, literature is now comprehensible, the logit is safe! But
how does the real Gladstone relate to the Gladstone of the story? How does
the kind man of the story relate to the kind man of the real world? To be
able to answer these questions, we must first enrich the language introduced

-

in Chapter 2, section 2.4. : o

“

A

In Chapter 2, I introduced symbols, basic sorts, for the count nouns

" of English, in the language. For insfance, for the count noun “man” I

introduced the basic sort man that I interpreted as the kind man. Since we
will be dealing with both the real world and the world of the story, some
means mu(be provided to know which'kind we have in mind. First we
remark that when we talk about kinds of the real world we mean those kinds
which are the interpretation of sorts as described in section-2.4, namely the
smallest class which contains the basic kinds such as man, dog, bed, natural
number, etc., under consideration, artd is closed uhder operations such as

. products, exponentiations, etc. For the count noun “man” I shall introdyce

the basic sort man, to be interpreted as the kind man, of the real world an®
another basic sort s to be interpreted as the native kind man, of the
world of the story. X;rzlvi\arly, I use Gladstone, as thé constant of sort man,

Wwhose reference-is th& real Gladstone afid Gladstone, as the constant of sort

man, to refer to the Gladstone of the story who is a member of the kind
man,. More generally, whenever a count noun k is mentioned in the story I
mtrodu ce a basic sort k, to be mterprem the kind K, of the world of the
es of persons, cities, etc. which
are mentioned in the story, such as “London” in the Conan Doyle’s novels.
In this manner, we obtain L,, which is the language of the story and we
have, as before, the language of our world that we could symbolize as L,.

Not all count nouns mentioned in the story have also interpretations
as kinds of ‘the real world. Some examples "were already given: “troll”,
“Lilliputian”, “unicorn”, etc. I mustialso mtroduce new symbols for the
constints which refer to relatxons of the story “For, msta.nce, for the relatlon

.
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“meet” between Sherlock Holmes and Dr. Watson I introd yce the basjc con-
stant term meet, € Connmon.xman. which I interpret as the corresponding
relation of the story. We Temark that the problem of the multnphcatxon of
the constants, as for instance meet, mentioned, above, js already present in
our world, since every relational symbol is sorted. As a consequence, the
interpretation of “find” in “John finds Mary” is a relation between two per-

.sons and hence it differs from the interpretation of “find” in “the dog finds

e bone” which is a relation between a dog and a bone. I believedhat far
from being artificial these different interpretations agree with our intuitions.
#

Let us try to understand some of the relations between these new symbols
and the sy
that the logit of the relations should be ‘the same whether we are in the real
world or in the world of the story, we can con€lude that the logic of meet is

the same as the logic of meet,, and since Russell, meets, Gladstone, implies

that Gladstone, meets, Russell,, so in the same way Sherlack Holmes,

meets, Gladstone, implies that Gladstone, meets, Sherlock Holmes,. We'

notice that we have two ‘basic sorts for “proposition”

: 8, and 9, in the
languages L, and L, respect}@y. g

With the help of the n{w language and its mterpretatlon we chn now
try to answer some of the questions related to the problem of mdmduatmg
members of a given group and to the problem of the correct use of quantifiers.
Returning to my example of .Conan Doyle’s novels, we ask the following

question: What does Holmes refer to when he says “every man so and so”? '

My point of view is that “man” refers to the postulated kind man,, which is
different from the kind man,. since it includes Holmes, Dr. Watson, Moriarty
and other men which we do not want to include in the'range of our quantifier
“every man”, although Sherlock Holmes certain]y wants to include them.in
the range of his quantiﬁer “every man”. s

But why not assume that we have a single set which contains both the
real and counterfactual situations of the teal world and the real and coun-
terfactual situations of Conan Doyle’s world? The answer is that we cannot

" assume that a situation belongs both to eur world and to Conan Doyle's
~ world, since the count noun “man” ‘would. have two different, Anterpretap

an‘wh e refer
ts’ to mclude h:m

tnons We do not want to include Dr. Watson as a
to “every man” although Sherlp%lg Holmes certainly
when he (Holmes) speaks about all men.™

ols already introduced in seetion 2.4, Since I have postuluted.
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Crowds, in™particular crowds of people, are considered by Parsons as
characters by themselves and no'means of individuating the members of a .
crowd are provided. I kave already given an example where we show that we
need to quantify over_%i'ndividual members of a crowd. I repeat that example
here.dn order to discuss it. Suppose that we read in d novel that a large group
of people or a crowd of people form a chain, that each person carries one
flag in such a way that whenever somebody carries a blue flag, his neighbor
carries a red flag and. vice-vegsa. As already mentioned, Parsons does n
have enough fictional objects, correlated to sets of properties, to inte(Eret
these statements torrectly, since'his quantgﬁers range over characters only.
1 do not have this problem, since I have postulated the kind man, in the
story. So in the example of the crowd, the quantifiers range over man; and
we have enough men to interpret that sentence. .

‘ ST i

A pair of twins presents us with similar problems., Let us suppose that
nothing in the story permits us to find a difference between the twod twins.
The pair of twins is a member of the lind person, x.person, of the form
ft\'t’), we can count them,they are two and they are automatically individu-
ated by the kind person,. Even if, in the story, there is nothing that permits
us to distinguish between { and t', we can talk counterfactually about them
and assume that in a given situation of the world of the story, t, let s say,
could havi had blue eyes and t' could have had brown eyes.

" In’order to answer questions about the connection between the “real”
Gladstone and the “real” men on the'one hand, and the Gladstone and the
men- of the story on the other, we must first describe a way to associate
sentences or theories of the world of-the story with sentences or tﬁeories

— of the real world. Thanks to ‘this association, we can compare sentences

or theories of the real world with sentences or theories of the world of the

"story. This comparison will give us a'meghanism to “transfer” parts of the &
“relevant background beliefs” to'the world of the story to make that story

s coherent. If T, is the set of “relévant background beliefs”, we shall define a
theory T, which we impose as true in the world of the story. This theory then
becomes part of the “idealized story”. In general, we transfer the minimal
amount of background beliefs that enables us to understand the story and®
make it coherent. We are not looking for a “maximal account” as Parsons
would, but for a minimal idealiz\ed story! :

r

We are now able to compare the regl Gladstone with the Gladstone of
n , "

-
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the story by relating statements of the background bellefs about the real
Gladstone with statements that are true about the Gladstone of the story

rd

But first, we need a definition. If ¢, is a formula in the ongmal language
generated from basic sorts of the form k, (and excluding others), we let ¢,
be the result of substituting in ¢, all variables of sort &, by corresponding
variables of sort k, and al constants of sort k, by corresponding congtants of
sort k, (as Gladstone, and Gladstone, ). Let us illustrate this definition with
the following example: if ¢, is meet,(z,Gladstone,) where z € Varp,,,,
then ¢, is meet,(z,Gladstone,), where z € Varman,. We can now state the ~ .

*transfer mechanism as follows: if ¢, is a sentence (without free variables)
which is true in some real situation of our world, we put O¢, in T,. No-
tice that we are really transferring modally closed sentences only. In fact,
we cannot transfer ¢, itself if the computation of its truth values required
a specific situation, since we cannot compare situations across worlds. Qn
the other hand, modally closed sentences such as Og, satisfy the excluded
middle (sec section 2.4) and hence we do not require specific situations to
compute their truth yalues. As an example, it just does not make sense to
transfer the sentence “Gladstone succeeds with his Irish policy”, although
we cowld transfer the sentence “it is possible that Gladstone succeeds with
his Irish policy”. Transfering this sentence to the story assures us that Glad-
stone, contrary to other men of the story has the possibility of succeeding
in carrying out his Irish policy.

To compare the real Gladstone with the Gladstone of the story we can ' oA
then rélate modally closed statements of the background beliefs (about the
real Gladstone) with modally closed statements that are true about the
Gladstone of the story. 'We could say that the Gladstone of the story isa’ )
“counterpart” of the real Gladstone. Notice, hvwever, that in spite of obvi-
ous similarities with Lewis’s notion of “counterpart” (see Lewis [19]) there
are deep differences between these two notions. In the first place, our “coun-
terpart” of Gladstone does not have all properties of the real Gladstone, but
only some, of them, a choice which depends on the story. In the'second
place, and this is ghe most important difference, our “counterpart” of Glad-
stone cannot rin either réal or counterfactual situations of our world.
It is e himself who appears in counterfactual situations of the real ‘ .
world. Similarly, it is th€ Gladstone of the story himself who appears in the )
- counterfactual situations of the story. This of course is a consequence of my
thesis that peoper names are rigid designators. \
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We potice that my formalizatiod of kinds follows Krjpke's paradigm of
a dice as studied in “baby probability”: to study the throw of a dice we

_ must consider not only the actual situation of the dice showing 4, say, on

its upper.face, but also the possible situations of the dice showing 1, 2, 3,
etc. on its upper face. In other words, we must associate a set of possible
situations in which one and the sagpe dice may occur. Similarly; as explained
in section 2. 3, we have associated-with one and the same man, Gladstone,
aset of possible sxtuatxons in which he can occur.

Our theories ab‘out the kird man,, where sis a ‘given story of Conan
Doyle, are given by the transfer mechanism applied to our theories of man

obtained from our background beliefs about man. In the case of a “realistic”

story by authors like Balzac, Zola and Mauriac, we can understand the story
with our usual theories of man, since nothing said in the story clashes with
our theories. In the case of fairy tales or science fiction, on the other hand, -
we transfer only conditions which do not contradict the story. For instance,
to understand the story of the three little pigs, we postulate the kind pig,
whose members have properties obtained frgm-our theories of pigs...and of
men! Wextransfer only the conditions which idp not clash with the story. We

do not ‘transfer the knowledge that pigs do not talk! In Swift’s novel, the

conditions for bemg a “Yahoo” and a “Lilliputian” come mainly from the
story itself and are supplemented by our anthropomorphic vision. In Conan
Doyle’s\qovels, we bring to the understanding of the story our theories of men
almost entirely. Conan Doyle wangs his men to “look like” our men...and
the best way to obtain this result is to say nothing about “his” men since-
then he can be assured that our background beliefs will not clash with his
stories. ¢ .

In this sense, our understanding of the story does not contradict our
background beliefs, as it was suggested in the introduction, provided that

' the relevint theories are only partially transferred.

Macnamara has pointed out the following difficulty with the notion of
backgrbund beliefs and the transfer mechanism. Suppose that one of the
clients of Dr. Watson complains about gout and he is told to drink less
alcohdl. According to my viewpoint, to understand Dr. Watson's advice,
we-must transfer those of our background beliefs about alcohol and gout
which does not clash with the story. Since today we do not believe that
alcohol causes gout, we cannot understand this advice. It seems that we
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-need to bring the background beliefs of the relevant period of the story, for
instance, the England of the last century in the case under consideration, to

.+ peint. It suffices to point out that theories, even formulated in
" logic do .not dxstmguxsh between isomorphic structures,
Makkai has also gemarked, Putnam’s position does not take

. and Wil Huygen. In these cases, if the drawings are slightly altered, the

Cofa bed in the same way that a partncula.r type of DNA gives the interndl /

.

.
d

. - v

-

see how gout was thought to be related to alcohol and thus to understand
Dr. Watsori’s advice. Similar remarks apply to novels which are supposed
to take placé, let us say, in the Mlddle Ages, even if these novels have been
written by modern authors, It is amusing to rémark that this example of

-gout and alcohol is also discussed by Zenon, the hero of “L’Oeuvre au noir”
"by Marguerite Yourcenar.

. ¥ L]

According to Putnam (27], it is impossible to describe kinds uniquely,
essentially because we have non-standard models for first-order theories. As
Makkai has pointed out, we do not require that theorem: to make

the fact that we seem to be able-to describe kinds unique :
out some of their members. This possibility is not ava,llable in the world of

" fiction and thergfore Putnam’s argument seems correct m this realm. We - ' :

cannot pomt to a man of the story and say “Hamlet” or “man”. We cannot
fix mterpretatmns of count nouns (kinds) uniquely, even in the case of the

* . authors providing a gestalt type for members of a given kind as, for instance,

the drawings of a troll by Tove Janssen or of a kabouter dy Rien Poorvliet ° .

question of whether the drawings still represent a troll or not, a kabouter or
noty does not make sense. Trolls and kabouters “lack internal structure”.

We c;)ul.d draw a parallel between the kinds of the story and the arti- '
ficial kinds of our world. I think that the suitably relativized principle of . / .
: apphcatxon of an artificial kind is given by a set of conditions of the type , /

“a bed is an artefact to sleep in”. What would be the “internal structure” o

structure of a’dog? Of course, we could ‘point to a bed and“say “That is a
bed” but this pointing does not fix membership in the kind as in the case
of the basic kind dog for instance: -

~
Sl

As an aside, let us remark that according to Putnam [26] one-criterion
words, like, for instance, pediatrician = doctor specializing in the care of '

. children, have a strong tendency to develop a “natural kind” sense with all

the rigidity and mdexlca.hty attachéd to it. I'think that this remark could
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also apply to many artificial kinds, and that; for example, children ‘would
learn the kind dog in the same way that they would learn the kind chair..
Furthermore, I think that this is one of the reasons why we can deal with
complicated artificial kinds postulated in Literature, in Philosophy and to

a certain extent in Physics. Our mind has been orgamsed to understand
natural kinds! ’

At the beginning of this section I ask the questnon How can we speak
about Sherlock Holmes in our world? We remark that unfortunately, the ,
sorts introduced already still do not provide the means to talk about Sherlock’

~ Ho]mes Moumine, Flimnap, etc. in our world. In the next section we will,

see how we can accomplish this.

3. 2 4 The forgetful functor: character

To be able to talk about Sherlock Holmes or Moum}ne in our world, we must
“bring” in the kinds in which they appear to our world. The idea is simply
this: we may “freeze” the kinds of the story by forgetting the coincidence
relation. Furthermore, we must “freeze” the relations between the kinds to
arrive at abstract relations between abstract sets. We notice, however, that
ahstract sets of “ureleménts” may be considered as a kind of the real world
or of any world, by defining as principle of comc:dence the trivial one which
assigns the empty set of situations of our world or, the wovld in questnon to
any two members of the kind in questnon ‘ Ca

. I call character the forgetful functor which associates with a kind of the -

story the set of its members and w:th a morphlsm of kinds the corresponding

set-theoretical function, -

"I now introduce further basic sorts and ¢onstants which [ interpret ag
these abstract sets of “urelements” and, which then may be viewed as ab-
stract kinds of our world. Thus, for thé count noun “troll”, I introduce a
further basic sort troll,0 which is interpreted as the set of all trolls, namely,
- the underlying set of the kind troll,. In a similar vein, I introduce the new
constant Moumme,o to be mterpreted as Moumine, a member of the set
- of trolls, and the relatlonal symbols to be interpreted as ordinary relations
between abstract sets. In this way, we can talk in our world about the world

of the story. ' .
) Lo

-
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l think of these “frozen” kinds or sets as bemg the characters of a story,
' whence the name “character” for the forgetful functor. This notion of ¢har-

acter of a story differs from that which has been used in theories of fiction,
since characters as used in these theorxes correspond in our theory to mem-
bers of these “frozen” kinds which are individualized in the story, As I
"emphasized at the beginning of this chapter; I do not believe that the con-
. sideration of characters in this restncted sense suffices to describe the logic
of fiction:-we may lack indxvnduahzed characters to interpret our quantifiers
corréctly, 'and most importantly, we are not able to talk counterfactually
.about Moumme Hamlet Sherlock Holmes, etc. ~

The reason we need 'a new kmd to ta.lk about Shérlock. Holmes in ();ll‘ '
. world is that Sherlock Holmés cannot appear in any real or counterfactual

situations of our world, as I already explained: we certainly do not‘include

Sherlock Holmes when we_refer to “every man”, regardless of the situa-,

tlon For similar reasons, if we were to find animals in our world having the
stereotypes of uhicorns, they would not be unicorns. This seems to be con-
sistent with Kripke (17]). I quote here - passage of Agatha Christie’s book
. “Elephants can remember”: .

“I don’t kngw what’s likely to happen,” sa:d Mrs. Oliver, “be-

_cause, you see, in all the crimes that I write, I've invented the

er rimes. I mean, what I want to happen, happens in my stories.

It 8 not something that actually has happened or that could hap-
' The emphasis is mine. [8, pa.ge 04)

.

'Thes‘e “frozen” kinds give us the means to recapfure part .of Parsons’s

. theory of characters. As in Parsons’s theory, we do not have situations .,

since we only consider abstract sets. However properties of members may be
frozen to become “situationless” and hence either true or false. As an exam-
ple, a situational propertx -of Sherlock Holmes such as ““Sherlock Holmes vis-
its Miss Cushing” in “The adventure of the cardboard box” can be “frozen”

into “At thé beginning of his mvestsgatlon Sherlock Holmes made a visit ta

Miss Cushmg I believe that every “situationdl™ property can be rephrased

in this way, since situations in a story are describable in the language at the
narrative level,'as mentioned in section 3.2.2. We thus have the means to
speak about Sherlock Holmes in our world. x

e T, ?
I emphasize, once again, that we cannot talk counterfactually about

Sherlock Holmes as a character, since as & character, he belongs to \a.il ab-
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-, in other words, the only isomorphis

' stract set of our world. He cannot occur in any posslble or actual sixuanqns
of our world. This consequence of my theory explains the use of extuatxonless
statements as the only way to compare reality and fiction. / “

Besides the “frozen” kinds there are kinds whnch are a.bstract ;4\ any
world in the sense that their members catnot appear in any situation of any
world. Thus, these kinds can be interpreted in all worlds. As ar\ ample,

i

since Holmes mentions ‘natural numbers in “The adventu.re of the'
ritual” in connection with measurements of a tree, we must postulate the
" kind natural number, to interpret his computations. However, this kind
is the same abstract kind natural number that we need to interpret our
computations. His notion of natural number is exactly the/same as our 4
notion of n?ural number. In fact, the kind natural nu.7 er is a kind ' v

whose mempers rever appear or occur in any situations-of any world, In
this sepse their, members are abstract in any world. Tha cunnot be said
., about Holmes. Holmes is a man that lives in his world, the world of Conan
Doyle’s stofies and the men of that world constitute a cz?crete kind of that )
world, although an abstract kind of ours. In his world

in sntua.tlons of his world, a natural number never. /

olmes may appear

A notion like “abst’ract kind” is not ca.t.egory -théoretical as the follow-
ing simple consideration shews: the kind cow is isomorphic in the category
of kinds to the sgt of singletons of cows with the' transported coincidence
relation. The first kind is “concrete” in the sense that it consists of con- '
crete members, the cows, whereas the other is “gbstract”, consisting of sets. )
Similarly, ‘the intultive notion of existence or appearance in a situation is .
not category-theoretic since the transported eistence, defined by the trans-
ported coincidence, is not the intuitive exi t/ence In fact, cows may exist
or appear in a situation, whereas sets such singletons cannot! If we want T, -
to conclude, in spite of this, that our categorical notion of “existence” , a8
coincidence, corresponds to the intuitive/one for some kinds such as cow, we
seem to be forced to postulate that the category of these kinds is skeletal; ’
are ldentmes These considerations
’s insistence that “persons cannot be

are consistent with seme phxlosoph
- identified with sets, since sets are i
sibility, etc.” As an aside, let us r mark that this is.another instance of the S

. contradiction between set- theory and category-theory that is far from belng .
adequately dealt with!

'Y r

between a kind such as troll,; and an ab-

L :
L

To clarify the connectio

ért, do not have.a sense of moral respon- 3 -



stract kind such as natural numbei', Iintroduce the following terminology:
a kind of a world is ﬁct:ttaus if its'memberscannot appear in situations of .
. that world. Thus unicofn and troll,g are fictitious kinds of our world, but .
" troll,isnota fictitious kind of the world of Tove Janssen's stories. On the ' :
other hand the kind natural number is fictitious in every world. Members '
/ : +  of fictitious kinds are said.to be fictitious. ' L -

R Is the sentence “Hanflet is fictitious” true? In my theory, this sentence
turns out to be ambiguous: if “Hamlet” refers t&¥the member of the kind
man, in the world of the story, this sentence is trivially false. On the other
hand, if “Hamlet™ refers to the member of the kind man,o of our world,
namely, if it is a character, then the sentence is_true. Notice that we have
the means to eliminate the ambiguity of the sentence in question: “Hamlet,

' < is fictitious” v “Hamlet,q is fictitiGus”. The world of the story in which, for
instance, Hamlet dwells, is the “real world” “for Hamlet, in which Polonius,
Horatio, Opheha also live. But contrasted to that world there is the world of
- " the story, the play within the play, in which Gonzago, Baptista and Lucianus ‘
live. Just as we can talk about Hamlet in our world, Hamlet can talk about ,
Gonzago in his world. In that world the sentence “Gonzago is fictitious” is, - -
true. We also remark that the property “fictitious” cannot belong to the
set of conditions that determine the principle of application,of for instance,
man,o since the principles of application of man,o and man, are the same and -
- the members of man, appedr in the situations of the story. We see that ’
“fictitious” is related to existence.

) With the help of the constants already mtroduced we can capture Par- P
s : sons's notion of surrogate as follows. I define the surrogate kind of* K, to
) be K';p, assuming of course that K, is a kind of the world of a given story. y

" We then say that the interpretation of a constant ¢,o of sort k,0, which is

a member of the surrogate kind is the surrogate of the interpretation of the

constant ¢, which is a member of the real kind K,. We assume that such a

constant ¢, is available. As an example, the interpretation of “the Denmark . *
. of Shakespeare”, which 'is a member of country,q is the surrogate of the

interpretation of the constant Denmark,. Nevertheless, the interpretation

of Moumine’s country is a member of country,,;, but is not the surrogate S

of the interpretation of any ¢, sirice there is no ¢, available in this case.

Y

\ In the next section, I shall try to answer Parsons’s argument for consid-
D ‘ < ering the “real” London as-occurring in the story and I shall present some
L ' - aspects of the old discussion of the problem of reality versus ﬁct.lon
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3.2.5 Reality versus fiction

Parsons’s argument in favour of his view that it is true that London ('the
real) is such'that, according to the novels, Holmes lived in it, is just that he
does not see any diflerence in the following referential situations:

I think I am inclined to accept it because I see no difference
in the referential situations:

'1. Telling a lie about Jimmy Garter )

2. Telling a lie about Carter which is very long (e.g., book
o length).

8. Making up a story about Carter which is not intended to
deceive anyone, and which contains falsehoods.

4. Writing a work of fiction in which Carter is a character,
[25, page 58]

Parsons maintains that there are cases of 1. which can be reported
as “Carter is such that according to what Parsons sald he'is P"(*), and
similarly that at least some casés of 2.-4. can be reported in.such a fashion.
We first notice that at least in 8. and 4., and contrary to I,, specific mention
of a story or a work of fiction is made. It seems to me that the correct way
to report cases of . should be “Carter is such that according to what
Parsons’s story said he is P”, rather than “Carter is such that according
to what Parsons said he is P",iwhich means something quite different. In

. what, follows, we shall ignore problems connected with the intentionality of

the expressnon “sa.ys that P” and-I refer the reader to the section 3.2.7 for a

" discussion of some of these problems.

I believe that Parsons is confusing the statement “Carter is such that
according to Parsons. he is P” with the statement “Carter is such that ac-
cording to Parsons’s story he is P”. These statements could occur more
easily in a logic textbook than in real life and I would like to rephrase them
to make them more understandable. I shall use the constants Carter, and
Carter, as explained in section 3.2.3 to refer to the real Carter and the
Carter of the story, respectively. The first would give: “Carter, has the
property Q,", where x has the property Q. iff Parsons said that x has the
property P,. This sentence is true iff Parsons actually said that Carter has’
the property P. On the other hand, to find out whether what Parsons says

is true we should look at the real world to see whether the reql Carter has
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. the property P. The second statement would give: “Carter, has the prop-
erty R,”, where x has the property R, iff Parsons’s story says that Carter,
- lias the property P,. In"this case, R, is a spurious property which any real
' person has whenever Carter, has the property P, in'Parsons’s story. Now
| this“sentence is true iff Carter, has the property P, in Parsons’s story iff
“Carter, has P,” is true in the world of the Parsons’s story. In other words,’
to find out whether Carter, has the property R, we must read the story in
g question,

-
' ~

The reader may have noticed the following peculiarity in the way I have
handled the pronoun “he” in these examples: “he” in the first statement
refers to the real Carter, whereas the “he” of the second refers to the Carter
of Parsons’s story. In fact, my theory leads to some complications when ’
quantifiers, pronouns and possessive adjectives are used in contexts which '
blend fiction and reality and we shall study other examples. Let us suppose
that the real Carter has written an autobiography. Does Carter refer to
himself? Or does he refer to a member of the kind man, of a story? It seems
to me that the answer to this question really depends on the status of the
book in question: Is this a work of history or is this a work of fiction? My
point of view is that in the first case, Carter refers to himself, whereas in the
last, “Carter” refers to a-native of the story. It is interesting to point out
that an autobiographical novel may succeed in giving a true psychological
portrait of the real person in spite of the fact that several statements which
" purportedly describe facts about him may be false. This is not so for auto-
¢ biographies which must “stick™ to facts. Such a-distinction would be hard
‘ to understand if only the real person was referred to in both cases. In the >
following discussion, I shall assume, for the sake of argument, that Carter -
has written an autobiographical novel.

"

As another example, consider “In his autobiographical novel, Carter as- A
serts that he kissed Marylin Monroe” or “Carter is such that, according to
his autobiographical novel, he kissed Marylin Monroe”. Let us concentrate
on the second ene. The question is: What does “Carter” refer to? The
problem is that “his” and “he” cannot both refer eithet to the real Carter
or to the Carter of the story. My viewpoint is that we are'making ap asser- =~ . .
tion about the rea] Carter, the man who wrote the autobiographical novel .

(“his” novel) and hence “he” cannot refer to the real Carter, but refersto the ) )
/ Carter of the novel, Once again, we seem to be forced to give a non standard
interpretation to pronouns and possessive adjectives. In my Janguage, we

- 9
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may. express the example as follows. “Carter, is such that, accordmg to hia

autobiographical novel, Carler, kissed Marylin Monroe,. Once again, we -~

have an example of a spurious property which holds of the real Carter (orfor ~ -

that matter of anybody) precisely when Cartcr. kissed’ M arylin M onroc.

in the world of thé€ novel. - : T

For another example of the same type, consider-“Denmark is such that,
according to the story, Hamlet lived in it”. On the one hand, the “it” refers
to the Denmark of the story and not to the real country, since Hamlet lives
in it4 and we want to keep the logic of the relatxons standard. On the
other hand, “Denmark” refers to the real Denmark. The sentence may be -

N . paraphrased as “Denmark, is such that, accordingdo the story, ‘Hamlet * -
. i lived in Denmark,”. This sentence, once again, assigns a spurious property - .
f\ [ to the real Denmark. ‘ '
© [N

! The next example is even more puzzling. Let us suppose that an histo- ‘
‘ ' rical-biographical novel about a given group of people has been written, but
that evérybody, mentioned in the novel, claims that the house attributed
, to him in the novel is quite different from his own. We have here a case of °
quantifiers, pronouns and possessive ad_)ectwes intermingled between-fiction
; ) and reality. The way out of this riddle seems to be to enumerate the indi-
vn,duals which ate in the range of the quantifiers and rephrase quantifiers by
conjunctnons, For instance, if the novel is about John, Peter and Andrew,
we add in the language the corresponding constants John,, John,, Peter,, !
s o Peter,, Andrew, and Andrew,. To simplify, we shall assume that the same
proper names ar; used in the novel, Our sentence can then be paraphrased '
as the conjunction of three sentences of which the first could be: “John, "
. claims that the house of John, in the novel is quite different from his own”. o~
Notice that we can express this difference as follows: for some properties ¢,
which are true of John,'s real house, the corresponding properties &, are
not true d{ the house, of John, in the novel.

I conclude that we can do.away with Parsons’s immigrant objects, which

- \ are real objects occurring in the novel, to explain these and other phenom-
© ena already discussed. Parsons has only considered characters with proper

, ' - names such as London and Gladstone for his immigrant objects. But I do

= not see why the egg eaten by Sherlock Holmes during one of his breakfasts - -

should not also be considered as an immigrant object which should then be

real. I believe that everything taken for granted from our world and individ-

uated in a story should be considered by Parsons as an immigrant object.
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If this is so, the problem of the change of the logic of English becomes even
more acute: Sherlock Holmes eats a real egg‘which does not ‘have the prop-’
erty of being eaten at allt Tn my context, on the other hand. the distinction
between immigrant and native objects does not-arise. Independently of the
difficulties that Parsons’s view implies about the change of the logic of En-
glish, I think that his distinction ;blurs the whole picture of fiction versus

reality. I prefer to postulate that every character is native to the story, and

that to understand the story we transfer.most or part of our stereotypes
about the real objects in question.

.

Let me add a few reflections on some aspects of fiction versus reality -
+ which may occur in colloquial statements.

If two people disagree about the existence of unicorns, the one that
denies the existence seems to be in the platonic predicament explamed by

Quine [28, pages 1-3]. This is not so in my view: I believe that both arguers
" must assume the kind unicorn to start with so as to be able to understand -

expressions like “three unicorns”, “twin unicorns” or “every unicorn has four
legs” to which our stereotypes of unicorn apply. The real disagreement is
between the existence of the members of this kind. One of the dlscutants

- would claim that it is an abstract kind, whereas the other would fmaintain

that some members appear in real situations of our world. In other words,
they agree on what should count as‘a unicorn, but disagree on the relation
of coincidence or existence for the kind unicorn. \

This distinction between abstract and concrete kinds is reminiscent of

one due to Leibniz. According to Mates [23, page 9}, Leibniz made the fol-_

lowing distinction between “essential” and “existential” propositions. Any

sentence “A is B” is equivalent to the corresponding sentence “AB is an -

entity”. But the word “entity” is ambiguous; it can mean the same as “pos-
sible thing” or it can mean the same as “actually existing thingd. If it is
taken in the former sense, the sentences concerned are called “essential”; if

it is taken in the latter sense, they dre “existential”. So, for instance, the

sentence “Pegasus is a winged horse” is equivalent to the sentence “Pegasus,
the winged horse, is an enhty which is true as an “essential” sentence but

false as an “existential® sentence. .
! |

In the next section, I shall contrast myths and stories with'the help of -

the reflections made on reality versus fiction and discuss the problem.of
metamorphosis in relagon to questions of identity. ’
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“the years, then the notion of man might change to aémmmo}f&&he\ new

3.2,6 Myth, story and metamorphosis o
There is a popular behef in the countryside of the north of Chile according’

" to which there are.men whose heads become owl-like birds af night and

"wander in the countryside, while these men at home still enJoy their sleep
...without their heads. During the day, such a being, called “chonchén'l, is
a normal man.

This myth is not intended as a fmry tale. The chonchdn is (according to
this myth) a real’livirg ‘being which appears in situations of our world. So
there are situations of our world in-which'the head of a man goes wandering
under an owl form! We could explain this myth by saying that the theories *
of men-of this culture and of this linguistic community, allow men with these
extraordinary possibilities. Confronted with another linguistic community,

these possibilities may be rejected and other theories of man adopted C e

&

Now if we were to write a story about this myth, the case wou]d be quntc v

«different. The intention would be to write a story, not a description of a
(purported) fact about the real world” The men, or some of the men in that
story, would have the strange capability of having their hedds wander in ow]
" form at night. But for that: strange fa.ct they would be exactly like a man
and act exactly as a man"does. We would then postulate the kind chonchén,

. which, depending on the story, could even be a sub-kind of the kind man,. ‘
Only parts of our theories about men can be transferred. For instance, the

backgrfound beliefs that a man needs his head to live cannot be-transferred
because wé would then have a story which is not coherént. The notion of
man, depends also on what is said fn the story. If the story evolves during

story. We could also transfer the criteria or decision procedure to ﬁnd)out
‘whether a man is or is not a chonchén: when in the night a person hears the
flight of an owl-like bird, that she does not see, she says to the }m‘fk"Come
tomorrow to borrow sgme salt”. Then, if the followmg morning a person
comes to borrow salt it is clear tha.t this personis a chonchén -

Partyf these reflections can also be-applied in the case of Santa Claus.

_We may view this case exther as a myth or as a story. The myth is told

to children by parents who describe Santa Claus as a'real man who ‘brings
real gifts to real children. The sto;y (told by some progressive parents)’is
not intended*to deceive them and concerns gifts of the story given by a

]
'

L

man of the’story to’children of the story.’. It is instructive to analyze the.
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logtc of both the myth and the story accordmg to my theory. The very first
quemon that we must answef‘xs what is the grammatical role‘of %Santa
Claus”" Is it a descnpt:on» or a proper name? Assume that it is a proper

, name, Jlhen it is a ngnd deslgnator, and rxgxdxty presupposes a count noun
«co be interpreted as a kind. But this kind cannot be a kind of our world,
since Santa Claus cannot occur in situations of our world. Therefore it can
only be a kind of @ worldr of a story, say the kind man, of the world.of the
* vstoryof Santa Claus. To.understand the story; we need to postulate further
kinds like clrt1d, and gift,'and w2 need to transfer part of our “background
: .belxef” to this world. ‘Since the myth, just as in the case of the chonchén, ise
not meant as a story; but it purportedly deals with #®al childgen, real gifts,
etc. it follows that “Santa Claus” in this case is not a ‘proper name, but
z},descrip”tion. The myth could then be stated as “There is a person such

.~ 'that so and so" and, as we all know, this statement is told by the parents

knowing that it is false with the intention of making their children believe

'“‘;"thg myth. Indeed thEy hope that the description that they giue of Santa

Claus will be “realistic” enough tg permit them to encompass Santa Claus
in their stereotype of persons living'in our world. The Santa Claus of our
hiyth must be described in such a way that the child assumes that.Santa

« v Claus is a real man. A consequence’ .of this analysis is that we cannot freely

ta]k counterfactually about San‘m Clais<in the myth, although we could do

" s0'in the story.- . i
We now turn our attention to the notion of metamorphosis. My theory
has\been designed to be able to accommodate for the metamorphosis in a

.. veryjstfaightforward way. In section 2. & we have studied relations between
kinds, namely functnons which preserve the coincidence relation. 1 explamed
the lonnectlon "between the kinds baby, adult and person with the help of

a func ion, which is not representable in the natural language, from the

v [ set of ba.bles into thie set of persons, and sxmllarly, from the set of .adults
mto thess L.pvrﬁons intuitively the functno it assotiates with each
baby or-atuit the person that underlies him. Ii{"this way, we may explain

, the meta.morphosns of asbaby into.an adult,’the problem ‘being that the
baby and the adult belong to different kinds. The identity between a baby
and an a.dult is really an assertion about the:r underlymg persons, namely

_ resurrection. The man who lived and the resurrécted (ma.n) have the same,
underlying souls, they are identical as members of the kind soul. -

\ '
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As an aside, let us remark that van Baaren (1] says that in Bouddhism
there is neither an immortal soul nor anything of this nature which survives
after death and that could explain reincarnations. He then asks this ques-

' tion: But whaf does revive again? And he concludés that, according’ to our-
' occidental categories of thought, it is impossible to answer that questioh.

We need a certain continuity to explain change. Otherwise, as I mentioned

at the beginning of this chapter, we cannot even understand the question
“What Ys it that changes?”

Metamorphoses in fairy tales may be explained by consldenng further

. underlying kinds. The problem with this approach is that we do not always
have such a kind @u‘ disposal and to understand literary texts, we are

sdxpetimes forced t eate some artxﬁcxa.l kinds. But that does not seem
such a difficult task for us.

We shall now study the case of some more metamorphoses. The movie
-“Lady Hawk? offers an interesting case of metamogphoses. Two lovers were
condemned by a jealous bishop never to see each other under their human
form. At dawn, thelady becomes a hawk and spends the day on the hand
of the knight, her lover; at dusk, the hawk becomes a lady while the knight
;s mefamorphosed into a wolf. The hawk doew not know that it has gone
through metamorphosis and that it has some relations to a being which is
in love, with the knight, similarly, the wolf does not know that it has gone
through metamorphosis and that it has some relations to a being which is
in love with the lady. Nevertheless, as humans, the knight knows that the
hawk is his metamorphosed lady and the lady knows that the wolf is her
metamorphosed knight...let me tell you that the story has a happy endmg'

To understand this story, we must then postulate a kind which willy,

- explain what chariges. The background beliefs of our linguistic community
. will probably riot allow us to postulatethe kind soul, since, in this linguistic

community, animals are not supposed to have a soul (the same fate was

- shared by women riot so*long ago!). In the fairy tale the “Beauty and the

Beast”, the kind soul could .explain the metamorphosis because the Beast
had a very anthropomorphic behaviour and aspect. So we could say that
the underlyihg soul of the Beast was t}‘g\‘“@ﬁ the dnderlying soul of the
Prince. In “Lady Hawk” however, we must consider another kind. I suggest
the kind living being. The living being which underlies the hawk is the
same as the living being which underlies the lady. =~
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" In this particular example and contrary to usual fairy tales, let us notice
that the theories of hawk and wolf are taken unchanged from our background
beliefs and do not exhibit any anthropomorphic features.

We look now at another myth that comes from the region of Burgundy
" in France. I quote some lines of “La billebaude” by Henri Vincenot [35,
pages 132-133], which describe a metamorphosis.

Nous sommes tombés sur l’insaisissable Dahut, cette fille folle
d’amour, qui, depuis “le temps des grosses pierres” court les bois
a@ la recherche d’un gargon, mais que personne n’a jamais vue,
-+ car aussitél qu'un étre humain la regarde, elle se transforme en
une espéce de béte refouse, galeuse, affreuse. C’est ¢ sa capture
qu’on convie les commis un peu simplets, mais attention! celui
qui la verra sous sa forme de fille folle d’amour tombera raide
mort, ce qui donne d l'aventure un certain air de chevalerie”.

In this case the underlying kind could also be 1iving being. The interest-

ing aspect of this metamorphosis is that the metamdrphosis takes place only-
under observation by a human eye. This is also what happens With the phys-

ical entities of Quantum Mechanics which under observation act differently. -
Maybe there is also a metamorphosis in this case! With the transmutation

of elements there is definitively a metamorphosis involved. The caterpillar

‘metamorphoses into a butterfly.. It is the same insect that undergoes the

metamorphosis. The glouds, rain and snow are metamorphosed into each

other having all the time the same underlying substance H,0. These last ex-

amples were given to show that metamorphosis is not a phenomenon whose

unique domain is literature!

o]

The story of Dr. Jekyll and Mr. Hyde presents another aspect of meta-
- morphoses, Do “Dr. Jekyll” and “Mr. Hyde” rigidly refer to the same
person or not? Nowadays, we would say that this is the case of a person
"having two different personalities. The names would then be used to nan‘u;
the two different personalities, members of the kind personality. They
would refer rigidly to the given personality. The underlying pérson of Dr.
Jekyll is the same as the underlying person of Mr. Hyde. The underlying
kind person allows us to understand the metamorphosis of. Dr. Jekyll into
Mr. Hyde. - ) ' ‘
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3.2.7 Intentional relations, descriptions, proper names and
opacity

4 -

Thereader may have noticed that I have avoided in this chapter expressions
like “to look for”, “to seek”, “to believe”, “to think about”, etc. In fact I have
tried consistently to avoid “intentional relations”. This may seem surprising,
since, following’ Montague, I interpreted such expressions in Chapter 1 and
I could hgye done something similar i in this chapter. We notice, however,

‘that such interpretations presuppose very strong idealizations of which the

followmg will be typical examples. ‘' The sentence “John bélieves that p” is

' mterpreted as arelation between mma.n and a proposition. As a consequence,

if p” is loglcally equivalent-to “q", then the interpretation of “p" is the same
proposition as the mterpretatlon of q” and hence we conclude at once that
“John believes that p” iff “John be\lieves that q”. The.absurdity of this view
becomes clear when we take “1+1 = 2" for “p” and a hopelessly complicated
theorem of Algebraic Geometry for “q”. Similarly, “John looks:for Neruda”

is interpreted as a relation between two persons. But it may well be that -

John is looking for Neruda but not looking for Neftalf Reyes, a state of affairs
that is not allowed by my logic since Neruda and Neftali Reyes rigidly refer
to the same person. Furthermore we have remarked, see section 2.4.1, that

from “John seeks nobody” we cannot conclude “It is not the case that John

seeks somébody”. This is another reason why I am not satisfied with the
treatment offered to mtenuona.l relations and I have avoided studymg them
in my work.

In fact, I do not know of any successful attempt to deal with these
types of relations in the literature. A recent and interesting proposal of
Cresswell [9] in which propositions are structured (so that “p” and “q" of
my example are mterpreted as different propositions), fails precmely in his
account of sentences of the type “John is looking for Neruda” as Macnamara
lTas pointed out. - . ‘

. To illustrate this problem in literature, we will consider the story “The: ‘

man with the twisted lip” by Conan Doyle. This is a story where two proper

. names “Neville St. €lair” and “Hugh Boone” are used in epistemiq contexts.

Holmes is looking for Neville St. Clair, but Neville St. Clair is Hugh Boone,’
nevertheless Holmes is not"looking for Hugh Boone. On the other hand if
Sherlock Holmes shakes hands with Neville St. Clair, he also shakes hands

-
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" .- Some contexts inivolving mtentxonal relations seem to be interpretable o p

: wnthout undue idealization and I shall give two such examples Tl;e first has ‘

ro . already been discussed in Chapter 1, namely “George W vnshed to know

. whether Scott was the author of 'Vaverly" We méy vaew thxa statement as

one of the type “George IV wished 10 know whether p”, w’hexe p? is “Scott

wag the author of Waverly”.” Although “p” and “Scott was Sco&f” have the .

X ) . same truth valué, their interpretations are different propommns In fact the + -

a , " interpretation of “p” consists of the situations in which Scott is the authorof . « ) .
Waverly, whereas the mt’erp,retatlon of “Scott was Scott” is the proposition ST

* which containg every, situation as a member, Notice that this distinction is ;' '

reminiscent of that between descnptxons and proper names. We could even e

ce g say that “Scott was Scott" “refers rlgidly to the truth value true”. W

A

R o The second example is found in Oedxpus Rex by Sophocles. In Oedi- :
® oo "pus Rex, a work that the Colombian Nobel Prize winner, Gabriel Garcfa .
« . R} ‘Marquez, considers the greatest detective story ever written, Oedipus learns
_— S .- that the plagie in Thebes is due to the anger of the gdds, who are offended
s L because the murderer of the old king Laiis was never found and punished. , )
Lo . Oedipus then starts looking for  the murderer, a search that ends with the c,
‘ ‘ dxscovery that the murderer is himself. Although it js true that Qedipus was
R ' 'lobking for the ‘murderer, it is clear that he was not looking for himself. If
T . we interpret “the murderer of the old king Laijis”" as an ordinary member
e, o of the kind man,, then the reference .of this descnptxon must be identical
’ ’ with Oednpus since they happen to comcxde in that 'world, and the property
that the murderer has, namely that he is looked for by Oedlpus, should also _
. be a property of Oedipus, which is not the casg: Oedipus does not have ~
‘ the property of .being looked for by Oedxpus In-order to understand this
. % _ . phenomenon, referred to as opacity, which is a quite normal feature of nat- o
e . ural language, we must interpret “the murderer of the old kmg Laius” as a
T mernber of the kind. whose ‘members are sets of properties of the members of

: the Kind man,. In this case, “the murderer of the old king Lams” does not

‘. : ~ refer rigidly as the proper name “Oedipus” does In fact, if the story had
L been different, Oedipus might not have been the murderer of the king; he
R could for instance, have engaged somebody to kilt him, although he could a SRS

S not have failed to be Oedxpus C : — -
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