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ABSTRACT

The Development und Analysis of an Multiprocessor-Based
Intelligent Robotic Workcell
Simon C.L. Poon

This thesis describes a phase of development to the final goal
- inlegrated workcell controller in the CIC. Several typlical tasks in
an industrial robotic workcell have been implemented in the controller
and are described in this thesis.

The objective of the workcell is to determine the
location/orientation of 2D components 1lying on a conveyor and to
direct a manipulator to synchronize the end-effector and a moving
workoiece for material handling or on-line assembly. The control
mechanism of the workcell 1is governed by a transputer-based
multiprocessor hierarchical controller. This controller executes the
tasks of primary image analysis, path generation and overall position
feedback. The primary image analysis takes the image data from =a
stationary camera at the upstream of a conveyor and determines its
location and orientaion. The path generation task determines the
motion of the end-effector so that the end-effector may be able to
intercept and then synchronise accurately with the workpiece. Two path
generation control schemes - the linear path and the elliptical path
are described in this thesis. The linear path provides & minimium
rendez-vous time and the elliptical path reduces the transient
acceleration. An overall position feedback task is incorporated in the
controller so that the synchronisational offset can be compensated in

realtime operation.
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CHAPTER 1
INTRODUCTION

1.1 BACKGROUND AND SYSTEM DESCRIPTION

A robotic workcell is often used to reduce the production time
for many manufacturing activities. In order to adapt the changing
environment, e.g. the velocity and position of the moving workplece or
orientation of a randomly despatched workplece, most of the workcells
(9, 15,29,36,65, 102] usually consist of a vision system to detect the
position, orientation or other features of a workpiece. However, for
the automated operation to be economically attractive, the features
must be computed quickly at a moderate system cost and operating cost.
The trend towards high resolution cameras with speclalised computer
and electronics interface usually price such systems beyond what most
small and medium industries can afford. Therefore, a robotic workcell
[21] with a low cost vision system is developed in the Centre for
Industrial Control.
The developed workcell[67] is based on two objectives:

"Sufficient intelligence must be provided in order

to identify and determine the position and

orientation of parts randomly placed on a flat

surface. The information must be gathered

real-time, perferably by non-contact means.

Position and velocity synchronisation must be

achieved between an end-effector and a part

randomly situated on a conveyor line and subject

to velocity distubances."




The first development stage of the CIC-workcell[68] mainly
consists of six components. These are :

(1) a workpiece detector

(2) o stationary (MicronEye) camera

(3) a PUMA 560 robot and its controller

(4) a conveyor belt

(5) workpiece position/velocity tracking circuit

(€) & hlerarchical controller (IBM-XT)

Fig.1.1 shows the schematic of the system test rig and fig.1.2
shows the photographs of the system. The workpiece detector consists
of a pair of infra-red LEDs (1) installing at either sides of the
conveyor belt to generate an interrupt signal to activate the overhead
stationary camera (2) for image analysis. The position and velocity of
the moving workpiece are monitored by a tracking circuitry(S). The
stationery camera with resolution 128x64 pixels/frame 1s installed at
upstream of the conveyor (4) to detect the random arrival of a
workpiece. An image of a workpiece is gathered by concatenating
several frames. The hier-archical controller (6) analyses the image and
extracts the identity, position and the orientation of the workpiece.
Situated downstream of the conveyor is an industrial robot (3). After
the image analysis has been finished, the Real Time Path Control
(RTPC) mode of the robot 1is then activated. The hierarchical
controller works out the trajectory commands and gives the commands to
the robot controller through serial communication. The end-effector is
then directed to a position immediately above the travelling
workpiece (interception phase) and is eventually led to & stage of
position/velocity synchronisation (synchronistaion phase) with the

moving workpiece, taking possible speed variations in conveyor speed




2|0osSU0d

Joqerado

TT32)Iou Tejuawlaadxy ayj Jo sSOTJewadyds T°1°Iyd

(9)
Lot
| Buiss As[jorjuod Iajjoijuod
— O\- .lﬁnv.o.u& mnnmﬂﬂﬂ—nm .—.:_0_.

Jd9[jorjuod juadgajul

AR (v)




Fig.1.2b Photograph of the Test Rig




into consideration. Thus it is possible to perform productive

operations while the workpiece is continually travelling.

1.2 OBJECTIVES AND SCOPE

During the past few years, there has been a growing demands for
the various applications of robotic workcel!’ 33,47,52,78,101). More
mechanical devices, .e.g. robots, cor ..: system, indexing/rotary
tables and sensory devices, e.g. camera, force transducer, are
required to be incorporated in workcells to carry out specific
automation tasks in manufacturing, assembly or materials handling.
Usually, the devices have their own dedicated controllers. As a
result, a robotic workcell ends up with several controllers, different
hardware interface and different programming environments. Therefore,
the CIC final goal is to develop & relative low cost and flexible
multiprocessor workcell controller which integrates all the dedicated
controllers into one compact unit. The advantages associated with the
concept of a single integrated controller as distinct from the
sprawling architecture are :
1. it eliminates unnecessary duplication of hardware and software,
offering a simplier system and greater econonmy;
2. it offers a uniformity in hardware and software (host and
multiprocessor), eliminating differences in communicating protocols,
especially for different robots or other devices;
3. it provides a modularity in design, expandable (upwards and
downwards, ) and adjustable to system needs at any time;
4. the internal inter-device communication means faster responses;
S. it eliminates high level control languages (e.g. VAL II on PUMAS)

which do not allow users to change or modify the control algorithms.




They are bound to be ponderous since they are general-purposed while
workcells are specific;

6. it offers more efficient system maintenance;

7. it provides a powerful tool for implementing robotic controil
research;

8. the approach is novel, and has tremendous potential for industrial
application.

Various robotic workcell applications result different design
criteria. In case of the industrial material handling workcell, the
robot should be able to carry higher payload. An on-line assembly
workcell may require larger productive space. Therefore, the
additional obJjective of this thesis is to formulste two spatial path
control models. The first model provides a minimum rendezvous time for
the purpose of giving the maximum productive space. The second model
is to smoothen the global path such that the robot can sustain higher
payload running at the same robot velocity.

On-line material handling and assembly operations require good
synchronisation performance to minmise the error between the
end-effector and the moving workpiece. In order to achjeve better
synchronisation performance, another objective is to incorporate an
overall position feedback inside the hierarchical controller.

Finally, higher adaptive capacity may be achieved if additional
intelligence is incorporated in the workcell to correct the error of
the primary image analysis and the unpredictable relative drifts
between the moving workpiece and the conveyor. A 'incremental image
processing’ technique is then developed for such purpose. However,
this technique is beyond the scope of this thesis. The reader is’
suggested to refer details of the developed technique in Appendix I.




The development and scope of the robotic workcell research in

CIC is summarised in fig.1.3.

Task firgt reported
in 1986

interzediate
developaent

latest
developnent

pripary image
processing
(section 2.1.2.2)

/

/

/

simple spatial

path planning
(section 4.3)

multiprocessor
controller
configuration
(ch.3)

/
(IBM=AT plus
68000 )

/
(IBM~AT plus
transputers)

spatial path
planning = Minioum
Tize Model
(section 4.3.1)

spatial path
planning - Reduced
Torque Model
(section 4.3.2)

overall position
{feedback to improve
synchronisation
performance

(ch.5)

incremental
image processing
(appendix 1)

X = not included
/7 = included

fig.1.3 Development and Scope of the Robotic Workcell Research
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1.3 THESIS OUTLINES

Chapter 2 outlines the implemented tasks of the developing
workcell. Chapter 3 describes the history of the development,
architecture and communications of the multiprocessor controller.
Chapter 4 describes two spatiml path control models and they are also
conpared in term of productive spuce, transient torque and
synchronisation performance. Chapter 5 presents the formulation and
tuning of the overall feedback controller. Finally, the conclusion in

chapter 6 summaries the project and the recommendations for future

works are included.




Chapter 2
TASKS OF THE INTELLIGENT ROBOTIC WORKCELL

The test rig consists of the following tasks to form an
experimental robotic workcell :

« primary image processing

. spatial path generation

. robot motion control

. overall feedback

2.1 PRIMARY IMAGE PROCESSING

The primary lmage processing tesk analyses the workpiece image
to obtain the position and orientation. Section 2.1.1 describes the
hardware of the vision system. Section 2.1.2 describes the image
processing techniques. A brief review of some common image processing
techniques are discussed in section 2.1.2.1. The implemented image
processing technique 1s outlined In section 2.1.2.2 and finally the
performance of the implemented technique is presented in section

2.1.2.3.

2.1.1 Primary Image Acquisition System
2.1.1.1 review

In the past, linear array scanner and vidicon camera are used
as the industrial vision input devices[15,59,65,78,102). However,
their short duration 1life ,fragllity, image time lag and image
distortion reduce its attraction. In addition, extra procedures are

required to convert the analog signals into digital data for




-

processing.

Lately, the solid state charge-coupled device (CCD) camera
become more popular in the industrial application [47,52,105). There
are in the fora of optic RAM with various resolution 128 x 128, 512 x
5§12 , 2048 x 2048 elements, etc.. The elements are arranged in rows
and columns. Each element represents an analog value as the color of a
point on an object. When light falls on the RAM, the charge of the
eloments varies with the light intensities in each location. These
kinds of camera are sensitive over a wide spectral range. They have
little lag time so that it s more suitable for moving line
application[15] and have more positional accuracy.

For certain 1industrial applications [21,30,106] which
particularly concentrate on simple geometric properties such as
position, orientation. Binary image(fig.2.1) can be sufficient and
economical instead of using the grey level image. The binary image,
each pixel is represented by 1 or 0, is more easier to be stored and

processed.

Fig.2.1 Binary Image

10



2.1.1.2 description of the image acquisition test bench

During the initial stage of development, a MicronEye binary
camera[64] with resolution 128x64 was used as the image acquisition
unit. The corresponding window on the conveyor surface s 265mm x
46mm(fig.2.2a). The camera is aligned with the conveyor such that the
'64' pixel 3is along the longitudal direction of the conveyor. Once
the workplece detector is activated, the camera is triggered to take
the first frame of the woerkpiece. The complete image of the workpiece
is composed of a number of concetenated frames taken (fig.2.2b) by the
primary camera. The primary camera is activated through hardware
interrupt for each 46 mm conveyor belt displacement. With a typical 8
msec exposure and a 67 msec transmission time per frame, the total
image acquisition overhead amounts to approximately t“ = 75
msec. [71]. Therefore, the time Ileft t“_ for image processing at a
conveyor speed with v, is

t .Il‘/vc-t

1f it

For a typical conveyor speed 150 mm/sec.,
t" = 46 / 150 - 0.075

= 00,0232 sec.

Presently, the MicronEye camera is replaced by a new Idetix
camera with a DMA electronic interface board and the IBM-PC is also
replaced by a 12 MHz IBM-AT. The software of the camera driver and
image processing is written in C language to replace the previous

Fortran and Assembly codes.

11
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The ldetix controller board[63] communicates with the IBM host
through the /0 slots on the mother board. Pixel information is
transferred from the controller to IBM memory via Direct Memory
Access. Pixel data from the image sensor is sampled and shifted into
an eight bit shift register. DMAREQ sets the selected DRQ high and
latches the contents of the shift register. The controller clock is
inhibited while DRQ is high. UWhen the IBM host acknowledges the DRQ
with a /DACK, a /IOR will occur generating a /IORW and reading the
latched pixel data onto the data bus. This data will be stored
automatically into the IBM host memory by the DMA controller. All the
transferred operation is actually scheduled by a 63701 microcontroller
on the Idetix interface board. The communication between the IBM host
and the microcontroller is via an 18 byte Command and Data register
set. Commands and data are sent to the microcontroller by writing each
byte sequentially to a single address. This nddress can be between
200H and 2FOH on 10 byte boundaries. The default setting 260H is used
in this research project. The register address and the flowchart of
the Idetix camera driver are shown in the Appendix A. The DMA
operation provides a faster transmission rate compared to the
MicronEye camera. The image transmission overhead is only 6 msec per
frame. Including the 8 msec exposure time, it only requires 14 msec

overhead. The reduction of the image transmission overhead gives more

time for the image processing. For a typical conveyor speed 150
mm/sec. ,
tu_ = 46 7 150 - 0.014
= 0.0283 sec.

Comparing to the MicronEye camera, there are 61 msec more for the

image processing analysis per frame.

14




2.1.2 Image Processing
2.1.2.1 image processing review

Image procéssing has been developed 15 years and there are many
different image processing techniques for different applications, such
as part ldentification, quality inspection, motion guidance, etc..
However, the following brief review is concentrated on the following
objectives :

. identification of the 2D industrial workpleces

. detection of the workpiece position

. detection of the workplece orientation

The earlier method to identify the industrial parts is the
centroidal profile technique[31]. The method calculates the centroid
of the workpiece first. Then, it calculates all the distances between
the critical points and the centroid(fig.2.3) to form a curve of a
centroidal profile, The identification of the workpiece can be
obtained by matching with the pre-stored profiles. This method
requires to store a number of series and compare each of them in
real-time. Better precision of the centroidal requires considerable
increase of computing power. Briblescal13) used the method of finding
out different shape numbers by calculating the length of the perimeter
of a ‘'discrete shape’ closely corresponding to the curve. The
determination of the shape is to compare the similarity between the
regions of silhoutte(fig.2.4). There are two difficulties in using
this method. Firstly, it has to identify the order of the shape in
order to have an unique shape number. Secondly, the inclined basic

rectangle is not easy to be figured out. Some researchers|(106] used

15




the invariant moment to recognise workplece recognition. Besides the
invariant moment, Hoard[38]) uses additional features, e.g. area,
inertia moments, the minimum, maximium and average radil and the
length of the perimeter for part recognition. Nagao[75) developed a
trail and error process to use a variable size slit to obtain the
characteristic features of a workpiece for identification. This method
is very flexible. On the other hand, it requires several trials and

errors to get the optimium slit position.

35
30
/_/ 25
20
40
15 0
S
10 5

Fig.2.3 Centroidal Profile
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To find the orientation, Armbruster[8] used the chain code to
establish a profile series by quantising the curvature of the
workpiece. A number of series with a corresponding reference
orientation are stored offline. The orlentation can be obtained by
comparing the chain code of the random oriented workpiece. Besides the
chaln code, Kammenos{44] generates a sequence of radial distances from
the centroid by comparing each pre-stored sequence with the
corresponding orientation. Driel[29]) uses the method of the 2nd moment
to find out the orientation. The above methods require intense
comput ing power to match the correct profile series.

Concerning the position calculation, some researchers calculate
the position of an industirial parts by analysing the features[62, 85].
The more simple approachl(4,44,103] is to take the centroid of the

workplece as the position.

2.1.2.2 image processing methodology

The primary image processing algorithm was first devised in
their original form by the authors of [19] in 1980 and (20] in 1983.
The algorithm was then implemented in real-time control by Tom
Montor(22]) on the robotic workcell.

As discussed in the reference[20], the position , 1.e. the
centroid, of a workpiece may be calculated by taking the 1st moment
about a mutually prependicular reference lines. This method is simple,

fast and particularly good to a binary environment. The centroid can

be described by the following equations :

18
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whe: o x; is the x-centroid position

Yc is the y-centroid position
XJ is the position x of J pixel

Y‘ is the position y of {1 pixel

AAU is the area of the pixel at position (i, J) of a frame

X. is the x-optical scale (mm/pixel)

Y. is the y-optical scale (mm/pixel)

The procedures to determine the orientation of a workplece
consists of two phases - set up phase and operational phase[63]. The
set-up phase generates a look-up table composed of a selected number
of geometric parameters extracted from the silhouette. Fig.2.5 shows
how the dimensionless geometric parameters of a workpiece at angle 6
is determined in a circumscribing rectangle. With every incremental
rotation of the profile, the non-dimensionless values are generated
and inserted with the angle in which they belong. In the real-time
operational phase, the angular rotation is recognised by matching the
parameters extracted from the silhouette of the workpliece with the
parameters generated in the set-up phase. The procedures of the image

processing implementation shown in fig.2.6. The error of this method

to obtain the orientation may be up to 4 to 6 degrees{70].

18
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2.1.2.3 speed performance of the image acquisition

The performance of the vision system has been improved. There
are several factors affecting the speed of the image acquisition. They
are :

. time of image transmigsions rate

. timé of image processing per franme

. time of matching the parameters

The image transmission rate has been discussed in section
2.1.1.2. The image processing algorithm has been modified to process a
unit of byte instead of a unit of bit. Thus, the time for the image
parallax correction, centroid calculation and parameter extraction has
been speeded up. The average processing speed per frame is represented
by the following equation :

tpf = gg * A o 26.2
where tp!‘ 1s the average processing speed in msec

A. 1s the percentage of the silhoutte area per frame

The image processing time of the new vision module is sbout 10
to 15 times faster compared to the MicronEye system. There are two
factors affecting the time taken in the process of parameters matching
= 1) the number of parameters in the pre-stored table; 2) the number
of the extractzd parameters in real-time. The following table shows

how those factors affect the timings,

22




TABLE 2.1 : TABLE OF THE MATCHING PROCESS TIMINGS

reseclution

of pre-stored resolution nupber of real-time parameters
parameters (degrees) 1 2 3 4

for 180°

18 10 1 msec 1 msec 1 msec 2 msec
36 5 6 msec 8 msec 12 msec 15 msec
360 1 40msec 70msec 102msec  130msec

The above table shows the proportional relationship of the
resolution of the pre-stored parameters and the number of the
real~time parameters. For matching 4 parameters, it ls shown that it

only takes about 15 msec. to match a table with 5° resolution.

2.2 GOBAL SPATIAL PATH GENERATION
The cycle of the real-time operaticn has three sequential steps :

+ workplece detection

. image processing

. productive action

The workpiece detection and the image processing are briefly
explained in the previocus sections. At the time of productive action,
the robot directs its end-effector onto the position of the moving
workpiece to perform the material handling, on-line assembly, etc..
Directing the robot end-effector onto the moving workpiece has two
phases (fig.2.7) :

. Intercept!on Phase ( A to B)

. Synchronisation Phase ( Bto C )

23




lnterceotion Phase - With the robot assuming some position downstreams
along the conveyor, the end-effector is directed to travel upstreams
to meet an on-coming workpiece, making a preliminary match with the

predeternined feature which is located at the identified workpiece

position.

Svnchronisation Phase -~ Subsequent to a successful stages it is

required to develop an accurate matching 1in position, velocity and
orientation between the end-effector and the workpiece before
meaningful operation is carried out. The challenge lies in the fact
that in practice, disturbances will vary the velocity and position of
the workpiece along the direction of the conveyor. To a less
significant extent, relative displacements between the workpiece and

the conveyor are also possible.

The discrete control models of the paths will be described in
chapter 4 in detalils. It takes into full account the servo time delay
element , and disturbances which adversely modifies the velocity and
position ¢f the workpiece and the conveyor. Two path control models
have been formulated and implemented. The first control model, called
the minimum time model, tekes the shortest geometrical path to
intercept the moving workpiece. The objective is to provide larger
productive space. The second control model, called the reduced torque
model, takes an elliptical spatial path to intercept the moving
workpiece. The objective is to reduce the acceleration of the robot

end-ef'fector.

24
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2.3 ROBOT CONTROL

A 8-dof PUMA 560 robot(fig.2.8) is used in this research
project. The robot comes with a vendor-provided motion controller and
is controlled by using the proprietory robot language VAL-II. The

motion controller is limited to be accessed and modified by the users.

wABT 3g0°
Wwomt 1)

SMOULDER 280 °
. (JONY 3}

onsow 170°
+ , WOINT 3)

WRIST ROTATION .
PUMA 360 CORT & . 00

Fig.2.8 PUMA 560 Robot

The motion controller structure shown in f1g.2.8 has a master
CPU LSI-11. It accesses the peripherals, e.g. terminal, floppy disk,
teach pendant, etc. through the Q-bus and the DLV-1iJ interface. The
LSI-11 executes the VAL program and performs the kinematics
calculations[77]). It also connects six joint servo controller boards
through the DRV-11 interface. Each of them has a 6503 microprocessor
as the central processing element. These independent servo boards
receive the position command from the LSI-II for every 28 msec. The

8503 microprocessor generates a segment of trajectory for every 28 ms.

26




Then, it sends signals to the DAC and power amplifier to drive the
Joint motor. The Joint servo controller board updates the Jjoint
current to the power amplifier for every 0.876 msec{77) within the 28
ms period.

The path of the robot 1is usually directed by the user
application VAL-1I programs which have been written offline. All the
positions and orientations have been prescribed and this method is
only suitable for the predictable applications. However, for those
applications with sensory input, e.g. workplece position, workpiece
velocity which 1involve some sort of uncertainty and adaptive
capability require the modification of the robot path in resl-time
(real-time path control). This can be achieved by using the ALTER port
of the robot controller. The real-time path of the robot 1s dictated
by the cartesian input [Ax, Ay, Az, Ao, Aa, At]) to the ALTER port. The
end-effector position will be updated by the summation of the
incremental cartesian commands.

A hierarchical controller is used to communicate with the ALTER
port of the robot motion controller for every 28 msec. With respect to
the workpliece orientation and currect position/velocity, it generates
incremental position commands for every 28 msec. The trajectory
generation, forward kinematics, inverse kinematics and Jjoint motion
controls will be the responsibility of the motion controller. It
should be noted that the scor~ of this thesis is by and large
independent of the design and operation of the motion controller. The
methodlogies developed in this thesis are also not limited to a

particular robot motion controller.

27
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Fig.2.9 Robot Controller Structure
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2.4 OVERLOOP FEEDBACK
2.4.1 Motivation

The open-loop spatial path control models described in section
2.2 is not adequate to achieve good synchronisation performance. There
are several possible reasons :
+ The robot motion controller is limited to be accessed by the users.
Thus, the time delay of the control loops inside the controller may
not be exactly the same as investigated;
. Error are accumulated when computing the inverse/forward kinematics
irside the motion controlier;
. Error are accumulated when the hierarchical controller computes the
spatial path trajectory;
. Since the ALTER port only accepis 1integer data, truncated
floating point errors may be accumlated;
. In the case of the reduced torque model, the approximation technique

to generate the elliptical path may also cause certain errors.

Therefore, an overall feedback is incorporated to compare the current
end-effector and the workpiece positions. The joint angle feedback are
obtained by & Joint data acquisition circuitry in the hierarchical
controller. The controller executes the forward kinematics to
calculate the actual cartesian coordinate. Any offset will be

compensated by an overall PID feedback controller.

2.4.2 Description of the Joint Dauta Acquisition
Because of the limited accessibllity of the robot motion
controller, a data acquisition circuitry situated inside the

hierarchical controller is used to keep track the joint positions. The
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circuitry shown in £ig.2.10 consists of four modules :

. signal conditioning circuit

. direction determination circuit{76]

. counting circuit

. address decoding

Each Joint encoder has A and B inputs. The 6-dof robot requires
totally 12 signal conditioning modules. The signal conditioning
circuit creates a high impedance to isolate the encoder and the data
acquisition. Another function is to filter the unnecessary noise due
to inferences and disturbances.

There are six direction determination circults. It detects the
phase difference of the A and B encoder inputs to determine the
direction of the motor movements.

There are six 16~bit up/down counters to monitor the joint
positions. The resclutions of each Joint are listed in Table 2.2. The
results are adopted from the reference[76) and has been verified

experimentally.

JABLE 2.2 : JOINT RESOLUTJION

Joint number resolution
(degrees/count)

0.0230
0.0187
0.0268
0.0188
0.0200
0.0188

DAdWN -

The address decording circuit selects a particular counter to
performs the READ or WRITE operations. Detalls of the Joint data

acquisition circuitry can be referred to Appendix B.
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Chapter 3

Multiprocessor Hierarchical Controller System Hardware and Software

This chapter discusses the necessities, requirements and
development of a 1low cost and compact real-time workcell hierarchical
controller. JIts function includes the coordination and execution of
the following tasks :

. image processing

. spatial path generation

. overall feedback

Section 3.2 outlines the design criterion of the controller.
The background of the development is described in section 3.3. A
review of some common controller structures is presented in section
3.4. The multiprocessor architecture i{s chosen to be the suitable
configuration. Existing multiprocessor systems available in market
have also been compared and evaluated in section 3.4. The transputer
is chosen as the processing element of the contreoller. In section 3.5,
the hardware and software of the transputer-based controller |is
described. The implemented structure of the controller is presented.
Merits and demerits of the developing transputer based real-time
workcell controller are then outlined. Finally, the performance of the

implemented controller is described.

3.1 GOAL
With the pace of the growth of technology and sophisticated

industrial application, 1t is increasingly necessary for a workcell

controller to be able to control and monitor multiple devices in an




industrial robotic workcell. Therefore, the main obJective is to
design a flexible architectural structure for an integrated workcell,
s$0 that it can handle =multiple tasks simultaneously. More
importantly, the same flexibility can be extended to different tasks
specifications, by suitably assembling ‘device drivers’ whenever they
exist or develop new ones to add to the list of drivers. The concept
of drivers s not a novelty in the present generation of
microcomputers. A computer can handle a variety of 1/0 devices like
printers, video adaptors by the provisions of software drivers. This
concept is merely extended to provide drivers which may also include a
set of collection of computing hardware. For example, a device can be

a robot, force sensor, camera, or another robot, etc.

3.2 DESIGN CRITERION

The design criterion of an integrated workcell controller are
as follows :
High Precision - High precision may not be sc significant to the
integer operations, such as the 1image analysis. However, the
inaccurate floating point operations in the application of robot
control or sensor input analysis may generate significant errors. If
the date bandwidth is narrow, the errors may probably be accumulated
in consecutive iterations. Higher accuracy in floating point

calculations can be achieved with wider data bandwidth, e.g. 32 bits.

High Speed - Most of the real-tlne' automated systems are required to
have the input updated within a designated sampling time. In the case
of the PUMA 560 robot, the master processor LSI-11 has to update the

Joint servo position commands for every 28 msec[77]. The servo digital
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controllers give commands to the power amplifiers for every 0.9 msec
to maintain a smooth trajectory. Therefore, the processing element
inside the controller should be able to provide sufficient
computational power for recal-time calculations, such as image
ana.ysis, kinematic model, dynamic mode]l] and Joint motion control

algorithm,

Sensory Interactive - The system should be able to interface with
sengors in order to detect any changes of the environment parameters.
The system/sensors interface should be popular and avallable in the

market.

Extensible - The high speed engines inside the controiler should
provide sufficient computational power for complex robot contrel
algorithms, intensive image and sensor data analysis. However, 1t is
impossible to predict the upper bound of the computational power since
more and more complex algorithms are belng developed for real-time
control. Therefore, it is desirable to have a controller with
extensible architecture which 1is easily to be |upgraded in

computational power.

Modularity -~ The system can be partitioned in modules so that
different layers and teasks can be easily managed. Fallure of one
processor can be interchanged by another processor under the process

of switching the software and 1/0 interface.

Parallelism - Tasks can be assigned to run in parallel to control

different devices. The degree of parallelism should also be flexible
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in terms of Job level, task level or code level.

Task Interaction - Fast communication should be provided between the
tasks. The task can be scheduled in parallel processors and the

execution time is not slowed down by the communication overhead.

Uniformity - Uniformity of hardware and software makes the maintenance
and installation easier. ’'Uniformity of hardware’ represents that the
same kind of processing elements are used in all levels and
'uniformity of software’ refers that the same kind of programming

language is used in all levels of the system.

Software Environment - A high level language compiler should be

provided for easier software development.

3.3 DEVELOPMENT BACKGROUND OF THE HIERARCHICAL CONTROLLER

This section traces the different phases of development of the
intelligent robotic workcell at the Centre for Industrial Control. It
describes the tasks that have been incrementally added to the
controlier at the various phases, leading to the long term objective
of a hierarchical controller for multi-arm, multi-device workcells.
Alongside with the ever increasingly demanding load on the computing
facllity which the controller must provide, the choice of hardware and
software architecture and specific components takes on a process of
evolution.

In 1986, the first configuration of the CONCIC workcell(21) was
developed. It relies on an IBM-PC (running at 4.7 MHz) to serve as the

hierarchical controller, communicating via 2 serial links with the
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robot motion-controller provided by the vendor. Specificelly, the
CONCIC workcell scans & workpiece travelling along a conveyor system
vhen it comes under a stationary video camera. The latter transmits
the image date to the IBM-PC, which alsc carries out the necessary
image processing to compute the position and orientation of the
workpiece. The computer also charts out an appropriate path in the
world coordinate to direct the robot to move "upstream” of the
conveyor to meet the travelling workpiece. This rendezvous is actually
carried out by the motion-controller of the robot, which receives the
path-commands in packets, at time intervals of 28 ms as dictated by
the protocol of the motion controlier. Thus the architecture was in
line with most other developments [15,47,52,101] in which the overall
control essumes two linked modules. The performance of this first
configuration was satisfactory for simple tasks of plick and place
operations, with the 4.7 MHz INTEL 8088/8087 providing all the
computing capability. This is primarily because of the efficient image
processes algorithm used in the control software [20,22], partly
because much of the codes were written in assembler. The latter
requirement demands consideration effort in software maintenance and
system enhancement.

The second phase of the CUNCY. workcell came about as a
decision to upgrade the performance of the synchronous control of the
robot by providing an optimized path planning. This is an adaptive
process, depending on the location of the robot (in all & DOF) at the
time the workpiece is recognized by the camera. The workplece position
and orientation is of course another set of variables. This new
specifications brought about a review of the control architecture, by

incorporating microprocessors which are able to function in parallel
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with the host compute_r. and vwhich physically are accommodated within
the host itself, sharing the 170 facllity of the latter. The parallel
processor chosen is the PCE8K board, with a single MCES8CO0, running at
10 MHz under its own operating system of 0SS, At this time, most of
the hierarchical control software was redeveloped, using the
C-language, gradually phasing out the use of assembler. The result was
an upgraded system performance, with the robotic path being optimized
into two straight line segments taken minimum time for the rendezvous.
The architecture upgrade is reported in reference [23], while the
algorithm of the optimized path planning and 1its digital
implementation is described in another paper [24].

The supplier of the processing board PCE8K was never able to
live up to their original specifications of (1) providing for
multi-copy of the MCE8000 within the same PC-bus, (2) interfacing with
a floating point daughter board. Another strategy has to be chosen in
order to implement an growing list of task demand on the workcell.

The third phase of the CONCIC development includes a further
optimization of the robotic path to ensure smoother transition
resulting in lesser demands of the accelerating capability of the
Joint motors of the robot. Put in another word, given the tasks of a
workcell, online optimized path planning puts less demand on the motor
rating at the specification stage of the robot. Analytical research
leads to an elliptic path planning. In fact, the entire path between
the starting position of the robot and its initial rendezvous position
with the travelling workpiece is split into one elliptical segment and
one parabolic segment, each in m separate plane that is normal to the
plane in which the workplece travels. At the same time, another

refinement requires capturing the Joint position feedback so as to
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sdjust the path planning in order to improve on the accuracy of
rendezvous. While the motion controller is provided within position
feedback of the Joint motors for the proper functioning of the
loop~controls, access to these feedback signals are generally denied
to the user of the robot. Consequently, a2 Joint data acquisition
~circuit is hooked up to the 6 Joint motors (or more specifically their
respective shaft encoders) in order to obtain the feadback signals
necessary to carry out this refinement.

This leads us to a second and overall review of the control
architecture and the system requirements, culminating in a compact
controller which provides all necessary control for the robot motion
as vell as the workcell functions such as image processing, and path
planning. In fact, an architecture emerges, which caters for

multi-robot control in a single workcell.

3.4 REVIEW OF COMMON CONTROLLER STRUCTURES

Various controllers have been developed by many researchers to
handle complex control algorithm in the past. General speaking, the
common possibilities are as follows :

. multitasking uniprocessor

. special processors - Vector, Array

. multiprocessors

Multitasking Uniprocessor - It is a common sight that an uniprocessor
system can execute several tasks simultaneously. The conventional
approach 1is to use the technique of pipelining. After each tasks has
been scheduled and prioritised in the system, each tasks may be
executed with a slice of the CPU time. All these multitasking
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processes are transparent to the operator. This approach is very
common and has successfully implemented for certain period of
time[35,50). Although the uniprocessor can execute various tasks
simultaneously, the switching of the CPU from one task to another
task actually spend more time in saving and calling the
environment. In addition, the sy =tem performance may ke degraded
when additional tasks are assigned to the system. Therefore, the
actual system performance is difficult to evaluate in the beginning.
Finally, the cost of an uniprocessor system to have such multitasking

capability is not cost effective.

Special Processor - Specific processors(6,7,42,55,98] may also be used
for the applications in the robotic control and image analysis. The
speed of these processors are very fast since their hardware design
are particularly for the specific numeric calculations. The speed of
the DSP wPD77230 (98] can have 13.4 Mflops. However, the ALU of the
DSP has been heavily pipelined and it cannot have full executing speed
for random robotic algorithms[7]. Therefore, it can actually operate
at about 6.5 Mflops. Some researchers(6,55) use array processor as the
processing element which can be pushed above 10 Mflops. Unfortunately,
array processor also relies the regularity of algorithms to achieve
its maximum performance. Therefore, its uni-tasking characteristic and
the downgrade performance become the bottleneck to these special
processors in controlling real-time control multi-devices . Even 1f it
is fest enough to handle the control of multiple devices in
sequential order, such as the JIFFE[7] can deliver 20 Mflops, the
tasks cannot be easily partitioned and the flexibility is limited for

interchangeability or future expansion. The multi-device software all
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in one prucessor is hard to debug and maintain. It is suggested that a
controlier with a versatile configuration would be invaluable. In the
long run, Anderson{7] suggests that distributed processing seems to
be more practical. Fast scalar processor will be gradually replaced by

parallel processors.

Parallel Processor - An alternative choice is the multiprocessor
configuration. This configuration consists of & number of parallel
processors to execute individual tasks simultaneously. This concept
has already been implemented in large systems for number of years.
However, it has not been widely implemented in the microcomputer
real-time control. Many researchers have developed various
multiprocessor systems to carry out intensive computations in the
application of real-time controls. There are also many multiprocessor
systems avajlable in market as shown in the Appendix C. The
multiprocessor systems are compared on the basls of a performance
index( $/mip ). Generally speaking, the multiprocessors architecture

may be mainly classified into three categories[45] :

tightly-coupled <~Tightly-coupled configuration (fig.3.1) 1is very
common in the early days of parallel processors development
{18,42,48,60,79,80,104]). It consists of a global memory to be accessed
by all processors for communication via a single bus. Examples listed
in the Appendix C are the PC4000, D64180LP, TMS320C25 , the Harmony
and the DSI-780. The PC4000 and HDS54180 have the highest performance
index, however, that have no floating point operations. The other
TMS320c25 with high performance index has no high level language. Its

low level assembly ASM25 may make the development more difficult. From

40




the view point of capabllity, the Harmony system shown Iin f£ig.3.2
seems very eligible. However, it is not that cost effeciive. Other
researchers also have developed some multiprocessor systems, Ozguner's
system[80) consists of <four Intel 8086 based computers which
communicate with each others through multi-bus to control a hexpod
walking machine. The data between processors are exchanged through
sections of common memory. NYMPH[18] shown in f1g.3.3 was developed as
a multiprocessor system which composed of 3 layers. The first layer
VAX connects the second layer Sun Station through a Ethernet link.
Seven 32081 floating point coprocessors each with 32k RAM at the
bottom layer communicate with each others. They are all supervised by
the Sun station through a2 multi-bus. The I/0 and data acquisltion are
also sent/received via the bus. This system is used to control the
Stanford Arm which has three fingers with three degree of freedom
each. If there are more processors added to this system, problem of
bus contention may occur to reduce the efficlency of the
inter-processor communication. Ish-Shalom[42) has a similiar
multiprocessor structure to NYMPH. The first layer has an IBM
mainframe. The second layer consists of an IBM PC(XT or AT) and the
bottom layer is composes of several signal processors instead of the
32081 floating processor. 1ts performance is better than the NYMPH
because each signal processor hes its own local 1/0. The 1/0 data
transfer on bus is totally eliminated and thus there is less chance to
have problem of bus contention. Butner[60] has an improved
configuration shown in £ig.3.4. Instead of having one bus, he
separates the system into more number of levels and each level has its
own bus for inter-processor communication. Butner's  multiple bus

system may be a solution to the problem of bus contention and to
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efficiency of a multiprocessor network, however, it may not be

feasible from the economical point of view.
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loosely coupled - An alternate architecture(45,107] is the distributed
memory system shown in f1g.3.5. A typlcal example is the transputer.
Each processor is provided with its local memory and the data is
shared by transmitting data in the form of message between processors.
This configuration does not have the bottleneck of bus contention. It
allows more number of processors in a system. However, the bottleneck
usuaily are the communication overhead In transferring messages
between processors. Therefore, this configuration may only be

feasible {f a system provides fast communication speed between

processors.
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tightly-loosely coupled - Another configuration shown in fig.3.6 is
the distributed memory multiprocessor system. The individual processor
has its own local memory. The system also consists of a global memory
and a network for the inter-processor communications. Any
asynchronised inter-processor communication may be achieved by
accessing the global memory. Other synchronised inter-processor
communication may go through the message channels. It provides fast
communication speed and eliminates the problem of bus contention.
However, this configuration may not be cost effective because the

architecture are more complicated than the formers.
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3.5 HARDWARE AND SOFTWARE OF THE HIERARCHICAL CONTROLLER
3.5.1 Assumptions

The discussions in section 3.4 provides the following
directions for the selection and design of the workcell controller :

. The controller should be a multiprocessor system to provide

subgtantial computional power.

. The architecture of the multiprocessor system should be a

loogely-coupled systenm

3.5.2 Controller Architecture

A gencral architecture of a workcell controller for
multi-devices will look like fig.3.7 which is the ultimate stage of
development of the CONCIC program. It is shown schematically that the
host accommodates a number of clusters of processing elements. The
host can also have direct interface with its own set of devices,
including the standard console devices. Some clusters are configured
as device drivers and have 1/0 interfaces; others simply carrying
computing task, and do not directly control any external device.
However, the results of computing can be routed directly to other
clusters as sppropriate.

By carefully assigning clusters of small numbers of suitably
interconnected processing element to look after the computing
requirenent of a device as well as communicate with the hierarchical
control module(s), one achieves the kind of sophisticated device
driver as stipulated above.

Thus for the CONCIC workcell, one may assign
1. 1 processing element for the primary image analysis;

2. 1 processing element for the path planning with elliptical
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optimization;

3. 1 processing element for processing the Joint feedback and the
necessary compensation to the path planning

4. 2 or more processing elements for the Jjoint control of the robot,
depending on whether one employs the simple independent loop-serve
controls via inverse kinematics ( commonly implemented in the
controller of most industrial robots, or take advantage of
sophisticated control strategies involving inverse dynamics to

computer Joint torques and adaptive algorithms).

3.5.3 Controller Hardware
3.5.3.1 processing element
The processing element is an Inmos T800-20 transputer. The
T800-20 transputer is a 20MHz 32-bit processor which consists of a
memory, processor and communications system and a 64 bit floating
point unit(FPU) via a 32-bit bus. The 32 bit processor average
executes 10 million instruction per second. The FPU 1s able to perfornm
floating point operation concurrently with the processor and it
provides at a rate of 1.5 Mflops{40]. The fast computation speed is
presently sufficient to run the individual task in each transputer.
There are six registers inside the transputer for execution of
a8 sequential process. They are :
. The workspace pointer which points to an area of store where local
variables are kept
. The instruction pointer to the next instruction to be executed
. The operand register which is used in the formation of instruction

operands
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The registers (A, B and C) as a hardware stack which is used
for most integer and address arithmetic. The small number of register,
together with the simple instruction, enables the processor to have
relatively simple and fast control logic.

Each processor has four bi-directional serial links to provide
communications between processors with the speed up to 20 Mbits/sec.
The high spéed of the serial link also reduces interprocessor
communication overhead. Each transmitting data will be mcknowledged,
thus, a sending l1ink will not send another data until it receives the
acknowledge signal. Acknowledge signal is indicated by a start bit
followed by a stop bit. The protocol permits an acknowledge signal to
be generated as soon as the receiver has identified the data package.
This helps the processor to receive an acknowledge signal before all
the data in the package has been transmitted. In this case, the
sending and receiving process are synchronised automatically by the

hardware architecture[37].

3.5.3.2 memory

Each T800 transputer has 4k bytes of on-chip (internal static)
memory for fast operation and up to 8M bytes of external local memory
space avallable in market. The local memory architecture can also

eliminate the problem of bus contention.

3.5.3.3 transputer module

Transputer modules (TRAMs) are the board level transputers with
simple and standardised interface. It consists of a section of zero
walt static RAM, one wait state static RAM, subsystem controlier

circuitry, and four serial links for interprocessor communication. A
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typical transputer module B404-3 (fig.3.8) has a TB00-20 transputer
and 2 Mbytes of dynamic memory. A transputer network can be forwed by

connecting a number of transputer modules together.

Fig.3.8 B404-3 Transputer Module

3.5.3.4 network

The transputers can be connected and expanded to become a
multi-transputer stwork. Typical configurations may be the Cube( 8
transputers ), Hypercube( 16 transputers ) and Torus( 64 transputers )

as shown in fig.3.8.
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) . = host

c] € O' processors

Fig.3.8a Cube Network
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Fig.3.8b Hypercube Network

dogasaas

(BB B BB

Fig.3.9¢c Torus Network
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3.5.3.5 motherboard

The transputer motherboard 1s 2 board to be seated with a
number of transputer modules to form a multi-transputer network. The
motherboard is then plugged into a host computer. The host may be a
Sun, VAX, Mac or IBM compatible computer. An IBM is preferable because
of its cost effectiveness and its poruia ity of interface to various
real world equipment, e.g. camera interface, data acquisition. One of
the IBM bus transputer motherboard is the Inmos BOOB shown in
£1g.3.10. It can hold maximum up to four B404-3 transputer modules. It
consists of the Iinterrupt logic, DMA logic eand the reset logic
interfaced to the IBM PC bus. The BOO8 board can connect other BOOS
boards to expand the transputer network in a form of hierarchical
structure (£i1g.3.11). A T212 transputer and a Programmable Link
Switch(CO04) can be programmed for the dynamic network configuration.
If one wants to over~-ride the switch and use the hardwire connection,
one has to take the CO04 out from the BOO8. Otherwise, the modules may
be burnt. In a multi-transputer network, the transputer connected to
the host may be called as the Root Transputer and other transputers
are the Slave Transputers. In & multi-transputer network, only the
root transputer has the privilege to communicate with the host. The
communication between the root transputer and the host is through a
link adaptor. A 1link adaptor converts the transputer link serial
signal into parallel data or vice versal[39). Communications are
activated between root transputer and the host computer wunder the
following conditions :

. standard 1/0 (e.g. keyboard, console, etc.)

. data transfer to/from host parallel port




3.5.3.6 transputer 1/0

Transputer input/output can be classified into two types which
are shown in £ig.3.12 :

. host dependent 1/0

. local 1/0

ost d /

The host dependent 1/0 depends on a file server running in the
host to transfer data to/from the root transputer. This type of 1/0
is very slow because of three reasons :
1. The slave transputers have to pass through a pipeline to reach the
root transputer for transferring data. In addition, such transferring
process also disturbs the efficiency of perallel processing because
other transputers have to carry an extra responsibility to transfer
1/0 data for other transputers.
2. The 1/0 speed is slowed down because of the handshaking procedures
of the file server.
3.0 Since the host bus can only handle one data at a time, the 1/0

operation has to be performed sequentially.

al 1/0
The local 1/0 is directly interfaced to the transputer links.
It does not require the file server to transfer the data. Each
transputer may take care of its 1/0. The local 1/0 can be A/D, D/A,
RS232 or parallel ports. The local 1/0 interface transforms the analog
or digital signal into transputer serial 1ink. This 1/0 type has three

advantages :
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1. Each slave transputer has its own 1/0. The necessity to depend on
the root transputer and the host to transfer /0 data can be
eliminated.

2. The 1/0 speed is much faster because of eliminating the handsheking
process of the file server.

3. Slave transputers may control their device independently and
simultaneously.

4. The problem of bus contention can be eliminated.

The disadvantage of this type is that one of the links will be

occupied for the 1/0 channel.

3.5.4 Controller Software
3.5.4.1 compller

The OCCAM languagel[41] was developed by Inmos particularly for
the application of the concurrency and communication. OCCAM may be
recognised as a good programming model for the transputers, especially
for concurrency and parallelism{61]. However, its Iinadequacy in
pointer operation, data structure, recursion and dynamic
allocation{91) sometimes cause inconveniences for the software
development. It 1s preferable to use a high level language, such as
parallel C or parallel Fortran. Entire parallel system can be
programmed and developed using these high level compilers without the
need for the conventional transputer development tools, such as O0CCAM
tool set. There are several parallel C compilers available in market,
Definicon parallel C, Llogical system and the 3L. Beslides the
similarity of common C compiler, they also consists of the ability for
the users easily to access the DOS function and perform the

interprocessor communication. For example, the 3L compiler [1)
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accesses the DOS function 16h as folloving,

#include <dos.h>
static int my_int86(n, rl, r2)

int n;
union REGS *ri1, °*r2;
{ int86(n, ri, r2);
return(r2->x.ax);
}
#define int86 my_int86
main()
{
char ¢;
c = get_key();
}
get_key()
{
union REGS r;
r.h.ah = 0;

return int86(0x16, &r, &r);

A configurer shown in fig.3.13 provides the user to declare the
physical processors, link connections between transputers, task
assignment to transputers and communication channels of processes
inside the transputers([2]. It also provides a convenient way for the
programmer to re-configure the system tesks in a multi-transputer
network if one of the processors falls or one of the tasks |s

abandoned.

3.5.4.2 communication drivers

There are three types of communication drivers required to
operate this controller. They are :

. interprocessor communication driver

. host/root transputer communication driver

. local 1/0 driver
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[

interprocessor communicetion:
The 3L parallel C compiler provides the basic communication
facility, chan_in_x() and chan_out_x() to transfer data between

transputers via the links. The 'x’' can be a byte, word or message[3] .

For example,

#include <chan.h> /* declare the address of link s/
main()
{

unsigned char c;

/® input a byte via link 1 from other transputer */
chan_in_byte(&a, Linkllnput);

/* output a byte via link 2 to other transputer */

chan_out_byte(a, Link20utput);
}

host/root transputer communication driver:
The motherboard BOO8 itself does no* support any peripheral

equipment. Therefore, any standard or host dependent I1/0s have to
depend on the file server running inside the host to serve the 1/0
request from the root transputer. Unfortunately, the one provided by
3L or other vendors is a polling basis file server. If the root

transputer has any request, the server executes the requested task.

After the server has finished the requested task, it goes to poll
again until the next request occurs. Therefore, the IBM host is

totally tied down and not able to support other equipment, e.g camera.
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! example.cfg configurer exaxple of a two transputers network
!

processor host ! declare the host processor
processor root ! declare the root transputer
processor second ! declare the second transputer

!

{ declare the hardwire wire link connection

wire ? host{O] root{0) ! link O host connected to root transputer link 0

wire ? root[2) second[1]! root transputer link 2 connected to second
! transputer link 1

!

! task declarations and channel I/0 ports and memory requirenents

}

task afserver ins=1 outg=l

task filter ing=2 outs=2 data=10k

task taskl ins=3 outs=3 data=B80k

task task2 ing=] outs=1 data=20k

tassign sof'tware tasks to physical processors
!

place afserver host

place filter root

place taskl root
place task2 second

Fig.3.13 3L Parallel C Configurer
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In order to retain the capability of the 1BM host, a customised

Interrupt Driven Flle Server (IDFS) is developed to replace the the
polling basis file server. The IDFS consists of two sections of codes
- initialisation code and resident code. The initialisation code is to
load the resident code inside the host memory. The resident code is
actually to.serve the root transputer requests. After the resident
code has been loaded by the initialisation code, the resident code is
turned in & sleep state. If the root transputer has any request (e.g.
printf, port_in, etc.), it enables the hardware interrupt to wake up
the file server(fig.3.14) to perform the requested task. After the
server has finished the request, it goes to sleep again until the next
request. In this case, the host can still use the time-slice between
the requests to execute its DOS program while the transputers are
running their tasks.

Concerning the data transfer between the host and root
transputer, a Virtual Dual Port RAM js assigned for transferring data
between the host and root transputer. It can be accomplished by the
transputer functions mem_write() and mem_read(). Before using these
functions, the memory in transputer and host should be allocated.
Otherwise, program codes may be overwritten to cause unpredictable
results. The codes of the memory write and memory read tasks are shown

as the followings.
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#define mem_write_cmd 38
$define mem_read_cmd 39

men_write(offset, value)

int offset;

int value;

{
int status;
Jput_int(mem_write_cmd); /* send command to host */
put_int(offset); /® send offset to host */
put_int(value); /* send data to host &/
_set_int(&stetus);
}

men_read(offset, value)

int offset;

int *value;

{
int status;
_put_int (mem_read_cmd); /* send command to host */
_put_int(offset); /® send offset to host */
_get_int(value); /* get data to host ./

get_int (&status);
}

3.5.5 Task Implementation
3.5.5.1 task distribution

Fig.3.15 shows the ~urrent implementation using a host( 12 MHz
INTEL 80286/80287) with two transputers. The host is mainly
responsible for the management user interface and image processing.
The forward kinematics is assigned to the root transputer for position
feedback and the second transputer performs a high level robot path
generation. The reason to use the host for the image processing task
is mainly because of the IBM bus camera. In the experience of the
CONCIC workcell, the supervisory control functions as well as the
image processing is adequately performed by the host. At this present
stage of development, the actual motion Joint control of the robot is

still the responsibility of the controller that came with the robot.
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3.5.5.2 task communication and scheduling

Fig.3.16 shows the schedules and communication of the
implemented tasks in the robotic workcell. An operation cycle has two
stages - image processing and real-time path control. At stage 1, only
the host is activated to perform the image processing task. The
transputers and the robot controller are ready for the stage 2. After
the workpiece geometrical data have been ldentified by the primary
image processing in stage 1, the data management puts the data in the
VDPR. In stage 2, 1.e. real time path control stage, the root
transputer takes the workplece geometric data, conveyor position and
velocity from the VDPR through a 1link adaptor. The root transputer
transfers the data to the slave transputer through a serlial link.
According to the geometrical data, the slave transputer calculates the
incremental position commands for each iterations. It sends the
commands to the robot motion controller through a transputer 1local
1/0, 1ink/RS232 adaptor(8i]. At the same time, the root transputer
also activates the IDFS inside the host to 1input the workplece
position, conveyor velocity and the Jjoint angles for every 28 msec. It
also calculates the current cartesian coordinate of the end~effector.
The feedback position is then transferred to the slave transputer to
readjust any synchronisation offset between the moving workplece and

the robot end-effector.
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3.5.6 Performpance

The performance of the transputer and the host pro.essor have
been measured and compared. The performance are outlined as the
following groups :

. general mathematical operation

. 6=-dof robot kinematics

. spatial path generation

. interprocessor communication

. system 1/0

By comparing the transputer benchmark with the IBM host ( 12
MHz AT), the transputer is 3 times faster in the integer operation, 26
times faster in the floating point operation and 4 times faster in the
transcendental function execution.

The optimised 6-dof robot (PUMA 560) kinematics control codes
takes 1.394 msec runnning in one TB00-20 transputer. The time is
reduced to 914.3 psec with 2 transputers and 785.0 usec with three
transputers[88]. For real-time application, it is found that one
transputer 1s sufficlient to calculate the cartesian end-effector
position within the PUMA sampling time (28 msec ).

The spatial path generation task running in the slave
transputer communicates with the robot controller within 28 msec. The
slave transputer solves the linearised ellliptical integral in 1.11
msec, compared to 8.5 msec for the IBM=-AT.

The inter-communication between the tasks can be a byte, word,
single precision or double floating point. Although the standard
transmission rate between two transputers is specified to be 20

Mbits/sec, the speed is much reduced in actual operation. The
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following figures are obtained in experimentation :

format time (usec)
byte (1 byte) 7.373
word (4 bytes) 8.293
float (4 bytes) 9.638
double(8 bytes) 11.750

It can be found that the inter-processor communication speeds
are not really propertional to the number of bytes. It may be due to a
portlon of time to be spent on the communication set-up process.

The Joint angles, workpiece position and velocity are obtalined
from the parallel ports of the IBM host. The root transputer depends
on the file server to input these data for calculation. Because of the
handshake procedures between the file server and the root transputer,
it takes about 0.6 msec to input one byte of data from the parallel

ports. Such slow 1/0 speed becomes the bottleneck of the system.

3.6 SUMMARY

This chapter has analysed the common controller architectures.
The multiprocessor confliguration is selected as the most suitable
configuration of the workcell controller because of its intensive
computation power, higher flexibility and its uniformity. A brief
review of the common multiprocessor system avalleble in market has
been discussed. The transputer is ultimately selected as the better
processing element for the workcell controller implementation. The
hardware and sof'tware capability of the transputer has been described
briefly. This chapter has elso described a phase of development of a
transputer-based hierarchical controller. An interrupt driven file
server has been developed in order to retain the capabiliiy of the
host and to provide the I/0 interface of some special equipment. A

Virtual Dual Port RAM has also been assigned in order to have a
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common buffer between the host and the transputer network for
inter-memory communication. It is found that the bottleneck of the

system is the slow speed of the host dependent 1/0.
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Chapter 4

Path Generation Task

4.1 INTRODUCTION.

The primary functions of this controller in the experimental
robotic workcell are
(1) collect and process image data, obtain conveyor speed and
displacement
(11) execute a path-planning algorithm for synchronization control
(111) physically move the robot

Very often, the last function (iii) is assumed to be the
responsibility of the motion controller supplied by the robot
manufacturer. It is there a matter of understanding the operation of
this controller, and integrating function (i1) with it by suitable
real-time communication facilities.

This chapter focuses on the design of the path-planning
algorithm, which takes into account the characteristics of the motlon
controller. It 1s therefore appropriate to quickly outline in section
4.2 the characteristics of the motion controllers iIn mo: .ndustrial
robots, followed by the formulation of two control models in sections
4.3.1 and 4.3.2. The results of implementation and the comparsion of
two centrol models will be discussed in section 4.4. Section 4.5

provides a summary of the research work in this section.

4.2 DESIGN OF ON-LINE MOTION CONTROLLERS OF ROBOTIC MANIPULATORS
Only continuous path control 1is considered here, since a

point-to-point motion controller is not suitable for synchronizational



control.

In most applications of industrial robots, the location (i.e.
position and orientation) of the end-effector may be pre-determined as
a trajectory between some initial locations and final locations. The
actual tralJectory 1s constructed as a sequence of discrete
intermediate locations, the spacing of which 1s dictated by the
required resolution and other considerations. Curve-fitting techaiques
of one type or another are employed so as to regenerate the
trajectory. Because of the repetitiveness of most automations in which
these robots are employed, it is possible to customize and optimize
the intermediate locatlons, using such techniques as those proposed by
Lin and Chang{53]. These off-line techniques are however not suitable
for the kind of intelligent applications that are the subject matter
of this chapter, since all robotic locations are to be declided upon in
real-time,

For real-time path planning, it is usual to assign a fixed
time-interval between intermediate locations, since the controller is
an essentlial discrete controller. This time interval, designated as T,
is the sampling period of the controller. Its magnitude is dictated by
the maximum speed of the end-effector, the complexity of the
curve-fitting and interpolating techniques used, the computing power
avallable, etc.

Real~-time path generation works with a limited knowledge of the
trajectory that lies ahead. There are unavolidable delays between the
generation of a desirable location and the actual arrival of that
location. These delays are contributed by several factors, such as the
number of locatlons ahead in order to generate a smooth path segment,

the time required to apply the curve-fitting techniques on the
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avallable input data, the time required for the interpolation and
servo delays.

Many motion controllers implement path segments with constant
velocities between locations, and with constant accelerations between
segnents. Others rely on numerical curve fitting methods, yielding a
series of polynomials that satisfy continuity constraints. The reader
is referred to the literature for abundant examples of these
techniques [5, 16, 17,25, 26, 28, 46, 51,54, 57,82,83,84,93, 101].

To 1llustrate the schemes used by a sector of industrial
robotic controllers (including the PUMA family), refer to fig.4.1, In
which all events are referenced to the sampling interval T,

In order that the robot moves from a position Pyt to the next
P 2 cubic polynomial Qk is to be determined, requiring as data the
knovwledge of desired locations Peeyr Py and P, 25 well as the
previous polynomial Qk_1 for continuity.

So much for the data to generate the polynomial Qu' But its
implementation takes time, as summarized by a preparatory delay T,
and an executlon delay that is equal to 1 sample interval T, This
gives rise to a total delay of

T, ET NI,
In the case of the PUMA 560 the following has been determined

experimentally(72] :
r' = 28.8 ms,

T =67.3ms (% 2.4x7)

d s

T =96.1 ms.(x 3.4x71)

a | ]
1t should be obvious that real-time path generation with
adaptive capability 1s complicated by the necessity of predicting the

desired position of the robot in view of disturbances in the working
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environment. It is the objective of this section to focus on a

predictive technique to take care of this complication.

. !
: ]
> I k+2
ol
o __| I
g +1|
3 e | I
§ I |
a | I I
3 | l I
5 | ! !

I I |

| I I

1 } 1

k-1 k k+1 k-14A k+\  k+i+n  time ( x75)
input to generate cubic actual robot position

polynomial Qy

Fig.4.1 Time Delay Between Position Commend and Actual
Position of Robot
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4.3 PATH CONTROL

Path control for a static environment is quite simple but if
the environment s changable, then the control become more
complicated. First of all, a concept hag to be clarified between the
terms trajectory and path. The terms are defined as follows by

Brady(10)

"A trajectory is the time sequence of intermediate
configurations of the arm between the source F;

and the destination Px'Pt” The space curve traced

by the effector Jis <called the path of
the trajectory "

In the past, many researchers(56,83,86,94] have developed
theories and algorithms to specify the robot trajectories. Some of
them[53,56] emphasise on minimising the total time spent on moving
between two points in space. Other researchers[92,94,95] develop
theories to find the minimum travelling time under certain dynamic
constraints. Kyriakopoulos and Saridis(49] minimise the Jerk as the
goal of optimisation. All the theorles are mainly aimed for the
trajectories. It 1s rare to have control models to describe the gobal
path control, especially deal with the changable environment such as a
moving workpiece on a conveyor. Therefore, this section will discuss
two global path control models.

In the past, a path control model shown i1 fig.4.2 was
developed by Tom Montor{[73]. The robot travels at the xy plane ac the
interception phase and then travels at the xz plane to approach the
moving workpiece as the synchronisation phase. This control model can
be modified to intercept the werkplece in a shorter period of time and

thus the productive space can be increased. Two improved control
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models are proposed, formulated and implemented on the experimental
workcell. The first control model shown in fig.4.3 takes a linear path
to intercept the workpiece with a constant velocity. It s found that
the acceleration and deceleration distances are insignificant w.r.t.
the whole global path. It can be approximated that the linear path is
mere or less the shortest path, i.e. takes minimum time. Once it
arrives the interception point, it starts the synchronisation stage to
perform designated operation. It is called to be the “Minimum Time"
model which will be abbreviated as the MT model. The second control
model takes an elliptical path in order to eliminiate the abrupt
change of motion at the interception point (fig.4.3). It is thus
called the "Reduced Torque" model which will be abbreviated as the RT
model..

While kinematic relationships between the end-effector and the
conveyor have been developed and discussed previously, this section
develops two discrete control models which lend themselves to digital
implementation. In particular, it takes into full account the time
delay element discussed in section 4.2, and disturbances which
adversely modifies the velocity and position of the workplece and the

conveyor.

4.3.1 "Mininum Time" Discrete Control Model

This section deals with developing a simple real-time strategy
to control the end-effector travelling in a straight line, so as to
most accurately intercept the on-coming workplece travelling on a
variable~speed conveyor in minimum time. The formulation will be
divided into two parts - 1) interception phase; 2) synchronisation
phase.
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4.3.1.1 interception phase

Referring to fig.4.5, let the starting position, i.e. home
position, of the robot to be A (xo WY, .zo). Two displacement vectors
are defined with respect to the starting position : pr[k]. the
accumulative positional command at timc¢ :, and P"[k] the measured
position of the workpiece.

Now recall from fig.4.1 that for a positional command issued at
time [k-1), the robot will be expected to arrive there at a time T,

later,

(o
f

(k=1)T + <
| a

kt + 71
s d

At time k, let us look into the future by T, ahead, l.e. at t =
kts + T, The position D of the robot is given by the previous command
plk-1]), while the position F is given by the measured position Pu[k]
plus a distance traversed by the conveyor at the measured speed vc[k]
for the duration T, ( vc[k] being assumed constant during 'td).

From these positions, assuming an appropriate robot velocity
vr[k] can be found and maintained constant for the next mlk) periods
of time, it is conceivable that the robot will meet the workpiece in
position B. The vector equation can be expressed as follows,

AD + DB = AE + EF + FB

i.e. p [k-1] + v [kilm[k]t = P [k]) + v [klt 4+v [klmlk]lT 1 ...(4.1)
r r s w c d c s

This equation enables one to determine the robot velocity
command vector vr[k]. and therefore the incremental positional command
r(k]. The relationship between r and the accumulative command P, is
glven as follows:

pr[k-ll = Ir(i] = prx[k-lli + pry[k-llj + pulk-llk ...(4.2)
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k=1

where the summation symbol I represents ‘51 unless specified

otherwise; i, J, k are unit vectors of displacement , and the

¢
/

components of p [k-1] are /
p"[k-ll = Xr‘xlll
p_[k-1] = Zr [1]
ry y

’ prz[k-ll = Zrz[i]

The position of the workpiece relative to the robot initial

position and measured at time k is

P"[k] = (lglvc[ilt' - X, Mo+ (Yc-yo).J + (Zd-zo)k ... (4.3)
where
Y; = lateral position of the centroid of the workpiece on the
conveyor,
2 = vertical position of centrold of the workpiece modified

suitably according to the design of end-effector

Substituting equations (4.2) and (4.3) into (4.1), resolving
the robot velocity vector into components

vik]l] = v [kli+ v [k]lJ+ v [klk ...(4.4)
r rx ry re

one gets

{ Zr [1]1+3r [1)3+2r [11k } + { v_[(k]i+v_[k]j+v_ [klk }m(k]T
x y z rx ry rz s

k
= {‘glvc[i]t.-xo}1+(Y;-y°)J+(zd-z°)k+v°[k]tdi*vc[klm(klr’i

... (4.5)
In practice, it simplifies matters considerably by prescribing

a constant magnitude for the robot velocity:
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|v [k]| = Vv for all k.
r r
(see Appendix D for the conditions in which Vr exists vis-a-vis a

given conveyor speed vc)

Equating components of i, J, k on both sides of equation (4.5)

Cifk]
Px[k] ‘(—mm— + Vc[k] ‘t.)

Czlk]
ry[k] = TR
Calk]
rz[k] = Y ...(4.86)
where
X
Cxlk] = ;E;v“hg* Sr‘xlil + v‘:[k]‘td - X
Czlk] = ( Y - yo) - Zr‘y[i]
Ca(k] = ( Zd - zo) - Zr'z[i] ... (4.7)
r k) Cllk]
er[k] = T = mlk)] T + Vc[k]
3 s
ry[k] Czlk]
vry[k] "= * TRlkT =
| ]
r k) C_lk]
2 3
v"[k] "= ® THlkT 7
] |

c, (k] 2 c, (k] z C,lk] 2
[—n—mk T *".-.“‘1] * [—mrm'?-' ]* [‘sm'?-] =%
2

2 2.19.2 2 2 2, _
( v - vc[k] ) m [k]r. -2 Clvc[kl mlk) T, - ( C, + C,+C ) =0

83



therefore, the value of m[k]'t.is equal to the following,

2, 2 2 172
C [klv (k] C.[klv(k] Colk]+C[k]+C[k]
m[k]‘l’ = 1 [ + 1 1 2 3
S v - v¥k) V¢ - v®lk] vé - v3[k]
r [ r c r [+
...(4.8)

Equation set (4.6) constitutes the displacement commands at
time k in cases where m(k] = 1.

When m[k] turns out to be less than 1, i{.e. theoretically
requiring less than one sample period to complete the interception,

the robot is instructed to use the following adjusted increment:

r.= pw[k] + Vc[k]‘t. + prx[k-ll- X
r'y = ( Ye - yo) - pry[k-ll

r.= ( 2d -z, - prz[k-ll ...(4.9)

4.3.1.2 synchronization phase

Robotic operations at a workcell may require the end-effector
to come into physical contact with the workpiece ( as in the case of
pick and place, machining, assembly etc.), or maintain a steady
proximity relationship (as in the case of spraying, quality
inspection via camera vision, etc.). Whatever the application, the
end-effector is required to arrive at a situatlon of zero position
error and zero velocity error reasonably quickly after the

interception phase is completed :
P [k] =P [k]
r w

and v [k] = v [k] for all k.
rx [
(Note: the robot speed cannot assume a constant value, as in the

interception phase)
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In the context of the present scope where relative displacement
between the workplece and the conveyor is assumed to be 2zero or
negligible, only position and velocity errors in the x direction need
be considered. In other words, incremental positional commands in the
lateral and vertical directions will be zero :

r [k] = r (k] = 0.
.z y

Recalling from Section 4.2, the robot arrives at a prescribed
position with a delay of T after the command is given. Note that T,
is not necessarily an integral number of the sample period T, In the
case of PUMA 560, it i{s 3.4 approx.sately. Let A be the nearest
integer greater than 1.'./1.. (In the case of the PUMA 560 A = 4). Path
planning in the synchronization stage depends on the recognition of
this delay, to provide the incremental commands accordingly.

With reference to fig.4.1, and at time k+A, the robot position
relative to 1ts starting point is given as

k
p, Lkl = T r (1] + (A7 = 7 )v_[ke2] ... (4.10)

Similarly, the position of the workpiece at time [k+A] is

p'[knl = p'[k] + At.vc[k] ... (4.11)

For perfect synchronization, these two positions are identical

(see £1g.4.6). Hence, the incremental command to give to the robot at
time k is found to be

r (k] = p k] + Tv (k] - 2r[i] ... (4.12)

x L] a4 ¢ x
by equating (4.10) and (4.11), and assuming constant conveyor speed
with the A periods starting from [k]:

v [k¢d] = v [k¢a=1] = ... = v [k]
[+ -3 [
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4.3.2 "Reduced Torque" Discrete Control Model

The 1linear path generates a large acceleration at the
tnterception point B in fig.4.3. Large acceleration also introduces a
large torque requirement due to the large derviative of the term
dvr/dx. In order to reduce the required torque , a ‘reduced torque’
control model(fig.4.7) is proposed. The second control model consists
of three path segments which are indicated by ADBCG. The first segment
ADB is a quadrant of an ellipse. The second segment BC is a parabolic
segment and CG is a linear segment. The first segment path is normal
to the xy plane and the parabolic segment is on the yz plane. The path
is designed such that the intersection of the elliptical segment and
parabolic segment s right on the {interception point B, The
interception point B becomes the vertex of the first-segment ellipse
and the second-segment parabola. The geometrical characteristic of the
vertex gives a zero derivative, 1i.e. dvr/dx=0. The 7ero acceleration

reduces the joint torque requirement.

4.3.2.1 interception phase model

The first segment ADB of the path of RT model (fig.4.7) is the
interceptior. phase. This segment is described by a quadrant of an
ellipse. An ellipse can be defined by three points - a centre and two
vertices. In fig.4.7, the home position A is the minor vertex and the
interception point B is the wajor vertex. Two normals from the points
A and B intersects to form the centre of the ellipse I. The distance
between the major vertex B and the centre of the ellipse I is dcfined
to be the major axis 'a’. The distance between the home position A and
the centre I is defined to be the minor axis 'b’ of the ellipse. The

path between the minor vertex and the major vertex is an quadrant of
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an ellipse. Assuming a point D is a typical point on the path AB and
the distance of ID 1s defined to be 'c’. The projection of the point D
on the major axis is D’. The angle «DIB is ¢. An elliptical path can

be constructed under the following conditions :

1D’ = ID sing ...(4.13)
" DD’ = ID cowp ... (4.13)
Geometrically,
2 2 12
107 = [ (x=x) + (y~y) ]
DD” = ( z, -2, )
ID =¢

Equations (4.13) and (4.14) become,

2 2

[ (x=x)+(y-vy) ] = ¢ sinp

( z, -z ) = c cosyp

Geometrically, the interception point B has zero acceleration,
i.e. dvr/dx = O, When the robot end-effector is at the home position
A, the elliptical path can be determined if the interception point B
(x_. Y, z-) 1s known. The value y_ is obtained from the image
processing and it is invariant to the conveyo: posi’ion. The z is
designed by the wuser w.r.t., specific industrial applications.
Therefore, the remaining unknown X, has to be solved to determine the

elliptical path.
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Theoretically, an elliptical path can be constructed such that
its vertex is right on the interception point B, however, the second
parabolic segment becomes practically impossible. It is because the
robot end-effector is forced to synchronise with the moving workpiece
at point B immediately. Its velocity profile is totally governed by
the conveyor velocity. Therefore, although the elliptical interception
phase provides a zero acceleration at point B, the sudden change of
the robot velocity from zero to full conveyor velocity also generates
a large torque requirement. Thus, the control model is modified as
shown in £1g.4.8. A virtual interception point B’ is introduced to
provide the solution. The virtual interception B’ is ahead of the
actual interception point B by a distance ’‘s’. The position of the
point B’ is defined to be (x + s, v, z)) and the term (x + s) 1s
defined to be X, When the robot arrives at the virtual interception
point B’, the workpiece is at the point B’ which is right underneath
the point B. The robot velocity is zero at the point B’ and it starts
to accelerate until it synchronise with the workpiece at the point C.

This stage (from B’ to C) is called the transition phase.
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Simllar to the MI model, the displacement is defined w.r.t.
the starting position : pr[k]. the accumulative positional command at
time k. Assuming the point D is an intermediate position of the
end-effector on the elliptical path at time k, while the workplece is
given by the measured position P"[k] plus a distance transversed by
the conveyor at the measured speed vc[ k] for the duration T a (assuming
vc[k] being constant during 'td). An appropriate robot velocity vr[k]
is maintained constant for the next mlk] periods of time, it s
concelvable that the robot will intercept the workplece at the virtual
intercept position B’. Let S[k] to be the length of the remaining
elliptical path from the point D to the virtual Interception point B‘,
The xyz components of the S[k] are described by sx[k]. sy[k] and
sz[k]- Let n be the total number of iterations taken for the robot to
move from the home position to the virtual interception point B’.
Thus,

n = mlk] + k
Referring to fig.4.8, vectorially speaking,
AD + DB’ = AE + EF + FB’’ + si
i.e. pr[k-ll +’§k[sx[1]1 + sy[i]J + Szlilk

=P [kl + vkl T i1 + v {k] mlk] T i+ si ... (4.15)
w [ d c s
Referring to equations (4.2) and (4.3), equation (4. 15) becomes,

n n n
(Z r'x[i]i + Ery[i].j-O' }Zrz[i]k )+(l§k sx[i]i +l§k sy[i]J*'lEk Szlilk )

k

= (1§1Vc“]t- - xo)i + ( Yc- yo)J + ( Zd- zo)k )+ vc[kl'rdi + vc[k]m[klt.i

+si ...(4.16)
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By equating the coefficient of the vectors i, j and k in (4.16),

n n
z "x[”":Eusx[”'(:§u"c“]"."‘o)wc[k]’a + Vc[k]m[k]‘t.+s

n
z ry[i] +‘§k sy[i] = Yc -y,

n
z rzlil +1§u sz[il = Zd -z

. (4.17)

...(4.18)

..(4.19)

Using Cx[k]' Czlk] and Ca[k] to replace the terms {n equations

(4.17),(4.18) and (4.19),
k
Cl[k) = xngc[kltu- X + vc[k]td +s
Czlk] = ( Y - yo) -z r,
Calk] -(Zd-zo)-zrz
Equations (4.17), (4.18) and (4.19) become,

n
Ir[i)l+ £ sli] = v[kimlk]jr + C[k]
x isk «x [ s 1

n
l"::ksy[i] = Czlk]

Solving m{klt_from equation (4.23),

Zrl1l+ f sli] - C (Kl

mik]t =
s v [k]
(-]

.(4.20)

.(4.21)

.(4.22)

.(4.23)

.(4.24)

.(4.25)

...(4.28)

Assuming that the robot velocity is maintained to be constant,

say Vr. from the point D to the virtual interception point B’. The

length of the remaining elliptial path can be evaluated by the

following equation,

3




n
Z(s (i)l +s (i) +s (1) ] & mlkl TV ... (4.27)
isk x y z s T

The s, and m{k] are two unknowns in equations (4.26) and
(4.27). The objective of the following formulation is to solve the
value of m[k] and sx[k]. If mlk] is greater than 1, incremental
positional‘ commands are then calculated to direct the robot

end-effector to move in an elliptical path.

Combining equations (4.26) and (4.27) gives,

n v n
r
iEk[sxlil‘*sy[i]*'sz[i]]’ ;:TET (2 leil + l§ksx[1]-ci[k]] ...(4.28)

The left side of the equation (4.28) represents the remaining
path of an elliptical path which has to be solved by evaluating the
elliptical integral shown in Appendix E.

Let the length of the elliptical path S[k] travels from kth
iteration to nth iteration and the angle «DIB’ be 9. The distances
between the points A(x ,y ,z ) and B’(x ,y .,z ) bex ,y and 2 and

] o [+] v m m vo mo mo
they are evaluated by the following equations,
n
X =x -=x =Tr[i) +Z s[i]
vo v ° x isk x

y ’yﬂ-yO’Yc-yO

Z =22 -2 mz2 -2
m 0 d

mo -]

Referring to reference [12], the length of an elliptical

segment can be expressed by the following equation,

2 2
S(k]= ( X" yno) E 3

2
+
xVO yno

A eht g,
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Thus, equation (4.28) becomes,

2 21/2 xf oyfo -z2 172 Vr
(x+y)E[ °2 2“" ].;p a [x-Cllk]]
vo | ] x + y v [k] vo
vo mo c
...(4.29)
Let
xz’ya _22 1/2
a.[ vo' Ymo ]
2 2
xvo+ yno
Thus,
2 2 2 1/2
X ey =2
E(a.qp)sg[[ M. ] .¢] ...(4.30)
2 2
X +y
vo mo

E(a, ) is a non-linear function. A closed form solution cannot
be obtained easily. A linearisation technique will be formulated to
linearise the E(a,9) by several segments of linear functions. Finally,
the equation (4.29) can be expressed approximately in a form of a

second order quadratic equatlion.

4.3.2.1.1 elliptical integral linearisation

The elliptical integral function E(«,¢) is shown in the
Appendix E fig.E.2 and fig.E.3. The function E(a,p) is a non-linear
function which must be solved by numercial techniques [12). Therefore,
it is less likely to be applicable in real-time path planning.
However, the numerical solution of the elliptical integral does not
have to be calculated from scratch. The numerical solution shown in
the Table of Functions by Jahnke and Emde(43] (Table E.1 in Appendix
E) can be interpolated to approximate the path data in real-time.
Referring to fig.E.2 In Appendix E, the values of E(a,¢) are very

linear if the angle ¢ is less than 60°. It starts to be nonlinear at
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the angle greater than 60°. The methodology to solve the solutlon in
equation (4.29) is to linearise the non-linear curves by several
segments of linear functions, e.g. straight lines as shown in fig.4.9.
Let the number of segments be n_. During the process of real-time
spatial path generation, each segment gives a solution of sx[k].
Therefore, there are totally n, solutions. The value which has
minimum error will be chosen as the solution. The detailed formulation
will be described latter in this section. On the other hand, one can
also use other functions, such as polynomials, spline, etc. to
approximate the function E(x,¢). However, if a high order function, ls
used, iterations are required in solving the equation (4.29) to obtain
sx[kl. Therefore, order higher than one is not recommended for on-line
application. If a straight line function is used, the equation (4.29)
can be solved to obtain a closed form solution. Therefore, several
segments of best-fit lines will be used to approximate the elliptical
integral function in the following formulation. To investigate the
error of the approximation, several trials have been done to
approximate the curve at angle ¢=90°, i.e. the most non-linear curve,
with 1 to 4 segments (fig.4.9). The accuracy of the approximation is
based on the root-mean-square errors which are calculated by the
following equation,

e’ -’g( £(e,) - gle) )?
where
f(6) be the elliptical integral computed by the numerical method

g(6) be the elliptical integral approximated by the best-fit lines
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Fig.4.9 Linearisation of the Elliptical Integral

TABLE 4.1 ERROR OF THE LINEARISATION OF THE ELLIPTICAL INTEGRAL

# of segment v (e n)
1 0ses 90
% error 7.7%=12.1%
2 0se6s 50° 55°s 9 s 90°
% error 1.38%-1.88% 1.1%=1.47%
3 0sos 20° 25°s 9 s70° 75° se s 90°
X error 0.3%=0.32% 1.18%-1.8% 0.73% 0.82%

4 0°soes20° 25°ses50° 55° s =80° 85° ¢ s 90°
% error 0.3%-0.32% 0.4%8%-0.52% 0.34%-0.43% 0.33%-0.34%

4 0°ses2° 25°se9s55 B0°se s80° 85°s9 s 90
X error 0.3%=-0.32% 0.854%~0.88% 0.29%-0.38% 0.33%-0.34%

97




There is a large percentage error in the one segment group. The
more reasonable accuracy may be the groups having three or four
segments. One can try with bigher number of segments to improve the
accuracy. However, larger number of segments requires greater number
of iterations in real-time computation. One can use the following

formula as reference in selecting the number of segments.

Let n, be the maximium number of segments

Let t“ be the time to compare the errors and decide which segments
should be used

Let t, be the time for the 1/0 handshake with the robot controller
Let t"9 be the time to calculate the path data of one segment

Let f.tr be the communication overhead for one transputer talking wlth
another transputer

The total time spending on the path calculation and communication
overhead should be less than or equal to the sampling time. Therefore,

nt <+t

=
s seg io’ ttr‘ teo Tl

and the allowable maximum number of segments is

T -t -t -t
n = s o tr €0
* t

The following steps are the linearisation technique to solve
the elliptical path in real-time and it is assumed that three
segments are used :
step 1 : Divides the curves in Appendix E into three linearised parts

(0° to 6,, 6, to 6, 8, to 80°) as shown in fig.4.8. The function

1
E(a,¢) is represented by three linear best-fit equations as follows :

a8




E,(a, ) = m (¢pla +c (p) where 0° < a s 9,
Ea(a. P) = mz(w)a + °z(") where 8, <as 0,
(-]
Eata. P) = mz(w)a + ca(w) where 92 < as 90
...(4.31)
Koo' Voo "% 1
where a = [ P = ]
X + y
vo no

The values of m (@), B(P) and m,(p) are the gradients of each
linear segment and the °x(")' cz(p) and cs(v) are the linear

constants. They are represented by @, @, O, c.» S, and c, in the

following formulations. By assigning the point B’ in each three

» X and x can be

segments Exo Ez and Ea' The values of x vo2 vod

1
obtained. The one which has the minimum error is considered to be the

solution .

gtep 2 : Substitute the equation (4.31) into the non-linear equation

(4.29) to geuerate the following equation (4.32),

2

2 2 1/2

1/2 X ey =2 v

( Xfol"' Y:o) [ml[ vuz L 3 a0 ] +c } = I [x‘ml - Cx[k] ]
xvol+ ylo

vhere { = 1, 2 or 3

gtep 3 : Simplify the order of the equation (4.32) into second order
by choosing certain design conditions.

One can found that equation (4.32) cannot be solved easily
because of the square and square-root terms. However, by choosing

certain design conditions, the high order terms can be eliminated and
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the equation (4.32) can be simplified in the form of a second-order
quadratic equiation ss the following form,

2
xm¢ BBl x"M + ccl =0

By expanding equation (4.32), it beconmes,

. e . 2 172 2 2 172 Vr Vr
m(xC* Voo "% )t Xeot* Yoo T —\Cm Xt ~ _V:Tﬂ-cx[k)

yz _ zz 172 yz e v
| [ [ »o r r
mxxvox[ 1+ xz ]+clxvol[ 1+ xz ] vc[kI xvox' vclﬁl c:“‘}
vol vol

... (4.33)

To simplify the eguation (4.33), y,, can be designed to be

approximately equal to LR such that the term of

[ Yoo~ Zmo ] .0
2
xvo!
ya 172
Another term [1 + ] can be approximated by a low order Taylor
vol
series
yz 12
Expanding the term [1 + -—-;—°—-Jint.o series which gives
vol
y 1/2 1 yz 1/2 ® =1/2 yz 2
(v R —— ]
xvol xvol xvol
172 ® -y/2 ¢ -3 y2 3
+ [ = ] +
31 2
voi
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- 1+ : [ Yoo ]2- 0.125 [ :‘° ]‘+ 0.0825 [z”]°+

xvol vol

...(4.34)
The virtual interception point B’( X,y z_) is designed to be
closer to the upstream such that the ratio Yl X, is less than 1,

equation (4.34) can be approximated to be

2 172 2
y 1 y
o ]
[ i+ 2 ] €1+ T [ xvo.] ...(4.35)

gtep 4 : Substitute the simplified expression (4.35) into (4.33) to

approximate (4.33) into a second-order quadratic equation,

b y:o vr Vr c
mlxvol" clxvol [1 + ] 2 ]- :vol. - Ilk]
X v (k] v [k]
vol -] c
...(4.36)
vl‘ cl y: vl‘
(m +¢c - vclil) Xt 3 X, = vc[klcx“‘]
vr 2 vl- cl :o
( m+c- velk]) Xeor" vc[k] C Ikl x ,* > -0
2
2 . v C, [k] - c, v, vc[k] -0
mo! BV Iik] +e v [k] =V Tval - nv [kl+c v [kj+V
1 ¢ | I -] r i ¢ 1 ¢ r

The above equation is a second order quadratic equation and the
coefficlents for each segment i are defined as the follows,

Vr Cxlk]

BB:. mvik] +cv [kl-V
fc¢c ! ¢ r
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CC‘-

2
c, v, [ vetk] ]
2 m v [k]+c v [k]+V

1 ¢ i e | o

The solution of the virtual interception point position is given by,

2 172
--BBl + ( BBl -4CC )
x = — LIEINY (41 37)
voi 2

By substituting the corresponding values of m, m, m and . Gy C,

X , X and x can be obtained.
vol vo2 vo3

gtep 5 : Since there are three segment (1=1,2,3) , thus there are

three possible values of xw(x" X J. Recalling the equation

1'xv02

3
(4.32),
2 2 2 1/2
1/2 X' ey =2 v
(x3°‘+ v) ml[ '°; - - 20 ]+ c |- a [x .+ C,lk] ]l 0
0 x° 4+ y v [k] vo
vol o [

The values of x |, % and x are substituted in equation (4.32).
vol vo2 vold

The one which is closest to zero will be considered as the solution.

4.3.2.1.2 elliptical path position commands

The previous section has evaluated the position of the virtual
interception point B'(x“. v, z.). At time k, {f the robot
end-effector is at the point D, it can be determined how many
iterations still have to go to arrive the virtual interception point
B’. The number of iterations required to arrive the point B’ is by

evaluating the m(k] in equation (4.26). Recalling equation (4.28),

n
£rl1] + f 8011 -Ck]

n(klt =
s vc(kl
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n
and x, =2 rllil *‘!_:ksxlil
X - Cxlkl
nlk)x = —=
. vc(k]

1f mlk) is greater than 1, current position should be updated
and furthur position commands should also be calculated to direct the
robot end-effector. This section will also describe the formulation to
calculate the position commands in the X, y and z directions with a
fixed robot wvelocity Vr such that the robot end-effector can be
directed in a prescribed elliptical path segment.

Let the robot coordinate system to be represented by i, J and
k. Assuming the elliptical path shown in fig.4.10 is along 2 plane
inclined an angle ¢ w.r.t. the xz plane. The inclined plane has the
coordinate system 1 P and k o which related to the robot cartesian
coordinate 1, k as the followings,

i, =cos ¢1 +s8in¢ J

¢

k¢-k ...(4.38)

Referring to £ig.4.8, it can be defined that

PR /
¢ = tan l x” ]
Yo

The centre of the ellipse is I(xo.yo.z_) and two vertices are
Al x,y,2) and B'(x,y .z ). Assuming the robot end-effector is at
[ o © v B B
the point D. Let qr[k]. i.e. ID is the current position vector of the
robot effector w.r.t. the centre. The Aqr[kl is the incremental
position vector such that
q [k+1] = q [k} + &q [k] ...(4.39)
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At kth iteration, let the angle «AID be 8(k]. As the robot starts at
the home position A travelling to the point B’, B varles from 90
degree (k=0) to 0 degree (k=n). The angle between the vectors qr[k]
and qr[k+1] is AB[k]. The major axis of the elliptical path be
‘a’(IB’) and the minor axis of the elliptical path be 'b’ (IA). As

shown in fig.4. 10,

172
as= [ x2 + yz ]
vo mo

b= 2
0o

Geometrically, an ellipse can be described in the vector form as the
following equation,

¢+ b sin Blk] k¢ ... (4.40)

Differentiating equation (4.40) gives the equation (4.41),

qr(k] = a cos Blk] 1

Aqr[k] = -a sin B{k] aplk] 1, + b cos Blk] 4B[k] k ...(4.41)

¢ ¢

Transforming thg coordinate in equation (4.41) into robot coordinate
by substituting equation (4.38) into(4.41),
Aqr[k] = -a sin B[k] cos ¢ AB[k] 1 - & sin Blk] sin ¢ ABIK) J
+ b cos Blk] AB[k] k ... (4.42)
The incremental position command of the elliptical path can be
actually splitted into three compenents,

A [k] =s [k] 1 + s [kl J+slklk ...(4.43)
r x y z
Therefore, by equating the coefficlients in equations (4.42) and
(4.43), the incremental position commands of the elliptical path are

sx[k] = - a sin B(k] cos ¢ B8B[K] ... (4.44)
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sy(kl = - a sin Blk] sin ¢ 48[k] ... (4.45)
s:[kl = b cos Blk] AB(k] ... {4.46)
The only unknown in the equations (4.44), (4.45) and (4.48) is the
ABIk]. The following formulation is to evaluate the A8[k] by equating
the components of the prescribed robot velocity Vr. Differentiating

the incremental position commaids gives,
bq [k]= sx[k] i+ sy[k] J+ sz[k] k ... (4.47)

The velocity of the incremental position commands can be evaluated
through dividing the incremental displacement by the sampling period

'r.. Therefore,
sq (k)

T
]

l8q {k]] = |

. s [k)
s [K] = X
X
|

. sylk]
sy(k] = ——?:__
s [k]

6 (k] = —2
z

The robot end-effector velocity V'_ should be equal to the total end-

effector velocity Aqr(kl. therefore

sx[k] sy[k] sz[k]
Vr = = + = + = ... (4.48)
| ] | ] s
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Substitute equations (4.44), (4.45) and (4.48) into equation (4.48),
equation (4.48) becomes,

o%sin2Blk] cos®¢ AB%(k]  a°sin®BIk] cos’¢ AB°[k]
+ +
2 2

T T
] ]

bzcoszﬁl k] AB%[k)

2 r
s

T

... (4.49)

vV T
88(k] = _.=

(azsinzﬁlk]cosz¢ + azsinzﬁlk]slnng + bzcoszﬁlk])

...(4.50)
By subsituting the ASlk] in equation (4.50) into equations (4.44),
(4.45) and (4.46), the incremental position commands of the elliptical

path are expressed as follows,

-a sin B[kl cos ¢ V_ T
5, (k) = =

(azsinzﬁlk]cosa¢ + azsinaﬁ[k]sinzcb + b2cos®Blk))}

-a sin Blkl sin¢ V <
5, [k] = L.

{a.zsinzB[k]cos=¢ + ;2sin23[k]sin2¢ + bacosaﬂlk]}

b cos Blk] Vr T,

s [k] =
* (azslnzB[k]coszcﬁ + azslnzﬁlk]sinzob + b’cos’Blk])

106




TopoW I¥ 843 JO Sputuwo) pue sSI0303A UOTFTsod OT°#°3Td

vawmIud

(72 =4 *x).q

¢4y 1

107




4.3.2.2 transition and synchronisation phase model

It has been discussed in section 4.3.2.1 that an elliptical
path can be constructed such that 1its vertex is right on the
interception point B. However, the =zero velocity at B beconmes
practically impossible because the robot end-effector is forced to
synchronise with the moving workpiece at point B immediately.
Therefore, although the elliptical interception phase provides a zero
velocity at the point B, the sudden change of the robot velocity from
zero to full conveyor velocity also generates a large torque
requirement. Thus, a virtual interception point B’ is introduced and
it is designed to be ahead of the interception point B by a
distance ‘s’. In fig.4.11, when the robot end-effector is at the
point B‘, the workpiece will be at the point B’‘ which is right
underneath the point B. Starting with a zero velocity at point B’, the
robot will accelerate and eventually synchronise with the moving
workplece at the point C , whlile the workpiece is at point C'. The
period for the robot to travel from point B’ to C is called the
transition phase. Starting from the interception point B’, only the
x-position of the end-effector is taken into consideration since the
velocity in y-direction is zero and velocity in z-direction is set to
be constant. The velocity profile in the transition phase can be
linear, parabolic, spline, etc. For the sake of the simplicity, e
linear velocity profile shown in fig.4.12 will be formulated and

implemented.
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B - interception point
C - synchronisation phrase start
BC - transition phrase

AN

Ve

assume to have constant
conveyor velocity

effector velocity in x-direction
A e e - Y

number of iterations

=
ko

Fig.4.12 Linear Velocity Proflile of the Transition Phase

Let n be the number of iterations required for the robot travelling
from the home position A to the virtual inteception point B’

Let nu be the number of Iiterations at the end of the

transition phase
Let v"[k] be the x-component of the robot velocity at kth iteration

Let arx[k] be the x-component of the robot =ccceleration at kth

jteration
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The displacement of the workplece from B to C’ should be equivalent
to the x-component of the robot end-effector displacement from B’ to C
plus the distance ’‘s’. Supposing a linear velocity profile shown in
fig.4.12 is assumed in the +transition phase. By equating the

displacements, equation (4.51) is obtained.

n n

v (1l 7 +s= Vi) = ...(4.51)
isn rx s isn ¢ s

In addition, under the assumption that the velocity of the workpiece

does not change from nth to ntrth iterations, the veloclty vclk] is

symbolised to be a constant Vc. Therefore, the end-efffector velceoity

can be expressed as in equation (4.52).

Do \ (n‘ -n)T
TV (1)t = SlD . ...(4.82)
isn rx s 2

The workplece velocity can be expressed as,

n
$'v(ilt =V (n -n) < ... (4.583)
isn ¢ s [ tr s

Substitute equation (4.52) and (4.53) into (4.51),

V{n-n)=<c
¢ tr

+s=Y (n -n)< .e.04.54)
2 ¢ te [}
2's
( n,-n ) T, = . ...(4.55)

For a linear velocity profile,
vc = arx [nt!‘- n] 1-

Therefore,
\%

¢

rx
[n -n] 7
tr [ ]
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The acceleration of the robot end-effector can be expressed by,

v e
.rx = —-_'e_ O (4-56)
2s

The robot velocity at kth iteration is,
v [kK)] ® ———e—— (k-n)T ... (4.57)
rx ]
The velocity relationship in equation (4.57) directs the robot to move

8 parabolic segment. For k which is greater than R, the model |s

similiar to what has been discussed in section 4.3.1.2.
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4.4 PERFORMANCE

Three performance paraxeters of the two control models will be
compared. These parameters are :

. productive space ( section 4.4.1)

. torque transient (section 4.4.2)

. synchronisation error (section 4.4.3)

The shaft encoders of all six Jjoints are sampled and decoded by
& Joint data acquisition circuitry 1in the hierarchical controller.
The six input Joint angles are then transformed into the cartesian
position by a PUMA forward kinematic algorithm shown in Appendix H to

reproduce the experimental trajectory of the robot.

4.4.1 Productive Space Comparsion

The two limits of the robot working space may be called the
“upstream limit" and the "downstream limit" shown in fig.4.13. The
upstream limit has a distance of I..1 and the downstream limit has a
distance of (1.1+ L.) measuring from the camera station. The workspace
is then equal to be the distance of L'. For the case of the MT model,
let d.: be the distance of the interception point measuring from the
camera station and d. . be the maximum allowable productive space.

cl.1 = 1': + l.° - cl.'1 ...(4.58)

For the case of the RT model, let d 2 be the distance of the
interception point measuring from the camera station., Let d‘ be the
travelling distance for the transition phrase and d'2 be the maximum

allowable productive space.
d.2- L1¢L.-d_2-dt ...(4.88)
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The productive space of the two control models can be compared by
substracting the equations (4.58) by (4.59) to obtain the following

equation (4.60),

d.1 - d.z = - cl.1 - d-z + dt ...(4.60)

let A d' be the difference in the productive workspace, therefore

equation (4.60) becomes

Ad' = dn- d.2 = du-t d.-d, ...(4.81)

Ir Ad. is greater than 2ero, the MT model has more productive space.
If 1t is less than zero, the RT model has more productive space. By
examining equation (4.61), it is found that the value Ad‘ is greater
than zero because of the following reasons :

1. The elliptical path is longer than the linear path. Thus, if the
robot velocity is kept constant in both models during the interception
phrase, the time required to achieve the RT model interception is more

than that required in the MI model. In other words, the workpiece will

travel more downstream in the RT model. Therefore, it can be
concluded that d 2 greater than dm'

2. The distance dt is positive,

The comparison has been verified by a series of experiements
which are shown in fig.4.14 and £ig.4.15. The graph (a) is the MT
model and graphs (b), (c), (d) are the RT model with different values
of ‘s’. The robot is running at 200 mm/sec in all cases. The x-axis of
the graphs is the time in seconds. The y-axis is the robot
end-effector position in millimeters. At home position A, the robot
indicates itself is at x= 210mm. With respect to the robot home

position A, the camera station is at the x-position -790mm. The
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upstream 1limit position is -620mm and the downstream limit position
is 610mm. These positions have been indicated on the y-axis of the
graphs in fig.4.14 and fig.4.15. For the MI model, the graph has two
straight lines - MBG and ABG. The straight line MBG represents the
moving workpiece position. At position M ,approximately =-E50mm in
robot coordinate, the image processing has finished and the robot
starts to activate. Another straight line ABGC comes from the top,
approxXimately 210mm, represents the path of the robot end-effector.
The robot starts at the point A, 1.e. home position. The section AB is
the interception phase. The robot Iintercepts the moving workpiece at
the point B. The section BG onwards 1is the synchronisation
(productive) phase. The point G is the downstream limit. For the RT
model, the section AB’ is the elliptical Iinterception phrase the
section B‘C is the transition phrase. The section CG is the
synchronisation(productive) phase. Table 4.2 is the summary of the
test runs shown in fig.4.14 and £ig.4.15. Table 4.2 shows that the MT

model provides a larger productive space.

116



I

downstrens
1linit 620mm -1.-
400
200
930 ==
workepuce

L~ 0 redbet snd-sffeeter
E peeition
A4
£-200
‘®
X
» — 400 gzronlm
~ -600 rikplese pesitien
-800 e iNSSQOPLION Phase - Syniehreniset- .

ion phase

-1000
10 LOAAAAAALES DAL AANAN S AR AR SAS S A AR AR N BESREE N R ]

0.00 1.00 2.00 3.00 4.00 5.0
time (sec.)

Fig.4.14a Productive Space of MI Model (vc-IOOmm/sec vr-ZOOmm/sec )

domsotrean

1imit 620mn T
400;
3.
200 1
E 910 mm
§ werkopaes
'E 03 Tebot end-effester
3 F poaition
£
£ 2003
g
& 3
x —400-;
2
8
~6007 werkplees position
—800; intereeption phise —mrmrtete—emm— mem:nt- -
- loms-mmm
0.0 1.00 2.00 3.00 4.00 5.00

time (9sc.)

Fig.4.14b Productive Space of RT Model (vc-100mm/sec vr-200 mm/sec s=10mm)

117




sowmnatirean

Linlt 620me —1-

'E 0 redot end-effecter
3 position
A
;.§—200
]
]
v
x -~ 400 [ :r;guen
£
- ~600 workpises position
- 4 amm——————————— ) .Y - Sm—
800 interssption phase l:::l:“mn
= 1000} v v rr T TR T T e T T T T TR T T T T
0.00 1.00 2.00 3.00 4.00 5.00

Fig.4.14c Productive Space of RT Model (vc-IOOmm/sec vr-200 mm/sec

400

200

T o
£
c
2-200
[ ]
[ ]
T
* -400
8
(4

Fig.4.14d Productive Space of RT Model (vc-IOOmm/sec vr-200 mm/sec

time (sec.)

robot end-effector
pesition

workpliece pesition

= intevesption phese snehrene. «—
lsation phase

00 1.00 2.00 3.00 4.00 5.30

time (sec.)

118

s=25mm)

g=S0mm)




dowms tress
1iatt 620mm —p-

400

200 &30

an
workapace

[=]

n
3

H
8

robot x—pasition (mm)

orkpiece posjtion

&
3

interception phase e SYNORFONI S SION e
phase

&
8

120222238

-‘000 "'T"""l'l'lllIT"IIIIT'II'll'l"""""!'T""

0.00 1.00 2.00 3.00 4.00 5.00
time (sec.)

Fig.4.15a Productive Space of MI Model (vc=150mm/sec vr-ZOOmm/sec )

R
-
400 < )
200 32 e
g workspace
— 3
E 03 robot .nd-crrooto:/
E 3 position
- E
8 2003
§ : jks‘ﬁgum
i 3
% - 4004
= _soo.f rkpiece position
—800-;"‘ s=— s interssption phese ~~—-emtemerermm m:hmlnum —
3 l
—‘ooc:""'Il""""l"""lll'll'"'Yl!l"""r’""'
0.00 .00 200 300 400 500
time (sec.)

Fig.4.15b Productive Space of RT Model (vc-150mm/sec vrs200 mm/sec s=10mm)

118




400
200 4 290 am
a wiriopase
E robot end-affester a
T o3 position
3 3 /
§ oo
3‘5-200-: Ftual
3 somgtlm
8 4 nt §
) p
* ~4003
3 3
9—500-5 workpieos position
4n
—800—;——-—"\3.”."‘“\ PhABe  cemressbt——— :zg?;ﬂl;ﬂ:—
- lOOOE T T T Y T T T T T T T T T T Ty
0.00 1.00 2.00 3.00 4.00 $.00
lime (sec.)

Fig.4.15¢c Productive Space of RT Model (vc=150mm/sec vr-200 mm/sec  s=25mm)

Domstrean

400 3inlt 620mm—~

730 ae
workemos

200

robot end-effector
position

T o

E

o’

- I S

2-200

[

o

v

x -400

- -600 workpieco position

-800 intarseption pha Sm—— S ——— ——

on se m:mlntlm

-'(00 l‘l'l'(rl"!!t!"ll“"'l"Ill"'l'l"'l""'_'_V"T"

0.00 1.00 2.00 3.00 4.00 5.00

lime (soc.)

Fig.4.15d Productive Space of RT Model (vctisomm/sec vr-200 nn/sec s=50mm)

120




Table 4.2 : Productive Space Comparison of MI and RT Models

Graph Model 5 productive gpace
(mm) (mm)
14a Minioum Time / 830
14b Reduced Torque 10 810
l4c Reduced Torque 25 8s0
14d Reduced Torque 50 870
15a Minimum Time / 830
18b Reduced Torque 10 790
15¢ Reduced Torque 25 750
154 Reduced Torque 50 710
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4.4.2 Torque Comparsion

The drastic change of the end-effector in x-direction at the
interception point causes a large torque transient at Joint #1 motor.
The objective of this section is to concentrate on comparing the Jjoint
#1 torque transient required in both models. Although six Joint
torques have been computed, only Joint #1 1s shown for the discussion.
The Joint torques are computed by inputing the joint positions In
real-time. The Joint positions are then differentiated
numercially(Appendix F) offline to obtain the Jjoint velocities and
accelerations. With the joint positions, velocities, accelerations and
the inertia parameters, the joint torques at each 1teration can be
calculated through the Newton-Euler inverse dynamics model. For
detalled analysis on these dynamical equations, the reader is advised
to refer reference(11]. Detalled modelling is beyond the scope of this
thesis and the final form of the equations can be referred to the
Appendix G.

The major drawback of the MT model is to have a torque spike at
the interception point which causes Jerky Joint motion. Two velocity
profiles are shown in fig.4.16. Fig.4.16a shows the Joints #1 to #3
velocity trend of the MT model and fig.4.186b shows the Joints #1 to #3
velocity trend of the RT model. It can be observed that the velocity
profile of the MT model is more Jerky than that of the RT model. The
velocity profiles are just to give a general overview of the trends.
The actual numeric comparison are the torque differences which will be
shown in the f£ig.4.17. Fig.4.17a to fig.4.17g shows the experimental
results of the torque comparison. The curves represent the computed

torque of Joint #1. It §is observed that there is a spike in the
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transition between the interception and synchronisation phase. The
spike is due to the drastic change of the end-effector direction at
the interception point. Fig. 17a shows the torque of Jjoint #1 of the MT
mode]l in one operation cycle. Fig.17b to fig.17g show that torque of
Joint #1 of the RT model with various transition distance ‘s’. It can
be found that the MT model has a maximum Jerky torque transient up to
=260 Nm. It 1s shown that the torque transient can be reduced by using
the RT model. The experimental results are summarised in the

following Table 4.3 :

Teble 4.3 Torgque Transient Comparison

Graph Model s Maximum Torque %
(mm) Transient

17a Minimum Time / ~260 Nm 100
17 Reduced Torque 0 =120 Nm 46
17¢ Reduced Torque 5 - 85 Nm 37
17d Reduced Torque 10 - 70 Nm 26
17e Reduced Torque 15 - €5 Nm 25
17f¢ Reduced Torque 25 ~ 85 Nm 25
17g Reduced Torgque 50 ~ 65 Nm 25

By using the RT model , Table 4.3 shows that the joint #1 torgue can
be reduced. Further reduction can be achieved by increasing the
transition distance ’‘s’. As shown in Table 4.3, the torque can be
furthur reduced to 25% of the MI model. The torque cannot be furthur
reduced because certain torque is still required to hold the arm and

to maintalin the smooth motion.
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4.4.3 Synchronisation Performance

The synchronisation error 1s the position error between the
end-effector and the moving workpiece on the conveyor. In particular,
it is important in the on-line assembly operations. The objective
here 1s to evaluate the error offset between the robot end-effector
and the moving workpiece during the synchronisation phrase by taking
the time delays in section 4.2 into consideration. Fig.4.18B shows the
behaviour of the robot when controlled by a control scheme in which

all time delays(r., T, ‘t.) are set to zero. The robot trajectory is

d
represented by the three separate curves (x, 'y, z). Let us concentrate
on comparing between the x=-position curve and the workpiece position.
In both simulation and experimentation, it is observed that after
interception, the robot tends to overshoot, and then lags behind the
workplece during the synchronization stage. While the velocity error
is relatively small, the position error is typically approximately
equal to 4 times (‘l’./'t') the product of the sample period (‘t') and
the speed of the conveyor (vc). The implementation of this control
scheme is relatively simple, but the performance is clearly not
suitable for applications which demand positional accuracy. By
incorporating the provision of the various important time lags into
the control scheme through the use of equations (4.1) to (4.12),
dramatic improvement in accuracy is observed.

Some results arising from the simulation studies and from
experimental runs of the workcell are presented in the following
sections. Section 4.4.3.1 discusses the simulation technique. The
sections 4.4.3.2 and 4.4.3.3 compare the simulation and the

experimental synchronisation performances of the two models. In all

subsequent sections, emphasis i{s only on the x-position only. [h: y,2z
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errors are not being a function of conveyor speed (i.e.

quasi-static

process) and therefore they are neglected in the following

discussions.
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4.4.3.1 simulation technique

The model of the path simulation is shown in f£ig.4.18. The
simulation model ccansists of three blocks -~ Initiallsation Block,
Interception Block and Synchronisation Block. The inputs of the
Initialisation Block are the conveyor velocity A number of the image
frame of the workplece n, and the image processing time per {rame
tp‘_. It calculates the initial workpiece position. One of the models -
MT or RT can be used in the Interception and Synchronisation Blocks
and they require the following inputs :

. workpiece position and orientation ( Xc. Yc in chapter 2)

. robot home position ( point A in £ig.4.3)

. robot velocity ( v, )

. controller delay time ( T T T, in section 4.2 )

d

. conveyor velocity ( v, )

. workpiece x-position ( p")

. robot end-effector descending velocity ( vz)
The movement of the workpiece at each iteration can be updated by the
distance of the conveyor travelling at the speed v, during the period
of the sampling T,
i.e. p“[k] = pw[k-ll +v, T,

With respect to the updated workplece position at each 1iteration,
accunulative commands are then calculated by the path model (MT or RT).
The robot positions are updated by the summation of the accumulative
commands.

p_[k-1] = Zr [1)

rx X

p_[k-1] = Zr [1]

ry y

pu(k-ll = zrz[i]
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The robot

and workplece positions are

corresponding to the specfic time ¢t

then stored

in a

file

= kr'. The synchronisation

performance can be indicated by comparing the offset between the

workpiece position prx[k] and the end-effector position pHx[k].
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4.4.3.2 MT model synchronisation performance

Fig.4.20 shows the improved synchronisation performance of the
robotic workcell for three different conveyor speeds. While the
simulations (left column of fig.4.20) show perfect synchronizatiocn
between the robot end-effector and the moving workpiece, the
experiments still show minor errors that vary from 1.0 to 2.5 mm for a
conveyor speed range of 100 mm/sec to 150 mm/sec. The overshoot in
each case is correspondingly reduced. By manipulating the
x-incremental commands &8s given by equation (4.8), one can obtain
higher degrees of success in reducing or eliminating this overshoot.
However this fine-tuning does not seem to have appreciable effect on
the synchronization errors.

To investigate the integrity of this control model, severe step
disturbances in the conveyor speed are imposed, and the results are
shown in fig.4.21. During each of the three runs, the conveyor Iis
brought to an abrupt stop at time t‘ and then restored to its original
speed moments later at time tb. In all cases, the system is observed
to be well-behaved, with no appreciable increase in positional errors
when compared to fig.4.20.

The insignificant e:.or- can be attributed to the following
factors:

(n) there is an observed discrepancy (0.2% average) between the robot
positional reading as provided by the VAL 1l software of the PUMA
controller and that monitored by the data acquisition system developed
for this purpose.

(b) the forward kinematic model that 1is used to transform the

acquired Joint data 4into world-coordinates (x,y,z etc) probably
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contributed an error of ¢ 0.5 mm in the x-direction;

(c) the conveyor speed controller is capable of regulating to no

better than 1% .

4.4.3.3 RT model synchronisation performance

A series of tests have been experimented by varying the robot
and conveyor velocities. Fig.4.22 shows the synchronisation
performance of the RT model. The simulation results (right column of
£1g.4.22) and experimental results (left column of £ig.4.22) show
that the synchronisation performance of the RT model is very good.
However, the accuracy depends on the range and ratio of the robot
velocity and the conveyor velocity. The relationship of the
synchonrous error, conveyor velocity and the effector velocity is
summarised in the £ig.4.23. By using proper combination of robot
velocity and conveyor velocity, one can limit the synhronisation error

to within 1.0- 2.0 mm.
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4.5 SUMMARY

This chapter shows the importance of taking the time delays
into the control models. By experimentally determining these

4 Ta and A, one can adopt the described

characteristic delays T T
discrete control models to design a synchronization control scheme for
a robotic workcell. These models have been demonstrated to be very
well behaved as regards position errors and sensitivity towards
conveyor speed disturbances.

The MT model is recommended to be used in the small on-line
assembly appplications. The reasons are

1) it provides larger productive space;

2) the synchronisation performance is more accurate under any

combinaticns of robot and conveyor velocities.

In case of handling large industrial parts, the RT model s
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recommended to be used because it requires less torque.

One should recall that the models presented here is by and
large an open loop control scheme, the Joint feedback data being used
only for monitoring purposes and not incorporated into the overall
control loop. An coverall feedback feature will be described in next
chapter. It becomes possible to achleve a greater degree of adaptive

containment of the system errors.
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Chapter S

OVERALL FEEDBACK TASK

5.1 INTRODUCTION

The synchronisation performance (MT model) shown in £ig.4.20 is
more or less limited to initial transient after the interception
point. However, as time goes on, the position error tends to
accumulate and grow typically as in fig.5.1a. Fig.5.1b shows magnified
scale to indicate the trends of the synchronisation offset. 1f the
conveyor and robot veloclities are not carefully chosen for the RT
model, <fig.4.23 shows that the worst case would have the
synchronisation error up to -iSmm to +15mm.

In order to compensate such errors, two possible strategles can
be used :

The synchronisation offset can be pre-calibrated under
different operating conveyor velocities, robot velocitlies and
synchronisation period. At the time of on-line operation, the offset
is then incorporated inside the control algorithm. This method may not
be efficient nor accurate because of the unpredictable changes of
environment , e.g. disturbance of the conveyor velocity.

Another strategy is to provide an overall feedback of the
actual end-effector cartesian position. It provides higher adaptive
capabilty toc compensate for the offset at any operating situation.

This chapter discusses the overall system feedback control
loop. Section 5.2 formulates the feedback control model in discrete
form. Finally, the experimental results of the MT and RT models would

be discussed in section 5.3.
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5.2 CONTROL MODEL
S.2.1 Overall Feedback Control Loop

The control models described in chapter 4 are implemented in
the hierarchical controller. The incremental position commands are
inputed to the motion controller through the ALTER port. The robot
control is still dedicated to the motion controller. However, the
motion controller is limited to be accessed or modified by the users,
e.g. position feedback. In order to improve the synchronisation
performance, a Joint angle data acquisition circultry (Appendix B) is
used to obtain the instantaneous Joint positions to calculate the
actual robot end-effector position as the overall position feedback.

Fig.5.2 shows the schematic of the overall feedback controller.
The path generator has the inputs of the workplece geometrical
position and orientation ( Xc. Yc, 6 ) from the image processing task.
For every 28 msec, the path generator samples the updated workpiece
position P, and velocity A from the tracking circuitry. The path
generation model calculates the incremental mo{ion commands ( r. ry.
r ). The commands eare then fed to the robot controller to move the
robot. The path generator keeps updating the movements of the robot by
adding the incremental position commands. The robot motion controller
consists of the inverse kinematic model to transform the cartesian
motion commands into the joint motion commands. The individual Joint
controls are carried out by six Jolnt servo which are situsted inside
the motion controller. The overall feedback controller consists of s
forward kinematic model(appendix H) and a PID controller. The Joint
angles are fed into a forward kinematic model to compute the actual
cartesian end-effector position at kth iteration X, {kl]. The value

ct
x t[k] is then compared with the current workpiece position p'[kl.

ac

142




The error is fed into the PID controller to calculate the output LI
The position error LI is then superimposed on the incremental command

r. to compensate the synchronisation offset.

5.2.2 Overall Feedback Controller Algorithm

The overall feedback control model uses a proporticnal-
integral-derivative s&lgorithm inside the controller. The three
controller parameters are the proportional gain Kc. the integral time
T’ and the derivative time Td. The following 1s the formulation of the

overall feedback control algorithm.

i d e
let e =X {e + _[e at + T _"} .. (5.1

xo ¢ % T x d de
i

The corresponding digital form ls derived as follows :

At kth iteration, the equation (5.1) can be expressed into the

following equation,

kT
s Kk X
I e[kl dteZ e[ilT =< $eli) ...(8.2)
¢ x 150 ¥ s $ 1.0 ¥
d e [k] e [kl - e [k-1]
x
dat & ...(5.3)

T
e
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Substituting equation (5.2) and (5.3) into (5.1),

] k d
elk]-K{e(kl" Teli] + [e(k]-etk-ll]}
b {] [ x -r 120 x T x X
1 .
... (5.4)
Simllarly,
‘l'. k-1 Td
e [k-1] = K{e (k-1]+ Teli] ¢+ — [e [k-1] - e [k-2] ] }
b (-] c X -r 120 X T E 3 x
! s
...(5.5)
Subtract equation (5.4) from (5.5),
TI
e [kl - e [k-1) = K {le[k]-e[k-1]+ e (K] +
xo 20 -4 X x T E 9
i
Td
[ e k] - 2e [k-1] + e (k-2] ] } .\ (5.8)
s x x x
Therefore, e”[k] can be expressed by
exolk] = exolk-ﬁ + l(1 ex[k] + K2 e [k=1] + Ka ex[k-zl «..(5.7)
‘l" 'rd
where K =X { 1+ + }
1 [ T <
d [ ]
2T
d
Kz = Kc { 1+ T }
s
K Td
Ka =

145




Let rx(kl be the {ncremental position command calculated by the
spatial path generator

Let r;[k] be the incremental position command to actually move the
robot

The synchronisation offset can be compensated by eadding the
incremental position command rx[k] with the error output e”(k]. Thus,

rIx) = (k] +e [K] ...(5.8)
o x b {-]

5.3 EXPERIMENTAL RESULTS
5.3.1 Controller Tuning

There are infinite number of combinations of the three
parameters, Kc, T’, T g and different sets of parameters may have
different responses. Tuning is & process to find out the optimum
setting so that the response can meet the required specifications. The
criterion for this overall feedback controller is to maintain the
synchronisation error within 1.0Omm.

Generally speaking, there are two types of tuning techniques --
open~loop and closed-loop. For the open-loop tuning, there are
Reaction Curve Tuning(87] and Analytical Tuning[96] methods. However,
these open-loop tuning techniques have their limitations and therefore
sometimes a true closed-loop response cannot be obtained. For example,
the required system time-delay in the Reaction Curve Tuning model may
not be very accurate to evaluate the controller parameters. And the
Analytical Tuning method only restricted to the pure second order
system which may not be adequate to model a E-dof robot. In order to

observe a true ciosed-loop system response, the closed-loop tuning

methods are preferable. There are three common closed-loop tuning
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methods.
. trial and error
. minimum error criterion

. continuous cycles method

The first method is by trial and error(58). First of all, the
integral action and derivative action are removed by setting the ‘I‘l to
be very large and T p to be 2ero. The proportional gain Kc is set to
approximately 0.5, Then, the wvalue of Kc is doubled for every test
until the system becomes underdamped and oscillatory. At this time,
the gein is called the nltimate gain. The ultimate gain is then
decreased by a factor of 2.0 to become the proportional gain of the
system. The same technique is applied to the the integral actions by
decreasing the 'I'l a factor of 2.0 until the system starts to be
underdamped. After the values of Kc and 'I‘! are determined, the value
of the Ta is doubled for every trials until the noise become
significant appeared in the system response. This method is simple.
However, 1. does not necessarily come to the optimal settings.

The second closed-loop tuning method is called error integral
criterion. It finds the optimum settings of a controllier by means of
evaluating the minimum integral error from 2 closed-loop transfer
function[74]. Considering a time response of &a gystem |is

characteristized by a2 relation :

o-rr [e[t]. t}dt

0

where F is a function of the system errcr and the time
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It i1s known that the error can never be zero in a realistic
system. The only way to find the optimum settings of an controller is
to evaluate the minimum values of the error. 1If ¢ is a function of the

Kc. 'I'x and 'rd. then the condition will be optimum when

8¢
-—_.o
8 K
c
3¢
am——— % )
8'1'i
8¢

— % O

a'rd

With proportional control, the error will not be converged
because of the steady state error. For integral action, the integral
error can be converged, i.e. the ultimate error is zero. The tuning
procedure of this method is more complicated since the closed-loop
theoretical models of the controller and the robot is not easily to be
formulated for optimisation.

The Continuous Cycle Method[87] is a classical method developed
by Zielger and Nichols. It is also an efficient and practical method
to tune a controller. First of =all, the integral and derivative
actions are taken away. The proportional gain Kc is {increased
gradually until the system starts to oscillate. At this time, the
value of Kc is the ultimate gain Ku and the period of oscillation is
Pu. According to Zielger's suggestion, the optimum settings for the Pl
control is the following,

l(c = 0.45 Ku
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T = z ...(5.9)

The optimum settings for the PID controller are,

K = 0.6K

[ u
Ptl

T: - 2.0
P

T, = : ...(5.10)
8.0

This method eliminates the tedious procedures of trial and error.
Possibility of inaccurate model is also eliminated. It is therefore
preferable to wuse this technique to tune the overall feedback

controller,

5.3.2 Performance of the MI Model

Fig.5.3 shows the effect of synchronisation performance by
increasing the value of Kc (0.5, 1.0, 1.25) without the integral and
derivative actions. In the case of Kc to be 1.0 (fig.5.32) , the
synchronisatic. error starts from 1 mm. However, as time goes on, the
error keeps on accumulating up to about 5.5mm at 15 seconds. By
doubling the proportional gain, 1i.e. Kc = 1.0, there are greater
restoring force to reduce the maximum error to 3.5mm (fig.5.3b) By
increasing the Kc to 1.25, the system oscillates with increasing
amplitude at a period of 0.4 second. Therefore, the values of Ku and
Pu are set to be 1.25 and 0.4 sec. For an optimal PJ] controller by

referring the equation (5.9), the values of !(c and ‘I‘l are,
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Kc- 0.45 ®* 1.25 = 0.5625
T‘ =0.4/71.2 = 0.3333
For an optimal PID controller as stated in equation (5.10), the values
of K, Tand T are,
[ i d
Kc = 0.6 *1.25 =075
'r‘ =0.4/20=0.2

Td = 0.4 /8.0 =005

Fig.5.4 shows that the Pl control scheme can reduce the error
but it 1is not completely eliminated. The graph shows that the
synchronisation error fluctuates around #1.0mm with an average steady
state offset +0.5mm. The time required to errive the steady state
takes about 1.5 seconds. By using the PID setting in equation (5.10)
,§1g.5.5 shows that the average 0 mm offset can almost be obtained
and the settling time only takes about 0.75 seconds. However, the
response has more oscillated ripples than the PI control scheme. Thus,
eliminating the derivat've action would achieve better synchronisation
performance. The reason of the ripples may be due to the inaccurate
system delays of the overall control loop. To fine tune the system by
modifying the optimal settings of Kc to 0.6 and 'r‘to 0.4 (fig.5.8),
the noise ripples is slightly reduced. It fluctuates around £0.5mm and

the steady state offset 1s about 0. 2mm.

5.3.3 Performance of the RT Model

By applying the same technique to the RT model, the system
response with KC-O.B and T:'°‘4 is shown in the fig.5.7. The initial
10mm offset can be restored back to 1mm steady offset error within 8

seconds. Tanerefore, even though the improper combination of the

150




conveyor and robot velocities are selected, the large error due to

the approximation of the elliptical integral can be easily compensated

on-line by the overall feedback. Thus, a smooth trajectory and
sufficient mccuracy can be achieved by using the RT model by

incorporating the overall feedback.
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5.4 SUMMARY

This chapter has discussed the strategy of the overall centrol
loop. The overall feedback control model has been formulated to
compensate the accumulated synchronisation errors. The overall
feedback controller has also been implemented by using the P, PI and
PID control schemes. It has been shown that the P-scheme is not able
to eliminate the offset error. The PlD-scheme can eliminate the offset
error to $0.5mm, however, it turns out to have large nolse ripples. By
using the PI-gcheme, the synchronisation error can be controlled
within +0.2 mm with 20.5mm noise ripples. The noise ripple pay be due
to the inaccurate system delays. By incorporating this feature in the
hierarchical controller would have greater degree of adaptive

containment to perform on~1line assembly task with higher accuracy.
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Chapter 6
C.ONCLUSION AND SUGGESTIONS FOR Fu. ''RE WORK

This thesis has addressed the development of an multiprocessor
based lntelligent robotic workcell for on-line industrisl material
handling and task assembly application involving a conveyor 1line
system. The transputer-based workcell hierarchical controller is able

to handle multiple tasks ii: real-time operations as follows :

. It is able to detect the workplece position and orientation in a

simple and efficient way.

. It generates the spatial paths to intercept and ultimately
synchronise with the moving workplece. Two control models have been
formulated and compared. The ‘Minfmum Time’ model takes =a shortest
path to achleve the rendezvous with the moving workpiece and then
synchronise with it to perform productive action. It provides larger
productive space. However, experiment shows that large torque is
required in joint #1 to reverse the direction of the end-effector at
the interception point. Thus, it 1s suitable to be used in small
on-line assembly applications. For handling large industrial parts,
the 'Reduced Torque’ model is recommended because its smooth spatial
path only takes 23% of the joint #1 torque which is required in the M
model. In other words, the robot can sustaln higher payload (« S00%

more).

. The spatial path generator alone tends to accumulate the
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synchronisation error as time goes on. In order to provide an accurate
synchronisatic~, overall feedback is used. It is found that the PI
scheme 1s the most suitable control law of the overall feedback
controller. By following the Z2ielger and Nichols continuous method to
tune the controller parameters, the synchronisat n performance 1is
ultimately reduced to fluctuate within 1.0 mm error. The small
synchronisation ripples are probably due to the inaccurate matching of
the control timing delays of the motion controller and the

hierarchical controller.

At the present time, the primary image data acquisition and
processing technique is only limited to recognise the 2D workpiece. An
additional camera can be incorporated to provide a stereo vision
system to recognise the 3D worlkpiece so that the workcell can be

applicable in wider areas of operations.

The synchr-onisation performance can be improved by two options.
First, the control elements, 1including the hlerarchical controller,
robot controller and the robot, can be dynamically modelled by using
the z-transform. The discrete control model may be more accurate to
match the timing problem. By re-adjusting the spatial path control
algorithm, hopefully the ripples can be minimised. However, the
discrete nmodel sometimes may not be easily formulated because of the
limited accessibility of the motion controller. The second approach is
to replace the motion controller by a customised unit, e.g. adding
more transputers to carry out the motion control task. All the control
algorithms are customised developed and tested. Under such situation,

the system timings and the robot behaviour can be accurately predicted
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and modelled. The ripples may probably be eliminated.

In the system has been presented, the workplece is initially
located with the stationary camera and subsequently tracked by the
belt encoder. However, if the conveyor 1is subjected to vibrations
which are often happened in industrial environments, the workplece may
have drifts relative to the conveyor. Therefore, additional adaptive
features can be incorporated to detect such unpredictable position and
orientation drifts. To provide a solution, a technique which is called
the incremental image processing has been developed. The technlique and
its formulation are described in appendix 1 in details. The concept of
the technique is to use a small auxiliary camera mounted on the robot
wrist to detect certain invariant features of the moving workplece.
The features are then compared with those features in the primary
image. The position differences of the features are then transformed
into the ©position and orlentation drifts. The preliminary
implementation resuit can detect within 0.45° orientation drift and
imm in the xy-drift under the situation that the velocity of the
workplece and the effector are zero. The complete implementation for
detecting different cases of critical features is left for the future

development.
For a long term development, the architecture of the

hierarchical controller can be expanded by adding more transputers to

form a multi-device and multi-robot workcell controller.
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A Register Address and Flowchart of the 2.1.1.2
Idetix Camera Software Driver

B Joint Feedback Data Acquisitlon 2.4.2
Circultry

C Comparison of Common Multiprocessor 3.4
Systems

D Limiting Speed Ratios between Robot 4.3.1.1
and Workpiece of MI Model

E Numerical Solution of the Elliptical 4.3.2
Integral

F Numerical Differentiation to Evaluate 4.4.2
Joint Velocities and Accelerations

G Newton-Euler Inverse Dynamics 4.4.2
Formulations

H Forward Kinematics of the PUMA 560 5.2.1
Robot

1 Incremental Image Processing chapter 6

J . Architecture of an Intelligent Robotic 1.1
Workcell for Synchronisation Control

K Auxiliary Camera Transeceiver/Strobe 1.3
Light Circuit

L Classes of Industrial Workpieces 1.4
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APPENDIX A

RecisTER ADDRESS AND FLowcHART OF THE IpeTix CaMAERA SorFTwarRe DRIVER




Fig.A.1 shows a software driver to input an image from the
idetix camera. Fig.A.2 shows 2 software driver to reset the camera
controller. Filg.A.3 shows a software driver how the camera controller
parameters are actually downloaded. It has to be sured that the
camera is not in transferring process before any downloading. There
are two kinds of downloading process. One is to download the command
register to take single frame, continuous frame or to stop the camera.
Another one is to download a complete set of parameters (18 bytes) to
the controller. A service bit is used to indicate that the controller
is free to be downloaded. The default settings of the parameters are
listed in Table A.1. The bit settings of the command and status
register are listed in Tables A.2 and A.3. The camera controller uses
the Direct Memory Access(DMA) method to get the image into the memory.
However, the DMA method does not allow the data buffer across the
boundary of two 64k segments. Therefore, fig.A.4 shows a technique to
allocate two buffers. In case of one buffer across the boundary,
another buffer will be assigned. Fig.A.5 shows the procedures to

initialise the DMA registers and DMA channels.
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IABLE A.1 IDETIX CAMERA CONTROLLER PARAMIERD

BYIE # 1
1 Commanid Register Ox12
2 Refresh Start Address 0x0000
3 LSByte Refresh Last Address Oxfe
4 MSByte Refresh Last Address Ox00
5 LSByte Row Start Address OxB1
6 MSByte Row Start Address Ox00
7 - Row Address Increment 0x02
8 LSByte Row Last Address oxff
8 MSByte Row Last Address Ox00
10 LSBytc Column Start Address 0x00
11 MSByte Column Start Address Ox00
12 - Column Address Increment 0Ox02
13 LSByte Column Last Address Ox00
14 MSByte Column LAst Address 0Ox01
15 - Soak Strobe Count 5
16 Least Significant Byte Exposure

Time 0x80
17 - - Most Significant Byte Exposure 0x00

Time
18 === Camera Head MUX Select Ox0f

(None = OxOf Hex)

ABLE A.2 APDR-ZSS 0X260 - COMMAN 1
Bit Indication

1 0 = Single Frame Off, 1 = Single Frame On
2 0 = Continuous Frame Off, 1 = Continuous Frame On
4 0 = Low Exposure Range (.1 ms to 6.5 sec.)
1 = High Exposure Range (10 ms. to 600 sec.)
6 1 = Sequencer Test Mode On
10 0 = Download Command Register Only
1 = Data Download to Follow
20 1 = Enable Strobe Input Mode
40 1 = PC Test Vector Mode On

80 not used
Address 261 HEX - TEST DATA INPUT
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ddr (<] - Stat R ter

Bit Indication

1 1 = Register Byte Serviced ( A 70 us delay must be
implemented after this bit goes high before writing the
next byte)

2 1 = Command Set Download Complete

4 Transfer Complete

8 0 - IS32A, 1 = ]S256

10 not used

20 not used

40 not used

80 not used

Address 261 HEX - Pixel Count Register ( Nibbles 1 and 2 )
Address 262 HEX - Pixel Count Register ( Nibbles 3 and 4 )
Address 263 HEX - Pixel Count/Address Register

Address 264 HEX - Test Data Output Register

Address 265 HEX - Reset Hardware
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Fig.A.l Software Driver to Activate the Idetix Cameras
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sol parameter
Sulfer paunter

turm off Lhe
intarrupt

check

service bit is
Nigh or low
L d

!
update the wnits o byte to
Suffer pointer port 0x260 ent with errore
|
|
delay

Ne

Fig.A.3 Software Driver to Download Farameters to the Camera Controller
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‘ start )

define imeage
bufler size =
max_buf_size

aliocate two
memory buflers

workmap, bitmap

buffer no. = |
use workmap
buffer

it

workma
ofiset +p Yes

max_buf_size
> 64k |
?
use bitmap buffer

buffer no.=2

No

( slop }

Fig.A.4 Software Driver to Check Dia Buffer
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‘ start >

set mask regisier
output 0x05 to port Ox0a

!

set moae regisier

single mode

adaress increment select
autoinitialisation disable
write transfer

channel 1 select

output 0x55 to port OxOb

rese! lirst/last flip flop
output 0x00 to port O0x0c

!

cajculate the DmaPage
address and DmaOf{set

address
|

1

write the DmaPage
address to port 0x83

]

write the DmaOffset
address to port 0x02

!

write the number of

transferred byte
to port 0x03

f

unmask DMA channel !
output 0Ox0! to port Ox0Oa

i
stop

Fig.A.5 Software to Initialise the DM Channel
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APPENDIX B

JOINT FeepBack DATA AcouisiTioN CIRCUITRY



S

B.1 INTRODUCTION

The purpose of this circultry is to obtain the robot Joint
angles in real-time. The Joint angles are transformed into cartesian
coordinate by a forward kinematic model so that the synchronisation
offset can be compensated. The circuitry is composed of the following
modeules : .
(a) Pulse Conditioning circuit (fig.B.1)
(b) Direction Decoding Circuit (fig.B.2)
(c) Counting Circuit (fig.B.4)

(d) Address Decoding Circuit (fig.EBE.5)

The data acquisition consists of six modules (a), {(b) and (c)

for the corresponding six robot joints.

B.2 ENCODER PULSE CONDITIONING CIRCUIT

As shown in the fig.B.1, the output of the encoder A, B are
connected to the buffer followers UlA, UiB, UlC and UlC. Between the
followers are the low pass filters consisted of R3, Cl, R8 and C2.
This module has two purposes - isolation and filtering.

Since the joint encoders are connected to the motion controller
to carry out the Joint motion control, this module is used to provide
a high impedance to isclate the data acquisition circuitry and the
motion controller. Otherwise, the sink-current back to the robot
controller would create unpredicted robot motion. The second reason is
to provide the filters to take away the high frequency unwanted
signals. The low pass filter limits the bandwidth of the signal sent

to the comparators U2 and U3 to approximately 144 KHz. The comparator
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compares its input signal to a 2.5 volt reference and provides § volt
output if the input 1s greater than 2.5 volts, or O volt if the signal

is less than 2.5 volts.

B.3 DIRECTION DECODING CIRCUIT

The direction decoding circuit (£1g.B.2)[76) is a logic to give
count-up or count-down signal to the counters according to the lead or
lag of the pulse train A and B. Fig.B.3a shows the pulse train of A
and B in one direction and fig.B.3b in the opposite direction. The
Table B.1 shows the inputs of the Jjoint encoder pulse trains to have

the same direction signs with the PUMA 560 robot controller.

B.4 COUNTING CIRCUIT

There are six 16-bit counters (fig.B.4) for each Joint to
measure the Jjoint angles in real-time. Four binary up/down counters
LS193 are casacaded to form a 16-bit counter for each Joint. The
counters can be preset. The up and down pins of the least significant
nibble counter are connected to the direction decoding circuit. The
value of the counter is hold in two LS373 latches while in the reading
operation. The resolution of the counter for each Jjoint are shown in

the Table B.2.
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B leads A by 90 degrees

Fig.B.3a Pulse Train of A and B in one Direction

ppacpoee ] L_ L LT
248 et SN S B S B

A leads B by 90 degrees

Fig.B.3b Pulse Train of A and B in Opposite Direction
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Joint &

s
[+ 3
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NDUId LN -
w>Wd>w>

TABLE B.2 RESOLUTION OF THE JOINT COUNTER FOR PUMA SE0 ROBOT

Joint # resolution(deg.)

0.0230
0.0187
0.0268
0.0188
0.0200
0.0188

DU WN -

B.5 Address Decoding Circuit

The Joint counters are the IBM~PC parallel ports. Address
decoding circuit (fig.B.5) is required for locating the bytes for each
Joint counters in the READ and WRITE operations. Each Joint counter
which has two bytes requires two 1/0 address spaces. Therefore,
totally twelve I1/0 address are required for the data acquisition.
Referring to the circuit diagram shown in £ig.B.5, the 1/0 addresses
are startirg from Hex 380 to 38F. Only the twelve addresses from Hex

381 to 38C are used.
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APPENDIX C

CoMPARISON OF COMMON MULTIPROCESSOR SYSTEIMS




Coprocessor CPU mips High Max.No. On-Br. Host Price
Board Level of RAM per
Lang. Boards Board

US Dollar

Transputer T800/ 10 Yes four/ 1-8 Mb 'many 4600

(20 MHz) FPU Board (2000/
addition
processor)

TMS320C25  TMS320C25 10 No 15 256k IBM 1500

PC Coprocessor (Asm25) PC

(40 MHz)

Quantun Clipper 7.5 Yes 1 4Mb IBM 5000

(33 Miz2) PC

PC 4000 RISC 4000 5-8 forth 6 512k IBM 1600

(4 MHz) PC

D64180LP HD64180 5.0 Yes 4 64k IBM 600

(6.144 MHz) 280 based PC

PC~Turbo 80286/ 4.0 Yes 2 1Mb IBM 1300

286e 80287 PC

(10 MHz)

PCB8K2 68020/ 3.8 Yes 1 1Mb IBM 3300

(10 MHz) 68881 PC

PC-Elevator 80386/ 3.4 Yes 1 iMb IBM 2600

(8 Miz) PC

Harmony 68020 3 Yes 16 4Mb Sun 20000

(16 Miz)

PCE8K1 68000/ 1.5 Yes 1 1M IBM 2000

(10 MHz) 68881 PC

DSI-780 68000/ 1.3 Yes 4 iM IBM 2200

(16.67 MHz) 68881 PC

* IBM-PC, VAX, Mac, Atari

190
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1000 <
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02089

Auoursre)y

9008
3018A313-0d
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09190
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Fig.C.1 Dollar/Mip Comparison
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APPENDIX D

LimiTiING SPeep RATIOS BETWEEN RoBOT AND WoRrkPIECE OF MT MobpEeL




The interception scheme described in Section 4.3.1.1 not always
produce a rational solution for m{k]. In order to do so, the
discriminant of equation (6) has to be greater than zero:

2 2 2 2
C [klv [k] C (k] + C_ (k] + C [k]
{ 1 ¢ } . 2 2 3

V2 - v3[k] v2
r -] r

- v3[Kk]
[-]

{ C,lklv_(k] }* + { V2= v2Ik] }{ CPlk] + Colk] + Cilk] } = O
] r c 1 2 3

...(D.1)
Normalising by the term Cllk]vc[k]. (D.1) becones,
2
v C:[k] C:[k]
1+ { ; - 1Y {1+ — * — } z0
velk] CSlk] Cilk]
¢ 1 1
... (D.2)
vl'
Let r = -;ZTE] and
C21k] ciixl
f= {1+ = 3 } ... (D.3)
Cllk] Cl[kl

The following conclusion may be drawn:
If r 2 1, solution of m(k] always exists. If r < 1, then
g=1+(r-1)*"f20

has to be satisfied in order to solve the real-time path equation. A
plot of g and r is shown in fig.D.1. The closer the ratio of r to 1,
the higher 1s the possibility for g to be greater than zero for

different values of 'f.
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Fig.D.1 Conditions for Existence of Real~-time Solutlion
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APPENDIX E

NUMERICAL SOLUTION OF THE ELLIPTICAL INTEGRAL




Supposing that thers is an ellipse shown in fig.E.1 with a
major axis ‘a’ and a alnor axis ‘b’. The ellipse has the equations
(12] as follows :

X =acost y=bsint

The length of the arc AP can be expressed to be,
g 2., 2 2 2 172
arc AP -,fo(asint+bcostdt)

' 4
-afo(l-azcoszt ) dt ...(E. 1)

vhere a = ( a’- bz)“2 / a vhich is called the eccentricity
The lenght of the arc AP of the ellipse {s represented by the
elliptical integral as follows :

arc AP = a E (a, ¢) = af: (1 - a®cos®t)dt ...(E.2)

The elliptical integral function E(a,p) cannot be solved by
elementary functions. One of the methods is to evaluate the function
through numerical method. Fortunately, Janke and Emde[43] have done
the numerical computation. Fig.E.2 shows the behavior of the
elliptical integral while a is a constant. Fig.E.3 shows the curves
while ¢ 18 a constant. The computed numerical results are shown in the

Table E. 1.
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Fig.E.1 Ellipse with a major axis ‘a’ and minor axis ‘b’

—,

), a« = constant

Fig.E.2 E(a,
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Fig.E.3 E(a, ¢), ¢ = constant
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Table k.1 Values of the Elliptical Integral
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Table E.1 Values of the Elliptical Integral

. 9).

XV K«

e | el w

o.N%
1 0.7314

0.790
0.7321
0.2464 1 0.7000 0.7001

0.7582 | 0.7558 '

—— N ) e g

0.7301 | 0.7358 | 0.7222

o7 | 0.2
o7em | 07701

0.7%79 ! 0.%23

o g oy g

0.2365

Lol T I T T T

i§ Si5et Sk ggg g TiiA1 SEtE ZHAEE SEE) )

[l T T T T T

&ﬁ &ﬂiﬁ% ﬁﬁ%ﬁﬂéﬁz ﬂéﬂﬁhikﬁi

GOEE GOOOC COOOG GOGimr rurmmminn Mmoot Pt (o oot b ) 0 o 008 ot ot

0. 7008 | 0.742 : 0.7358
0.7%8 : 0.2000 1 .18 | @
O.MIO.M 0.7788

0.7828
[ ]
..Il

shga hhsus

i T !§s§g gilﬁ& ELEILE ’§§§

ooooo odd.d o esd .ddoo

c238t 2035 IR0ER ERANS Bt §§§ !ziig “§§

dJoseo 000 ©0

T HEIECELE

®co oe o csocedo

LEEELE

1 .dooo

8 §s§§‘
358iE

06297 0629
06432 o

3
H
:

N7

0.6049

.50

0.0008

0.0073

048

6.1219 | 8.121%

il
1 &
FUERE LR
R i

o.m I '.ﬂl‘l 06216 06191 06172 06161 06!51

o.m .- »n ..lﬂl

%%&%ﬂﬁ@%ﬁ!—

1 06301 | 06357 06330 0.6310
05533 ! 0.6497 0.6468 ' 0.6446

0.1910 ..l!lh 6158 | 6.1

- o o —— e

—— -

..llﬁ
0.008
om
0.0000
.72
0.}
l il. 0.1219
0.1283

OM 0.5808 0.518 O.Sml 0.5748 ; ..57& 0'313 ﬂ'

]

i)

N

T8 BS53 3535 Jn0u §§§‘§

SB13Y Bae} 4chod St aeacd
B shbxle

03578 i

RS

06314 |
0.70%8 ¢

aun:tﬁﬂl

1912 .-l!ll
0.8108 | 0.8

u‘mmmnmomm

l.lﬂ.
08321 !
O.ﬂﬂ l

P 0.7204
' 0.2347

0.1567 | 0.1587 | 0.1568 | .-l“

l." 01790 | 0.179
1913
..Cﬂ
0.6518

4." 0.0687

l‘ .13 | 6.1393 um.
0.8381

ll 0-.19 0.6768
43" 07Ill|
tmu

1'..1”

£
he

- 38° 1 e.0062
. 37" ] 0.0297

Ll b

n

hisl Bhhbh Thhkn hh il

200




APPENDIX F
NUMERICAL DIFFERENTIATION TO EVALUATE THE

JOINT VELOCITIES AND ACCELERATIONS




Supposing the Joint position, veloclty and acceleration at the
kth sampling time are represented by pik], v[k] and alk]. The velocity
and acceleration at the kth sampling time can be differentiated
numerically by a S5-point formula[l14] which provides a smoother
derivative than the 2-point or 3-point formula. Given plk-2], plk-1],
plk+1], plk+2], the velocity at kth sampling time can be calculated as
follows :

plk-2] - 8 * p[k-1] + 8 * p[k+1] - plk+2]

vik] = ...(F.1)
12 1

Similiarly, the acceleration at the kth sampling time can be computed

as follows,

vik-2] - 8 * v[k-1] + 8 * v[k+1] - v[k+2]
alk] = ...(F.2)
iz

If k 1is 1less than 3, the following 2-point formula 1is used

instead.
plk] - plk-1]
vik] = ...(F.3)

T
s

vik] - vik-1]
afk] = ...(F.4)

T
| J
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APPENDIX G

NewToN-EULER INVERSE DyNaMiCS




The objective of the inverse dynamics is to compute the
required torques for each Joints for a set of given Joint positions,
velocities and accelerations. There are two common inverse dynamics
models - Lagrangian method and Newton-Euler method. The simpler
approach, Newton-Euler is used to compute the torques in this thesis.
For detaliled analysis on these dynamical equations, the reader is
advised to refer reference{11]). Detailed formulation is beyond the
scope of this thesis. Only the final fora of the derivation is shown.
A is the transformation (3x3) matrix
£, 1s the force (3x1) vector exerted on link i by link i-1
F‘ is the (3x1) force vector acting on the centre of mass of link !

I, is the (3x3) mass matrix

m, is the total of link |

N‘ is the (3x1) moment vector acting on link {

n, is the (3x1) torque vector exerted on link i by link i~}

n is the number of link

T, is the required torque of link i

P‘ is the (3x1) position vector of the origin of coordinates which is
attached to link i

r is the (3x1) position vector from the position P‘ tothe centre of
mass link {

v is the linear velocity

v, is the velocity of the centre of mass

@ be the Jjoint angular velocity
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Cutumrd Iterations for i=0 to n-1
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APPENDIX H

Puma 560 RosoT ForwARD KINEMATICS MODEL




The obJjective of the forward kinematic model is to transform
the joint positions into the cartesian world coordinates. This model
is assigned to one transputer as the overall position feedback in
order to compensate the syncronisation error between the moving
workpiece and the robot end-effector. The formulation(28] is as
follows,

Let A! be the transformation matrix of link i
n, o, a, be the normal vector, orientation vector and the approach
vector
wheren=ni+nJ +nk=[(n ,n ,n )
x y z x y z
omoil+oj +tok=[o ,0 ,0 I'
x y z x y z
a=ai+aj +ak=[a ,a ,a 1t
x y 2 x y z
p is the position vector of the end-effector
t
where p = p i + pyJ +pk=1[p, WP, 4P, ]

9‘ be the angle between X‘_ and x‘ measured about Z‘

1
T be the tool transformation

a be the distance from z‘ to :'!”1 measured along )(l
c!l be the distance from xM to x1 measured along Zl

The form of the kinematlc equation is :

n o a P
nl ox ‘8 px
AlAzAsAQASABT =[(n o0, & pls=s o o o py
oz ot ol 12
cos 8 =-3in 6 cos « sin 6 sin « acos ®
A = sin 6‘ cos 9. cos a« -cos 0 8in a a sin 9‘
§ o} sin al cos “1 d
0 0 0 1
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For the PUMA 560, the Joints #4, #5 and #56 are attached to a
gear- mechanism. Therefore, the mechanical coupling causes Joints #5
and #6 to move when Joint #4 moves. The Joints #5 and #6 can be
compensated as follows(89] :
Ae‘- 9‘- G‘O
Aes = 96 - 950
65c - es - Ae‘ . s

- ]
6 = 96 ( AG‘ c

[ ]
oc s * Aas c_.)

4 56

where e‘ois the starting position of Joint #4
es° is the starting position of Joint #5
65c is the given joint position after compensation
9Bc is the given joint position after compensation

.5 is the correction factor for coupling between Jjoint #4 and

Joint #5

.6 is the correction factor for coupling between joint #4 and

Joint %8

Cee is the correction factor for coupling between joint #5 and

Joint #6

For the Puma 560 robot, the values of the correction factors are es

follows,

Ce ™ 0.0138037

Coa ™ =0.0130401

Cug ™ 0. 1805560
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The A‘natrices of the Puma S60 robot are as the followings :

[ cos
sin
1 0
0

" cos
sin

cos
sin

cos
sin

cos
sin

[ cos
sin

(o]

where &

O D

Sc
B¢

Y
0
-1
0

(2]

O~ 0O0

-sin 6
cos 6

e

0

431.80 mm
20.32 mm
148.08 mm
433.07 mm

56.25 mm

~gin
cos

sin
-Ccos

-sin
cos

sin
-coS

O=» 00
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APPENDIX |
INCREMENTAL IMAGE PROCESSING




The following symbols are extensively used in this appendix :

1j©

Ar

Ar

Ao

SYMBOLS
position vector of the end-effector toc centre the
suxiliary camera on the callibrating position M
resultant compensation vector without drift
;esultant compensation vector with drift
position vector of the critical! point 1 in the workpiece
cocrdinates
drifted position vector of the criticai point { in
vorkplece coordinate
vector pointing from critical point i to critical point}
in the workpiece coordinate (e.g. X .o yabe)
vector offset between the workplece position and the
auxiliary camera callbrating position
position vector of the workplece 1in reference coordinate
(components X yr)
drift vector of the workplece position 1in reference
coordinate ( components Ax , By )
drift vector of the workplece position in workplece
coordinate ( components Axe, Aye )
vector offset between the camera calibrating point and the
robot end-effector
angle between the xe axis and the vector rp
computed workpiece orientation by the primary Iimage
processing

orientation drift
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1.1 INTRODUCTION
The accuracy of the primary image processing is affected by the
following factors :
1. low resolution of the camera
2. resolution of the parameter tables
3. limage biurring due to the relative velocity between the moving
workpiece and the stationary camera
4. image blurring due to the lighting condition
5. relative drift between the conveyor and the workpiece due to random

vibrations

= low resclution of the camera

The resolution of the camera is 128pixels x 64 pixels which
corresponds a window of 265mm x 46mm on the conveyor belt. The
longitidual(x) resolution is 0.719 mm/pixel and the latitude(y)
resolution is 2.07 mm/pixel. Therefore, any movement in x less than

0.71Smn and y less than 2.07mm may not be detected.

- resolution of the parameter table

It has been discussed in the section 2.1.2.3 that the high
resclution of the parameter may not be able to increase the accuracy
of the system. It even generates a time loss and therefore the
production time 1is reduced within a fixed working envelop. The
formulation and the concept is explained with details in the Appendix

J.

- lmnge blurring due to the relative velocity between the moving

workpiece and the primary camersa.
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Inage blurring may be due to the movement of the workpiece
while it is under exposure. For example, if the workpiece moves at a
speed of 150 mm/sec. The workplece has already been moved 150 mn/sec x

0.008sec = 1.2 mm at the duration of the exposure time 8 msec.

- image blurring due to the lighting condition

Two flood lights are used as the lighting of the primary camera
station. The intensity of the lighting is calibrated at the centre of
the conveyor belt. Workpieces which are distant from the central

position may cause shadows and thus the image may be distorted.

- relative drift hetween the conveyor and the workpiece
Unpredictable vibrations and disturbances may be occuredin

industrial environment to create relative drifts.

1.2 CONCEPT OF THE INCREMENTAL IMAGE PROCESSING

Even though a high resoclution primary camera is used, the
unpredictable errors cannot be compensated totaliy, especially the
item (5). Therefore, a methodology of incremental image processing is
introduced to deal with this problem. The application of the
methodology must have the following assumptions,
1. The workpiece has been identified by the primary image processing

2. Only limited amount of drifts are allowed.

The wmethodology of the incremental image processing is to
detect any incremental change of the workpiece 1in realtime. By
incorporating an auxiliary canmera suitably attached toc the

end-effector of the robot, it appears to be an efficient and
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econorical method to solve the above problems and the workcell becomes
possible to achieve a greater degree of adaptive containment of the
systex errors. The resulting workcell will be sujtable for a wider
range of industrial applications. Many researchers[29,34,66,90] also
use the wrist-mounted camera for absolute detection. Here the
application of the auxiliary camera is different. The approach is to
use the primary camera to approximately identify the location and
orientation 6 of the workpiece on the conveyor. It also identifies the
locations of 1 or more specified invariant critical features whircli are
called the critical points in the latter discussions. While the robot
achieves rendezvous with the workpiece, the robot will naturally
rotate and approach its end-effector with the auxiliary camera to the
processed orientation # such that the window of the auxiliary camera
is concentrated on the designated invariant critical features of the
workpiece. Under gsuch situation, the secondary partial workpiece image
may have a better resolution to process. The current positions of
these critical points are compared with those obtained in the primary
image processing. Then, the incremental changes of the position and
orientation can .ve calculate through the traunsformations described in

section I.85.

1.3 Incremental Image Acquisition Systenm
The incremental image acquisition system shown in the fig.I.1
consists of the following three modules :
. auxiliary binary camera
. data transceiver module

. flash control module
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A MicronEye binary camera is used as the auxiliary camera. The
heart of the MicrorEye is an OpticRAM. The OpticRAM is composed of
65536 1individual pixels. These pixels are organised 1into two
rectangles of 128 x 256 pixels each. Each array of cells 1s separated
by an optical “dead” 2one of about 25 elements Iin width. The
electronics in the Microlye provide an interface between the OpticRAM
and computer. It also provides a means by which the MicronEye can
receive commands from the computer. Unlike the idetix camera, there
is no hardware here to provide the DMA actlion. Inputing image from the
interface is to poll the status register and then inport the image
data. The details of this camera operation can be referred to the
reference(64]).

The second module is the data transeceiver module. This module
is basically composed of two driver circuits - one is installed on
the camera interface board in the host computer and another one is
installed at the camera side.

The lighting source of the wrist-mounted auxiliary camera has
to be compact such that the arm movement would not be affected. The
better choice is to use a strobe light because of its compactness and
sufficient light intensity. It is triggered by the camera °’'SO0AK’
signal. The limitation of this lighting system is that frames cannot
be taken continucusly because of the strobe light charging time. The
details of the transeceiver and the strobe light control circuit can

be referred to the Appendix K.

1.4 CRITICAL FEATURES
Before introducing the technique, a concept of critical points

is described here., A critical point is defined as the intersection
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point of two lines or curves which are part of the profile of the
workpiece. Those which are within the workpiece boundaries are defined
as the ‘physical critical points’(see fig.l1.2a). Otherwise, are called
‘virtual critical points’(see f£ig.1.2b). Three important types of
critical points and they are generated by

1. two straight lines

2. two polynomial curves

3. one straight line and one polynomial curve

Following such definition, it is possible to locate certain
critical points. Appendix L shows that critical points can be
identified in most of the industrial components. In order to locate
the critical point accurately, a statistical approach s recommended

to reconstruct the profile of the workplece by best-fit equations.

a :Two St
Fig.l1.2a shows two physical critical points A and B which are

the intersections of the lines 11. l, and 13. Fig.1.2b shows two

2
virtual critical points C and D which are the intersections of the

lines 1‘. ]l and 15' Supposing that the straight lines 1‘ and Jz are

3
defined by n points each. Using the method of least square fit, the
equation of 1: and 12 can be represented as the following linear
equations,
2, Yu "% *u * %

1, : yzl-b1 X, + b, .. (1.1)
where 1 si{ s n

LA and b1 are the gradients of the line 1l and 12

e, and bo are the zero intercept of the line ! 2 and 12
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Using the least square fit method[32], the value of &, 8, bo’ and b1

are evaluated as follows,
n n

nlglxlly ,E,"“ lgiy

k nzxzn- thJ ‘

=1 3} =31

PRI R ATt 7L AT AR W

° n o, n 2
Ny~ [:Exxu]

n n n

nlgiley 15“2: igly

", n 2
ot A [,?,"2,]

n 2 n

iEJ 2! 1§1y21 $

blt

n

n
§1x2ly2! t§1x2!

..{1.2)
The intersection of .l1 and 12 yields the the critical point A(x..y.).

Then, it can be shown that

b ~a
© -]
X =
8
a! bl
b -8
© [}
y-a[ ]+a
a 1 °
ax bx

..(1.3)
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_tsxcal . phy ysical
critical point crilical point

WORKPIECE

Fig.I.2a Physical Critical Point of Two Straight Lines

virtual virtual
critical point critlical point

Workpiece

Fig.1.2b Virtual Critical Point of Two Straight Lines
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Case 2 :Two Polvnomlal Cyrves
Fig.1.3 shows 8 physical critical point F(xf. yr) at the
intersections of two polynomials Pz and Pz. Supposing that the curves

Px' P2 are estimated to be second-order polynomials (m=2) and each

also has n points. Then, P: and Pz can be represented by the following

equations,

2

Px(xu) R ST RN * & x“ + 8 *u
2

Folxy ) t v,y =b, +b %, + b, x
OHO(II4)

where 1 s § s n

e. 2, 8, bo. b1 and b2 are the coefficients of the polynomials IP1

and I-"2

Using the least square fit method to obtain the constants e,

a 8 b, b, and b2 statistically, the expression of the

1! 2 o' T

least-square errors are

n 2
E=Zf(y -Pux 1))
11-0 14 1 1

n
E=Z(y, -~Pix ))
2 L, T 2'a

...(1.5)

E1 and E:2 are to be minimum, the following conditions are satisfied,

BE: n f m n ok

P =2 Ly, 2 e 5 =0

a

3

n , m P

Z yx2 = Ta I x O0sis=sn

150 Y111 T k=0 180 %y 0s4s2
Osms2
O0sks2
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n n n

o 1 2

+
aO QEOxN &‘ lEOXIi 2 320 11 EO yllxll
n n n n
1 2 3 1
+
a.0 lEOxH ‘1 QEOXII zo 11 IEO yuxu
n n n n

2 3 4 2
+ + -
% IEOXH Y ‘on“ e 1§oxu 1§o Yii¥u

LI ) (IOB)
Hence, &, 8, and 8, are obtained by solving equation (I.6).
Similarly, the condition for polynomial P2
8 EZ n f m Jok
== 2 3y Yy, Xt 2,5 1§o X1
8 b_;
n J m n ’OR
Z y.x2 = FTa 3 X Osisn
{0 21 2§ ks0 k 10 2]) OSJSZ
ODsms 2
Osks2
n n n
0 1 %2 <°
bo 1‘-".0*21* b: xgoxzx* bz szo 21 Eo Yar¥a
n n he | n
1 2 3 1
bc: 1§oxzx+ bx 1§ox21 bz xzo 21 1§o Yar¥2
n n n n
2 3 4 2
Do 1To%at t. 1 Zo%art P2 1 o¥m T iFo YaXa
.0 (107)

Hence, bo. bx and l':2 are obtained. The coordinate F(x‘.. yr) is found

by solving (I1.4)

2 2
+ + = + +
ao a1 xf ‘z x‘_ bo b: xr b2 xr
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172
2
1 n‘-bi 1 ni-b’ "o'bo
X "0 s -5 | |3 =
2 2 "b, ‘z'bz
2
Y= 8 t+ax +azx‘_
...(1.8)

There are two sets of (xr. yf). The set which is closer to the primary

image will be chosen as the solution.

physical
critical point

P Workpiece P,

Fig.1.3 Physical Critical Point of Two Polynomial Curves

Cage 3 ; Ope Polvnomial Curve and One Straight Line
Fig.1.4 shows a critical point H(xh. yh) as the intersection of

the stright line Jsl.nd polynonial Ps and each is defined by n-polints,
Is: Yg™ B %5+ by

P

5 y.= 8 +ax +8 x

586 o0 181 2 B
...(1.9)
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where 1 s i1 s n

The constants 8, 8, .0, bo. and b‘ of the equations of 1‘ and

P. can be obtained by using the statistical method in case 1 and case

S
2. At the critical point ( X, yn)'

172
2
1 a:- b1 1 a.1 - l:v1 ‘o bo
x " - t -
h 2 e, 4 a .
2 2
e ® ‘o*'xxr"azx
o.-(Iolo)
physical

critical point

QN
Workpiece
o

Fig.1.4 Physical Critical Points of a Straight Line and a
Polynomial Curve

223




1.5 ANALYSIS OF THE INCREMENTAL IMAGE PROCESSING TECHNIQUE

This section describes the transformation necessarily to obtain
the position and orientation drift of the workpiece from the auxiliary
image. First of all, two coordinate systems (fig.1.5) have to be
defined. The first one is the reference coordinate. It is parallel to
the reference frame with its origin located &t the centre of the
workpiece. Its axes are the same as the robot cartesian axes. It is
subscripted with an ‘r’ in the latter formulation. Another coordinate
system is the workpiece coordinate. It axes are determined by the
orientation of the workpiece 6. The coordinate is subscripted with a
‘e’. The relationship between two coordinate systems are related by

the following transformation[28],

xe cos 6 <-sgine X
- r ...(1.11)
Yo sin e cos © Y.
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There are two types of offsets which should be taken Iinto
consideration. The first type of offset 1s the distance ‘between the
camera and the wirst. Fig.1.6 shows that the auxiliary camera |s
mounted on the axis of Joint #6 with an vector offset r, The second
type of offset is the distance between the workpiece position and the
critical features. Supposing that a workpiece in fig.l.7 has been
identified. The position vector r_ (xr. yr) and orientation 6 are
obtained from the primary image processing. The auxiliary camera is
then rotated 6 degree and is directed to a position ( xp.yp) such that
the window of the auxiliary camera contains the critical features.
This is achieved by directing the centre of the window to @&
pre-determined point of the workpiece called the calibrating position
M. Let the position vector of the robot end-effector be Pr. The
offset vector from the workpiece position to the calibrating position
M is rp. Let the angle between the axis Xe and vector rp be a. While
the auxiliary camera 1is taking the secondary image , the robot
end-effector position is
Pr =r ¢+ rp +r,

fx 1 [x ] '|r~p| cos ( @ +a) [r | cos @
-r|stn(e+a) | ¥ |-|r|sine
o P b

-sin ( 6+ a ) -sin @ Ir.|
r - -3

fx 1 [x ] rcc:ste-rm)cmae][lrl]
P L P

If the workpiece has no drifts, the compensation vector r, is

r s-r -r ... (1.12)

[ [ w
If the workpiece undergoes a drift Arr(fig.I.B) with the components
Axr and Ayr. the resultant compensation vector r; beconmes,

rE=-p ~p + Ar ...(1.13)
. w P r
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The components of the vector r: (x..y.) are as follows,
X, . =|r | cos 6 . -|rp| cos (6 +¢a) i ax_
y Ir | sine |r | sin( @ +a) Ay

3 v P r

B -cos (@ +a) -cos 6 Ir ] Ax

e - P . r

v sin( @ +a) sine I, ay,

The vector r, is the {invariant mechanical offset of the camera

mounting and the wvector rp is the invariant geometrical property of
the workpiece. Once the Arr is solved, the resultant compensation

vector r; can be obtained.

Considering an example of a rectanglar workpiece (2, b, ¢, d)
in fig.1.8, the position and orientation of the workpiece obtained
from the primary image processing is represented by (xr. yr) and 6.
The four critical points are a, b, ¢ and d. The position vectors of
the critical points (a, b, ¢, d) w.r.t the position (xr. yr) are r_..

r Fo' Tao in workplece coordinate. Supposing that there igs a drift

e’ " ¢®

in position and orientation while the workpiece travels on the
conveyor resulting in a‘, b’, ¢’ and d’(fig.1.10). While the robot
achieve rendezvous with the workpiece at the interception phase, the
auxiliary camera is dictated to rotate 6 degree. In addition, the
camera is directed to concentrate its window on certain critical
points(fig.1.11). Because of the finite width of the window, only
limited amount of the drifts of the critical points are allowed. The

drifts of the position and orientation are represented by &a

transliation vector Arr and a rotation vector Ae.
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original workpiece
position (x, , ¥, )

-r

Fig.1.8 Original Workpiece
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Let Axe is the position drift in x-direction in the workpiece
coordinate
Aye is the position drift in y-direction in the workpiece
coordinate
de is the drift {n orientation
trans[Are] be a translational operator for a translation Ar

and it is expressed by

1 0 4 x

trans [ A re] = {0 1 Ay
0 0 1

Let the rot! z. 40 ] be a rotational operator for a rotation Ao about

the normal axis z, and it is expressed by

cos Ao sin Ae 0

rot [z, Ae) = | ~sin Ao cos 8¢ O
0 0 1

Hence the drifted vectors of the critical point a’, b’, ¢’ and d’ can

be expressed as follows,

r _ = trans [ Are] rot [ z, do ]l r

2
]

trans [ Are] rot { Zg» de ]l r

dolr

3
n

trans [ Are] rot { z,,

be |
L]

trans { Are] rot | ) dolr

... (1.14)
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Take the critical point ‘a’ in equation (I.14), it beconmes,

x 1 0 ax cos A6 sin Ae O X
(1] © -]
’ -
y.e = 0 b Aye sin d¢ cos 46 O y.e
1 0 0 1 0 0 1 1
X e X, CO8 be + Yo sin Ae + Axo
’ ’ -
re - Yie = X, sin de + Y, Cos Ae + Ay, ...{1.15)
1 1

(1.15) ylelds two algebraic equations containing three unknowns
(Axe.Aye.Ae). Hence, an additional critical point is required to sclve

the equations. By teking the critical points ‘a’ and ‘b’,

4
X0 ™ X,o COS 80 + y  sin 8o + Ax ...(1.18)
¢! =
Hoo = X o COS bo 4 Yoo sin Ae + Axe . (1.17)

Subtracting (I1.16) from (I1.17) to eliminate the Axe term,

(%o = %o ) = (%, %) cos 8o + (y, -y, ) sin se ... (1.18)
Similiarly,
(¥ig=VYie) == (X =%, ) sin 8o + (y -y, /) cos 4o ...(1.18)
Let
4 4 - ’ ’ [ - ’
X.w = X.e Xbe ylba [ y.e ybe
Yo T *ae " %re Yevo © Yoo " Ve

(I.18) and (I1.18) becomes,

Xo ™ Xuo €05 86 + vy sin de ...(1.20)
l -
Yave = 7 *ure sin de + Yevo €OB be ... (1.21)
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Solving (1.20) and (I.21) by introducing an auxiliary angle AS

Let

xn be yabe

cos A8 = sin A8 = = 5 )1/2

2 172
+ +
( xnbe ynbe ( xcbe yabe

Equation (1.20) becomes,

2 s M2
,
X o™ ( X0 * y.be) ( cos A8 cos Ae + sin AS sin Ae )
2 , 172
= X0 * y.be) cos( A8 - e ) ... (1.22)

xl
A3 - Ae = cos ! ave
02 +y2 )2
be abo

xabe
A =

2 2 /2
+
abo ylbe )

!’
-1 ab® -1 abo
4o = cos [ ] - CO0S [ ]
2 2 (172 2 2 ,1/2
(xabe * yabe) (xabe * ynbe)

... (1.23)

The translatlion drifts (Axe and Aye ) can be solved by substituting

the value of Ae in equation (I.15).

Xe X o ©OS Ae + Yo sin Ae + Axe
4 a 4 -
ry Yie = X o sin Ae ¢ Yo ©°S Ao + Aye ... (I.15)
1 1
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Arranging the terms (Axe. Aye) of equation (1.15) to the left hand

side,
Axe X o~ X, COS de + y.esin bo
Are = Aye = Yie * % sin Ae - Yo SOS .15) <. (1.24)
1 1

The vector Are in equation (I.24) is expressed in the workpiece
coordinate. In order to instruct the robot to compensate the drift and
error in realtime, the vector of Are has to be transformed into the

robot coordinate Arr by the following transformation,

ax cos sin e
Arr = 8y, ® |-sin e cos o | %Fe -+ (1.25)

The Arris then substituted into the equation (I.13) to obtain the

compensation vector r;.

1.6 IMPLEMENTATION RESULTS

The methodology has been implemented in a quasi-static
condition (i.e. robot and workpiece velocities are zero ). A
rectanglar workplece i{s placed under the wristed-mounted auxiliary
camera with an known orientation 6 and position. The auxiliary camera
is rotated such that the camera axis is coincided with the workplece
longititude axis. In addition, the auxiliar,’ camera window is
concentrated on certain features which consists of two critical points
(‘a’ and ‘b’ ). The workpiece is then rotated and shifted separately.
The translational drift Are and orlentation drift Ae can be obtalned
by the technique descibed in section 1I1.5. The preliminary
implementation results are listed in Tabls 1.1 and 1.2. The average
detected error of the translational drifts is 1.6mm and the average

detected error of the orientation drift is 0.45°.
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It can be found that there are greater errors in th. negative
sides. For the negative drifts, the area of the workpiece appeared in
the auxiliery camera window 1s less. Therefore, there are less
statistical data to identify the critical points accurately. Thus, the

error of the detected drifts is appeared to be greater.

TABLE 1.1 EXPERIMENTAL RESULTS OF THE INCREMENTAL IMAGE
PROCESSING (POSITION DRIFTS)

actual position detected errors
drift position drift

(mm) (mm) (an)

ax Ay Ax Ay A(Ax) a(Ay)
trial #1

] 6 7.594 7.367 1.584 1.367
4 4 5,344 3.330 1,344 ~0.8670
2 2 3.000 1.110 1.000 ~-0.830
-2 -2 -2.6285 -3.885 ~0.8625 ~1.8885
-4 -4 ~-6.844 ~6.660 -2.884 ~-2.660
-6 -6 -8.719 -8.435 -2.719 ~3.435
trial #2

6 6 7.166 6.497 1.166 0.4¢7
4 4 5.344 3.330 1.344 -0.670
2 2 3.000 1.665 1.000 ~0.335
-2 -2 -2.625 -3. 885 -0.625 -1.885
-4 -4 -6.844 -6.660 ~-2.844 -2.660
-6 -6 -8.719 -8.435 -2.719 =-3.435
trial #3

6 6 7.166 6.497 1.166 0.497
4 4 5.344 3.330 1.344 -0.670
2 2 2.531 1.110 0.531 -0.890
-2 -2 -2.625 -3.330 -0,625 -1.330
-4 -4 -6.844 -7.215 -2.844 -3.215
-6 -6 -8.719 -9.435 -2.719 ~-3.435

average abs. error= 1,620 1.680
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TABLE 1.2 EXPERIMENTAL RESULTS OF THE INCREMENTAL IMAGE

PROCESSING (ORIENTATION DRIFTS)
actual orient detected
arift orient. drift error
(deg.) (deg. ) (deg.)
trial #1
6 6.15 0.15
4 4.31 0.31
2 2.76 0.76
o} 0.00 0.00
-2 -1.84 0.186
-4 =3.07 0.83
-8 -5.23 0.77
trial #2
8 6. 46 0.48
4 4.30 0.30
2 2.76 0.76
0 0.00 C.77
-2 -1.54 0.46
-4 -3.69 0.31
-6 -5.23 0.77
trial #3
6 6.15 0.15
4 4.38 0.39
2 2.45 0.45
0 0.00 0.00
-2 -1.85 0.15
-4 -3.38 0.862
-6 -5.23 0.77
averge abs. error = 0.45
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1.7 CONCLUSION

A statistical approach of an incremental 1image processing
technique has been described. Not only does this methodology provides
a fast and low cost vision system, but also it can compensate any
unpredictable on-line relative drifts between the conveyor and the
workpiece. The preliminary implementation results the average detected
error of the translational drift to be 1.6mm and orientation drift to
be 0.45°. By incorporating such auxiliary camera on the robot wrist,

the low-cost robotic workcell would be suitable for more industrial

applications.
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ARCHITECTURE OF AN INTELLIGENT ROBOTIC WORKCELL

FOR SYNCHRONISATION CONTROL



ARCHITECTURE OF AN INTELLIGINT ROBOTIC WORKCELL
FOR SYNCHRONISATION CONTROL

RM.H. Cheng
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Abetract

This paper is to describe some pessible
symchrogisation comtrol schemes and the architecture of an
incalligens robotic workeesll which inciuds a robot,
camera station shaddling over a comveyor. The camena
station is used to exiract the position and orientation of »
workpiece transferred via the comveyor Dbeit. To
accordance with the computed centroid and orientation, the
robot would bde driven to synchromise with the workpiece
within the working eavelop to perform predetermined
operation. Thres coatrol schemes are described, evaluated
and criticised in this paper. For the schems which is
judged to be the most suitable one, s methodology Is
introduced to determine an appropriate distance between
the robot and the camers mnation in order to0 maximise
the time f{or the robot to perform its operasion within the
enveiop. Under such appropriate distance, the size of the
workeceil can also be compacted to minimium.

1. Introduction

In many manufecturirg factories, intslligent robotic
workeeil which mainily consists of a robot and a canmiers
station is often used as an dominant part of the
automation activities to transier parts from one station to
another via a conveyor beit medium. The robot is used
t0 periorn. operations on an industrial workpiece while the
workpiece i3 moving on the conveyor.

The ailowable produciive time for the robot to
operate on the workpiece seems to be the most critical
{sctor alecting the production flexibility. DBecause of this,
differens aitarnate schemes approaching to the workpiecs
should be evaluated in order t0 Iincremse thy productive
time within the envelop. Thres schemes Jave been
swudied as the lollowings :

e  Robot stays at a pre-determined ‘home’ position.
It is activiated to intsrcept with ths workpiece after the
image analyss has been finished. Then, it is synehronised
with the workpiece until it reaches the downstream limit.

e Robot stays at a pre-detarmined home’' position.
It is activated to & given upstream position while the
image analynis is being taken place. ARter the image
analysis has besn flnished. the robot is activated to trace
the moving workpiece and begins the synchronisation until
it reaches the dowmstream limit.

¢ Robot stays at the boundary of the working
envelop until the workpiece asrives. While the werkpiece
anters the workiog eavelop as well a» the image analysis
has besn flaished, the robot is activated to trace the
moving workpuce and begins the synchromisation until it
resches the downtream limit.

Each of the schames has its own disadvantagms and
advantages which would be discussed in the section 3.
For a partiecular coatrol schemae, it is important that the
wetigeell should echieves the following criteria :

s  dliminating the possible idling time
e maximise the productive time within the eaveiop

In order t0 achieve the above critaria, the elements
of ihe workcell mus: be wallcoordinated. For an
inwiligent robotic we'kcell, one of the prominent factom to
satisfy the above criteria is the choice of the distance
between the robot and the camera station. For example,
an over-sised workcell (io. one with an over-estimated
distance)} would ensure that the productive time oa the
workpisce within the eaveiop can be maximised. However,
she idling time of the robot is incressed becauss the robot
has 0 wait for the workpiece to arrive at the boundery
of the working envelop. Also. over-sised workesil tends to
teduce the number of the workeceils that couid be instailed
in & fixed industrial space. On the contrary, il the
distance is under-astimated (iie. in the case of an
under-sised workecell}), a part of the working enveiop can
aever beea utilised. [a this case, the faxibilty of the
applieation of the workcell would be decrsased. Under
such situation, a mathodology is important for determining
the appropriete distance betwear the robot and the camera
swation in order to achieve the above criteria.

Some researchers (3, 3, 4| have also developed a
similiar woriteell, however, this paper describes more desply
the various candidates for a control scheme and
mathodology for the suitable definition oo the dlstance
betweenn the robot and the camera station. A typical
setup cousisting of & PUMA robat is used as an exampie
whereas :his methodology is implemented.

3. Workeall Element

An experimental robotic workeell 1| installed in the
Robotic Laboratory of the Concordis Centre for Industrial
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Control shown (n fig.l1 comsistsa of the following six
modules :

. workpiecs detector

. binary camers

. robot

¢  conveyor

¢ tracking circuitry

° microcomputer

The details of the individusl clements s described
in the appendix. As s summary, this workeall u
described to recognise the arrival of a workpiecs an well
a its geometrical characwristics, with the objective to
instruct in reatime. The robot is w0 achieve synchronows
rendesvous with the workpiece in minimium time lepes.
The ansiytical basis to aschieve this minimality in time
lapee is designated as an appropriate coatrol scheme.

It is an objective of the control system to achieve
the rendexvous between the robot and the workpiece at a
point as ciose to the upstream limit of the working
enveiop of the robot as possible.

3. Overview of Control Schemes

Three control schemes have besn evalusted and the
schematic represention of the control schemes i3 generically
shown in fig.2. However, three variations are shown in
figd. 5 6 and tne details are desctibed as follows :

3.1 Seheme 1

As ehown in fig.2, this contro; scheme comsists of
three stages = intercepting stage { A to D ), approaching
stage ( B 10 C ) and the production stage ( C w D ).

Intereapting stage :

An industrial workpiece is transferred from the
upstream of the cell via a conveyor. The robot stays at
s pre-determined ‘homae' position ifter finiahing the
previous cycle. Statistically, the homing point i located
approximately at the midwstream of the working enveiop.
When the workpiece arrives at the workpiece dewsctor, the
overhead camars would be activated to get the image of
the workpiece. While the workpiece i still moving with
the conveyor beit, the microcomputer analyss the image
%0 extract the identity, centroid and onentation of the
image. It is obvicus that depending on the ase of the
workpiece, one or more frames have 10 be gathered and
cacatenated to form & compiewe image. The pumber of
frames has an offect on the image processing time, and
hence the different timings bhave tw be taken inmto
consideration in different schemes. After flnisking the
image anaiysis, the microcomputer would sand the
goomatrical data of the workpiect to the robot coatrolier
vis the first serial line. Following s to activate the
Reaktime Path Control to move the robot intercepting
with the workpisce. The time requied for the robot
moving from the home position to the intercepting location
is called the intercepting time e

The robot motion and the timings of this sage can be
Gescribed by the following equations :

2 2 H 2
vfl - 'xl - 'yl + 'ul (1)

‘rhcti.mt-mindforthcnbotwmmmtthc

workpiscs can be calculated separately by considering
velocity components in the y - direction and then in the
8 - direction

Y -~y
. »
l- - (2)
v"
2 -1
t » —._- ‘s)

. v
[ 1]

‘fho workpiece i intarcepted by the rebot alfter & distance

[}
dg =V, (T,,N, + t-) (4)

From this, the home position of the robot can be related
:od.u:
D-vut.-rd. (8)

The time imterval betwesn the robot imtercepting the
workpiecs, and reaching i downstream limit is
Li+1L,-4d,
t" = V‘ (0)

Solving equationa (1) to (6),
V(D - Vi)

3 H
vﬂ * ve

Ve = Ve

i = - -

LE va )t Y« 2l

2 ) ™
vtl ° V‘

=V, (g, +t.) {s)

lat

squations (7) snd (B) becoms,

or g2 1
{1 - '-)
f- - 2 -+
bl
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, F) ] 2
/[l . "-]z R ™ (9)
“2.x “2.‘
for y <1
oWl . -:.)
1 4 - '—x_"- -
el
3 7 1
1.
[[l L L e " (10)
»2.1 J “Z.x
for y= ]
2 ] 3
(erng) = r,.- - r...
- 11)
- 2 (1.1 (

Similarly, equation (8) can be normalised as foilow :
dam Ve (1 +1,)

ia_ Ve ('h_*' ta) Y * te
D " D = DV,
d.
D " 'm T a {12)

Using equasions (9), (10) and (11), a 18 plotted vs 4 as
shown i fNg3. It s seen that Ta 0 8 decrensing

function of 4. Therefore, i~ order to reduce the arrival
time, u shouid be as large & possible, i.e. higher robot
speed.

Approaching stage :

After intercepting the workpiece, the robot descends
from this .ntercepting location to the workpiece level. At
this stage, :2¢ robot is required io synchronise with the
workpiece wnile the latier is moving on the conveyor.
The time required for the robot to appreach the moving
workpiece ‘rom the intercepting location is called the
approaching :ume - while the arrival time : is defined

as the time required for the robot travelling from the
home position :o the arrival position ( i.e. by ™t T

‘e )

The robot motios and the timings of this stage may be
described by the following equatinas :

e =V, (13)
a0 (14)
v ™ constant
ty = S IR) ” (18)

'™ ta T by (10)

normalising (18) and (16),

t 3.
» m "sd
w SO, " DIV, an
Tur ™ Ta T (18)

Production stage :
At this stage, the robot stays at the workpiece level
and perform its productive operation on the woripiece.

AR Ve (19)
" 0 (20)
va=0 (21)

The normailsed timnings of different stagm in this

schane are shown in fig4 and a workpiecs requiring
typicaily three frames and umw2 is used s illustrstion.

The advanuge of this scheme is that it is relatively
ute the locastion of the workpiece since the

tation are aiready imewn before the
robot is activated. The shortcoming is thas the robot can

aftar the image analysis has bean
finished. Thus, axtra time B ¢ for the interception,
resuiting ia reduction of the productive time of the robot.

L
f

The second scheme is basically simillar to the first
schems axeept that the robot can be activated before the
image anslysis s flnished in order to reduce the time to
schieve interception. As soon u the workpiece arrives at
the workpieces detector, the robot is commanded to move
0 & given upwiream waiting position. Typically, s value
of d/D = 1/3 may be used as shown in fig.5. At this
position, :he robot waits until the image anslysis is
finshed. Then, it is sctivated to inserceps the workpiece.

The advantage of this scheme is w0 save the time
for the robot moving from the home position to intercept
wnvh the workpiece. since the robect is driven to a given
apatream position before the image analysis is flnished.
However, it is only beneiicial under the situation that the
image analysis is {inished while the workpiece is not yet
passed the waiting position, Otherwise, more time wouid
be spent to catch up the workpiecs and eventually reduces
the productive time sa well. In fig.5, the firss cycie has
=ore pruductive timae since the robot almost starts 0
synchronise with the workpiece at the aleeping position.
However, with a ¢framed or Sframed workpiscs which
waikes longe image analysis time, it may eventusily reduce
the productive time.

3.3 Scheme 3

In the chird scheme, ths upscream limiting position
of the working eavelop of the robot is taken as the
waiting position. Typically, it may be arranged for
d/D=m0.02 from the camers a shown in fig6 In
operation, the robot moves to this waiting position ever
before the workpiece arrives at the workpiecs detector.
After the image anilysis is finished, the robot ia driven to
incercept the workpiecs.

The sdvantage of this scheme is also to save the time for
the robot moving from the home position to intercept
with the workpiece. Simillar to the second schems, it is
onuy benaflcial under the situation that the image analysis
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i finished while the workpiece is net yet pumsed the
upstream limis. Otherwise, more time would be spent ‘o
catch up the workpisca and eventually reducss the
productive time. Comparing w the second scheme, this
scheme is woree because it takes exira time for the robot
10 go back to the upstream limit for every cycle. Thus,
the cycle ume is longer than the second schemas.

3.4 Control Scheme Summary

In summary, scheme 2 and 3 are bendicial while
the robot is near the upetreamn limit of the working
envelop st the time the image analysis of the workpiecs is
finished. Otherwise, extra time is spent for the rebot w
catch up with the workpiece. The control algerithm for
these schemes are not deterministic as in the first schemas.
Thaerefors, scheme 1 is chosen fer the implementation and
control sirategy.

4. Architecture of the Workcell

Corresponding w0 the choice of the control scheme
for synchronisation, an appropriate distance betwsen the
robot and tre camera mation can be datermined according
to the following criteris :

¢ dliminating possible idling time
o maximise the productive time within the saveiop

In order o achieve the asbove critena, the

normalised timings of an operation should be anauysed by
the following equations at different values of d./D :

Ralerring to fig.2, maximium allowable productive time is

t' .!"Ol»

Li=1L,-4d, 2
= 3
Vc v
”
for dm> L
t, can be normalised to
L Tl k. "N TR SO U
- 2 D/V, v D/V,
L, ~L, -dy s, /D
- ar— -
D
Vn/V‘
= (ner, ory) - (g /ug) forr, > (22)

7, bss s limiting value a3
f.‘
r'-r.-;-; forr-< LN
This value i aiso the maximium attainsbie for r_.

Consequently, if one designs the workcell to be such that
rmr, 48 svalusted & function of the starting pusition of

the robot (X ,Y,.2) the valocity ratio (s}, the image
analysis time (t_) and the required intercepting height

(s,) and the lawral pesition (vy) (see equations (12} and
(10) ), then the werkeell will previde maximium
productive time ( it follows that productive dimance in
sleo maxmium ). This situstion comstitutes as optimal
call sise, with sero ldling timae.

U, bowever, ;. is designed to be smaller than v,

then ome restits in & o0 called oversised call. The
productive tisne i at its maximium valwe as in the case
of the optimal call However, sn ldling time r, sppuasm,

such that

normalised idling time

L - d,

f, ®
) V‘

L -4,
D

* o/,
=t er, fore >z, {a8)

Conversely, an undersisad call would resuit in less time for
productive operation.

8. Example

The illoswrated workesll is taken as an axample
vnder the situation that the robot i too close to the
camera station.
upstream limit L, = 170 mm
downstream limit L+l = 1400 mm

distance from efector
home position 0 camera D = 1000 mm

image snsiysia time

{ for & 1 framed

workpiece ) Ly = 043 sex.
robat velocity

in intercepting stage V,y = 600 mm/sec
coaveyor vaiocity

( assume it is fixed ) A = 300 mm/sec
dinancs betwenn

Y, sad vy, Yw = 13 mm
robot 2 - wveloeity in

intercapting stage YWy =90

Il the above systexn desa are subsctituted in the equations
(7), (4¢) and (6), For a omsfratned worky ecs, it takew
sbout 091 e to imiercapt with the weorkpisce. the
iamptb:ubad.hmummumwin

azd the maximium allowable synchromisstior time W 3.28
sec., U the robot is moved downmstraam furthur by 3258
mm (ie. 435 - 170 ) such thet the ratio of 1, i equal

w 1, By wing the same computation, the maximium
allowsble tizne of synchroaisstion with b incressed w0 4.28
sec. which ha 30 % mon compared to the original
valus. This s especially weful for an operston which
required louger time to perform.
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8. Conclusion

This paper deseribes three pomsible costrol schemes
in the symehrenusation concrol of a robotic workceil, The
first mentioned scheme s chosn as the comtrol strasegy
because of its clegant coatrol algorithm.  Also, its
detarminietic properties makes the system capabls of
operating oa more than ome woripieca without much
affecting ita productive time. After selecting the control
schamas, & metbodoliogy was intreduced to ditermir~ e
distance betwasm the robot and the camwrs in order to
siiminate the idling time and maximise the productive
time. The concapt imtroduced here may aot !nnrr
beneflcial for the pick and place operation. However, it is
much weeful for other symchromisation operation. By
considering ruch comeept in the workesll architecture,
there'll be more time for the mbot to perform operstion
on the induwstrial workpiece within the working enwvelop.
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APPENDIX : WORKCELL ELEMENTS

a. workpiecs detector

The werkpose detecter coamese of 2 pair of LEDs ismaliing a8
wiber ndes of the conveysr belt 0 gunernie a2 insamap agmal to
wuvaie the wvarhead camars for image mappug.

b. camers

A bissry camers wth resolstion 128x84 punels/frame is installed
o speweam of the cemveysr lor pictune 18aPIRE. AD mage of a
wokpiots is compesed of wacstenased nmber of frame which ae
sabes while e werkpuee 4 meving o the comuvayer. The image
wetid s walyesd by the mcossmper @ exaract the deatnsy,
esavord and the omeataises of the werispucs.

¢. robot

Siomared dewnsream of the comveyor s & PUMA 3560 robet.
T30 oot u lisked wih the sucrecomputer via two RS5-232C smenal
dam The fr lse wnh 9600 Basd rate u W laform the robos when
30 Jnage aaaiyew has beea flashed w0 thas the Real Time Path
Conwrel can be setvissed. The second line with 19200 Band rate u
10 previde communiation betwesa the mxrocomputer aad the robot
shroage the ALTER pore of the rebes cawoller ia order to achieve
ibe RearTime Path Control purpess. Dsia for gemarasing the meotion
3l ihe roees wouid be sems 12 tha alwer pors of the rooce comsroller
drom the micrucompater svery 20.0 ma.

d. comveyor

A coveyer provides & iranafermag wusa of the workpiscs from
:he apecream 10 the dewnsream. [t is driven by & DC mosor wish
DAVMILIR velocity 400 mm/oec.

e tracking circuit

{. microcomputer

The murecompuser cowsints of ram
twe dilfereas sperastiag sysims. One
s 4T ME:s wxh 3 8088 CPU ias
procaser whith is maialy rwpeamble for che image ssalysm. Assther
aetker doard rusamg snder O30 opermsizg wymem with & MC 83000
CPU m 10 MHs which s manly wed W genennie the motion
tommanas W meve the rebss ia the RTPC mede.
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APPENDIX K

AuxiLIARY CAMERA TrRANSECEIVER/STROBE LigHT Circuit




K.1 INTRODUCTION

A MicronEye camera is used as an wrist-mounted auxiliary camera
to implement the incremental image processing. One of :he difficulties
is that the provided cable can only transmit to a 5-ft distance
without any interference. Therefore, & transeceiver circuit 1is
designed to i:rovlde buffering for an extended cable (12 ft).

The binary camera requires lighting shining on the workpiece to
provide the contrast. For a wrist-mounted camera, it is not realistic
to mount large flood lights on the robot arm. Therefore, the strategy
is to use a small strobe 1light as the 1light source. While the
suxiliary camera is triggered to take a frame for the incremental
image, the strobe light will be activated. After the strobe light have

finished, it will be charged up again for the next flash.

K.2 CIRCUIT DESCRIPTIONS

The circuit consists of three modules : 1) transmitter module;

2) receiver module; 3) flash control module

K.2.1 Transmitter Module

The transmitter circuit(fig.K.1) consists of four AM2E6LS31 quad
differential 1line drivers, one AM26LS32 quad differential 1line
receiver, and one 74LS04 hex inverter. The signals sending to the
camera are through the line drivers. The signal for the caxera's SOAK
conmand is inverted and then sent to the line drivers (this is used to
flash the strobe light). A 120 Ohm resistor is used to terminate the

data signals. Ground and +5 Volts are sent to the receiver. The only
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connection not made is the IS32 optic RAM threshold level, which is
generated on the receiver board. All signals and power are sent via a
fourty conductor cable with male 37 pin D-connectors ateach end.
Decoupling capacitors (0.1 uF) are connected between power and ground
of each chip, and a 10 uF capacitor is connected mcross the power

supply input for the board.

K.2.2 Receiver Module

The receiver circuit(fig.K.2) consists of four AM2E6LS32 quad
differential line receivers and one AM26LS31 quad line driver. The
input signals and power are recieved on a female 37 pin D-connector.
All signals except the flash signal are sent directly to the camera.
The flash signal is connected to a female phone Jjack on the exterior
of the case which houses the receiver circuitry. The threshold level
for the camera is set by = resistor and a potentiometer to 2.5 Volts.

The module is moumted to the underside of the Puma robot.

K.2.3 Flash Contirol Module

The 1light source is a modified strobe 1light and it |is
controlled by a flash conrol module. The flash control module(fig.X.3)
is powered by a 1.5 Volt Alkaline battery and is housed in a small box
which is attached to the underside of the receiver module. A female
phone Jjack on the exterior of the module is used to receive the flash
signal from the receiver. A small two wire cable with male phone jacks
at either end connects the recelver and the flash control modules. The
other part consists of an MOC 3011 optically isolated triac which is
used to gate a Cl106D SCR to trigger the flash. This design permits
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safe control of the high voltages in the flash control circuitry. A
connector on the flash control module connects to the strobe light
itself, which is mounted on the robot wrist. However, the 1.5 Volt
battery arrangement in the f{lash control module proved to be
inadequate for practical purposes. The time required to charge the
strobe light was to long (about 20 seconds), and the battery would
have to be changed often (almost once a day during test procedures).
The solution to this problem was tc use two Varta P125 batterles in
parallel, and an LM317 voltage regulator, to power the flash control
module. The voltage of the batteries is 6 volts, so the regulator is
adjusted via R2 for a 1.5 volt output when the flash is fully charged.

The new chargetime is about 8 seconds.
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