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' - ABSTRACT-

¢

Use Of Text ‘Fragments For Compression And Searchlng Of 7 . »
Natural Language Databases -, .

¢ [ -
~ ‘}‘ ’

Vﬂnkat ‘Kotamarti R

S

{ [

’\

The Volume of data ‘managed by informatlon systems has\in-
\s

creased rapldly over thS\Lasé'few years maklng\lt necgssary

/

to find ways to compact the data to reduce st5¥@ge ’/nd

o

transmission costs, and to malnta;n a satisfactory access
7\

time. This reﬁ@ft discusses the data compression tech-- —

niques'\based on fragment dictionary to reduce the storage

requiremsnt for databases. The theoretical background for
cdmpfession is ﬁresented. A survey of data compression
methods which use fixed length code representations of vari-'
able length chra;te§'strings.és language elements is g?ven.
Program designs {or generatﬁon of a symbol set; compression
and dquﬁpression;are given. 'Stptisti&g are given with re-
gard to compression rasios and procsssinq times. Compressed
databases are organized on the basis of a database barti-ﬂ
tioning scheme as proposed by [Goyal;}éaél to allow**%or

string searching on compressed databases. The statistics

for string search using such a scheme are presented.

111
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1.1 OVERVIEW : ]

/

"
g !
-

The increased awareness and usage of information systems

such as database management systems, information retrieval
systems ‘etc. " has brought a rapid growth in the volume of’
° &

data maintained by such systems. Advances in storage tech-

‘nology have not been able to keep pace with such qrowtﬁ.'

.Increased online access to data accentuates this demand and

thus requires data to be held more compactly than at pres-
ent, if a satiéfactory service at a reaéonable’cost is to be
provided [Yannakoudakis,1982]. ‘The,volume.of published ma-
terial has also been groWingarapidly, making it increasingly
aifficult for,‘computerized storage. For example, if only
ﬁitles and index terms of five years of Chemical Abstracts

Condensates are to be represented in eight bit characer

form, then atleast eight normal density 800 BPI, 2400 ft

tapes would be required [Schuegraf,1973]. Even if the cost

of storage is not to be considered, the inconvenience in
handling multiple tapes is not bearable. Furthermore, data
L,

stored on tapes is not.suitable for access in an online en-

vironment.

AN | ! _

- \
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- There are many instances when information in compressed
A . - = -

v

form would bring in savings in storage, proceséinq time and,

/ ! . . 3 ! ' N j ' .
more importantﬂx, increased user satisfaction due to quick \\\
Rl o

response time.s —

Compression of information has been very attractive in
r

cases where information is not accessed regularly like ar-

chive files and where the main consideration is minimizing

]

storage space. As we witness an increased growth in the use

P -

of local/wide area computer networksWwhich result in the in+4

creaslked geographical diversity in the user groups and elec-
¢ . J’
’ .
tronic mail, the wvclume of information transmitted through

the networks increases. ©ften, the cost of transmission
and the bit error rate are directly proportional to the vol-

¢ ume of information being transmitted. This is'espé!!ally

N (

- true in the case of public data networks like Bell Canada's -
Datapac where cost of transmission.is directly related to
. the number of paéﬁ%&s transmitted. Savings could be

3
achieved if we could find ways to compress the amount of in-

formation to be transmitted, yet_keeping the exact informa-

.

tion content.

As the amount of information being stored in the informa-
tion systéms incréases: the task of maintaining a quick re-
sponse time to user requests becomes difficult. Much effort
has been put in the design oninformation systems 'so that
agcésé to the data is easier a faster. Various solutions '

to achieve reasonable response times have been suggested,

2



‘'quired for the inversion tables'. .

A r

ranging from the use of specialized hardware to the filg

-

[§fhuegraf,1973]. To reduce the response time, the system

must locate the required piece of information in a file very

quickly. This means that the information must be organized ’

im-a—manner that provides fast access <o a particular item.
Algorithms for speeding text searches strive to-reduce the
riumber of times a character of a text file has to be exam-

ined in searching for a string [Goyal,1983]. Some informa-
. . ' .
tion systems like LEXIS, a legal database, use inversion at

a word level..’ This approach would ce;;;ThLy improve the

. ~—
search process at the cost of lArge additional storage re-
f t ' .

‘
El

-

Most | text compression techniqueswreduce. the storage }e-

u

+ quirement by representing the original text in a coded rep-

‘-'l -
resentation at the price of increased processing time needed

for compression and decompression. As the CPU time becomes
3

cheaper relative to the cost of external storage devices,

compression appears as an increasingly attractive option for

~

dealing with large files. " Since most/compreésion methods

make use of coded representations,
y)

e search for fa string

not have to be performed until th garget string is found.
' -

This would certainly bring an increased uger satisfaction in

-
.

most inff(ggtion retrival systems, interactive database man-

agement sysems, etc..

JUPUIENEREIY

.
’
—— 3

iy . . .

. ] :
structurés ta%}ored to a particular application

Py
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This ’repbrt discusses the possible methodsg of text com-

pression and decompression,. and procedures to perform a

o Bearch on a compressed text file. Programs have been writ-

1.2 ORGANIZATION QF THE REPORT

9 ¥
ten to generate statistics such as compression factor, CPU

-

®

_ time needed for compression and degompression, and to carry

out a search for a string on a coded text file. The main

-

Lobjective of this -project is not to arrive at an optimal

a

¢

megpod of ‘coding,. decoding’ and searching, but to generate

.

comparativae statistics in terms of storage and processing
time needed to " carry out a search for a string in

non—compressed vs compressed environments.
. .. //\,.. bl

’
.

All the statistics’ shown in this reporé\are based on IBM

3084 computer system using CMS.

‘b

/

~

«

' Cﬂapter:ll presents the _theqreticél backgfound for com-
pression includfqg information theory concepts as applied éo
the information sciences. Chapter III -discusses some of

. P .
the épproaches to d?ta compression. &n éﬁi;:;r v, methodé
for cbmpreésion, dgcompreésion aredgiven. Thﬁs chapter g}so'
discusses the possible data struétupesuggg the prpgram'de~
sign for a chosen method. chapter V explains a string
search method on a compressed database. It also contains

* . 4
. |
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X , the details for data structﬁrestand prpgram desiqna,for ‘the z\

é ~ string search m'thod Chapter VI concludes this repdrt by
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2.0 INTERPRETATION OF INFORMATION }HEQRY FOR INFORMAT&ON
SCIENCES. - ' ; :

-

-~

. Y
. . ‘

-
-

Traditionally, characters form the basic symbols set for

1 . L]
a'natural language. Some form of dig;tal‘codé* is wused to

represent characters of a language ,for storage and transﬁ;

T

missioﬁ. A wide range of characters must bg//évailable if
high 'quality' 1is to be obtained when computer typesetting

is used to produce materjial }anging-from non—technical Eng-

© .
=
‘.r‘ R .
s . ,

&

lish prose to mathematical, chemical, or linguistic articles

[Lynch,1982]. This means a character set must include char-

acters of both uppér and lower cases, subscripts, sﬁper;

scripté, punctuation symbols, digits, graphical gymbols etc.

to.supbort wider range of disciplines. Depending on the re-
: : ¢

quired 'quality' of the text, the number of blits used for a

character representation can be anywhere between 4-to 12

bits, Shorter codes can encode only a reduced character set

5

and hence, some form of 'shift' or 'escape' character has to

be used to code an extended character set. to have a reason- .

able quality in the text. On thg’other hand, a loﬁéef code
'provides a higher quality of thd-#Ext) because.of its ability
to support a larger character set at the price of an in-

creased stofage requirement for the resulting text.

~

<«

If we observe natural language text, we notice that’soﬁe

characters are found relatively more -often than others.

~

, | | 6
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. acters such as

o . . . i

“‘b . . L . ‘. -

A

-

. . ~
This 1implies +that characters in a natural language do not

occur Qigh equal frequency. chan-

o

In English text, certain

e, i, t etc, seem to occur much more often

*

than j, k, q etc. The following table, created fggf a text
o ¢ .

of 15280 characters shows the freguency distriputidn of

characfaxs.
s . - / R

¥ v . ) ‘
2oj 'c! 386 'D' 442 'E' 1531

'A'= 988 'B'= = = =
'"F's= 273 'G'= 285 'H'= 604 '1'= 954 'J'= 17
'K'= 60 'L'= 475 'M'= 312 'N'= 978 . '0'= 946
'P'= 277 'Q's= 9 'R'= 727 's's= 743 'T'= 1114
'U's 343 'V'= 122 T'W'=s 196 'X's= 35 'Y'=s 204
‘lz| 7 .
N'o'= 22 '1'= 14 '2'= 4 '3'= 3 '4a's 8
'5'= 2 'é'=_ "3 '7's 4. '8'= 6 '9'= 11
TN
'ls 2366 '¢'=  '.'= " 93 t'<'s 0 4 (§= 5
.l+l= 0 t|'= O i&l___ “,.O ls!___ 1 '$'= 60
l*t___ O |)f= 5 |;|= 6 "‘,'= 0 l__|: 44
.'/1= Ol/'fl'= . 0 '/'= 145 v'%|= 0 U I, 0
LI I O/I?t= 2 L 0 U 2 v;t'u_,__' 0
‘l@l= ]0 LI L 28 vt o 0 l"'=A 36 1ot 0
» = 0 ll'= 0 |"l= 0 . o
£ o : * !
¥ext file size = 15280 characters -
letters = . 12235 ==>80.07% (
digits = 77 ==>0.50% ”
blanks = 2366 ==>15.48)
' Punctuation = 0373 ==>2.48%
no of rines = 229 ==>1.50%
.  Character counts in text of 15280 charactérs.

A % . —
' A

A

R

[ ! ‘
- The following graph shows the hyperbolic distribution , of

character occurrences shown in .the above table.
kil -

R I A ' Lot d '

- . - 7
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¢ . P

This distribut{cn has been knoyn for a very. %ong_time and
. , )
« «=_1is, among.others, the basis of MORSE code for message trans-

- @

. misgﬁénWa Because ©of ,this wide disparity un the frequency
distribution of characters, the traditional a531gﬁmenb in

ccmputer systems of fixed edqual length code to all charac-

ters needs to he examined,

3 \ : P : ' , N
Ji . 1 ’ »” . ’

We could adopt the'mathematical)theory of commdnication
oy ! . s

»
3

as given by C. ,E. Shannon to’find ways to convert the

-

hyperbollc dlstrlbutlon of character occurrences to a more

rectangular dlstrlbutlon so that ail characters‘w;ll have

\

‘ ' equal frequency. - Shannon; a communications engineer at Bell

1 -3

—

& — 8
" ‘,‘ ‘).‘

w + X
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bilitiés of appearing in a given message are (R(, Pz, YRR

e

Labs, provided some generalizations with regard to the effi-

. ) . L
ciency in transmission of infermation'in communication chan-

: ! »
nels and information carrying capacity 'of these , channels |
' b}

_whether freehfrqm or subject to-noise. LLynéh,1977] has in-

terprsted Shannori's theory to information,sciencé. He con-

t

' /
cluded tgxt in order fog/ﬂixgi-length coding to be 'used,

e

-

symbols must hayé/;;;al frequeﬁéy.‘ In such a case, the most
k] . < ¢
efficency in storage and transmition of information is
." ’ ' /
achieved.

- ! 0 ' 4 N
/) Shannon'providéd some quantitative measures of this effi-

ciency expressed as the entropy of theCmessage or the'infbra

@ .

mation content of the messdge.

] .
Py o : -

. . A C 'S ’
He noted that messages contain less information than they

are capable of_containiﬁg implying the . presence of redun-

dancy. |, This redundancy appears mainly in the form of'de3 .

. kY . . .
pendencies between adjacent symbols of -the message.

Al 4

Shannon provided the fq}lowing_quﬁntitative"méasuées to
ealculatp t@e‘;nformétion contént in a meséage which in fq;t
provides the minimum lenéﬁh of th; message to“represent the
same‘information,cbntent. Consider (S;, §,, 53,,,S~) are N
diffefént §ym§ols in a langu%ée and their respective proba—
P.,,,P
). Then,.the average' information content or the entropy of

*

a message i§ given by the! following: ' -

o4 X

I} N 'l"_ ! ’ ~
N "‘ ] . ) "



\
. 4 .
N -
, - A - .
H= -/ [ P * LOG P | (1)
, — i 2 i o
" i=1 ’ P

_ H being measured in bits. Also, the average lengthl A,

of aisymbol in-a meésage ma? be calculated by:

\ '
3 ’
N . E
. S ) « s ‘
P A= /- [P .*B ] bits - - (2) "
o — i i ) " .
\ l=1. ’

-

*
-
-

-
?

" where B; represents the length of code, in bits, for sym-
e .

bol i and %' indicates the probability of symﬁol ito appéar

. A € R
in a message. - . _— R i
P . « v [ ‘e v

I
-

If the}g are T.symbbls in a meséagey thertotal length of
. . . + s . - "
the(message‘is given by h ’ :

. . P
. L ) 3
R . - . N 4 . .1

LN . N M ‘- . .
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T Na
)
Hence, it is degirable to obtain th.loWESt possible i.e.
minjimum value'for A.: Shgnnoﬁ'élso indicatea tﬁhé for encod-
\}pg. without error H must be less than or equal to A. This
aéans that tﬁe avefage,number of bigs needed to regresent a.
symbol ﬁﬁst be greatér thﬁh or equal to the entropy. The

desired equality can only be obtained. when the ‘foliowing

condition is satisfied for all the symbols in the language:

-

b > -"LOG P S (4)

L]
. . - ‘ |

Since, the number of bits needed to fepresent a symbol

-must be an integral number, this condition has little prac-
tical‘ value. Instead, the following condition énsu;es the

most efficient transmission and storage of information: -

. AN
, N : , l
\ . R ‘
A=-/ (P * [(rLG P")T] (5)
_ i . 2 i- -
, I=1
.
. { .
This is the theoretical minimum. "By calculating this

value for ~a natural language i.e. its theoretical minimum

value, cne could derive the measure of performance:

N

11
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B '

Wg could apbly Shannon's fihding; to information. sqi-:'
encesl We could measure'fﬁe,performance quantitat;vely of
any coding schemey by comparing the lehqth of a text file
using the coding s¢heme with its theoretical minimum.

.

Hence, the pérformance of ény coding technique. that tries

to réepresent the information content of a text file or a da-.

tabase in a coded representation can be measured as follows:
! . 3

[}

[]
‘

Theoretical minimum length of the
coded text'file

Efficiengy =

] Length of the coded text file
q

S
L}

Efficiency value of 1 is optimal. However, a more prac-

i

tical measure of efficiency in a computing environment can

—

» . '
be given as follows: [
- \ —

- ' N Length of the coded text file
Coding efficiency = . -
v ] Length of the original tgxt filg

'

R ] . . \

3
N

where the length of ﬁhe original %ext filehis given in
the tgyms of the character coding scheme employedl on the
‘specific computer or in the standardﬂcbding schemés‘ASCII
and EBCDIC, Qhere 8.bit§‘are used to represent a character.

?-v‘e‘

e l
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*

This efficiency is actually the compression factor and a

direct indication of savings in storage achieved by using a

specific coding scheme.

- .o ’

. . i

.-Thus, information theory provides some(insights into the'' .
characteristics of the natural lang@age and some’quantita—

tive measures of performance for-ceding schemes.
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3.0 APPROACHES TO TEXT COMPRESSION

Text compression is achieved By reducing the number of

A

- bits needed to represent thé text for storage and trans+

" mission. There are different approaches to achieve this

goal. There are methods that achieve higher compression

factors by tailoring the technique to the enunggment,, and

e

there are 'universal' ‘methods ~ with /lower but significant

compression factors which can opera on any kind of text.

>
L 1

o

Some methods achieve compression by reformating the ori-
gihal text to remove fhe series oflblanks, redundant and un- ~

L]
necessary information. A Slgnlflcant compression factor can

be 'acpieved byﬂ such a rearrangement partlcularly in the
case of file brgepizaﬁions with\fixed length records. Some
methods. comprees tﬁe text by asSignigg codes to the words
with distinct words being ass1gned the same Fcode. Even
though ' these methods achleve compre551on t@ey are not con-

sidered in thls report. Only reversible compression tech-

niques are dealt with. Reversible /means_that a chosen
> 4

. compression technique must -allow the orfgihal text or data-

-base”” to be regenerated from the coded representation with

out any loss of information.

t
v

Text compression is possible 'because of the nature . of
1 P - . ' ' Ta
frequency  distribution of the characters, which approximates

i
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K/jo hyperﬁolic or zipfian distribution, and the presenée of

redundancy in the form of depéﬁdencies among the characters.
Compression 5ethods differ mainly ih the symbol . sets used

(which are totglly.different from the traditional character

’

- sets). In this process, the text is made up of 'symbols',

< T, ~

' o’
the language elements. The symbol set may include the basic

character set and additional symbols. The additional SYM= s,

bols, which are the combination of basic chracters, are in-

cluded to -handle the dispglzte frequencies. The symbols

N ‘ chosen may be of fixed or var;jble‘length. The code assign4'
“‘ment to these symbols can vary from method to method. The
code chosen ma béwof fixed or variable length. And heﬁce,
there)9xiﬁﬁ/;:jf9possible comp;ess;on schemes. They ;ré:
P :
Lo 7
1. 'Fixed.length s?mbols — Variable length codés .
2. Fiied length syﬁbois‘— Fixed length code
3. Variable léngth symbolé — Variable lenggﬁ codes
4. Variable length symbols — Fixed leggth codes ’

»

1

All these schemes perform text compression. They differ
mainly in the ease of implementation and their dependence on
the text. All these schemes are briefly described in the

L
following sections.

Y T
(N

M

A
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3.1 FIXED LENGTH SYMBOLS — VARIABLE LENGTH CODES

The very first significant compression of a natural lan-

Yguage is the familiar Morse code, in which Samuel Morse

céded the text by replacing the characters with céMbihations
of dots, -dashes ;nd spaces. - Characters that have higher
probabilities of occurring were assigned shorter codes,
while those with low probabilities were given lonqe; codes.
By assigning shorter codes to most frequent characters,'the
total 1en§£h of the ﬁe§sage is reduced. Thi; Qay of coding
was later improved by Shannon apd Huf fman, wﬁo made use of a
binary alphabet in assigring the codes. Huffman provided a
method where the total number of bits in the text is re-
duced, while-aéééding of the text coded using ﬁis scheme can
be done instantaneously. His method is essentially to cre-
ate a decode tree, in'w;ich the external nodes represent

characters, and whaere the external path length is minimal.

That means, for a character k with a probability of p and

~

‘distance d from the root to thg node for character k, the

method tries to minimize the sum of all the products . of p
and d for all characters.

a

Huffmén's coding scheme provides compressed datab?ses or
text fifgs of minimum length. Howévérv the most significant
disadvantage is that it would.require a highly complicated
logic to manlpulate varlable length codes on machines with

fixed length words. Be51des the time spen€\on)such manlpu-

P ' 16
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Co lations of these codes, a considerable amount of CPU time is
needed to be spent at the decompreSSLOn phase as it involves
the search of a tree (the codes do not have unlque code be-

Qinnings or endings). Hence, this scheme is hlghly sultable

for situations where minimization of the physical storage

space is important and processing time is not -of concern,
‘ /

implying that this technique can not be used for}on;line da-

/

° / .
tabases and only &archival files are better candidates.

g
/ : . 4

‘ ’

o [

/’

3.2 FIXED LENG%Q SYMBOLS — FIXED LENGTH CODES -

. ' The s msol set, in this scheme, contains symbols that are
\\ of fixed langth. They could bé sinéle characters or a com-
binalion o;b characters. As all possible combination of
pﬁar;cters of the required length have;to be encoded, this
- - scheme 'is suitable for static environments i.e., where the
exact combinations are preciselyﬂdefinedL The scﬂeme may

also be employed in situations where the ﬁumbe; of symbols

is limited and could employ a°coae of length 'shorter than

that on the hést machine. For examble, in situations where

the case of the characters is immaterial ehd some ‘- punctu-

‘ atioﬁ symbols never occur, the number of symbols in the

4 character set could be reéestricted to, say 64, and thus the

characters can be unlquely encoded using a § b1t rather than

the usua%/b bit code. Thls results in a saving of 25%
17
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3.3 VARIABLE LENGTH SYMBOLS — VARIABLE LENGTH CODES

’

5
’ Loy rer ot N .
This SCH§§§~ attracted a lot of attention from research-
1o ' .
ers. Many férmts of compression techniques are possible
s - . -
ing this scheme, because a varible length language element
can be_ chosen in many ways. A chosen language element may
be a° word, which 1is a natural unit of the language, or a
fragment of a word, .which is called a word fragment or even

a textual fragment which can 1nclude blanks and punctuatlon

marks.

Thiel and Heaps propoéed a compression séheme in which
words were used as language elements a[Thlel 1972] Words
were ,given +the variable length frequency dependent codes.

The resulting database was’ stored in compressed form on a

magnetic +tape and the dictionary establishing the relation-

ship between the words and the codes, /as storedon a disk.

The dictionary had to be referre& for coding and

¢

ecoding

L4

operations. The complete -storage analysis 1is given by

[Heaps,1972]. "~ Even though this method offers a good com- -

pression ratio, it suffers from many disadvantages. + The
size of the ‘&ictionary is dependent on the database and

hence, needs to be updated whenever the database is modi-

fied, which means there 1is no 'universal' dlctlonary

- —-—)

Z2ipf's law indicates tg;:“; ﬁér cent of the words in a da-
tabase or a text file appear only once, 16.67 per cent of
the words appear only twice, and for small values of- n, . a

¢

18
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fraction of (1/(n(n+1)$) of the wqrds occur n times. THis
means,.éhat a majoritthf the words appear Snly once, and
most of the remaining appear infrequently. Hence, savings
achieved by feplaciﬁg the words by codes disappear by_Having‘
to store them in the dictionary, instead. Thus, the use of .
words as language elements does not provide any significant.

\ -
savings.

There have been a number_of proposéls to form language .
elements that are shorter than wogds, called word fragments
which are textual frggments that are completely 5ontained*
within the words. Symbol sets, whfch contain symbols that ..
may cross word b;undaries and contain blanks and punctuation ®
ﬁénks, called text fragments, have also been proposed The
‘procedures to make "a selectlon of a, symbol set contalnlng
wd?@ fragmeﬁts have been documented b Colpmbo, 1969] and
those of text fragments by [Lynch;1973];.[Schueéraf,l973]

and [Yannakoudakis,1982]}.-

N
-

N

After the selection of a proper éymbol set, ’véﬁiable
length codes must be assigned., Huffman's codes provide com-
'pressed databases of minimum length. This scheme.suffers
from all the disadvantgdes of Huffman's scheme like the
prqpabilities of .the symb?ls must'be’féund before the as-

- s

signment of codes and the complicated procegsing and manipu-

lation of variable length codes. Decompression is slow due £

to the size of the dictionaries for larger files or data-

bases. ' - y

19



3.4 VARIABLE LENGTH SYMBOLS — FIXED LENGTH CODES

gany‘compression techniques dse‘this scheme. °"This scheme
is very popular because efficiené and fast decompression is
possible. Once the proper symbol set is chosen, which is
similar to that of the previous method, codes of fixed
length are gfsigned. A.dictionary is Taintained to esfab:(
lish the relatisn between the é}mbolshand the codes. Decom-
¢

pression 15wvery,efficient,beceuse this process is simply a
‘Qable look up wt}h the code as the index in to the table. A
proper size fo; the codies can be chosen to meet the machine
characteristics. For example, a coée size of eight would
. allow a symbol set of 256 and‘would‘nicely'fit in any byte
oriented machine. 1 Howevér, compression 1is some °;whét

ient because of variable lehgth 1anguagé‘elements.

! " ' ]

Fixeéd length coding implies that all the language elments

chosen as the symbols are expected to have equal probébil-
~ . ,

»
.

. ity, and have equaltﬁhmbé; of bits in -their godes. This

o

means that value of A in equation (2) and that of H in

equation (1) can be made to have the same .value. .This

rd
'

‘.t produces the best possible compression with the given 8et of

symbols. That means, that the average pumber of bits needed

. \ ,
Lo represent the information 'content of a symbol is equal to

- the %number of bits used to represent such a symbol. The

. o b
problem of getting the probability value such that bLﬂ 4n

A

— 7

. Y .
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7— ‘equation . (4) 1is an integer requires .the P; in the eqiation
-
(S) to be of the form

¢ v . - ‘ *

v o ' A

where N repfeseﬁts the size' of the «dictionary or the

} total number of symbols [Schuegraf, 1976] A code of N bits
. . )

« Ls suff1c1ent to represent a symbol. Thus, after selecting .

N .. '
«« a suxtable size for N, the task is to select 2 symbols/@ﬁr’

et ‘ ¢ Yo . -
that they will have constant probabilities of 2 N

. .
~ e

&

Ld ; , . ! % -
i? | -

> Selectlon procedures@?or the symbol——set satisfying the

-

- —

and [Schuegraf,1973]. The symbol set may - 1nclude word ‘or

\

Fl . . A
‘Eext :frégm%pts. Compression techniques using this scheme

.

~have been da@umented by (Schueéraf;1974]. Compression using

.ghis scheme is very. attractive because we can ' choose the

. size of the dictionary tqkpe of any eonyenieht value and de-

. : . . o T

- codi s simply a table‘lgok up procedure;. for small symbol
J"beté the dictionafy can also be“kept in the memory. Because

- . ©f all  these features, compression and decompression using

ware and often, in such éeses the speed of theséprerations

is increased by a factor of 1000 (Lea,1976].

4
1

,‘abOVe. condltlon havek been well documented by [Lynch 1973]’\

thisNSChemeocan be implemented by microprogramming or hard--

.
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The above sections briefly discussed the schemes .used for ’ '
I A .
text compression. The next chapter discusses the exact
Y .
methods to generate the symbol set, compression and decom-
pression, and method to perform a search for a string in the
compressed database. . -
LY M . - - - ‘ )
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4.0 ‘ENCODING AND DECODING USING FIXED LENGTH

REPRESENTATIONS OF VARIABLE LENGTH CHARACTER STRINGS

!
-

‘ ‘{ ot e
A compression scheme based on.the variable length~character .« __

strings.with fixed length code representatlon is discussed

-

in more detall ln‘thls chapter

e,
'I‘
v .
This scheme received a lot of attention because of it's

* I'd
proaches have been, suggeSted to create.a symbol setlw1th
4 .

. ’ ™~ ‘
fast and- stralght forward decoding procedubé// ‘ﬂm\\\ ap-

varlablaalength strlngs like ‘words, wdrd—pairs, phrases -

r U -
word segments, text fragments etc. In a compre351on scheme,

ptgﬁpsed ijlThlél;l972], words in a database were replaced
by codes.! since the frequency di?tribution‘of words ‘in a

text or a datépase follow zipf's law, and because of the

\

large number of words, efficient coding fechhiques require

. . : ’ 7
the use of variable length frequency dependent codes for

words. Word coding schemes can not have the convenience of
having a’ unlversalf symbol set or: Q1ctlonary, because of
ite dependepcy on the size and the contents of the database.
Often, ‘the dictienary in a word coding scheme is quite

&
large. . ) . . . .

» -
%

Thuys, even‘éhough a word formts a natural language unit,

"effici compression can hot be achieved with_a symbol set

made solely of words:or.phgases. Since, only variable 'length
«

L] . 3 23
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codes can possibly map such var%a@&ek\:;ngth strings effi-
ciently, processing of such codes is ¢ 'blicated in machines

with fixed word size.
N |

-~

[Schuegraf,1973] prgposed the use of  variable length
chargct%?wstrings called text fragments, which form the lan-
guage elements for compression cading. Unlike word fraq—

ments which aﬁﬁ character strings that are contalned

-

entlrely in words,>tex fragments are strings that are part
of a .more general tejbki} record and may contain blapks or
punctuation symbols. [Clare,1973] suggested that these text
fragments should occur in tHe database w1th equal frequency,
so that fixed length codes can be used Selection proce-
dures for stch variable length, equifrequent ’character
strings are ddcumented. by [Schuegraf,1973], [Lynch,19731,

[Clare,1973]). Because &f thepuse of a fixed length coding

scheme, it is possible to hav fixed sized dlctlonary

. This 51mp11f1es ‘the operatlon f decoding, sihce decoding

becomes a process of table look up operation w1th the code

being the 1ndex. " Also, unilke word coding schemes where a

variable length string iskmapped on to a variable length
code,'dn fragment coding schemes variable‘length scrings are
mapped on - to fixed length ccdes.‘ Dicticnaries in fragment
coding schemes. also tend ;; be 'universal', in the sense
that 'they. can befabplied on wide variety of texts or data-

bases in similar category [Lynch,1982]). ‘Sections that fol-

low describe the procedures for the:- creation of text

- - -
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fragments and the selection process to create the symbol ta-

.

ble. . . . ’ N

4.1 GENERATION OF 'TEXT FRAGMENTS

»
(4

2

A text
wheré“n fg?ers to the quimum length of. the text _fragment.

. . : ' PN
For examgle, a set of n—grams may contain a text fragment,
5 { . ' 5 H '

", one to n’cha;gcters long, and that occurs ffeduentl? enough"

in a text to justify it being consideied'a symbol in its own

rigﬁt in additien to the conventional symbols'which§comprise

. »
the text [Yannakoudakis,1982].

LY

1

</

Creation of n-gram set. invol¥es’' the’ selection 6{ all

stri&gs of different lengths. Jhis analysis can be per-

formed on the database itself-or if the. database is too

large, on a sufficiently large sample. In the latter case,
; X N . !
care should be taken so that the chosen sample'is represen-

tative of the entire database. e

v

&

Before ﬁroceeding to identify all the pbssible r—grams,

one should fix the maximum length of an_, n—gram i.e.; the

value of n. - Larger n.would take a lot -of processing time,

while too short a code could "ignor: 1longer, but. fréqueht

qhafacter 'strings in the- text. . A value. of eigﬁt would
, , 2 - > - 25

fragment of.restricted length is called an n—gram,
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likely cover host of the text fragments. Anye—gram set can
include all character strings of length one(unigram),
two(gigram), thfee(trigram), four, five, six, seven,. and

eight. .

2. .
¥

';'u
- -
7

A PASCAL program‘was developed to generate n~grams, with
value of n equal to eight. The completé'text was scanned in
the windows of length eight. First window consists of the

L4

first eight chafactérs. l‘Sgcond wigdow consists of eiqhﬁ
charécters starting from the. second character, ' and third
;indéw starts at 'thirdv_character' and contains the eight
characters, so on. The following are the differenf windo@s

{
identified by the program for a string 'DATA COMPRESSION".

*a .

3

DATA_COM

ATA_COMP

TA_COMPR

* | . A_COMPRE -

| S _COMPRES - -
COMPRESS

! OMPRESSI =~ ¢ -

 MPRESSIO

PRESSION

- | ‘
+ The number of possible n—grams is directly propofiional
%0 the size of the text. Efficient Btoragé and accesdt to

-

n-grams is required during the creation process as their oc-

26
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currence frequencies are required for symboliset generat;on.
If the text file or\the database is very large, the only
bossiblé approach would be to store them on a disk. . This
would involve searching for an n—gram on the disk. The disg
should be organized so that a minimu; number of comparisons
are done. For this pfoject, a different approach was used.

A trie data structure was used to store all the possible

n—grams.

This was kept in main memory. The trie data
strgctu{e w;s very efficient‘in identifyiné aﬁ,n—gram and igi
lends itself to simple recursive proéramming, This approach
was suggest?d by [Yannakoudaki§,1982]. The schematic layout
of ‘this structure is presented in the appendix A. | .

.As each wiédow is identified, it was entered in the trie
with ~the necessary frequency éount@rs incrementedu. For ex-

ample, for windows 'DATA COM' and 'DATABASE', the following

n—-grams are possible:

D , © D
- DA . DA
DAT . DAT |
DATA DATA ‘
DATA_ - °  DATAB.
| DATA_C DATABA
9 DATA_CO DATABAS
DATA_COM 5 DATABASE
L a .

27
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With only the above windows, n-—grans witﬁ the correspond-

ing frequencies are as follows: ' .

D | 2
R . DA .2 -
‘ " paT | 2
'DATA .2 * .
DATA_ 1 NG
DATAB. 1 |
DATABA ‘( 1
DATABAS 1. ,
DATABASE 1
DATA C 1
. | DATA_CO 1
P DATA_COM 1

— - . s

/

This process 1is simple with the use of trie data struc-

ture. .Once the complete represenﬁative text is scanned, the

trie must contain all the possible n—grams with the corre-

.

sponding frlequency counters. Each node in the trie is aéso-
ciéted with a fragment ana its frequency. It is obvious
that tﬂe frequency of a node also include the frequency of
its child. A fragment of any node is .obtained by concat-

enatfﬁg it's character to the fragment of it's parent node.

a4

The foribwing section describes the selection procedures for

thé creation of the symbol set.

N, N 8



4.1.1 CREATION OF A SYMBOL SET

<

7

-

~ Once the trie is constructed, it contains all‘the possi-
ble n~grams and the possible candidatés for- the symbol set.
The elements in .the symbol set form the language elements

which will be used for encoding and decoding processes. The

task is t& identify equifrequent n—grams, so that we caigl as-

sign fixed length codes to them. The procedures for the se-
lection of symbols from these n—grams are presented in

!

[Lynch,1973), [Yannakoudakis,b1982], [Schuegraf,b1973].

—

{Schuegraf,1973] suggested that the following guidelines®

should be barne in mind during the formulation of any se-
lection of symbols as the basic language elements:
L * '

. : ¢
. The set of dicticnary fragments must be complete
in the sense that the database or a text file

should be representable by concatenation of dic-

tionary elements.

. The selected fragments should occur with equal

frequency.
. The set of fragments shoud be chosen to maximize

the average fragment length.

. There should be very few words of the uncoded da-
tabase that do not contain at least one bigram or
" \._ - larger fragment.

;E> The set of fragments should not be over redundant.
- That is, it should not be possible +to choose a

« smaller set that also satisfies the above require-

ments.

w
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Even though the above criteria fefr fragment selection are

meant originally for word 'fgagment selection, they can’

equally be applied to‘the selection of text fragments.
. ¢ - \ )

+

The fragment selection algorithm starts with the basic

.symbol set and then keeps adding the most frequent blgrams

»
whoig;fbequenc1es are above a predetermined threshold. This

_process continues until\the‘frequency‘bf the most frequent

‘trigrem is equal to or greater than the frequency of the
bigram under consideration. Then we start considering the
trigrams. This process continuesifftil eitﬁer we-feach:£a
predefined . dictionary size or there are no more,g~gramsqto

-

consider. , '
o

~ ‘The following i¥ the fragment selection algorithm as sug-
gested by [Yannakoudakis,1982].

)

1.; Specify a threshold t.

2. Select a ba51c symbol set which includes all the

basic characters.

3. get next n-gram, if its frequency exceeds the

W ?

threshold then perform step 4 else perfoxg step 5.

for this n—gram.

4. Add the n—gram to the symbol set only if the dif-

ference between  frequencies’ of (n-1)—gram ., and
n—gram exceeds the threshold. If an n—-gram is

-~ added to the symbol set then the frequency of (n—1)
gram is reduced by that of n—gram. Go to step 3.

5. If the size of the resultant symbol set is not the
required size, ‘then increase the threshold if the
size is greater else decrease and go to step 2.

30



The ‘'selection algorithm is a-function of threshold t, the
minimum frequency at which a -fragment must be considered as
a possible candidate for inclusion in the dictionary. _The

size of the resulting dictionary is also a function of this

N

threshold.ﬁ ~ N

For this project, the symbol set generated by
(Lynch,1981] was used. This symbol set wss'modified to re-‘
move some of theAFpecial characters; the special charaéters
were codea:using a shift character. ?his allows for somé
extra n—gr;ﬁs to be included in the symbo% set at. the ex- \\\\V
pense of-a longer code for the sbecial characters. ggpendix

B shows the symbol set used in this project.

4’2 CODING ALGORITHMS USING VARIABLE LENGTH STRINGS~FIXED-—

LENGTH CODES

This section is concerned with the general péoblem of’da—,
tabase compYession ‘once the selection of the, set | of
e&uifrequent symbols is completed. The dictionary is ex-
pected to hgve a certain number of symbols of. a maximum

C length n. In this‘project, the size of the dictionary was

set to 256 and the maximum length of a symbol was eight. The-——
256 symbols'can be coded ﬁéing an éight bit code. The dic-
tionary included all the basic characters to ensﬁre that a -

o 31
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copplete representation of the database is possible with the
dictioﬁary elgmehtsj though it is expected that it &?i not
often that we have to use singlé charcters in the coded da-
tabase. With an eight bit code, even ~the use of single
cha{acters does not require more sp;Le thiﬁ\th‘original da-
tabase in machines wiﬁh eighttgit character reﬁ?ﬁgantatins.
The problems encquntered™in basic compression and poséible
compression metlpods are described in this section.

0,

The selectiqn pfﬁeédures for symbol set presume to have a
kno&ledge of the database or a representative sample. In
contrast, the coding procedures ‘can not be expec;eg to have
k%owledge of the ’cpmpleté text or the complete database.

Instead they only look ahead a short sequence of text char-

acters. This restriction is important to cdﬁtroL the proc-

essing time spent during compression. ' The syfbol set

selection procedures must have complete knowledge, because: a
symbol . set ig  designed to be static over a period of time
and has to be reasonably 'universal' so that the symbol se

can be used on several texts.

A Kknowledge of the degree of optimality of the stored
~

-
dictionary fragments is usequl since it provides a criterion

with.which to compare the resulé 6f subsequently cod}ng th;
.database by use of a parficular coding algorithm;' The pﬁbb-
lem is to choose the coding algoriithm so that in the result-
Eng“* fragmented database the fragment distribution is

~ ~
sufficiently close to having the., same measure of

: ’ 32
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. ber of codes.

3 -

a 7
equifrequency that was obtained by the optimal selection

process used to create the fragments stored in the diction-

4

ary [Schuegraf,b1973].

.- ~ '

* -
e— = ./

The Se}gction criteria ,for this comparison of.d;fferenﬁ
codingtaloégrithms are mainly the resulting compressfon fac-
tor and processing time heeded.' The methods'covéred are:

"1.' Minimum Space -Method (MS)

2. Longest Fragment .First Method (LFF)

3. Longest Match method (LM)

! ———r—— ; .

'4.2.1 MINIMUM SPACE METHOD . T

% :::- ' ‘ )

As .the name implies, this method produces.the compressed
Qatgbase of minimum length. " A database of minimum;length
Wiil takétup\minimum storage. X |

- v
‘ \¥or a given string, this method requires the identifica-
tion of all text fragments that are sub—strings,of the given
striﬁé i.e., the codes‘yhps%‘strings are entirely contained
with inrthe-givén"string. Then, generate all the combina-

tions of codes that form the given string. Now the task is-

to choose the combination of codes which has the least num-

~

B i B : g - 33
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&

™ This .method has the;advantage of producing the best‘éom-'

.predsion factor at the price of increased processing "time.
- \ - o’” . IS

This is essentially an exhaustive search of all the possible

sequences of codes that could fit within a string. This"re-.
. - N

quires that the dictionary be organized so that the iden—\'

tification of fragments is ™ faster” Anqtﬁer major

/ - . . | .
. disadvantage of the method is that substring segrcﬁﬁng can

only be carried out on decompressed strings. o \\

e
L7

[ ’ ' -

¥ .Y

) . ' R S »
4.2.2 LOUONGE FRAGMENT FIRST METHOD ) .

E 4

7

" Though the Minimum Space method guahanfeas Bhe best com},‘,

e . ¢ - o e
pression of the database fragments in the reswlting database

"

will not be equifrequent. \ IR e -

-
.4

. .
‘Longest = Frdagment method is similar to that of Minimum .

Space method im that all the possible codes whose text frag-

ments are entirely contained within the given string be
- ' : # - P Ta

found and stored before the selection of the combination is

found. Once all the possible codes aﬁ; found, this ‘method
T e P |
finds recursively the largest fragme

‘ R v N
other codes whosé strings are eitHer completely ‘contained
. 3 < . .

with in the largest fragment or overlap this chosen frag-

;’ﬁment; Once "this process is complesed, the ¢&oles that still
- ‘ -

remain will form=.the combination of codes that form the

»

N : 34
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it and removes all the’
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- \)given string. In general, the résultingucompression factor
o~ R .

'ﬁ . ! -y -‘. »

P Hpe td Longest Fragment method is*lower than that of Minimum

Space method.

A o .
! ‘ "1t has the ‘same disadvantage of Minimum Space method in

‘ . “that'all the codes of text fragments whose string are con-

i v . |
tained in the given string be found and stored in advance.

- _ //"‘Hedce, this method also requires an efficient organization
”~ L M

- LY .
! t of " the dictionary. 'In addition, substring searches have to

-be carried out.on decoppressed databases. N
- <

N 4.2.3 LONGEST MATCH METHOD g

~
\
»

Both Migimum Space method and the Longest.Fragment First

sGUffer from the same disadvantage of ha@fng to find all sub-
' ) ' o

fragments of the given string and, hence would require -addi-

~~tional storage’and processing time.:
P . -

<

We selec; the longest f agent thgt,maéches tﬂe charac-
-ters in the striné starting t the firstﬁ~character , and
substitute _iéé‘code forothe'string. Sta}tf;g from the next
. character noty incl¥ded in fhe first stri'rig‘, we rep‘ea’t -the

jphqcéss'hntil-the“éhd of fﬁé ﬁext'is reached .-

S

»
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Since there is no- need to look for a{l fragments, the

process allows considerable saving of coding time. There is

no need for any additional table to store intermediate

>

codes.

~

. -

—

[Schuegraf ,1973] has surveyed different compression algo:f
» -~ 7

rithms and presented the. experimental results.

For the project, the Longest Match method was chosen.

N J

The next section will describe the program design to ‘imple-
. N

ment compression and decompression procedures.

=1
= n

-

-

\)

-

. ']
4.3 PROGRAM DESTGN FOR' COMPREZSTON AND DECOMPRESS ION

- ' .

- -

A§ a part of the project, programs were*developed to gen-

erate th? symbdl, set,\‘and perform compression and decom-

’
. ~ .
pression.

-

v
» * . °
!

As was mentioned earlier, variable lehgth text fragmehts
of restricted lengtg were used. The progréﬁs were written
to be independent 'of the size and 'symbols of -the diction;ry.
For the purpode of the testing, the~éize of the dictionary

was set to be 256 so that a code qf'length eight bits or a
: ) t

byﬁe can be assigned to each symbol. . The method wused to '

36
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-

gene}ate symbols was described 'in section 4.1. It used'a

o

trie data structure as shown if thepa?pendinA to store all

the possible n—grams along with the frequency cdunﬁs. Then

[y
-

-

the most equiprobable symbols were identifieq according to
7
the method desecribed in secdtion 4.1.1. .-
(S B ) €.
. . - r
The dictionary contained all the basic characters, so

that representation of a database is always possible, though

it is expected that the use of symbois , of ‘lenqth of one

-~ !

" character are not preferred in the compressioh algorithnm.

-~ ’ i)

Only upper case letters were included in the djctionary, yet

‘programs were developed to handle multiple case. For test-

ing purpbses, it was decided Eo use the dictionay oposed.
. >~ . ) EY
by [Lynch,1973]). The dictionary was modified to inclu all

the~Bossible characters with' all the special punctuation

—.

marks deleted to include more‘tbxt fragments in the diction-
Any. A shift character '@' is used to precede any special
. [N

character. This assﬁmes'that the database will mostly con-

tain alphabetical data. All the pdnctuation symbols,ahd the’

'digits are stored in a ;éparate linégr‘structure and codes

Eey

assigned according to their position. The modififed diction-

-

ary is shown in Appendix B.

- B .

. The symbols were read fr&*aa file and stored in memory_in .

\

a°§rie data structure similar to that shiﬂﬁ’in the. appendix

A. This }allqwed the faster and simpler identifi&atién of

-

the longest fragment [Yannakoudakis,1982].
) R
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4.3.1 GOMPRESSION PHASE o , \

1

-

The lpngest'match method as'aescribed in section 4.2.3
was used to perform the compression of the database. Though
it does not provide the compressed database of minimum
length) it is simpler and faster in terms of ‘processing

time. . )

; If the number of ~consecutive blanks is more than two,
. i . 9

then only the combination of a shift character, position of

’

blank in the table for special characters, and the count is
kept. This allows the original data base to be created from

the coded representations exactly. L
™ -
\¢ N

The organization of the compressed database‘ is designed

-

to allow for faster string sea¥sh procedure on jghe com-

* pressed database, and of course, for " faster decompression.

But this design in no way ‘'can be claimed to be optimal. As
was mentioned in chapter I, the main objective of this

project was to find ways to improve string Searching on

A

lérger text files or databases. ' ' '

S

)
The compressed database is organized in to pages. Each

pagé contains two parts: A positién matrix and an overflow

table. The position matrix is organized esseﬁtially in the

form of ~a table, with 256 rows and each row containifg  a
) ~ ’ . o
fixed number of position slotgﬁy Each row indicates the po-

: g
. | )

38



sitions of the corresponding .code iﬁ‘ thé compressed data-
' !

base. The overflow area is to store the positions of codes
for which their respective rows have been filled kEp. The
. _ N

overflow area is also a table where each entry contains the

coﬁe, and positdion. Appendix C shows the organization of a

page.

As each code is idenpified by the compression procedure,

a‘separate procedure stores the position of the code in the

\ , -
- page. If the row of the code is filled up, then the over-
» . .
flow area is.used. In chse the overflow area.is also filled

\up; a new page will be startediv The page is organized in g
matrix form bec;yse of the fact for a good symbol set and

for a good compression process, the resulting coded repres-

o

'.~eﬁtations must occur with equal frequency. Because of this’

obéervation, it was assumed thgtér matrix f&rm is alright;
But experience has shown that a ﬁypical page is very .sparse
and often only\a’few codes occur more often than others and
they fill up tﬁe overflow area. Though this organizatioﬁ

allows for string search, there is a room for improvemeht.

v

» \

o

14

4.3.2 DECOMPRESSION PHASE o,

.

3

LN .
In schemes where variable length language elegpents are

-coded using fixed length code representa



)
o

pression procedure is essentially a table look up procedure

with code being the index.
g ] )

That 1is essentially true in this current implementation,

except for.the fact that codes are not stored in a linear

Y

ﬂgtructdre. ‘" Since, they are stored in pages, as described

,earlier, preprocessing is needed for each page. This pre-
B ’ i . . .
processing essentially involves the mapping each code posi-

'

tion in a linear structure to obtain a single stream of

Pl

codes for ‘that page.” After this process, .each code is€1n-
i 14

dexed into the dictionary to obtain the corresponding text

f

fragméntz Concatenation of all the text fragments of all

-

consecutive codes provides the ériginal file. Some logic is

1

<

needed to process the shift codes and repeat counts.

The detailed statistics regarding the‘compreséion ratio,

»

CPU timings, frequency distributions of codes in a pége for

a test case are presented in the following section.

L3

4.4 STATISTICS. o , o ’

L~
The follow1ng sections describe the results o@i the .com-
pre551on technlque used. The symbol set shown in appendix A

is uoed. All the results shown are based on IBM 3084 com-
"puter system (running VM/SP CMS operating éystem). . L
‘ ' 40
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To illustrate the technique, An extract from Newsweek

magazie is used as a text file to-be compressed. All the

following resulys are- based on this text. The article i§/§§A\5 -~

follows:

FOR WEEKS IT HAD SEEMED CLEAR

THAT SOMEONE WAS ACCUMULATING

STOCK IN PAN AM CORP. THE

SHARES OF THE AIRLINE COMPANY:._

WERE REGULARLY ON THE MOST a,” >

ACTIVE LIST AND THE PRICE HAD

BEEN .NUDGED UP. LAST WEEK THE
‘ NAME OF AT LEAST ONCE OF THE :
ﬂ BUYERS WAS ANNOUNCED. RESORTS :
' INTERNATIONAL, WHICH RUNS : ////

HOTELS AND CASINOS, SAID IT

BOUGHT WHAT AMOUNTS TO ABOUT

.~ 7 PERCENT OF THE AIRLINE'S STOCK.

An ext;abt from 'An Old Bidder's New
Interest In Pan Am', taken from Newsweek
magazine (august 26, 1985; pp.46,—)

o ‘ \

The following is the frequency distribution of characters

in the text file used: -

41



¥

o 192}
<oraw
nawannn

wououononom
S

w

e O NCURTD»

* =
—
w
[

—® VN

noun i nnn
nunanunnan

file size
letters

" digits
blanks
punctuation
no of lines

u
L]
X%
‘-r

-

[

N

o

youwnnun

[
O DD
ol i ol @

OHOOO0OO0OO0 . OO0

(\V]

I

l7l

wnuwunnHu

13

14 'D'= 9 'E'= 38
16 'I'= 16 'J'= 0

8 'N'= 24 'O'= 23

16 's'= 23 'T's 30

7 'X'= o 'v's 3

o '3'- % 'a™ o

1 '8'= 0 '9'= 0

4 l<|= o l(l___ O As
0 't'= 0 "$'= O

0 l_‘l= ‘O ‘!_!‘f__ N O

2 lo/°l= O l-_0'=' O

o l:l= O l#l__: O

o l"'= O l0l= O

0

characters , - '
==>65.93% »
==>0.22% . .
==>29 . 45Y% -
==>1.54%- , . J
==>2.86% -

Input File Statistics
Character Distribution. ’

7 .

e
- n

The size of the compréssgd text file, the number of pages

vl

_in the partitioned compressed text file, compression factor,

and the time taken to perform the compression dre given be-

low:

Coded file is

"Coded file is

210 bytes long.
Number of pages in coded file is 1.
46 .15 percent of original -file.

Time taken for compression is

14022 micro seconds.,

. "F'f?
- 42
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The following is the decompressed text and the time taken

for the operation. ' | g%g, ‘h

Decompression is in progress.
The following is the decompressed text for the first page.

( FO)(R )(WE)(E)(K)(S I)(T )(HA)(D )(SE)(EM){(ED )(C)
(LE) (AR) (TH) (AT) ( S){OM)(E)(ON)(E )(W)(AS)( A)(C)(C)(U)
(M) (UY(LAY(TI)(NG)(ST)(OC)(K )(IN )(PA)(N A)(M H(CO)(R)
(P)(.)( )( TH)(E)(SH)(AR)(ES )(OF)( TH)(E A)(IR)(LI)
(NE)( CO) (MP) (AN) (Y)(WE) (RE)( RE)(G)(U)(LA)(R) (LY )
( L)(IST)( AND)( TH)(E P)(RI)(CE)( H)(AD)(BE)(EN)( N)
(U)(D)(GE)(D )(U)(P)(.)( )( L)(AS)(T )(WE)(E)(K )(THE)
(NA)(ME) ( OF )(AT)( L)(EA)(ST)( O)(NC)(E O)(F T)(HE)
(B)(U)(Y)(ERS)( W)(AS)( AN)(NO)(UN)(CE)(D)(.)( RE)(SO)
(RT)(S) (IN)(TER) (NA)(TIO)(NAL) (,)U W)(HI)(CH)( R)(UN)
(S)(HO) (TE)(L)(S A)(ND T)(CA)(SI)(NO)(S)(,)( S)(&AF)
(D )(IT)(BO)4) (G)(H) (T )(W)(HA)(T )(AM)(OU)(NT) (s )
(TO )(A)(BO UT)(7)( P)(ER)(CE)(NT )(OF)( TH)(E A)(IR)
. (LI)(NE) (') (s )(ST)(0C) (K)(.)
'Time taken for decoding is 21696 micro seconds.

The programs were run on different kinds of text files.
All the programs were written in PASCAL on IBM 3084 computer
system using SP/CMS. All the text files are on this ma -
chine. Thel compression factors ranged from 30.57 percent

when this report was used as a text file to 67.87 percent on

a computer program written in PASCAL laqéuage. The charac-

s
teristics of'ﬁgﬂ%

KA the text files were also obtained. The

following gi&es the description of the text files used.

T

- 1. This Report. This report in its original form with the
typeset commands is used as one of the test data. This
report is formatted using the Document Composition Fa-
cility (DCF). ,

43 /
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2. A computer program. Programs written for this project
to perform compression, decompression and string search
are used. These programs are developed using PASCAL.

3. A magazine Article. This article entitled "Hail,
Halley's !" is taken from NEWSWEEK magazine dated, sep-
tember 9, 1985.

4. A computer manual. This is a reference manual for a da-
tabase management system based on Generalized Entity Re-
. . lationship Model (GERM). This system was developed by
' A ‘Bell-Northern Research, Ottawa. )

The followihg shows the results obtaI;éd for- each of

these text files. ' . -

1. This Report. _ ' ‘ /
text file size .= 255360 characters B i\\
. letters = 54955 ==>21.52% o .
, .digits = 1856 ==>0.73% :
. blanks = 190928 ==>74.77%
T ~ punctuation = 5701 ==>2°23Y% : .
. no of lines = 1920 ==>0.75%
Coded file is 75026 bytes long. . .
Number of pages in coded file is 22.
.x Coded file is 29.40 percent of original file.
/ . Time taken for compression is 3643425 micro seconds.
//) Time tgken for decoding is 1475145 micré seconds.
N
2. A computer program.
~ ) 44 :



4.

. A computer manual.

/f&

text file size 60761 characters

»

letters = 18999 ==>31.27%

digits = 727 ==>1,20%

blanks = 31401 ==>51.68%
punctuation = 7310 ==>12.03%
no of lines = ==>3,82%"

2324

Coded file is 40661 bytes long.:

Number of pages in coded file is 21. .

Coded file is 66.92 percent of original file.
"Time taken for: compression is 1625702 micro.seconds.

L]

Time taken for decoding is. 927830 micro';econds.

. e

' &

e
A magazine article.

e —

text file size 11855 characters

letters = 8276 ==>69.81% g ‘e
. digits = 295 ==>2.49Y% “ﬁﬁg
blanks = 2761 ==>23.29%
punctuation = 309 ==>2.61Y%

no of lines 214 .==>1.81% - - - -

» Coded file is 4115 bytes long. .

Number of pages in coded file is 3. ~~7°

Coded file is 34.71 percent of original file,
‘Time taken for compressgion is 263234 micro seconds.

L]

e o0 >

Time taken for decoding is 286017 micro seconds.

| .

By



370144 characters

‘text file size : . '
210125 ==>56.77% - )

letters: =

digits = 10262 ==>2.77%

blanks = 117075 ==>31.63)% ,
punctuation = 21600 ==>5.84Y% -

no of lines v 11082 ==>2.99%

Coded file is 173561 bytes long.

Number of pages in coded file is 99.

Coded. file is 46.89 percent of original flle

Time taken for compression is® 9889963 micro seconds.

'y . ) >

m P

v

Tgﬁe\taken for decoding is 5838217 mie¢ro seconds.

The comprassion factor averages around 50 percent. For

Y , . ) .
some text files like computer programs, the .compression fac-
tor 'is not as high as/ say English prose texts. This is

partly because of the presenceé?f a szgnlflcant numzfr"f'

‘punctuaylon marks in computer programs. Wlth the symbol set

uséd, special characters are coded using a shift character.

The foliowiné is the tabulation of the resurts./ .-

v

-
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U ~ 2
Text file Number of | Number of Compresgion
. characters codes in Yactor
‘' | .in the ori— | the compr-—
e ginal file essed file
This report| 256424 74337 ~ 29.40%
Computer [ | . o f)
program | .\60315 40938 66.J92%
N Magazine N
-article ' 11855 4115 ' 34.71%
|Computer '
manual © 370144 . 173561 46 .89% /}
¥ '\s) - | ) T . ‘ '1'{J
: &

N g/ The next’section deals with the string searcii on a com-

pressed text file.

PRRY v

+y .
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-

Compression schemes reduce-the storage requirement by re-

placing the original text by c¢odes. The incresed actess to

:j 4 . v
on—line databases and the information retrieval systems- re-

“

“sulted En the great growth inpthe volume of data managed by

]

these systems. As larger files are becoming common, it .is

. L
almost essential to provide ways to represent the same in-

<

. . . . - L
formation in.a compact form. This is achieved through .com-

pression techniques described in the previous §ections. An
additional’probleﬁ due to the 'iqformétion explosion', |is
thét, the traditional techniques for searching on files are

no longer providing a satisfactory response time. Mostly,

T . —

these'techniques’émploy character by-character comparison on
the text file. Some information retrieval systems use in-

version at word level to speed up the search process.

[}

(5
. 1 . :
Compression techniques which are becoming practical and

useful can also be apﬁlied so that string search is speeded
. J

T .

up. Since the compressed database is smaller .compared. to
b Y

the original database, even a linear search on a compressed

]

dqta’basé must yield better results.. Time taken for decom-

pression is often negligible in compression schemes wherg

ey T

length codes. TGoyg1;1983] suggested that b: a proper file.

v ]

< .
¥
-

48
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. organizatioqe for the eompr@Ssed database, we can indeed,
.. \

-~

‘ T speed up thelsearcb<// ‘ 5

. ’ /
’ . ( .
I

-

As was ment}oned earlier, the main objective of.the

C prOJect was to ?lnd the fea51b111ty of string search on ‘com-

4

2 - pressed databases. Thls process is seen to be very signif-

R

v
i

icant, bgcause even if the advances in the hardware can keep

-

%wn{
&5 \
pace'gl;h the storage -devices, the traditional strang search

methods would take 51gn1f1cant amounts of tlme to -locate a

string in extremely large files, unless spec1al file organ-

-

izations are adopted.

v 3 '

.
. ~ Unlike some compression schemes where deoompfession needs
. to be performed before string search, [Goya1,1%83] sudgested
a “r_nethod where \strinq'search can be ‘carried’ out direg.t&y on‘
N ' ) ' . ‘ e
' ° ®  the compressed database. Thisyrequires a different ergan-

.4

ization for the compressed database.

-

. . ‘. Essentially in this method, ;he coded file is divided in
’ , < : E ,
) to pages. Each page is organi;éd as specified in the previ-
\') . ,/‘——"';/ ° ' ~ -
" ous section. Th:zéj&n’this organization, we assume that the

» Y 1, A .Y
. frequency/dfg’h{iJ ion of codes in the compressed database &
"t

1s recta gular i.e., they are equlfrequent It requires the

—

inversion at the symbol level. .

*

R \

4 : B t o \
. - Searching' for a string on compressed database requires l

the encodzng of the search string u31ng the same symbol _ta-

» e

_ble that was used to compress the database. It is quite

T a9

ENAERE ]
3 C
.
. .
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el \
- ’ 3 . . )

§0551ble that the string may not have the same combination

Tof codes in the databasé Thls is because of the use of the

text fragments; this is not the <case for word codlhg
- schemes. In the case of'fragment coding, the beginnings ‘of
the search string and the tail ends may be combined with the
preceedlng and the subsequent text. éecause of this it is
necessary to 1dent1fy all possmble code patterns that 7a@e
Y fragment endings that correspond‘to the' beginning , of /the

- search string. Similarly, we need to igentify all code pat—:'

terns th@k begin w&th the tail portion of the search string. "i
. 4 /
Hence, there could be many code patterns that need to be

-

searched for in the compressed dataQase. The fBllowing al-

[

gorithm trjies® to locate the string in:the compressed data-

o \ ' ]
base with a minimum, number of searches. - .. ‘ !

. H
The algprithm for a string search invelves ‘the following

steps: ’ J,‘ " . ~

A Encode the string to b% searched. -

2. :+ Read -a page. If no more pages in the comressed
database then return with a _message that string is
not found.

P
1

CY 3. Search Tfor the existance of theﬂcode pattern in
' the compressed database. -
4. | found return else record the position where
is—match occurred. : .
0 o 4 : v ' -
5. If mis—-match occurred in the head portion of the M'v
code pattern then find the next code that has {rag-
ment ending that matches the start search string.
Go to step 3. "o

6. If mis-match occurred inh the last code then find
"+ the next possible code that- has a fragment Regininga

. '

; | . 50
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) " that matches’ the ending of the the search string.-

Go to step 3.

L4
7. . Go to step 1.

The above algorithg. finds if the string to be searched

exists in’the\combressed database. If it'is.féund} it re-
. . .

turns the position of.the first code in the code pattern.

* The following algorithm displays the context in which the

, ’
string appears for the specified page.® - o

3

~ . »

1.  For each code(i,j) where code(i,j) indicates the
jth position of ith code, set, the list(j) to i,
where 1list is an linear array containing all the
.code representatiaons of the ‘original database.
This is essgntlally a process of converting the
page which uses the 1nver519n at the word level to
a structure where 1nver51on at the position level
is uséd.

2.  Using the position as\Leturned by the prev10us al-

gorithm, back tracHW th;§ linear structure by a

specified numpef of placks. .

3. \ Using code as an index in to the dlctionary,‘dis~
play the:text by concatenating all the text frag-
.—a,ments for the codes ¢ M

T
«

- L
+

¢ . . i - -
~

The detalled statlstlcs regarding the CPU tlmlngs and the<

A\

L

{

dlfferent .code patterns genera;ed for a testistrlngs are

given in the next’ section. . ’

R4

-
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5.1 STATISTICS

< ‘ ¢

This section illustrates the searchbprocedure. For this

-purpose,‘ the same text file as used in sectidn'4.4 is used,

Using this file a compressed file is created and partifiéhed

into pages.. . -
R , . A , Pl

At first the search string is encoded using the same sym-

T

bol set as“used for encoding-%he original'tgxt file. Then

i

all the ©possible 'front' codes and 'end' codes are gener-

. ated. ' Then.each such coding sequencé is searched for in the

. .

compressed text file. 'As soon as any two consecutive codes

&

are not matched, the search ope}ation for that particular

code g;qugnce is aborted, and search operation for the .sub- .

sequent code pattgrq is initiated. The number of compér-
isons needed to-make before. the target string' is found |is-

equal to pﬁmber,of timeé'pairs of codes are compared,

{ The ,folLowiﬁg' shows fhe different éomparisons performed

3

*

‘before the target string i;vﬁﬁhnd. . o .
) & "

|



Y

Pan Am

Interested in'searching‘? (Y/n)

N »

_Enter string: ¢

string=PAN AM, length= 6

- ====( P) (AN i (AM) R;‘
R : S CP): 191,
. (AN ): —— NOT FOUND.
‘s===(E P) (AN ) .(AM)
B " (E P): 85,
7 . (AN ): — NO'T.' FOUND,
B - ‘====(MP) (AN ) (ANM) .
) - ) (MP): 611
//' ) e :‘ . (AN ): ——(NOT FOUND.
. "====(0P) (AN )(AM) |
. . (OP):
4 (AN ): —— NOT FOUND.
====(P) XAN. ) (AM) . TN
) (P): 44, 99,
| ) (&N ): —— NOT FQUND.
=-...:==(PA) (N A) (M) o
(PA): 39, ) :
(N A) 40, —— FOUND.
. (M) 29, —— NOT ‘QVND.
: ====(PA5 (N A) (M ) . ' .
' (N A): .40, \
(M ): 41, — FOUND.

oo aay e
%

Al

rryg

Tl
=

Line containing the string:
STOCK IN PAN AM CORP. THE

Time taken for -search is -
The number of comparisons is 8.

-

-
NEXT STRING ? (Y/N)
+ N N

Ay voe

s

The following shows the number of céﬁpariséns fdong "for’

different strings:

~\«_.

17458 micro seconds. °



string=AIRLINE, length= 7
. -
»*
Line containing the string:

SHARES OF THE AIRLINE COMPANY

Time taken for search is __ 18484 micro seconds.
The number of comparisons is 8.

v

r

string=HOTELS, length= 6 . .

LINE CONTAINING THE STRING:
HOTELS AND TCASINOS, SAID IT

Time taken for search is ' 20226 micro seconds.

- The number of comparisons is 10.

L4

string=RESORTS, length= 7
¥

P

LINE CONTAINING THE STRING:

1

BUYERS WAS ANNOUNCED» RESORTS

A

r.

Time taken for search is 18694 micro seconds.
The number of comparisons is 4,

string=ANNOUNCED, length= 9 . -,
]
Line containinﬁ the string:

BUYERS® WAS ANNOUNCED. RESORTS

-

Time taken for search is 19145 mjgro seconds. e
/,,The number of comparisons is 5.

- ' A,




The following shows the results of the search procedure
when applied to different text fileqi{or a set of strings.
The text files used are the same ones as described in the

section 4.4.. The following strings are wused:

String . String' index

3

'Pufgose of the testing'’

1
'Purpose of the test' 2
'pose of the testing' 3
'pose of the test' 4
'dictionary' 5 °
 'diction’ . 6
\'tionary' ; B 7
'ictio! . ‘ 8-
/

\ »
" The following is the tabulation of the results obtained.

» o
. E%
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+ + + + + +
| Text file|String|Number of | Number of |time | found |
| index |possible | compari— |taken |
l . code sons |in (y/n). |
| patterns | performed|microsecs |
+ + + - + + + +
| This y I )
| report 1 6’ 2170 | 334609 Y |
| 2 | 6 ' 2162 | 327941 Y |
| 3| 8 7342 | 475981° |
| | 2 8 7334 | . 468992 v |
| 5 11 3969 | 62064 v |
| 6 198 523 | 145067 y
| 7 | 27 ' 701 | 59136 Y |
1 'S 8 | 17 - 265 |  a8729 | vy |
+— + +— + + et +
TComputer | I I |
| program 1 6 221 596691 | . n |
2 6 | 221 593068 | n |
3 8 7259 888585 | n |
4 8 7259 883419 | n |
5 11 1166 1077402 | n |

6 198 1166 1116286 | n b
7 27 199 2076640 | n |
{ ) | 8 .| 17 | 50 | 65190 | vy |
+ + + + + + +
|Magazine . | | |
article "1 6 998 | 65517 | n |
2 | 6 | 998 | 63634 | n |
3| 8 | 1584 | 91015 | n |
4 g8 .- 1584 | 90401 | n |
5 11 466 | 97388 | h |
6 198 466 | 98861 ] n |
7 27 2212 | 205223 | n |
| 1 8 17 778 | 74185 |° y |
+ e + + + - + +
| Computer | | | ! l
| manual 1 6 14148 | 3086005 | n |
| 2 | 6 | 14148 | 3045581 | n * |
| " 3 | 8 47191 | 4317806 | n |
- 4 | 8 47191 | 4247738 | n |
| 5 | 11 143 | 250748 | y |
| 6 | 198 177 | 322689 | y |
[ 7 | 27 428 | 460770 | y |
| 8 | .17 52 | 62133 | y |
+ —_— + + + + + +

Thus, string search on a compressed‘databases is possi-
ble. However, the search procedure can be improved. A dif-

ferent approach can be given as follows:

L)
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,

- 1. Encode the string.

2. .Search for this pattern. If string is found then
return('found'). '
LY }
3. Get the stem of the string by trimming the first and
, last characters. Encode the stem. - —
4, ‘Search for this pattern. If found then record the po-
sition of the first code in the pattern, say pl, and
. last code of the pattern, say p2, else return¢'not
' found'). . -
- . _ :
5. For every possible n—gram that has an ending which

could be the beginning for the search string, find_ if
that n—gram is present at (pl—-1l). if present proceed to
next step else check next n—gram. .

6. If front cdde is present, now for every possible n—gram ~
that has the beginning which could be the ending for the
sgarch string 1i.e., first character of n—gram is also

- the last character of the search str??g, find ?7if that
) n~gram is present ‘at position (p2+1). 1f present
return('found') else check next n—gram. «

The above alogorithm tries to minimize the number of com-
parisons done. [t is expected that it will take minimum

amount of processing time if string is not found.
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6.0 CONCLUSIONS

]

a - . 3

Dati compression techniques 'reduce the storage and trang—
mission costs. In this report, we outlined the need for
data compression and surveyed the different techniques which
use fragment dictionary; and different methods of f{ragmentmss
compression which use fixed length codes to represent vari-
able length character strings are discussed. The main ad-
vanéage of fragmeg@ compression ‘is that it allows fixed
‘length codes and an in—core dictionary. Because ai fragmen€

dictionary can be stored in memory, thé“process of decoding

becomes simple and fast. \

> \

- -
. pm——

As the use of larger files is becoming common, it is nec¢-
essary to have more efficient algorithms for string search.
In this projéct, the possiblility of performing search opeY-

'ations oﬁ the comrpessed database using partitioned database

schieme is explored.

As the results of the experiment show that on machines
with eight bit character representaﬁion, a  compression fac-
tor of about 50 per cent car be achieved. It is also showr{

that a string search on a compressed database is possible.

\
-

It - can be noted that thé concept of having a partitioned
‘database is indeed helpful for search operations? But this

58
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* organization tends to lower _.effective compression factor.

s Determination of a set of equiffequent'symbol set is almost

a prerequieite for such on organization to be more helpful.

.
P

¢

Even though most compression techniques aim at reducing.

\the sterage requirements, these .techniques have not become

» "i very pqpulFrT” This is because of the.rapi§<ievelopments in
the hardware that have takeﬁ place in the last decade, mak-
ing'ftirather unnecessary to push the existing technology to

its limits. Indeed, this process is expected to continue.

But ,as more and more users become aware ofﬁgn—line databases

due to the development of computer based information sys-

tems, it is expected that tech ological advances can not
keep the same pace. Even if de ices with great stora;e ca-
pacities do appear ’in the near uture, the traditional
search methods have to be changed. Compression techniéues

. ) based on partltlohed database indeed attempt to solve those

- problems [Cooper, 1982]
- ' LN
B 6.1 FUTURE WORK
- .. Most of the compression schemes require a dictionar? with

equifrequent symbol®, Determination of such a dictionary-is

-

'a necessity for an effective compression operation and would
‘ - -
o - ' ' 59
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.tabases.

y I3

. ‘ B Ara
be highly favourable for search operatichs'on compressed da- |

o

- -

’

To be u;eful, a di;tioﬁary must ge stable and represen-
tative ove; longer periods. [Lynch,1973] Jxamined the fre-
qgencies of wvariable character stringé on INSPEC databése o

for a period of three years and found that there-was no rad-

L]

ical change in the ffequencies of charagter strings. - In- -

deed, such stué&es,are\important. We still need to find if ‘

e T . .
it is possible to have a true 'universal' dictionary, which

can be used on a wide variety of texts. ~

- -

Much work has to be done in the determination of a good

dictionary with equifrequent dictionaries. Also, work'needs

3

to be done to have good compression methods which can

produce a compressed database where the coded represent-
-
ations also exhibit the equifrequency property. 3

!

Until a reasonable dictionary is found, it is possible to y

store.the compressed dictionary in a 1linear structure in
secondary storage and can be organizéd in memory with inver-
sion at symgol level at the search times.‘ This would indeed .
improve the compressioﬁ\facﬁb; at the pricé of an incresed

processing time for search operations. .

i

)
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8.0 APPENDIX A S : ’

L ]
7
-

TRIE DATA STRUCTURE
-y

1 ‘// v ) ‘\\ r " ’ . ‘ ‘\\‘./g
1) \ ’
{

- * I
_— . ) ¢
A 8 C T s
. » 2% ) 223
; L
. —a P
: , 7 Z
- ¥ llel ol tw ¢'/"‘“V rTie| |H
40| (4] [42] [47 | ’ 14| [2%2] [126] (128
' $ 1
. . S
: y p I . (o] R &( € .
28 '49 233 217 (22| 1230 v
. F 11—

— o] )
Jp— r ’ o, "J “ -
| \ "/’\uﬁ
4 . '
, .
: N-grams ‘spown in this‘%i“agra'm are:
- ‘ : -
. A, A_, AC, AD, AN, =AN_, AND, AND_; ’
sl " T, ., Tl, TlO, TE, TER, TH, TH , THE, THE . ' ¢
) - " - ‘ -‘g‘ - ﬂ“ IV‘ - !
s -\w’nere] ' ' stands-Zfor a blank. —
. * - . /”‘ E
» LS ' ) , [ Y
PN . " \ ¢

“ .
3 L R Lo ,
. . - . ‘ .
. B y ,
. . . .
- . . -
o A - . B had]
R . . . . . . -,
' ' B 63 " '
v p ’ ‘ '
»
N ) . . . . - . N . A
« % . 0 L R + S o N N B 3 ) B



hL RN
?.O APPENDIX B’

AR Y

\
FRAGMENT DICTIONARY ’ .
T A
Current Dictionary Sizp is 2%6. B
All the special charatters like punctuation éymbols

‘and digits are stored in a separate dictionary. - A shift
character '@' is preceeded for all the characters in this
separate dictionary. .

.

&Q* “0 1 2 3 N\g 5 6 7 8 9
o () ( A) ( AN)( AND)( B) (_ C) { CH)( CO) ( D) ( DE)} 4
1 (E) (F) (Fo)(G)y (HY (1) (IN)(IN)L) (M) ,
2 (MA) (N) (o0O) (OF) ( OF )( P) ( PO)( PR) .( R) ( RE)
-3 (s) (SE) (sT)( T) ( TH) ( TO)( W) (@) (°) (&)
4 (A ) (ACY (AD) (AG) (AI). (AL) (AM) (AN) (AN ) (AND)
5 (AND ){(AR) (AS) (AT) (ATI) (B) (BE) (BO) (BR) (C)
& —(C )+ (CA) (CE) (CH) (CI) (co)- (COM )(CON) (CT) (D)
7 (D) (D T) (DE) (DI) .(DU) (E) (E A) (EC)(E O) .
8 (E P) (ES) (ET)(EA) (EC) (ED) ED ) (EE) (Ei) (EM) J’”
9 (EN) (ENG) (ENT)(ENT .)(ER) (ER N)(ERS) (E$) (ES )
10 (ET) (F) (F ) (F T) (FI) (FO) ( (G ) (GE) (GR)
11— (H) (H) (HA) (HE) (HE ) (HI) (HO) (1) (1A) (IC)
12 (1c) (1ca) (ID) (IE) (IL) (IN) (IN )(ch) (10) (IR)
13 (Is) (1IsT) (IT) (J) (K) {K") (L)Y () (L&) (LAN)
“14 (LE) (LI) (LL) (LO) (LY ) (M) (M ) (MA) ,(ME) (MEN)
15 (MI) -{(MO) (MB) (N) (N ) (N A (N T)(NA) (NAL) (NC)
16 (ND) (ND T)(NE) (NGY (NG ) (NI) (NO) (NS) (NS) (NT) :
17 - (NT ) (O) (0 ) (oc) (oD) (OF) (0G) (OL) (OM) (ON) o
18 (ON ) . (00) (0oP) (OR) (OR ) (GRT (OT) (0U) (P) (PA)
19 (PE) (PH) (PL) (PO) (PR) (PRO (Q) (R) (R ) (RA)
20 (RD) (RE) (RI) (RN) (RO) (RS) (RT) (RU) (RY) (8)
21 (5 ) (S A) (51)(s 0) (sC) (SE) (sH) (SsI) (s0O) (sP)
,227 (8s) "{sT)  (su) (T) (T ) (TA) (TE) (TER) (TH) (TH ) -
.23 (THE) (THE )(TI) (TIO) (TO) (TO )(TR) (TRA) (TS) (TU)
24 (U) (uc) (UN) (UR) (Us) (UT) (V) (VE) . (VI) (W)
25 (WE) (X) (vY) (v ) (Y o) (2) " ;
_ ) | ‘ , , -
Time taken for trie construction is 96970 micro seconds.
\ . el
\ "\
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)  10.0 APPENDIX C- .
S8 AN ~ S o ‘ »
A - ‘ > ‘ ‘ ° -
¢ . - D\" N " ¢ ( '
. . ———."\ v ’P . ‘
\ o | > T : '
ORGANIZATION OF THE COMPRESSED DI:‘}TABASE . .
TSR | .
- . P . . . -, ’ ¥
- , \\ he
. positions
1 2 . j e - code  position
O +—+ —+ F +-S +
Lo~ ol - I - 1y |- T | .
r —4—< — —t .+ + +
N :
?, <1 L | | |
! : bt —+t o -+ + g + -
SRR :
0 . ] .
N “ »
- .d I [ P .
e 1 |- | - . o
s © e e b -+ -7 ) .
N I e | A
° . T et t— ——tvs 4 - + r +
bbb T N i I
_ R I I R | & pm—— -
I | B | l
s +—t— + ] 1. |
S A R R
| I [ »
’\ - + + +
* PAGE T " OVERFLOW T
. - q”‘ I - -o ‘ \
. . R .ot '
) . ) _ \\ , 4
) The above shows the organiZation of a single page in .the
o ' : ’ : "
compressed database. In the above page structurd®, k indi-
cates the position of j 'th octurrence of code i. In the
" SR . ‘ ’ : A
overflow ‘structure, j indicates-the position of code i. 1In
© an optimal environment, overflow area is not used until all

7“;;£§ggﬁssitions are filled‘ub in the page. i o
M . ' ' ' - ) -



