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Abstract - . -

= - Skeletonization of Binary Patterns}

A Proposed Algorithm and a Multiprocessor Network

»

E“ ‘ - ‘ Nabil Jean Naccache ’ i ’

. i 4
In this thesis, we “review published 1literature on
algoritﬁms used for skéletonizinq binafy patsetns. Then,'we
propose another skeletonization algorithm; calledQ the
Safe-Point Thinning Algorithm (or SPTA). This algorithm is
shown to be very fast and to produce skeletons ©of ~good
quality. The SPTA has two labelling techniques: the S;ggle

Integer Labelling Technique (or SIL;) and the Four Integers .,
Labelling Techpique (or FILT). Each of these techniques

allows the user to reqénstruct a pattern from the skeleton

obtained. The reconstructed pattern -is shown to be very

¥
»

similar to the original pattern from which the skeleton was
derived. We also give the experimental resdlts comparing
the reviewed skeletonization algorithms tO .the SPTA. The : y
reconstruction ,tecﬁniqueé are also tested and comparéd. ‘
Furthermore, we propose a multiprocessor network, called

SKELNET, for akeletonization algorithms. This nétwork is .
described in detail, then simuiated and experimentally

tested. :
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Chapt!er I : '

Introduction

I.1l. Fundamental Notions of Skeletonization

A binary pattern (see Figure'I.l) cgnsis%s of a sef of
white points. (the background of the pattern) and a set of
dark points (the foreground of the pattern) .
Skeletonization of binary patterns consists of iteratively
deleting the dark points’ (i.e., changing them to white)
along the edges of a pattern, until the pattern is thinned
to a line drawing (Figure I.2). This line drawing (Called a
skeleton) must preserve the connectedness and the shape Of
the original pattern. As shown by Davies and Plummer
(1981), the skeleton of a pattern may not be unique. The
ideal skeleton lies along the medial ax‘is of the original
pattern (Davies et al., 1981; Pavlidis, 1982a).
Skeletonization reduces the memory space required for
storing the essential structural information of a pattern.
Moreover, it also simplifies the data structures required in
processing the pattern (Davies et al., 1981). In the past,
many researchers have proposed different skeletonization
algorithms. These algorithms found applications in Optical
Character Recognition (Beun, 1973; Davies et al., 1981;
Deutsh, 1972; Pavlidis, 1982a; Stefanelli and Rosenfeld,
1971), in Chromosome Analysis (Hilditch, 1969), and in
Fingerprint Classification (Moayer and Fu, 1976; Rao,

Prasada and Sarma, 1974). ©5ome reseaichers (Davies et al.,

—1~
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1981; Pavlidis, 1982a; Rosenfeld and Pfaltz, 1966) have

3

developéd skeletonization algorithms in which a skeleton
retains “enough information so that a pattern similar to the
original pattern can *be reconstructed using this
information. : . *

&

¥

The usefulness of such ability of reconstruction has’

been discussed by Davies and Plummer (1981). For example, a
data base of patterns may be stored onhdisc in their thinned
form, thhs using 1es$ storage. If the full patterns are
then required for processing, these skeletons are read into
main memory and the desired patterns are reconstructed.
Davies et al. (1981l) claim that given an ideal skeleton, a
fairly simple reconstructing algorithm can ensure that the
reconstructed pattern is identical to the originaltpattern.
However, ideal csieletons are practically difficult to
achieve. Thus, in general, a reconstructed "pattern is
usually only nearly ide;tical to the or%ginal pattern from

which the skeleton was derived.

R}
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A specimen of a binary pattern.
A '*' represents a dark point.
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I.2. Fundamentals of Skeletonization Algorithms

= A3

<
Skeletonization usually consists of executing many

passes over the pattern, where in each pass a few dark
points are flagged. At the end of each pass, all flagged
points are deleted (i.e., they are set to white). The

points to be flagged must be edge-points; i.e., dark points

along the edges of the pattern. However, these edge-points
must be such that their deletion (1) does not remove
end-points (i.e., dark points at the open extremeties of a

stroke); (2) does not break the connectedness of the

pattern; and (3) does not cause excessive erosion (i.e., a

stroke must not be iteratively deleted). The
skeletonization stops when after a given pass no dark points
are deleted. Researchers (e.g., Arcelli, 1979; éél-Lan and
Montoto, 1981; Beun, 1973; Hilditch, 1969; Hilditch,‘ 1983;
Ma, 1983; Naccache and Shinghal, 1984b; Pavlidis, 1982a;
Rosenfeld and Pfaltz, 1966; Stefanelli and Rosenfeld, 1971;
Tamura, 1978; 2Zhang and Suen, 1984) usually differ in the
manner in which they conduct the tests to meet the above
criteria. There may be some .-6ommon aspects _in the
approaches of these researchers, but no two of their
algorithms can be considered identical. Each researcher's
success in skeletonization thus depends on the _goodness of
- the ‘ tests conducted. Moreover, should we ¢need to

.
reconstruct the pattern- from the skeleton, enough

information must be retained in the skeletopizifion process

» . -5—

A
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such that this information can be used for reconstruction.
Retaining this information can cause the skeletonization
process to slow down, and it can affect the quality of the

skeletons produced.

I.3. Outline of the Thesis

In this thesis, we gi§e a historical review of
skeletoriization algorithms, and then we propose a
skeletonization algorithm called the Safe-Point Thinning
Algorithm. All these algorithms are experimentally tested
and compared. Finally, we propose a multiprocessor network
for skeletonization‘glgor§¥hms.

In Chapter II, we review 16 well-known skeletonization
algorithms. For each -algorithm we give fundamentai
definitions and an informal description.

* In Chapter III, we propose a skeletonization algorithm
for binary . patterns, called the Safe-Point Thinning
Algorithm (or SPTA). The objective 1is to develop a

skeletonization algorithm which is fast, which prevents

excessive erosion, which does nd@‘ alter the shape

information of the original pattern, and which has®
reconstruction ability. The SPTA and the techniques it.
® .

employs for reconstruction are described both informally and

formally.

-



In Chapter 1IV, we' give the experimental results
obtained by implefzzggggjjﬁﬁé' 16 ~algorithms_ described in
Chapter III and ouxr of Chapter Iyg(;/E;; results are
then coﬁpared and discussed. One of the purposes of the
discusqioﬁ is to compare the SPTA with these 16 algorithims.

Q

In Chapter V, we propose q;multiprocessor network for

skeletonization algorithms, called SKELNET. The purpose of
SKELNET is to speed-up the skeletonization process. This
neﬁwork has the advantage of being xpandable and of being
e ' ,

x

fiﬁancially inexpensive.

Finally, in Chapter VI we give our concluding remarks''

on the thesis and on the future work which can be done.

i

]

o}

.
. . » ¥
* '

g e i v - e o U AT r——



Chapter II

Historical Review of Skeletonization Algorithms

II.1. Definitions

Before presenting our historical review, we first give
some fundamental definitions which will be used throughout

this thesis. Although the terms skeletonization and

thinning are not absolttely synonymous, we may use them both

interchangeably, depending on the context at this juncture.

The 8-neighbours of a point p of a pattern are defined

to be the 8 points adjacent to p (points n0 to n7 in Figure
II.1). Points n0, n2, n4 and n6 are also referred to as the

4-neighbours of p. A pattern is said to be j-connected (j

is equal to four or eight) %F between any 2 dark points Po
and p, there exists a path ofzaark points Py P ...pi_l q ..4%
such that Pi_ is a j-neighbour of P, for 1 £ i & n.

In most skeletonization algorithms, during any given
pass over the pattern, the dark points which are candidate
for deletion are not immediately deleted; i.e., they are not
immediately set to white. During a first stage, the points
are flagged. Then, at the end of the pass, all the flagged
points are deleted. Thus, a point p of the pattern mathave

any of the following three statuses: unflagged dark, flagged

dark, or white. The deletion of a dark point p thus depends

g .
on the status of its B8-neighbours. The conditions” for

P, 4
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deletion are generally represented by a set of 3x3 windows

(that we shall call the fundamental windows), or by their

counter-clockwise rotation (also denoted c-c rotation)’ by

90, 180 gnd 270 degrees.

It is assumed in this thesis that a pattern to be

skeletonized is stored in a 2-dimensional matrix, -and that

while skeletonizing it is scanned rowwise from left to right
and from top to bottom.

Reviewing the 'published literature, we  found f6
well-known skeletonization algoriGhms. We are now going to

present them one by one. The 16 algorithms are presented in

alphabetical order of the names of the‘researchers who .

proposed them.

v
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11.2. Arcelli's Algorithm (Arcelli, 1979) --- ARCL (the

abbreviation ARCL is the name by which this algorithm shall
be referred to for the rest this thesis) ‘

Arcelli defines four kinds of edge-points: right (a
dark point having n0 white), lop (having n2 white), left
(having n4 white) and bottom (having n6é white) edge-points.
Also, Arcelli defines an end-point as a dark point having at

14

most one dark 8-neighbour. -

During any pass over the pattern, a dark point p |is
flagged if it satisfies all of the following conditions:
ARCL_1l: it is an edge-point.

ARCL _2: it 1is not an eﬁd-point. This is called the

end-point test.

ARCL 3: its neighbourhood satisfies the following Booleaﬁ
Kexpression: e
(n0 . nl . n2) + (n2 . n3 . nd) +
(nd- . n§ . n6) + (n6 . n7 . nO) = FALSE
where a Boolean variable has value TRUE if the

corresponding point is dark, and has value FALSE otherwise.

This condition is called the break-point test; it is done

to ensure that the deletion of p would not break the
connectedness of the pattern.

ARCL 4: its neighbourhood satisfies the predefined Boolean
expressions of Table II.l. This table indicates that |if,

A}

say, p 1is a right edge-point, then the Boolean expression

o

- 11 -
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n2.n4.n6 must be false. This condition is also a K i
- ~— break-point test. ‘ o e g

- *

»

Then, at the end of Mee pas%, all- flagged points are
. : ‘ 2
deleted. The passes are repeated until there are no points

flagged in a pass. The set of remaining dark pointg

constitutes the skeleton of the oriainal patterp.

¢ ?
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. Kind o§ Boolean expression tested
point

| edge~ in ARCL_ 4
RIGHT n2 . nd . n6 = FALSE
. TOP nd , né . n0 = FALSE
“ LEPT né . n0 . n2 = FALSE
BOTTOM n0 . N2 . nd = FALSE
¥ 9 . .
TABLE f?.l. /

The Boolean expression ‘to be tested in ARCL 4,

' of algorithm ARCL. For example, if the point p =~ ©

is a right edge-point, then the Bgolean expression
to be tested is n2.nd.n6 = FALSE.

@
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II.3. Bel-Lan's and Montoto's Algorithm (Bel-Lan and
‘, -
Mehtoto, 1981) ---— BELA

Bel-Lan and Montoto define 4 kinds of edge-poiﬁis:
right (having n0 white and n4 dark), top (having n2 white
and n6 dark), left (having n4 white and n0 dark) and bottom
(having né white and n2 dark) edge-pbints. Initially, all
white points are labelled with value 0 and all dark points
with value 1. In BELA, a pass over the pattern consists\ of
four scans, where in each scan only one kind of edge-points
is tested for deletion. Thus, in Scan 1 1left edge-points
are detected, in Scan 2 right edge-points,.in Scan 3 top
edge-points, and in Scan 4 bottom edge-points. 1In BELA, the
passes are sequentially numbered 1,2,3,... Duéing any pass
i over the pattern, all the dark points are 1labelled
according to the decision tree of Figure I1I.2. From that
decision tree, one can see that the points are never flagged
but directly deleted from the pattern. Therefore, there is
no need for an extra scan at the end 6f the pass in order to

delete dark points.

During any pass over the pattern, a dark point p is
deleted (i.e., it is set to white) if it satisfies all of

the following conditions:
N\
BELA 1: it is an edge—ﬁbint. ’ ) \\

N\
BELA 2: its neighbourhood does not match the two fundamental

windows of Figure II.3 or their c-c rotation by 90, 180 and

Y

- 14 -
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270 degrees, with respect to Table II.2. This table shows
that if, say, the béint p is a right edge~point, then its
neighbourhood is matched agéiﬂst windows (i) and (ii), and

" the c~c rotation by 270 anq 180, respectivei&. This
///Eg;dition performs the end-po}nt test and the break-point

test simultaneously.

As mentioned above, the 1labelling technique used by'

BELA prevents the algorithm from flagging dark points; these
points are directly deleted. Nevertheless, an extra scan is
still required: during thi§ scan, if no da;k non-edge-points

o are detected, then the skeletonization-process stops. Thus,
at the end of BELA, the skeleton consists of a set of dark
points having‘value greater than or equal to 1. It should
be noted that the algoritbm’requires two matrices: one for
storing the pattern, the other for copyingrthe points with
their new label as the first matrix is scanned. ;t the end

of each pass, the second matrix is copied back into the

first'one. ’
¥

Y - 15 -




P “is dark point

P is edge—point /////\\\\\ P is not :hqc—point

¢ Action:
Label p with label p with value o \.
value of i " of i+1 B

BELA 1 and BELA 2 BELA 1 or BELA 2

are TRUE is PALSE
Action: Action:
label p with do nothing
the value 0 A
(i.e., delete p) ' '
v ‘P i \ )
Figure II.2. The decision tree used by o
. BELA to label a dark point p.
'i' indMates the current pass
number, where any one pass
consists of 4 scans, each
scan testing only one kind
of edge-points (right, top,
left or bottom edge-points).
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The two fundamemtal windows used in
condition BELA 2, of algorithm BELA.

A '*' represents a dark point, and a
'w' is a "don't care" condition; i.e.,
the darkness or whiteness of the
corresponding point' is immaterial.
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-1 Kind oEr WRotatioﬁ, in degrees, of windows of
edge-point Figure II.2.
L4 window (i) window (ii) -
RIGHT 0, 270 |- o0, 180
TOP * 0, 90 80, 270
LEFT 90, . 180 ‘ 0, 180
BOTTOM 180, 270 - . 90, , 270

“TABLE IT.2.

The windows of Figure 1I.2 to be ‘Bed

in condition BELA 2, of algorithm BELA.
T FPor example, if p is a right ‘edge-point,

then the

condition refers, to window (i)

of'Figure II.2 and to its c-c rotation by
270 degrees, and to window (ii) and to its
c-c rotation by 180 degrees.

g
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II.4. Beun's Algorithm using Orthogonal Neighbours (Beun,
1971) --- BEUO

In BEUO, Beun defines an .edge-point as a dark point

having at least one whlte 4~neighbour, and an end-goint as a

-4

.~ dark point having at most one dark 8-neighbour.

During any pass over the pattern, a dark point p is
flagged if it satisfies all of the f&llowing conditions:
BEUO 1: it is an .edge-point. -

BEUO_2: it is not an end-point.
E L BEUO_3: its qgighbourhood does not match the ﬁundamental

\ , window (i) of PFigure 1I.4 or its c¢-c rotation by 90

degrees, nor does it mq;ch the fundamentai window (ii) or
its c-c rotation by 90, 180 and 270 degrees. This
condition conducts the break-point test.
BEUO_4: its neighbourhood does not match the fundamental
window of Figure 1II.5. This condition is performed to

prevent excessi&% erosion; it is called the excessgive

¢

Then, at the end of the pass all flagged points are
deleted. The pagges are repeated until there are no points
”~ flagged in a pass. The set of remaining dark points

constitutes the skeleton of the original pattern. \
v
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I1.5. Beun's Alqorithm using Saraga-Woollons' Criteria
(Beun, 1971) =--- BEUS '

In BEUS, Beun defines an edge-point as a dark point
whose neighbourhood matches the fundamental window of Figure
I1.6 or its c~c rotation by 90, 180 and 270 degreés. This
edge-point criterion is called the Saraga-Woollons criterion

(Saraga and Woollons, 1968).

During any pass over the pattern, a da;k point p is
flagged if it satisfies all of the following conditions:
BﬁUS_l: it is an edge-point.

BEUS_2: its deletion does not cause the introduction of' a
loop; i.e., a white point whose 8-neighbours are all dark.

BEUS_3: its neighbourhood does not match the fundamental

window (i) of Fiqure 1I1I1.4 or 1its c¢-c rotation by 90 °

degrees, nor does it match the fundamental window (ii) or
its c¢~c¢” rotation by 90, 180 and 270 degrees. This test
conducts the break-point test, as it is identical to

condition BEUO_3 of algorithm BEUO. =

" BEUS_4: 1its neighbourhood does not match the fundamental

window of Figure 1II.S. This‘ condition conducts the
excessive erosion test, as it is identical to condition

BEUO_4 of algorithm BEUO.

Then, at the end of the pass all flagged points are

dfleted. The passes are repeated until there are no points
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II.6. Hilditch'g Algorithm (Hilditch, 1969) --- HILD
Hilditch defines an edge-point as.a dark point having
at least one white 4-neighbour, and an end-point as a dark
point having at most one dark 8-neighbour. Hilditch also
defines the crossing-number X(p) of a point p to be the
following:
X(p) = é% bj » bi = } if n(2i) is white AND
=0 either n(2i+l1) or n(2i+2) is dark
- b; = 0 otherwise “
4  One can notice that if the crossing-number of p is not equal
| to 1, then p is a break-point.
In any given pass, a dark point p is flagged if it
satisfies all of the follgwing conditions:
HILD_1l: it is an edge-point.
HILD_2: it is not an end-point.
HILD 3: N(p) ‘i 1, where N(p) is the number of unflagged
dark 8-neighbours of p. This test prevents dark points at
{ "tip of a thin line™ or in "approximately circular subsets"
from being iteratively deleted, as stated by Hilditch
(1969);
~ HILD_4: it is not a break-point; i.e., X(p) = 1; :
HILD_5: either n2 is unflagged, or X2(p) = 1, where X2(p) is
the crossing~number of p if we temporarily assume that n2

is white. This test prevents excéssive erosion,

HILD_6: either n4 is unflagged, or X4(p) = 1. This test

- 25 =
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also prévents excessive erosion, as it is similar to
HILD_5.

Then, at the end of the pass all flagged points are
deleted. The passes are repeated until there are no points
flagged in a pass. The set of remaining dark points

constitutes the skeleton of the original pattern.

Investigating HILD, we noticed that the condition
HILD 3 always returns TRUE; except for 16 coﬂfigurations
_around the point p. For test HILD 3 to return éALSE, ndne
of the points n0 to n7 must be unflagged dark points.
Moreover, 1if any of these points are to be flagged, they can
only be nl, n2, n3 or n4, because these are the only points
the algorithm would have encountered travelling rowwise in a
left to right, top to bottom scanning sequence. Thus the 16
configurations for which HILD_3 returns FALSE are these:
when n5, né, n7, n0 are white points, and nl, n2, n3, n4 are
either white or flagged dark points. These 16 .
configuratioqs are shown in Figqure II.7 as windows (i) to
(xvi). We also noticed that for the 10 windows (i) to (%)
when HILD 3 returns FALSE, then at least one other test of
the algorithm also returns FALSE, For example, gor - window
(1), HILD_Q‘will also return FALSE. Thus, we see that there
exists only 6 windows (xi) to (xvi) where condi;ion HILD_ 3
is crucial. We empirically found that fér the 5 windows

(xi) to (xv) the point p will be flagged only if each of the

. i - <




windows 1is surrounded by white points, (in which case the
wvhole window will wultimately be deleted). In Optical
Character Recognition, such'confiqyrations are not expected
too often. 1In fact, they can be considered as woise we
would want to be deleted, anyway. For the remaining
configuration (xvi), Qe empirically found that there were
only 5 combinations of points to the left and top of (xvi)
for'which the point p will get fl%gged, and ultimately the

-

configuration will be deleted. These 3 combinations are

k]

shown in Figure II.S8.

Hoping that such combinations occured rarely, we

implemented a modification to HILD wherein we heuristically

deleted condition BHILD 3. Testéd on a data base of
hand-printed characters, descr;beqﬁlater in Chapter IV, we
o?served,that algorithm HILD always ;%ve the same skeletons
as the modified algorithm HILD (Naccache and Shinghal,

1984a) . However, the saving in computation time was only

marginal (approximately 5%).

We certainly do not recommend that other researchers
blindly delete condition HILD_ 3. One must be familiar with
the nature of one's data before planning to delete test
HILD_3. Our purpose in discussing'all this was to point out
to other researchers that tgst HILD 3 may be deleted, but

only with caution.
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II.7. -Ma's ahd Yudin's Algorithm (Ma, 1983) --- MAYA * -

Ma and Yud?% define an edge-point as a \§ark point

having at least one white 4-neighbour. . o

During any pass over the pattern, a dark point p is
flagged if it satisfies all of the following conditions:
MAYA 1: it is an edge-point.

MAYA 2: it is not an end-point. Moreover, this 8-neighbour
mdst have at least two dark 8-neighbours.

MAYA 3: its neighbourhood does not match the fundamental
window (i) of Figure 1II.9 or its c-c rotation by 90
degrees, nor does it match the fundamental window (ii) or
its c~c rotation by 90, 180 ‘and 270 degrees. This

. condition conducts the break-point test. .

MAYA 4: it is not a loop-point; i.e., it does not match any
of theftwo fundamental windows Af Figure II1.10;

MAYA 5: it is not a corner-point; i.e., it does not match
the fundamentaliwindow of Figure II.11 or its c~c rotation
by 90, 180 and 270 degrees. °

MAYA 6: its deletion does not cause excessive erosion; i.e.,
its neighbourhood does not match the fundamental window (1)
of Figure 'II.12. However, if the neighbourhood of p
matches window (i), then p 1is flagged and n0 is se; to

¢

‘dark. The resulting configuration is window (ii) of Fighre‘
11.12'. ~7 / ' N ‘1
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MAYA 7: it is an isolated point; i.e., its 8-neighbours are"

-

all white. e )

Then, at the &end of the pass all flagged points are
deleted. The passes are repeated until there are no pginté
flagged in a pass. The set of remaining dark point§
constitutes the skeletbn of the original pattern. |

4
Taking a closer look at condition MAYA 4, one can see

that the neighbourhood of an edge-point p will.never match

window (i) 6f Figure I1.10. 1Indeed, if p is an edge-point-
¥

then at least one of its 4-neighbours must be white, which
is never true;for window (i) of figure 1I.10. Also, looking
at condition MAYA 7, one can see that if p has onl{ white
8-neighbours, then conditions MAYA 1 through MAYA 6 will
return 'fRUE, anyway. Thus, the isolated-point conéitioﬁ
MAYA 7 is redundant and should not be considered as one of

the conditions for flagging .a. point. It should also be

noted that the condition MAYA 3 is identical to condition

"BEUO_3 of algorithm BEUO and to condition BEUS_3 of

algorithm BEUS, for break-poiht test. N
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II1.8. Pavlidis's Classical Algorithm (Pavlidis, 1982a) ---

PAVC

In BAVC, Pavlidis defines 4 kinds of edge-points: right
(having n0 white), top (having n2 white), left (having n4
white) and bottom (having né white) edge-points. Pavlidis
also deiihes an end-point as a dark point having at most one
dark 8-neighbour. In PAVC, a pass copsists of 4 scans,
where in {Lach scan only one kind of edge-points is tested
for deletion. Thus, Scan 1 tests right edge-points, Scan 2
top edge-points, Scan 3 left edge-points and Scan 4 bottém

edge-points.

During any pass over the pattern, a dark point p |is
flagged if it satisfies all of the following conditions:
PAVC 1: it is an edge-point.

PAWC_2: it is not an end-point.

PAVC_3: its neighbourhood does not match the fundamental
window (i) of Figure Ii.13 or its c~c rotation by 90
degrees, nor does it match the fundamental window (ii) or
its c~c rotation by 90, 180 and 270 degrees, with respect
to Table II.3. This _table shows that if, say, the point p
is a right edge-point, then its Aeighbourhood is matched
against window (i) of Figdre IPF.13, and against window (ii)
and its c~c rotation by 270 degrees. This condition

conducts the break-point test.

- 36 -
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Then, at the end of the pass all flagged ' points. are
deleted. The passes are repeatged until there are no points
flagged in a pass. The set’ of remaining dark points
congtitutes the skeleéﬁn of “the original pattern.

Examining algorithm PAVC, one can see that tﬁé
conditions PAVC_1 to PAVC 3 are the same as conditions

BEUO_1 to BEUO 3 of algorithm BEUO. The sole differences

. between algorjithms PAVC and BEUO are that PAVC performs 4

scans per pass whereas BEUO performs one scan per pass, and
that PAVC does not require an excessive erosion test whereas

BEUO does (condition BEUO_4).

e}
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" Kind of ‘ Rotation, in degrees, of windows of
edge-point , Figure II.13.

window (i) window (ii)

RIGHT 0 0, 270

TOP 90 0, 90

LEFT (] . 90, 180

BOTTOM 90 180, 270 .
TABLE II.3.

. The windows of Figure II.1ll to be used : - !

. in condition PAVC 3, of algorithm PAVC.

. For example, if the point p is a right edge-point,
then the neighbourhood of p is matched against
window (i) of Figure II.1l3, and against window (ii) -t
and its c-c rotation by 270 degrees.
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II.9. nglidis's Basic Algorithm (Pavlidis, 1981;-Pavlidis, .

1982a) --- PAVB

As in PAVC, Pavlidis defined in PAVB 4 kinds of
edge-points: right (a dark point having n0 white), top
(having n2 white), left (having n4 white) and bottom (having
n6 white) edge-points. Pavlidis defines Ag end-point as a
dark point having at most one dark 8-neighbour.

In PAVB, a dark point is said to be "multiple” if it
satisfies all of the following conditions:

MULT_1l: it is not an end-point.

MULT_ 2: its neighbourhood does not match the fundamental
window (i) of Figure 1II.14 or 1its c=-c rotation by 90
degrges, nor does it match the fundamental window (ii) or
its c¢-c rotation by 90, 180 and 270 degrees! with respect
to Table II.4.

In PAVB, a dark point 'is said to be "tentative
multiple™ if it gétisfies all of the following conditions:
TMUL_l: none of iig 8-neighbours is a dark non-edge-point',
TMUL _2: 1its neighbourhood@ does not match the fundamental

window of Figure II.1l5 or its c-c rotation by 90, 180 and
270 degrees,

In PAVB, a pass consists of 3 scans. During the first
acag, all edge-points are detected and marked. During the
second scan, a dark point p is flagged if it satisfies all
of the following conditions:

PAVB_1l: it is an edge-point.

- 40 -




i iy

PAVB_2: it is either a 'multipﬁe' or a "tentative nultiple®
‘point. ; .

During the third scan, all "tentative multiple" points are
re-examined. A "tentaive multiple"™ point is unflagged if it
does not satisfy all of the following conditions:’

PAVB_3: either n0 or n4 is white.

.PAVQ_4= none of its 8-neighbours is already flagged.

~

Then, at the end of the pass all flagged points are
deleted. The passes are repeated until there are no points
flagged in a pass. The set of remaining dark points

constitutes the skeletonSof the original pattern.
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condition "TMUL 2, of algorithm PAVB,
to detect "tentative multiple" points.
A 'e' represents an edge-point.
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must be a dark point.

““““




3

L Kind of’ Rotation, in degrees, of windows of
* . edge-point Figure II.14.
window (i) .window (11)
- .| rremr o .0, 270
TOP 90 0, 90 .
LEFT . 0 90, 180 ’
BOTTOM 90 180,. 270
TABLE II.4.

The windows of Figure II.1l4 to be used

in condition MULT 2, of algorithm PAVB.

For example, if the point p is a right edge-point,
then the neighbourliood of p is matched against
window (i) of Figure II.l4, and against window (ii)
and its c~c rotation by 270 degrees.

A

k-]
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I1.10. Pavlidis's Algorithm with Reconstruction Ability

(pavlidis, 1981; Pavlidis, 1982a) -—-- PAVR

In PAVR, Pavliéis defines an edge-point as a aark point
having at least one white 4—neighb;ur. Pavlidis alsg
defines "multiple" and "tentative multiple"’points as in
algorithm PAVB described in Section II.9 above. 1In ,PAVR‘
all dark points are initially 1labelled 1 and all white
points are labelled 0. The sucessive passes —are numbered

sequentially 1,2,3... A pass consists of 3 scans. During

the first scan, all edge-points are detected and marked.

During the second scan, a dark point p is flagged if it
satisfies all of the following conditions:

PAVR 1: it is an edge-point.

. PAVR_2: it is either a "multiple” or a "tentative multiple"

point.

PAVR 3: it is not a corner-point; i.e., its neighbourhood

does not match the fundamental window of Figure 1II.16 or

its c-c rotation by 90, 180 and 270 degrees.
During the third scan, "tentative multiple”™ points are

re-examined. As in algorithm PAVB, a "tentative multiple"

point is unflagged if it does not satisfy all of the

following conditions:

PAVR 4: either n0O or n4 is white.

PAVR_5: none of its 8-neighbours is already flagged.

After the three scans, if the point p is not flagged then it

is 1labelled with the value i, where i is the current pass

,~ 45 - . :



number; otherwise the point is deleted. The passes are
repeated until no flagged points are detected at the en@ of
\g' pags. Thus, at the end of the skeletonization, ‘the
skeleton consists of a set of dark points, each dark point
having a label i (i > 1). Intuitively, the label i of a

dark point p is proportional to the approximate distance of

p from the nearest edge in the original pattern.

Pavlidis then  proposes  an iterative technique
desé?ibing how g%e labels in the skeleton can be used for
reconstruction. The skeleton is scanned to find the highest
value.of label i, say ;_max. Set j to i_max and begin this
iteration, scanning the full set of dark points. For a dark
point p with label j, any white 4-neighbour of p is changed
to a dark point and labelled j-1. The 4-neighbours of p

which are already dark remain unchanged. At the end of the

scan, set j to j-1 and repeat the above iteration, the last
iteration being performed for j = 2. Thus, /the number of
dark points padded around a point p is a function of the

label of p. At the end of the reconstruction, all points

! with a label greater than zero are considered to constitute

the reconstructed pattern. K

Pavlidis has theoretically proved that the skeletons of

h{iy technique shall always retain the connectedness of the

- pattern and that it should be possible to achieve a perfect

4
reconstruction; 1i.e., the qreconstructed pattern should be

4
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absolutely identical to the origin&i ‘patt‘ern.
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To remove any ambiguity in our explanation, we give

below a formal description of Pavlidis's uconstruetign.

- téchnique . . ) Q
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{ this procedure reconstructs a péttern from the skeleton,
using Pavlidis's technique (Pavlidis, 1982a)

procedure RECONSTRUCT; )

var j : integer; { the label of a point p }
begin

1- Jj := highest label in the pattern (i_max);
2- while j > 1 do

begin ' .

3~ for all rows and columns do

begin’
4- if p = j then-

' for all 4-neighbours (n) of p do - :

if n is white then N
n:=j-1;
end;

5- § = 3§ - 1;

end; { while }
end; {.RECONSTRUCT } '
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II1.11. Stefanelli-Rosenfeld's Version of Hilditch's

Algorithm (Stefanelli and Rosenfeld, 1971) --- SRVH

Hilditch (1969) did not present her algorithm HILD (see
Section 1II.6) in a formal manner. Stefanelli and Rosenfeld
(1971) presented what they called the "simplified version"
of Hilditch's. algérithm HILD. It is our contention that
SRVH does not reflect exactly the approach described by

Hilditch (Naccache and Shinghal,&1984a). We show below the

"simplified version" of HILD, as described by Stefanelli and

‘

Rosenfeld.

In SRVH, Stefanelli and Rosenfeld define A(p)'to bé the
number of white to'unfiagged dark transitions whgn taking a
counter-clockwise walk around p (i.e., along n0, n2, ...,
n7, n0). One can notice that i1f A(p) is not equal to 1,
then p is a break-point. It is also assumed in SRVH that a
point of the pattern has the Boolean value TRUE if it "is
dark or flagged, and value FALSE otherwise (i.e., if it is

white).

In algorithm SRVH, during any pass over the pattern, a
dark point p is flagged if it satisfies all of the following
conditions:

SRVh_l: it is an edge~point but not an end;point; i.e., it
has at least two and at most six dark 8-neighbours.
SRVH_2: it is not a break-point; i.e., Aip) = 13

SRVH_3: either the neighbourhood of p satisfies the Boolean
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expression:

nOJ. n2. né = FALSE \‘
or A(n0) ¥ 1. This condition performs the excegsive
erosion test.
SRVH. 4: either the neigﬁbourhoodNof p satisfies the Boolean
expression:

n0 . né . N4 = FALSE
or A(n2) # l. This condition also performs the excessive

erosion test, as it is similar tescondition SRVH_3.

Then, at the end of the pass all flagged points are
deleted. The passes are repeated until there are no points
flagged in a pass. The set of remaining dark points

constitutes the skeleton of the original pattern.

Implementing SﬁVH for some preliminary investigation,
we found that Fiqure 1II.l7a was skeletonized to’ Figure
II.17b, whereas HILD produced Figure II.l7c. Thus, we see

\}that whereas HILD preserves the shape propeﬁ%y of the
original pattern, SRVH does not. FuréZer compar i sons

between SRVH.and HILD are given later in Chapter 1V, with

our experimental results. -
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~ ¢. The skeleton obtained
’ by algorithm HILD.

b. The skeleton obtained
- by SRVHo

Pigure II.17. A slanting
stroke and the skeletons

that could be obtained from
it, using SRVH and HILD.

A '* gtands for a dark point,
and a '-' for a deleted point..
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I1.12. Stefanelli-Rosenfeld's Algorithm with 4 Scans per

Pass (Stefanelli.end Rosenfeld, 1971; Rosenfeld, 1975) ===
SR4S (-
\

\

Stefanelli qu~§2fenfeld define 4 kinds of edge-points:
right (having n0 white), top (haQing n2 white), left (having
n4 white) and bottom (having n6 white) edge-point. In SR4S,
a pass consists of 4 scans, where in each scan only one kind
of edge-point is tested for deletion. Thus, during Scan 1
bottom edge-~points are tested. During Scan 2, Scan 3 and
Scan 4, top, left and right edge-points are tested,
respectively. During any pass over the pattern, a dark
point p is flagged if it satisfies all of the following
conditions:

SR4S_1: it is an edge-point.
SR4S_2: its neighbourhood does not match any of the eight
fundamental windows of Figure II.lé, with respect to‘Table

II.S.

Then, at the end of the pass all flagged points are
deleted. The passes are repeated until there are no points
flagged in a pass. “The set of remaining dark points

constitutes the skeleton of the original pattern.

- §3 =
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Figure II.18. The eight fundamental windows used in
condition SR4S_2, of‘algorithm SR4S.
A '*' represents a dark point, a
'w' a "don't care". At least
one 'x' and one 'y' must be dark.
These windows are also used in
conditibn SR2S_2 of algorithm SR2S,
described below in Section I1I.13.
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Kind of The windows to be used
: edge-point to satisfy condition SR4S 2
RIGHT (i1), (iii), (v) to (viii)
TOP (iii), (iv), (v) to (viii)
LEFT (i), (iv), (v) to (viii)
BOTTOM (1), (ii), (v) to (viii)
TABLE 1I.5. /

The windows of Figure II.18 to be used in
condition SR45_2. For example, if p is a
right edge-point, then windows (ii), (iii),
and (v) to (viii) have to be used.
This table is also referred to in condition e
8R2S 2 of algorithm SR2S, decribed below in
Section II.13.
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I1.13. Stefanelli-Rosenfeld's Algorithm with 2 Scans per

Pass (Stefanelli and Rosenfeld, 1971; Rosenfeld, 1975) ---
SR2S ¢

The algorithm SR2S is somewhat similar to  SR4S,
described in Section II.12 above. Stefanelli and Rosenfeld
define edge-points as in SR4S. There are two scans per
pass. During Scan 1, bottom and left edge-points are tested
for deletion, and during Scan 2 toé and bottom edge-points

are tested.

buring any pass over the pattern, a dark point p ise

flagged if it satisfies all, of the'folléwing conditions:

-

SR2S 1: it is an edge-point.
SR2S 2: its neighbourhood does not match the eight
fundamental windows of Figure II.5, with respect to Table
I1.5. “
SR2S_3: its néighboufhood does not match the four
§) .

fundamental windows of Fiqure II.19, with respect t

able
II.6.

Then, at the end of the pass. all flagged points ar
deleted. The passes are repeated until there are no poin
flagged in a pass. The set of remaining dark point

congtitutes the skeleton of the original pattern.

-
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Figure I¥.19¢" The four fundamental windows Wused in
condition SR2S_3, of algorithm SR2S.
A '*' represents+a dark point,
a 'w' a "don't care".
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Kind of The windows to be
edge-point used to satisfy the
) condition SR2S_3

BOTTOM : ‘

or (i) and (ii)
LEFT .
TOP (T -

or (ifi) d (iv)
RIGHT -

s
#

/
; TABLE 1II.6.

L 3

The windows of Figure 1I.19, to!be used

conditiion SR2S 3 of algorithm SR2S.
Por ekample, if p is a bottom or a left
edge-pointg then windows (i) and (ii)
are used, .

<
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II.14. Tamura's Algorithm Ensuring rgut-cOnnectedhess

7
(Tamura, 1978) --- TMAF

[

. Tamura proposed conducting the same 4 scans/as in SR4S,

but uping the four windows of Figure II.20 tead of the
fundamental windows (i) ' to (iv) of PFigure IX.18. This
‘modification, he said, would ®liminate the "mistakes" of
SR4S. Tamura does not explain clearly what "mistakes" he
found in SR4S. He cites two other papers of hié, which we
have not been able to f%ad as the papers are in Japanese, a
language we do not know. Tamura states that the skeletons

obtained by TM4F are always four-connected.
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' Pigure 11.20. The modified windows used by TMAF, instead
. " of the windows (i) to (iv) of Figure II.18.
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II.15. Tamira's Algorithm Ensuring Eig;;—Conneg}cdness

(Tamura, 1978) =—=- * TM4E

Tamura further modified his own algorithm TM4F by using
'the ‘four windows (v) to (viii) of Figure II 18 and -the four
windows of Figure I1.19. By changing the windows,‘ Tamura
showed that whereas TM4F gave foqr—connected akgletons, TM4E

gave eight-connected skeletons. N
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11.16. Tamura's Algégithm with 2 Scans per Pass (Tamura,

1978) --- TMZE,

-
(nr

Just as he did for SR4S, Tamura suggested changes to

8R2S also. He thus proposed conducting the same ‘2 scans as

in SR28 but using the windows of Figure I1.20 instead of the \ 1
vindows (i) to (iv) of Figqure II.18. Tamura showed that the :
/
skeletons proﬁuced were eight-connected.
N ﬁ “
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II.17. zhang-Suen's Algorithm (Zhang and Suen, 1984) ==~

i

ZHAN

As in algorithm SRVH, Zhang and Suen define A(p) as the
number of white to dark transitions when taking a N
counter-clockwise walk around p. Moreover, in ZHAN, a
Boolean variable has value TRUE if its corresponding point
is dark or flagged, and value FALSE if it is white. A pass
consists of 2 scans. During the first scan, a dark point p
is flagged if it satisfies all of the following conditions:

—
ZHAN 1: it 1is an edge-point bgt not an end-point; i.e., it
has at least two and at mo;t six dark 8-neighbodrs;
ZHAN_2: it is not a break-point; i.e., A(p) = 1;
ZHAN 3: its neighbourhood satisfies the Boolean expression:
n0 . n2 . né = FALSE
ZHAN 4: its neighbourhood satisfies the Boolean expression:
n0 . n4 . n6é = FALSE
The conditions ZHAN 3 and ZHAN 4 conducts the excessive
erosion tests. At the end of the firét scan, all flagged .
points are deleted. puring the second scan over the’

pattern, a dark point p is flagged if it satisfies

L7

condi;ions ZHAN_1 and ZHAN_2, as well as the following

conditions:

ZHAN 5: its neighbghrhood satisfies the B;olean expression:
n0 . n2 . n4 FALSE

ZHAN 6: its neighbourhood satisfies the Boolean expression:

n2 . nd . n6 = FALSE

-63- | |
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The conditions ZHAN_5 and ,2HAN 6 conduct  the excessive
erosion tests, as they are similar to ZHAN 3 and ZHAN_4. At
the end of the second scan all flagged points\“are deleted.
The passes are repeated until there are no points flagged in
any of the two scans. The set of remaining dark. points

constitutes the skeleton of the original pattern.

N
4
s

&

ZHAN 2 are the same as conditions SRVH 1 and SRVH_2 of

One( can observe,’ however, that conditions ZHAN 1 and
’ Stefanelli-Rogenfeld's version of Hilditch's algorithm
(SRVH). The conditions ZHAN 3 through ZHAN 6 are a
/modification. of conditions SRVH_3 and SRQH_4 of algorithm
SRVH. Wondering if ZHAN would prevent the excessive erosion
that SRVH failed to do (see Figure 1II.17), we tested
zhang-Suen's algorithm on the slanting stroke of Figure
II.21la. The skeleton which was obtained is shown in Figure
II.21b. Clearly, it is a case of excessive erosion; i.e.,
ZHAN fails 1like SRVH in maintaining the shape property of

the original pattern.
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ey e

Figure 1I.21. To test if ZHAN would give
excessive erosion, we tested
the algorithm on Figure II.2la.
Phe ‘skeleton obtained is shown
in' Figure 1I.21b.
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II.18. Other existing skeletonization algorithms

The 16 algorithms discussed above hevé, ' been
"experimentally tested ‘and compared (see Chapter 1IV).
‘prever, we concede that there exists other skeletonization
algorithms which we did not review in this thesis. We will
briefly discuss below 10 well-known such algorithms and we

will explain why we did not implement and test them.

Chaudhuri (1978) describes a skeletonization a;g9r{thm
based on the thickness of the strokes of the original
pattern. This method has the disadvantage that the average
thickness and curvature angles of the original pattern have
to be calculated before applying the algorithm. Pavlidis

(1982b) follows a similar approach to skeletonize the

patterns. . /.\..

&

Arcelli and di Baja (198l1) propose a skeletonization
algorithm based on the5 detection. of prominences in the
original pattern. Although this-algorithm has been shown to
give skeletons of gobd quality (y.e., skeletons preserving
the shape property of the origjhal patterns), it is heavy in
computation réquirements and is thus quite slow. «q

Hilditch (1983) proposes some modifications to
algorithm ARCL. However, these modified algorithms would

ideally require to be implemented on a multiprocessor, n‘
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facility we do not have at Concordia University, Montreal.

Stentiford and Mortimer (1983) use a modified version
of Yokoi's algorithm (Yokoi, Toriwaki, Fukumura, 1973),

after heuristically smoothing the original pattern. This

heuristic smoothiﬁg requires to perform many passes over the
pattern before the skeletonization process. Moreover, the
Stentiford-Mortimer algorithm is applicable only to
hand-printed characters, and is not generalized to other
kinds of patterns:

—_

Davies and Plummer (1981) propose a skeletonization
algorithm based on Beun's algorithm BEUS, but requiring more
scan; per pass. This algorithm is thus slower than BéUS.
Moreover, Davies and Plummmer propose a reconstruction
technique based on the Rosenfeld-Pfaltz (1966) technique for
reconstruction. They also mention that the Rosenfeld-Pfaltz

skeletonization algorithm does not produce connected

skeletons.
Finally, Tamura (1978) compares sonme other
skeletonization algorithms, essentially Rutovitz's

(Rutovitz, 1966), Deutsch{g (Deutsch, 1969; Deutsch, 1972)
and Yokoi's (Yokoi, 1973; Yokoi, 1975) algorithms. The
first two algorithms do not always produce connected
skeletons. The third one gives good skeletons but appears

to be rolativily slow in terms of cpu-time required.




-

Moreover, it does not have reconstruction ability.

If we did not review these 10 algorithms, it is because
their major advantages and drawbacks have alregﬂy been
discussed in the above-mentioned papers, and also because
most of them have common concepts with the 16 algorithms
reviewed earlier in this chapter. Thus, as it pertains to
this thesis, a detailed review of these 10 algorithms would

have been unnecéssary; we intentionally omitted them.

We are now going to present our proposed Safe-Point
Thinning Algorithm (or SPTA), in Chapter III. Later, in
Chapter IV, we will experimentally compare the performance

of our SPTA with the 16 algorithms we have described in
Chapter 1II.

"‘,)'_
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- Chapter III
The Safe-Point Thinning Algorithm

We will present in this chapter our Safe-Point Thinning
Algorithm (Naccache and Shinghal, 1984b). The algorithm is
described first informally then formally. Later, Qe will
see how some appropriate labelling techniques of the points
of the pattern can speed up the algorithm and provide it

with reconstruction ability.

Our objective }s to develop a skeletoniza£ionialqorithm
which will be fast, which will prevent excessive erosion,
and one which will give good skeletons (i.e., skeletons
which retain the shape information of the original pattern
and do not have spurious tails) (Davies and Plummer, 1981).
Furthermore, the algorithm should be such that enough
information is retained in the skeleton to reconstr?ct as

far as possible a pattern which is similar to the original

pattern.

I1II.1. Fundamental Definitions

~t
4

It is assumed that the input pattern is a smoothed
pattern; tﬁat is, all pattern irregularities and all noise
have been removed.

<

- 4
In essence, the SPTA consists of 9xecuting many passes -

over the pattern, where in each pass a few dark points are
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flagged. A flagged point st be such that it is an

edge-point, but not an end-point, nor a break-point, and.nor
must ‘its possible deletion cause excessive erosion in the
pattern. At the end of the pass, all flagged points are
deleted. If no points are deleted at the end of a pass,

then the skeletonization procedure stops. The SPTA differs

from the algorithms reviewed in-.Chapter II ih the manner in

which the tests are conducted ° and thg details of
implementation, all of which are described below. For the-
gsake of easy readability, initially we shall present our
description in a semi-formal manner; the formal description

appears later in this chapter.-

In.the SPTA, it is sometimes convenient to refer to the
4-neighbours n0, n2, nd4 and né of a point p as the right
neighbour np, top neighbour ny, left neighbour n_ and bottom
neighbour Ng » respectively. We .use both notations
interchangeably, depending on which notation would be easier

to understand at that juncture.

The SPTA identifies the four following kinds of

edge-poiﬁts: a) a left edge~point, having its left neighbour

n, L.e., n4 white\(see Figuré II.1); b) a right edge-point,
having ng, i.e.[ n0 white; ¢) a top edge-point, having nq,
i.e., n2 white; and, d) a bottom edge-point, having ng,
i.e., n6 white. It should be noted that an edge-point can

be of more than one kind; for example, a dark point having



ny white and 'nL white will be a top edge-point and a left
edgefpo;nt simultaneously. We also define the following: an
end-point is a dark point having at most one dark
8-neighbour, and a break-point is a dark point the deletion

of which would break the connectedness of the pattern. ™

In the following discussion, we will refer exclusively
to left edge-points. The discussion is later generalized to

other kinds of edge-points.

III.2. Explanation of the Safe-Point Concept

A left edge-point p which is not an end-point, nor a

break-point and nor would its deletion cause excessive

erosion is called a left flag-point. Any left edge-point

which is not a left flag-point is called a left _ safe-point.

We show below that to identify such a left edée—point P
SPTA needs to compare the neighbourhood of p with the 4
windows shown 1in Figure III.1l. If the neighbourﬁood of p
matches any one of the 4 windows, then p is not flagged. It
should be noted that the points shown as x's and y's in the
windows are "don't care” points (i.e., their whiteness or
darkness is immateria;). We now examine the 4 windows one
by one, to justify why these are thé windows required by the
SPTA to conduct the break~point, end-point and exﬁesaive

erosion tests on p. 4
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If the neighbourhood of p matches any of the windows
(i), (ii) or (iii) of Figure III.1l, then two situations may
occur : 1) if all x's are white, then p is an end-point; 2)
if at least one of the x's is a dark point, then p is a
break-point. Thus, in either of these cases, p should not

be flagged.

Now let us examine window (iv) of Figure III.l. If at
least one 'x' and at least one 'y' are dark, then p becomes
a break-goint and thus it should not .be flagged. For
further analysis, let us assuﬁe for the time being that all
" x's are white, Then there are Qppossible configu{ations as
shown in Figure I11.2. Configurations wl, w2, agd w3 maKe p
©an end-point, gnd configuration w4 makes p a  break-point.
The possible déletion of p in configurations w5 and w6 could
cause excessive erosion in slanting strokes of . width 2;
e.g., Figure 1IIl.3a being reduced to Figure III.3b. 1In
configﬁiations w7 and wb,uthe point p is in fact noise.
Since the patterns have already been smoothed before they
are fed to our SPTA, such noise is always removed and
configurations w7 and w8 shall never exist at the beginning
"of the skeletonization process. If configuration w7 were to
occur in an interﬁediate stage of skeletonization, theﬁ p
would be a spur due to a short tail in the original' pattégn

(e.g., as in chromosomes). Such a point m:y, however,

retain some shape information of the pattern and it must not

be deleted. 'Similarly, if configuration w8 were to occur in
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an intermediate#stagé of skeletonization, then it would bé a
singleton (isolated point); ita‘deletion ;ould ¥btally erase
the last remaining segment of the pattern. Thgrefore, ih
all of the above configurations p must not be flagged. By
symmetry, we extend_our argument to the case in window (iv)
when all the y's.are white and x's take on varying values of

S

whiteness or darkness.

.‘Reipforcing our analytic arguments above, we have
exhaustively verified by experiment that the four windows of
Figure III.1 .are the only ones .we require to conduct

end-point, Break-poiht and excessive erosion tests on a dark

point p; i.e.,the safe-point test.

Using the féur windows of Figure III.1, it can be
easily shown that for a left ;afé-poinp the Boolean
expression S4 is FALSE, where: ‘

S4 = n0.(n1+n2+n6+n7).(n2+ﬁ§).(n6+ﬂ§).

A Boolegn'variable has the value TRUE when its corresponding
point :isr dark- and unflagééd, and - it has value FALSE
otherwise (i.e., if the point is a " flag-point or it is
white). Thus, to té;t whether a'left edge-point is a left
qgfe-péint, the SPTA needs‘ oniy to test against Boolean
expression S4. The subscript {nr 84‘ 1ndichges that the
Boolean expression Jgé derived for }efh” edge-points, 1.e.,

they have their left neighbour nd white,

[

a
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Similarly, we can derive the ‘\following Boolean

expr;ssiohs: 2 » ’ |
for right safe-point:

So = n4. (n5+n6+n24n3) . (n64n7) . (n2+11) ;.

for top safe-point :

Sg = n§.ln7+n0+n4+n5L.(n0+;1).(n4+ﬁ§); and,

for bottom safe-point

Sg = N2.(n3+n4+n0+nl). (n4+n5) . (n0+n7),

-

These expressions are derived from a counter-clockwise

' .
rotation of the windows of Figure III.l by 180, 270 and 90
degrees, respectivele |

Investigating further, we no#liced that window (iv) of
Figure I1I.1 is the same for the- left and the right

" safe-point tests. In other words, a dark point ‘ whié¢h is

simultaneously a left edge-point and a right edge-poiht, is

also a left safe-point and a right safe-point. Such a point

is called a‘ left-right safe-point. We define the two

| Y
‘Boolean variables:

; .

Eg, Jhaving ‘value TRUE {f n0 is dark (flagged or unflagged).

and value FALSE otherwise; and, ‘ o

Eq» gimilarly linked to n4.

Now, if Eg and E4 are both FALSE, then the dark point 'p. is

obviously ‘ a lcft—rjght,tite-point. If Eqg i3 TRUE buth4 is

FALSE, then p is a left edge-point; it will become a left

safe-point only 4f B4 is also PALSE. 'A similar reasonning
holds when E, is TRUE but Eq is FALSE. Finally, if By and
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E4 are both TRUE, then p is not a left edge-point nor a "

‘right edge-point. Thus, using the variables Ej, and Eqr we

can mergéJ both Boolean expressions S, and S, into the

*following expression:

Soa B (Eg+Eg) - (E4. (Eg+S)) . (Eq. (E4+5,))

If the expression 504 is FALSE, then the dark point p 1is ,

either a 1left safe-point, or a right safe-point, or a
left-right éafe—poing.

Similarly, we can derive the following Boolean

expression for top and bottom safe-points:
S8 = (§2+Ea).(EG.(E2+82)).(Ez.(E°+S°))

where E, and Eg are similar to Ey and E,, as they are linked

to n2 and n6, respectively.

»
"

?

Now we describe how we use the above definitions in the

skeletonization process of SPTA, ° L
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Figure III.1l. If the neighbourhood of a dark point p N

matches any of the four windows above,
then SPTA does not flag p. ‘A ‘'** ‘
indicates a dark point. x's and y's
are "don't care®s (their whiteness

or darkness is immaterial).
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II1.3. The SﬁTA Process

H

The SPTA consists of executing many passes over the
pattern, wherel in each pass a few dark points are deleted.
A pass in SPTA consists of 2 scans, where a scan examines
every point in the pattern. The pattern may be scanned
rowwise or columnwise at the user's choice. The choice of
the scanning sequence may lead to different skeletons. It
should be noted that for a given pattern, a skeleton may not
be wunique (Davies and Plummer, 198l1). During the first
scan, all left flag-points, right. flagrpoints, left
safe-points and right safe-points are detecteh. Similarly
in the second scan, SPTA detects all top flag-points, bottom
flag-points, top safe-points and bottom safe-points. Then,
at the end of the pass (i.e., the two scans), all left,
right, top and'bottom flag-points are deleted. These passes
are iteratively executed as long as there are flag-points in
the patfern. A question arises at this point: would it not
be better to have a single scan per pass, where the scan
could detect all 4 kinds (left, right, top, bottom) of
flag-points and safe-points? We have experimentally found
that a single scan approach can sometimes cause efcesqive
erosion. For example, the slanting stroke of Figure 1III.3a
was skeletonized by the one-scan approach to a set of'two
dark points as shawn in Figure III.?b. That was Clearly a
case ofi'cxceasive erosion. However, using our two-scan
approach, thé skeleton of Figure III.3a is shown in Figure

¥ . .
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III.3c. Thus, it is essential to have 2 scans per pass.

We show below a Pascal-like fo:nai‘;lgorithnic‘version
of our SPTA. Reading our formal description, oné may wonder
as to how we effect the deletion of flag-points. The
deletion is in fact incorporated within the technique we
have adopted to 1label the points as they are scgpned.
Moreover, the labelling is also useful when we attemét‘ to

reconstruct the pattern prm the skeleton. In the following’

"section, we discuss details of the labelling techniques used

in SPTA.




N

t

{--- Declaration of global variables ---} /

type pattern type: array [l..HEIGHT,l..WIDTH] of integer;
{ type of the pattern, where HEIGHT and
WIDTH are its dimensions .

>

[y
»e

integer; .
, { i tepresents the pass number
during the gkeletonization process }

edg_pt kind: zleft, right, top, bottom);
the different kinds of edge-points }

or array [edg pt kind] of integer;
point type depends on the labelling used,
as shall be seen later in this chapter };

point_type : l either } integer;

{The following procedure drives the
the scanning of the pattern}

procedure DRIVER (var pattern: pattern_type);

var j ¢ [0,2];
i j indicates the 'type' of scanning;
j = 0 ==> detection of right and left safe-points,
j = 2 ==> -detection of top'and bottom safe-points |}

1- begin .

2- i := 0; { initialize pass number }

3=~ repeat ‘
4- 1= 441 s
5= for both j's do A

6~ SKELETONIZE (pattern, 3j);

procedure SKELETONIZE is shown below }
'7-  until NO_MORE;

{ NO MORE returns TRUE when there are no
more points to be flagged in the pattern |}

8- end; { DRIVER }
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L .
{ The following procedure performs one scan
of skeletonization over the pattern }

T

procedure SKELETONIZE (var pattern: pattern_type; j:integer);

. ¢
var p : point type; { point to be examined }
edge_kind : edg_pt kind; { kind of edge-point 4
i ]
9~ begin T
. 18- for all the points p do &
{ raster scan of the pattern with type j }

' 11~ begin

12~ if DARK (p) then ‘ -

{ if p is dark and not yet a flag-point } ‘}
13- if not SAFE POINT (p, j, edge kind) then oo

[ 1f p does not satisfy either
Boolean expression Sj ‘or Sj,4 i '
Note: the kind of edge-point (E; or EIM’)
is returned to edge_kind

14~ . FLAG (p, 1)
{ p is recognized to be a flag-point
and is labelled } '

else >
15- SAFE (p,. i, edge kind); P
{ p is recognized to be a safe-point
and is labelled }

L4

16~ end; {of for-loop}

»

17- end; {SKELETONIZE}
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c. The skeleton obtained by

two scans per pass.

\

.b. This is the skeleton obtained

if.we 40 either the following:
(1) if we flag a dark point p
whose neighbourhood matches

the configurations

w5 or w6 of Figure IXI.2)

(ii) if we perform only one
scan per pass in SPTA,

flagging all four types of
edge-paints that do not satisfy
the Boolean expressions S5, and
Sgg: Either approach gives
excessive erosion.

Pigure III.3. A slantihg stroke

and the skeletons that could
obtained from it. The 'w»'g

represent the dark points.
The '~'s represent the
deleted points. '
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II1.4. The Labelling Techniques of SPTA

The labelling of the flag-points and the safe-points is
shown in lines 14 and 15 of the procedufe SKELETONIZE above.
We propose two different 1labelling methods, the Single
Integer Labelling Technique (SILT) and the Four Integers
Labelling Technique (FILT). The user. may decide on which
labelling method he wants to adopt. U;ually FILT causes the
skeletonization ' algorithm to slow down a bit, but it has
stronger reconstruction ability. We discuss below the

details of SILT and FILT after our formal presentation of

" SPTA. Above, we have procedure DRIVER which controls the

scanning of the pattern. Procedure DRIVER calls procedure
SKELETONIZE which detects flag-points and safe-points in a

given scan. e

Single Integer Labglling Technique (SILT): .

To implement this technique, 1line 15 in procedure
SKELETONIZE above is replaced by SAFE (p, i). 1Initially in

- the pattern, all dark points are labelled zero and all white

points are 1labelled minus: MAXINT (where MAXINT is the
largest « possible integer that can be stored in the
computer). During any pass of the SPTA, the value of the
non-edge-points does not change. If an edge-point p is
identified as a flag-point, then it is labelled by the value

(1 -~ MAXINT), where i is the current pass number, the plll.l.

being numbered sequentially as 1,2,3,... On the other hand,

L]
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if p is identified as a aafe—pofnt, then it is labelled by
the value of i; that is, the label of a safe-point indicatés
the smallest iteratalr number of the pass in which the point ¢
was 1identified as a safe-point. For clarity of
understanding, the tree of Figure III.4 shows this labelling
technique. With this labelling technique, we are able to

incorporate deletion of dark points as follows.

Ordinarily at the end of a pass we would need to travel
through the entire pattern deleting all flag-points in order
to “prepare the pattern for the next pass. However, the
flag-points which are candidates for deletion have been
assigned the 1label i-MAXINT in pass |{. In pass i+l,
i-MAXINT becomes a threshold, and all points with a lapel

value less than or equal to tQ}s threshold are considered

white. The flag-points are thus only conceptually deleted
and it wesults in speeding up the algorithm. The procedures
FLAG and SAFE, which are invoked by the procedure
SKELETONIZE above, can then be formally described as

‘follows:

- B4 - ‘
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procedure FLAG (var p: integer; i: integer); ~

begin _
:p s= 1 - MAXINT;
end; { FLAG }

L)

&

procedure SAFE (var p: integer; i: integer);
begin
if p = 0 then

{ p may have been labelled as a safe-point
in an earlier pass }

p :=1i;
end; { SAFE }

-y

We observe that at the end of SPTA, if we have a point
i’ the skeleton with label i, then it indicates that in the
original pattern the closest \edge to this point was (1-\)
pixels away. We can then use Pavlidis's technique of
reconstruction, which we déscribed in Chapter 1II (Section
11.10).

We nextr d:?.scuss our alternat':ive labelling tochhique

called FILT. . e

Y

B e - . . L - e




p is 'a dark point

p is
.\ edge-point
E' or El+4

p is
- gafe-point
s, or Sj*"

Action: .

label p with
value of i

Figure III.4.

"y

a

pis -
non-edge-point 5 -
not E; nor Ej, .
Ne action
p is \
non-safe-point
not S; nor SJ+4 ’ <t

Action:
label p with
vplue of (i - MAXINT)

. ” . . : »
The decision tree required by SPTA-SILT

to label a dark point. The value of j

(0 or 2) represents the type of scanning

(see procedure DRIVER in Section III.4).

The value of i represents the

iteration number of the skeleto-

nization process over a pattern.

MAXINT is the largest integer storable

in a computer.
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\ : SN
Four Integers Labelling Technique (FILT):

In this labelling technique» every point of the paktern
' is labelled by a 4-tuple <vL R T,v'a>, where the v' 8 have
an integer value in the closed interval [-MAXINT, MAXINT].

Initially; all white ' points are ° labelled

<-MAXINT, ~MAXINT, -MAXINT,~-MAXINT>, .and all dark:- points. are .

labelled <0,0,0,0>. The .subiscripts L, R, T and Bgare

abbreviated forms for + left, right, 'top “and bottom,

respectively. Aa we - shall see below, the change in the.

value of v, Vs Vyoor Vg for a point depénds on whether the

point is a flag-point or a left, right, top or bottom

safe-point., During any pass of the: SPTA,- the vallles in the "

4-tuple of the nqngedge-points _do not change. For any
edge-point p,ptwo ei;uatione may occur: : . .~
a) if p is ideneified as-any kind of flaé-pqint,' theh p
assumes the label: . | i

< (i~-MAXINT), (i-MAXINT), (i-MAXINT), (i-MAXINT) >,

where i is the current pass numnber, the passes being

sequentially numbered from 1 onwatde; f%

+
” o

b) {if p 1is 1identified as a K-safe-point (where K e

‘w
{L,r,T,B}), then Vg takes on the value of i, the other v's

remaining unchanged. The value of v, indicates the,amalleaf

K
iteration number of the pass in which p was identified as a

K-safe-point. For clarity of unde}standing, the tree of
Fig%ﬁb III.5 shows this labelling technique. With this
1abe111ng technique, we are able to inpo:porate detetioq ot

dark pointg as follows. The flag-points, whioh .are

- 87 -
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candidates for deletion, have\the label:

—

' < (1-MAXINT), (i-MAXINT), (i-MAXINT), (1-MAXINT) >°

in pass i .In the pass i+l, i-MAXINT becomes a threshold.
All points with all label elements having values less than
or equal to (i-QAXINT)lare éonsidered white; Thus,.for FILT
also the flaé—points are only cohceptuall§.de1eted,.as in
the SILT approach descoribed above. The prgcedures FLAG and

SAFE, which are invoked from the procedure SKELETONIZE, can .

-

-

then be ‘formally described as follows: s
s ’ 4

~ s

procedure FLAG (var p: integer; i: integer);

var K : edg pt Kind;
begin
for K := left to bottom do
p [K] :=_ i - MAXINT;
end; { FLAG } e

procedure SAFE (var p: point_type; i:'ipteger; K; edg_pt_kind);
begin
if p [K] = 0 then
p may have been labelled as a K-s afe-point .
in an earlier pass }
p [K] := i; ‘
end; { SAFE |}

Thﬁs'at-the end of the1SPTA, if for any point p of the
skeleton i, = d (K e {L,R,T,B}); i.e., in the 4-tuple of the
label any of the values is ikrg, then it means that p w;s
never identified_ by the SPTA as a K—edge-point. Moreover,
© if a poini p of the skeleton has a 1abel with, say, the.
4-tuple values <iy ,ip,i;,iz> (where iy > 0, K b {L,Rr,7,B}),

then it indicates that in the original pattern  the closest

- 88 -
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left ‘edge was about (;L-l) pixels away. Sim%6ar1y, it
indicates that the closest right, top and bottom edges were
about (ig-1), (iy=1) and (ig-1) pixels away, respedtively.
The approach we use for reconstruction is an extended
version of Pavlidis's technique gi§en‘in the Appendix. Let
we = Vg (ng (P)), where p is a dark point, K e {L,R,T,B},
and where hL' Ngs Ny and‘nB are the 4-neighboﬁrs of p - (see

Figufe I.3). That means is the value of the label

K
element Vi of the K-neighbour of p. 1Initially, the labels
of tPe skeleton are scanned to find the highést value i _max
occuring amongst the 4-tup1és of these labels.- Set j to
i_max aﬁd begip this iteration, scanning the full se; of
dark points. For any dark point P' if'vK(p) ;'j and W = 0,
then set wy-to j-1. At the end of the scan, éet 3 to j=1
and repeat the above "“iteration, the last iteration being
performed for j=2. At'the end of the reconstruction, all
points"in which the label has at Ieast one elemené;of'the
4-tuple having a value greater than zero are considered to
cdonstitute the \ reconstructed. pattern. To remove any

ambiguity, we show below a formal description, of this

.
C/V

reconstruction approach.



{-- We recall that "pattern" is a global variable
( containing the input pattern -}

procedure RECONS_IILT;

var K : {1eft, right, top, bottom); .
the elements of a 4-tuple } '
el : integer;

one element of the considered point } .
array (K] of integer;
{ the K-neighbour of p }
integer;
the current highest 1abe1 }

: \
g begin . ,

J := highest element of the pattern (i_max); d

‘'while j > 1 do - -

begin
1- for all rows and columns do ,
begin
2- for K := left to bottom do
begin
3- . el := pattern [row,.column] [K]:;
Y 4- let ny, be the K-neighbour
the point "pattern [row, column] ;
" 5= if el = j then '
. /,|
6- g [K] < zero then
ng K] 1= 3 - 15 :
end; ’ . . . -
7- ' store the new value of ny [K]° ‘ St
) in "pattern" i'f changed;
end; ] . e
end; ’
o= 3 - 1;

end; { while }

"end; { RECONS_FILT }

2
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cL " p is p is :
edge-point non-edge-point -
Ei or Ei+4 ' not 3) nor Ej..4
' <
No action
p is p is
safe-point flag-point
§; or §;,, not §; nor Si+'4. "
Action: .
kind of label-p with value
safe-point 7, <3, 3, 303>
// \\where j = i - MAXINT
left right top bottom : ’
Action : label p with the value of

<1'VR'“r'vb> <VL'i'VT'vb> <vL,vR,i,vB> <vL,vR,vT,i>

Figure III.S.

The decision tree required by

SPTA-FILT to label a dark point.

The value of j (0 or 2) represents the

type of scanning (see procedure DRIVER,

in Section III.4). _

The value i represents the current

pass number of the skeletonization process

over a pattern. MAXINT is the largest

integer that can be stored in a computer. . N




III.5. Implementation Techniques of SPTA

* Although - our SPTA is <vconceptually clear in the
description given above, there are details that need to be
explé@ned‘ in actual implementation so that the algoritbmi
cguld be speeded &p as far as poséible. We describe below

- twa implementation techniques that we applied to achieve

’ 1these objectiveé: how the number of scans coéld be

minimizeé, and how a suitable decision tree could be

develoééd to test the Boolean expressions S, and Sy We
discuss these two techniques in detail below.

: ’ .
A. Minimizing number of scans

As d;scribed{in our algorithm above, Scan 1 flags some
left and right edge~points, and Sc;n 2 flags some top and
bottom edge-points. Say Scaﬁ 1l flags no point but Scan 2
flags a few. The algorithm does not terminafe yvet, but in
. the  following pass we do not initiate Scan 1. Only Scan 2
* is initiated. This is because if Scan 1 did not flag aﬁy‘
point in a given pass, it will not flag any point in a
subsequent pass. Within any scan, we added a fu;ther
refinement. Say in a given pass Scan 1 fladged nly some
left edge-points, but it flagged none of the right
edge-points. Then, in the following pass, Scan 1 neéeds to
test qnly the left edge-points for flagging. Similar
refinements in Scan 2 helped in speeding up the
skeletonization process of the SPTA. g
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B. Testing Boolean expressions Sg4 anqggﬂl‘ ‘

As discussed above, the Boolean expressions Sg4 and 8gg¢
are teséed to. decide ;n the safe-point status’ of a dark
point p. It is apparent by 1looking at these "Boolean
expressions that, to reach a decision, the number of point:y'i
examined in the neighbourﬁood of p depends'upon the sequgncé .
in which these points are exgmined. Such a sequence may bé
peuristically decided by a user. For the data base of
patterns d;scribed in&LChaptér IV, we found the“déciéion
trees given in Figure III.6 and Figure III.7 to be optimal.
This means that the fewest number of points in the
_neighbourhood were examined befézg\izhghing a ‘decision on
the status of p. For our data base, we found this number to

be 4.71, on an average.

.
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Decislon tree
for Scan 1

Figure III.6.
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nothing

b. Decision tree
for Scan 2

The decision trees used to

S04

.test Boolean expressions

and Spg. 'SP' indicates

a safe-point. 't' stands for
Boolean value TRUE, and ‘'f'
stands for Boolean value
PALSE. The decision

trees for the expressions

Fig

through Sg are shown in
ure III. 7.
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rigure 11I1.7. The t
Boole
'n] [ ]

'sp!
trp!
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ltl

ree structure testing the

an expressions 8, through Sg. .
indicates the 8-heighbour being visited N

(where 0 £ J & 7);

means that p becomes a safe-point)

means that p becomes a flag-point.

stands for Boolean value TRUE, and

stands' for Boolean value FALSE,
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Chapter IV

Experimental Results of Skeletonization Algorithms

To compare the average performance of the SPTA to éhe
16 skeletonization aigorithms reviewed in Chapter II, we
tésted all the algorithms on a data set of 648 hand—printeé'
characters (letters 'A' to '2' and numerals '0' to '9'),
The average éize of the binarily digitized characters was 53
rows and 17 colﬁmns, with the maximum size being 40 rows and
35 columns. The cha¥acters were hand-printed by different
studehts - of Concordia University, Montreal, and were
digiéized by an ECRM 5200 auto-reader. The algorithms were
coded in PASCAL 6000 Version 3.1 and run on a Control Data
Cyber 170-835 computer, the coding being as intuitf;ely

efficient as possible.

L

~
IV.1l. The Smoothing Technigque

-

"As the result ‘ of a poor sampliné 8ystém or
transmission channel, the digitization operaﬁion may
introduce in the pattern sbme spurious effects™, caliled
noise (Gonzalez and Wintz, 1977). 1In Figure II.1, we show a

pattern with such noise. The points marked 'd' are dark

points called 'pepper' noise. The points marked 's' are-

white points called 'salt' noise. Intuitively, these points_
are not part of the pattern, and they alter its shape
property. Thus, when processing the pattern, such noise may

lead to incorrect results. This is why in a large number of

- 96 -
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.8keletonization algorithms, this noise has tb be removed-

" before processing the pattern. ' This operation of noise’

removal is called smeothing. In the past, many hardware and
y

software smoothing techniques for binaqy patterns have been -

discussed by the researchers (Budak, 1974; Doyle, &?60;
Goqia%ez énd Wintz, 1977; Kohler and Howell, 6563;
Rosenfeld, 1969; Stentiford and Mortimer, 1983; Unger, 1959;
Weinberg, 1962). As some skeletonization algorithms wé
implemented required the input patterns be smoothed, and ég
we were looking for a very simple smoothing tecﬂnique for
the purpose of this thesis, we chose the one described in

(Unger, 1959). We are now 'going‘ to describe Unger's

.smoothing technique. We will also propose a modification to

this technique.

In Unger's method, .the input pattern is scanned
rowwise, from left to rxight and top to bottom. Any dark
poin; p is set to white if its neighbourhood does not match
any of the two fundamental windows of Figu;e Iv.2. On the
other hand, any white point p is set to dark if at least
three of its 4-neighbours are_ dark. For example,
implementing Unger's method and testing it on the pattern of
Figure IV.1l, we obtained the smoothed pattern of Figure

Iv.3.

Investigating Unger's method, we notited the following:

if the neighbourhood of a 'dark point p matches the

- 97 -

.r




.

configuration of Figure IV.4a, then p.will be considered  as

4

a noise point and will ultimately be deleted. Thus, the

connectedness of the pa‘tte/r/ﬁz—i\il no longer be maintained

- "(Figure IV.4bS. We cc/mclude that for patterns containing
lines of thickness 1, Unger's method ®for

- noise is not applicable. We prop;se below a 'modification to
Unget's( smoothing teéchnique. -t

smooth ing pepper

In this modified version, salt nqise are treated as in

Unger's method. We also define:

R = f% f(r)\‘ and C = (};_f f(c)

where r e [-1,1], c e[-l,l]%b (r,c) = (0,0)

* and where:

A}

f(r) =r if nj = dark, j e [0,7]
f(r) =0 ot‘l:lerwise;
f(c) = ¢ if nj = dark, j e [0,7]
) f(c) =0 otherwisg. ‘

Then, to test if a dark point p is a pepper noise, we do the

!

following: .

1- Set to p and its 8-neighbours the coordinates (r,c),
.according to Figure IV.5.

2- Set p to white if and only if any of the two following
conditions is TRUE: J

but not both.

-

a) |R| =3 OR lc] = 3,

b) |R] + |Cc| = 3 AND
R and C are of opposite signs.
\ An gsearch of

exhaustive all possible combinations of the

]
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B-ne{ghbogrs of p showed g; that this modified version of
Unger's method will never the break Ehe connectedness of a
.pattern.‘ Testing our modified version on the pattern of
Figure .IV.1l, we obtained the same smoothed pattern as ;n
. t Figure IV.3. It should be noted phat for both Unger and
modified Ungexr methods, two matrices are required in memory:

. . N

one containing the original pattern, the other where the

smoothed pattern is generated.

Testing " the two smoothing techﬁiques on our éata base
of 648 patterns, we found that the average cpu-time required
to smooth one pattern was - 21.40 ms when using Unger's
technique, and 28.40 ms when wusing the modified Unger

- technique. ~ Comparing the smoothed patterns obtained by
o these two methods; we noticed that, for our data base, they
were idertical. This means that no case of break in the
connectedness of the phtterns occured by either Unger's

i %echnique or b§ its ;odified version. Thus, if any of the
algorithms iéplemented in this thesis required the input
’M’,paetéfh to be smoothed, we adopted the original Unger
technique, thus saving time in éomputations. However, when
dealing in other kinds of patterns, mainly where patterns

may have lines of thickness equal to 1 (e.g., chromosomes or
fingerprints), we strongly recommend the ysé of the modified

version of Unger's smooth;ng technique.

“
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Figure 1IV.4.

.
‘e

P N

® 4 *

(1) (ii)

If Unger's method is applied to

a dark point p whose neighbourhood
satisfies the configuratiomTt1),

or its rotation by 0, 90, 180 and
270 degrees, then p will be deleted,
breaking the connectedness of the
pattern (configuration (ii)).

A '*' jindicates a dark point, a

'-' a deleted point,

&>
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‘the: coordinates (r,c) of that
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Iv.2. Experimental performance ‘of the skeletonization

algorithms

-

To give an intuitive feeling on the types of skeletons
produced by the different algorithms, FigurelV.6 shows ;
specimen pattern from our data base. Por this pattern, the
skeletons produced by the 16 algorithms (r;viewed in Chapter
II) and by our SPTA, are shown in Figures 1IV.7a to 1IV.7q.
The skeletons obtained using S?TA-SILT were identical to the
ones obtained using  SPTA-FILT. Algorithm HILD was

implemented in its modified version (see Section 1I.6).

Algorithm MAYA was impleﬁented without making use ofﬁ;

o

condition MAYA 7 (see Section II.7). 1In Table IV.1l we give

for our data base of 648 patterns and for each “of the 16
algorithms the following information: the average cpu-time
it took to thin a pattern, , the average numper of passes
required to thin a patt;rn, the average cpu-time required
per pass, the connectedness (eight-connected or
four-connected) of the skeletons produced, and whether the
algorithm necessiated that the input pattern be smoothed.
If smoothing was necessary, we have included the smoothing
time in the average cpu-time required to thin a pattern.
Table IV.2 shows the same information, but as it pertains to

SPTA-SILT and SPTA-FILT.

We notice from Tables IV.1 and IV.2 that about half the

number of algorithms necessiated smoothed patterns as input.
- ‘
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The - three algorithms SRVH, SR4S aﬂa_ _TM4F  produced’

ﬁour-cqnnectedk skeletons; all others produced
eight-connected skeletons. Usually the algorithms requi;e 2
to 4 passes to complete the skeletonization. If we are to
rank the algorithms in ascending order of cpu-time required
for skeletonization, we get the f&llowing sequence:
SPTA-SILT, SPTA-FILT, PAVC, PAVR, PAVB, MAYA, ©SR4S, TM{E,
TM4F, ARCL, BELA, HILD, BEUS, SR2S, TM2E, BEUO, ZHAN, SRVH,
We concede that the ranking is not rigid. 1Indeed, we notice

that some algorithms have a difference of a few milliseconds

- between their average cpu-time. For instance, although we

have ranked ARCL (390.61 ms/pagtern) before BELA
(392:b8 ms/pattern), we can say that their gspeeds are almost
the ' same; thus, a slight improvement to the coding may
affect the ranking. However, when the differepce in speeds
is no longer marginal (as for SPTA-SILT and PAVC), we expect
that the ranking should not be affected when we try to get
, the coding even more efficient. In passing, we wish to make
two comments. First, algorithm HILD is faster than
algorithm SRVH; ' i.e., the algorithm originally proposed by
Hilditch in (Hilditch, 1969) is faster than the algorithm
(Stefanelli et al., 197f) which Stefanelli and Rosenfeld
called a "simplified versjon" of Hilditch's algorithm.
Second, 2Zhang and Suen had claimed that algorithm ZHAN is
50% faster than SR4S and SR2S (Zh;ng and Suen, 1984). Our

- experimental results showed that ZHAN is one of the slowést

algorithms. Indeed, Zhang and Suen had tested algorithm
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ZHAN gn only 3 patterns. We noétce that testing on s#iuch. a
e _
small data set does not give reliable conclusions about thé

speed of an algorfthm. Moreover, as shown in Section II.1l7,

®
.

ZHAN can produce excessive erosion.

kY

From above we see that SPTA is the fastest, The only
algqrith as fas§ as SPTA is PAVC. However, PAVC does not

have the reconstruction ability, whereas SPTA does. The

-

only other éléorithm which has reconstrucFioq ability is

.t

"PAVR, but it is slower than SPTA.

2

.
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ALGORITEM { AVG CPU-TIME | AVG NUMBER | CPU-TIME | CONNRCTEDNESS { SMOOTHING

. " | PER PATTERN OF PASSES PER PASS OF PATTERNS (*)
POR THINNING |

ARCL 390.61 MS 2.87 | 136.10 EIGHT No~
BELA 392.08 MS 2.90 | 135.20 - EIGHT NO
BEUO 431,17 8 3.46 118.43 BIGHT YES
BEUS 395.67 MS 3.27 114.46 EIGHT YES
BILD 393.12 MS 3.32 118.41 RIGHT NO
1 mMAaya .~ _. 341.01 MS 3.26 98.27 BIGHT YES
PAVC - 186.22 MS 2.93 63.55 BIGHT NO

PAVE .4 319.34 MS 3.91 81,67 EIGHT. NO *
PAVR . {  224.04 MS 2.57 87.18 EIGHT NO
SRVH 513.02 MS 4.33 118.48 POUR NO
SR4S 372.06 MS 2.23 157.25 FOUR YES
S8R2S 400.53 MS 3,00 126.38 EIGHT YES
T™M4P 380.34 MS 2.24 -} 1l60.24 FOUR YES
TMAE 375.40 MS 2.23 158,74 EIGHT YES
TM2E 411.04 MS 3.04 128:17 EIGHT YES
ZHAN 494,43 Ms | 2.80 176.52 EIGHT NO

(*) 'This column indicates whether smoothing was required

by the algorithm before thinning the pattern.

Whenever smoothing was required, the column indicating
the average cpu-time per pattern included smoothing time
(for our data base, 21. 1? ms per pattern).

ABBREVIATIONS USED:

ARCL
BELA
BEUO
BEUS
HILD
MAYA
PAVC
PAVB
PAVR
SRVH

SR4S
BR2s
TMAF
TM4AE

TM2E
ZHAN

ARCELLI'S ALGORITHM (Arcelli, 1979)

BEL-LAN'S AND MONTOTO'S ALGORITEM (Bel Lan et al., 1981)

BEUN'S ALGORITEM USING ORTHOGONAL NEIGHBOURS {(Beun, 1973)

BEUN'S ALGORINIM USING SARAGA-WOOLLON'S CRITERIA (Beun, 1973)

HILDITCH'S ALGORITHM (Hilditch, 1969)

MA-YUDIN'S ALGORITHM (Ma, 1983)

PAVLIDIS' CLASSICAL ALGORITHM (Pavlidis, 1982a )

PAVLIDIR' BASIC ALGORITHM (Pavlidis, 19822 )

PAVLIDIS' RECONSTRUCTABILITY ALGORITHM (Pavlidis, 1982a )

STEFANELLI-ROSENFELD'S VERSION OF HILDITCH'S ALGORITHM
(Stefanelli and Rosenfeld, 1971)

t STEFANELLI~ROSENFELD'S ALGORITHM WITH 4 SCANS PER PASS

(Stefanelli et al., 1971; Rosenfeld, 1975)
t+ STEFANELLI-~-ROSENFELD'S ALGORITHM WITH 2 SCANS PER PASS
(Stefanelll et al., 1971; Rosenfeld, 1975)

¢ TAMURA'S ALGORITHM ENSURING FOUR-CONNECTEDNESS (Tamura, 1978)

t TAMURA'S ALGORITHM ENSURING EXIGHT-CONNECTEDNESS (Tamura, 1978)

t TAMURA'S ALGORITEM WITH 2 SCANS PRR PASS (Tamura, 1978)

s+ ZHANG-SUBN'S ALGORITHM (thang et al., 1984)

TABLE IV:l. Experimental results of the 16 skeletonization algorithma

reviewed in Chapter II. 8 patterns were
skeletonised by each algorithm. v -
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o 3 « -
ALGORITHM AVG CPU-TIME AVG NUMBRER CPU-TIMR 8 SMOOTHING
PER PATTERN Qr PASSES PER PASS or » 8 {(*)
YOR THINKING :
‘i »
SPTA-SILT 122.17 NS 3.3 30.46 “  BIGET YES
S8PTA-FILT 139.79 M8 3.31 35.78 BiGuT YES
— :
(*) This column indicates vhotho: saoothing was required
by the algorithm before thinning the pattern. '
Whenever smoothing was required, the column mdicattng‘ :
the average cpu~time per pattern included smoothing time )
(for our data base, 21.40 ms per pattern).
ABBREVIATIONS USED:
SPTA-SILT : THE SAPFPE-POINT THINNING ALGORITHM,
SINGLE INTEGER LABELLIMG TECHNIQUE
- SPTA-PILT : THE SAFE~-POINT THINNING ALGORITEM, .
FOUR INTEGRRS LABELLING TECHMIQUEB o
TABLE 1V.2. Experimental results of SPTA-SILT and BH.'A-IIM'.
648 patterns were lkclotonind by each algoritha. \
[
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IV.3. Comparison of the refonstruction techniques
>

“ € &

Table IV.3 shows our ekpetimental resuifs’for thinning-

and reconst;ﬁction, qomparing SPTA to PAVR. Od’an average,
PAVR.requiréd 224.04 milliseconds fo: thinning, whereas SPTA .
~> required 122,17 millideconds with SILT and 139.79
' milliseconds ;ith FILT. We thus can say that SPTA with
either of the two labelling techniques is faster than PAVR.
a [}

To; give an intuitive feeling on the quality of
skeleténization, we show two specimen patterns in Figdte
Iv.b, .which were thinneé by PAVR (Figure IV.9) and by SPTA
%Figu;e IV.10). The patterns of Figure IV.8 do not belong,

to our data Base, but were taken from Pavlidis (Pavlidis,

1981). We emphasize that the choice of, the labellimg

Vi

technique in SPTA does not affect the skeletons produced.

As we can see from Figure 1IV.9, PAVR produced skeletons with h

spurious tails and strokes of thickness of more than 1.

]

This is not so for SPTA. 1In fact, we noticed that for most
&r

i of the patterns in our database PAVR suffers from such
z)drawbécks,‘whereas SPTA does not. However, both algorithms W
n ‘

/ produced‘connected Skeletons.

Y

% ‘We . ‘also compared the reconstruction ability of SPTA to
‘PAVR'B.b For SPTA with SILT, the reconstruction algorithmo
was identical to Pavlidis s (see Chapter II, Section II.10),

whereas for SPTA with FILT the reconstruction technique ‘was N

3

9
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an extension of Pavlidis's (see Chapter III, Section I%I.4).

~

, Testing on our database of 648 patterns, we observed the

following: when the reconstructed pattern was superimposed
on the originall pattern and a point-to-point match was
tested, PAVR &lways gave a 100% mgtch. SPTA with SILT gave
on an average a 94.1% match, and SPTA with FILT gave 98.6%.
FigurevaV.ll and IV.12 éhow the reponstructed patterns from
the skeletons of Figure IV.10 ﬁsing SPTA-SILT and SPTA-}{:T,
respectively. Since PAVR gave 100% point-~to-point match,\we
do not show the reconstructed patterns, because thgy, are
identical to Figure IV.8. Aithough SPTA did not give 100%
;econgtruction but nearly- 100%, it ensures that the
reconstructed pattern retains the essential shape
information of the originaijpattern. Table IV.3 shows that
on an average the reconstruction time is 29,73 milliseconds
with PAVR, 31.10 milliseconqﬁ with SPTA-SILT, and 51:49
millisecands with SPTA—FILT{ Thus, we see that PAVR is the
fastest and also has perfect reconstruction ability. In
fact, Pavlidis proves in (Pavlidis, 1981) that his algorithm
would always give 100% reconstruction. But it is our
contenFion thag this 100% recenstruction by PAVR has been
achieved at aomé cof/; This cost is - the presence of (aj
spurious tails and (b) strokes of ;hickness greater than 1

N
in the skeletons of PAVR. By retaining spurious tails and

thick strokes in the skeletons, PAVR is able to retain more

dark points. But we believe that it is a generally accepted

principle that the presence of spurious tails and thick
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strokes in the skeletons ‘diminisheé\ the quality of the

skeletons. Taking this into consideration; SPTA produces

better skeletons than PAVR. Moreover, its reconstruction,
though not perfect, is nearly perfect, with SPTA-FILT being
slightly better éyan SPTA-SILT, noting however that
SPTA-FILT is sloweéﬁthan SPTA-SILT.
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Figure IV.8. Two specimen patterns to be skeletonized.
by Pavlidis's algorithm PAVR, and,
by the Safe-Point Thinning Algorithm.
These patterns were not from in our
data base of 648 patterns, but were reproduced
- from Pavlidid (1981). . .
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FJ‘&pre IV.9. The skeletons of the patterns of Figure IV.8,
obtained’ using Pavlidis's algorithm PAVR.
Cpu-time "required was 1037 ms to thin pattern (a),
’ and 1280 ms to thin pattern (b)..
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The skeletons of the patterns of Figure 1IV.8,
obtained using the sSafe~Point Thinning Algorithm.

. Cpu~time required to thin pattern (a) was

464 ms using SILT and 515 ms using FILT.
Cpu-time required to thin pattern (b) was
584 ms using SILT and 648 ms using FILT.

For a given pattern, SPTA-SILT and SPTA-FILT
produced identical skeletons.
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The patterns reconstructed from the
skeletons of Figure 1V.10, using the reconstruction
technique required for SPTA-SILT.
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Figure IV.12. The patterns reconstructed from the
skeletons of Figure 1IV.1l0, using the reconstruction
technique required for SPTA-FILT.
. A '0' indicates a mismatching point between -
the réconstructed pattern and the
original pattern of rigure‘Iv.B.
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ALGORITHM | AVG CPU-TIME RECONST. POINT-~TO~POINT
USED FOR SKELETO- CPU-TIME MATCH IN
NIZATION (*) (*) RECONSTRUCTION
PAVR 224.04 ns 29.73 ms’ 100.0 %
SPTA~SILT 122.17 ms 31.10 ms 94.1 &
SPTA-FILT 139.79 ms 51.49 ms 98.6 %

P

N

]*) These are the average cpu~times per pattern for our databasq.
ABBREVIATIONS USED °
-

« PAVR s

. 1
Pavlidis's Algorithm : ]
with Reconstruction Ability (Pavlfdis, 1981)
Safe~Point Thinning Algorithm X
with Sihgle Integer Labelling Technique 1
Safe-Point Thinning Algorithm 1
with Four Integers Labelling Technique

< SPTA-SILT

(1]

SPTA-FILT

TABLE 1IV.3. ~ - .

Experiﬁental results of the three skeletonization {
and reconstruction algorithms. 648 patterns were ]
processed by each algorithm. . ‘
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IV.4. Excessive erosions in the skeletonization algprithms

We further tested all 16 algorithms and SPTA for
excessive erosion, by using the slanting stroke of width 2
of Figure 1IV.3a. The three algorgthms BEUO, SRVH and ZHAN
caused excessive erosion; i.e., the stroke was iteratively
deleted. For all the other algorithms, no excessive erosion
was noticed in thinning the stroke. We also tested‘ the
algorithms on a set of geometric patterns, oftep used to
show what thinning algorithms can achieve (Qﬁvies et al.,
1981); In Fiqure 1IV.,13a we show a séecimen of such a
pattern. The skeletons of Figures IV.1l3b, IV.1l3c and IV.1l3d
were obtained by SPTA, ARCL and SRZ2S, respectively. The
algorithm BELA gave a skeleton similar to the one of Figure
IV.13b. Algorithms BEUO, BEUS, HILD, MAYA, PAVB, PAVR and
ZHAN gave skeletons similar to the one shown in Figure
IVLch. All the other a;gorithms (PAVC, SRVH, SR4S, TMA4F,
TM4E and TM2E) reduced the(%gttern to a small set of dark
points at the centre of' the pattern, as shown in Figure
IV.13d. Clearly, these were cases where the shape of the

0

original pattern was no longer retained.

Thus we can conclude that our SPTA has experimentally
been shown to be the fastest of the 18 algorithme we have
tested, it produces good gpality skeletons, and it has a

strong reconstruction ability.
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a. A specimen geometric
pattern.
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Figure IV.13.

The skeleton obtained
using ARCL. Similar
skéletons were
obtained using BEUO,
BEUS, HILD, MAYA, PAVB
RPAVR and ZHAN.

b. The skeleton obtained
using SPTA. A similar
skeleton was obtained

using BELA..

Y 2 22 Y S
——tRR L2 1
——— e e e e e 1 2 S

The skeleton obtained
using SR2S. Similar
skeletons were
obtained using PAVC,
SRVH, ‘SR4S5, TMAF

and TM2E.

A specimen of a geometric pattern,
and the skeletons obtained using SPHA,
ARCL and SR2S.

A '*' represents a
dark point, a '~' a deleted point.
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Chapter V

A Multiprocessor Network

for Skeletoniszation Algorithms

In this chgpter, we propose a multiprocessing network
for skeletonization algorithms, called SKELNET. We describe
the functional structure of SKELNET and its hardware design.
Because of a lack of appropriate 9qpipment at Concordia
University, Montreal, the network was not implemented but
simply simulated with a software program. We describe in
this‘chapter the software simulgtion of SKELNET. La;er, we
give the experimental results of the simulation of the

network.

V.l. Definition of Sequential and Parallel Skeletonization

Algorithms . _ B

Reviewing the published literature, we found two kinds ’
of skeletonjization algorithms: the sequential
skeletonization algori‘kﬁs, and the parallel skeletonization
algorithms. Amongst the séquential skeletonization
algoéithms (referred to as SQB) are HILD (Hilditch, 1969),
MAYA (Ma, 1983), SRVH (Stefanelli et al., 1971) and SPTA
(Naccache et al., 1984b) described in Chapters II and III.
In these algorithms, the status that a dark point takes
during any pass i over the pattern, depends on the status of
the 8-neighbours of  during the same pass, Amongst the

A

parallel skeletonization algorithms (refered to as-PRA), are

[ 4
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all the other algo‘fithms reviewed in Chapter II. In ‘thoese
algorithms, ' the status that a dark poin® p takes during any
pass 1 over the pattern, depends on the status that its -
8-neighbours had at the end of (previous) _pass i-1.
Although SQAé and PRAs are "mathematically equivalent”
(i.e., they all aim at reducing the pattern to its medial
axis. ({Rosenfeld et al., 1966)), the f':ype of computer
requirgde to implement them is /rfxot the same. SQAs are
designed to be implemented on sequential compui:ers.
Ideally, i?RAs would need computers\ having one pfocessor per
point of the pattern, all the points being processed
simultaneously during the same pass. However, such
multiprocessor systems may become very expensive,
Furthermore, we have seen in Chapter IV that some sequential
algorithms (e.g., HILD, SPTA) give good skeletons, and
should not be rejected at the cost of PRAs operating on

expensive multiprocessor systems.

During recent years, with the fast development of array
processors and pipe-line computers (Evans, 1982) and of VLSI
teéhnology. many researchers (Duff, 1976; Hanaki and Temma,
1982; Sternberg, 1982) have tried to de.ve10p parallel
processing systems for PRAS. Unfortunately, the 1large
amount of processors implied makes these systems unecondm}c,
and cannot be afforded by 8small industries and cliniag
involved 1in Image Processing applications. We thus propose\\

a simple and inexpensive multiprocessing system, called
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SKELNET, for skeletonization of binary patterns. As we
shall see later in this chaptery this network can be
generalized to other domains of Image Processing. Below, we
give the functional description of SKELNET, followed by the

exper imental results of its software simu{ation.

|

V.2, The fundamental requirements of}the multiprocessor
/

network /

’
K

Essentially, there is a need for a system where a pass
i over the pattern could start before waiting for pass i-1-
to finish. Since the status a dark point p takes during a
pass 1 depends on the status of its 8-neighbours during the
same pass, it should suffice for each processor of the point
to lock the access top and to its 8-neighbours froﬁ any
other processor. That is, $f a processor P is testing for
deletion a point p at location (r,c) (6ee Figure IV.5), then
no other processor can simultaneously test for deletion any
point in the area A(r,c) = ([r-1,r+l}),[c-1,c+l]); i.e., any

of the 8-neighbours of p. -

However, the task is not as easy as it may appeér at a

éirst glance. Indeed, suppose that a processor P wants to
test a dark point p at location (r,c). In order to do so,
t@e grgces7or P may have to ex#ﬁfﬁb-all the B-neigpbours of
p, noO ghrough n7. Now suppose that, ~at the same time,

another processor P' wants to test one of the\\dark

{
- 127 - -



e

>

8-neighbours of p, say n2. In order to do so, the‘précessor
P' may have to examine all the 8-neighbours of n2. Thugf
the following situation will occur: the processor P wdﬁld
try to locé; the area A(r,c), where nza.e. A(r,c);
simultaneously, Ehe processor P' would try to lock the. area
A(r-1,c), where p @ A(r-l,c). Thus, the two processors- P

and P' would try to lock simultaneously the non-disjoint

" areas .A(r,c) and A(r-1l,c). This situation could produce a

deadlock. That is, each processor P’ and. P' would wait
indefinitely for each other to unlock the area which is

L]

under its control. \ -

Moreover, in SQAs, the scanning sequence ig i;pdrtant.
Indeed, two fundamental situations may occur:
l- a processor P .examines a point p before a processor P'
examines any of the 8-neighbours of p;
2- a processor P' exdmines any of the 8-neighbours of a
point pAbefoie a processor P examines p.
Thus, the skeletons obtained in. the first situation may not
be the same as the ones obtained in the second situation.
We say that SQAs are time-dependent; i.e., it may happen
that a repeated skeletgnization of the ;ame pattern,., with
one given skeletonization algorithm, may not always lead to
the same skeleton. ,‘

in order to prevent deadlocks and to avoid getting'ihto

an unnecessarily complicated system, we héve set up the
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.Qaarchitecture. : )

following rules:

Rule 1: Instead of locking the area A(r.g)ﬁl a processor

shall lock the area Br = ([r-1,r+l],[1,WIDTH]), where WIDTH

is the maximum width of the input pattern; In other words,
a processor shall lock all three rows r-1, r and r+l of the
input pattern. ‘5 ’
Rule 2: If a processor P starts scanning the}pattern before
a prdcessor P', then the proceséor P' shall always remain
‘behind P. In other words, each \processor is aqsigneé a
fixed priority with respect to the others.

?Bg consequent of Rule 1 and Rule 2 is that the processor P’
ghall never skip ahead of P. Thus, P' shall always remain
.at \1east two Iows behind (the processor P. Abiding by these
rules, we designé%ﬁxhe network which is shown inyFigure V.1.
This figure shows the block-level. architecture of SKELNET.

We give below a detailed explanation of this block-level
. .
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'V.3. The block-levél architecture of SKELNET

In \the discussion which follows, we will consider a

b .
theoretical skeletonization algorithm, consisting of only

one scan>- per pass. Later, we will generalize the case to

algorithms requiring more than one scan per pass.

The microprocessor network SKELNET essentially consists
of a Master Processor unit (MP) and of a set of Slave
Processor ’units (SPs). The MP drives thé whole
skeletonization process. The SPs perfogm the

skeletonization process itself.

The MP consists of ihe following major components:
1. A Micro-Processor Udié (MPU) . )
2. Random Access Memory (RAM), la?ge enough éo store the
entire input pattern and some lgpal variables.

3. Programmable Read-Oniy Memory (PROM), storing the main
Oper@ting System, the power-up procedures and system

-
giagnostics, and the executable program driving the

skeletonization process. )

The MastéY Processor, which is also part of the main
working-station, receives the input pattern from an
appropriate device (i.e., a scanner, a disk, or any external
device), and stores it into its own Random Access Memory.

Then, the MP sends the data (i.e., the pattern) to a 1linear

chain of Slave Processors. The role of each 8P is to

<
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process the data. The data 1is cascaded to all the SPs
through a pipe-line (shown in dark in Figure V.1l). This
pipe-line consists of a lingar chain of nodes (NODE), where
each noée is a transit stage for the data. The pipe-line is
circular; that is, after beiné processed by the last SP of

the chain, the data is sent back to the MP. Moreover, the

Ma%&gr Processor is also connected to all SPs by a special
control-line, Sct. This SCL is wused for initialization
purpose of all SPs. - /
i

In SKELNET, a glave Processor consists of the following
major components:
1. A Micro-Processor Unit (MPU).
2. Random Access Memory (RAM), capable of storing 3 rows of
the input pattern, some local variables and a local flag
called the Scan-Flag (or SFLAG).
3. Programmable Read-Only Memory (PROM), capable of storing
the executable program of the skeletonization process

itself.

Each SP is part of a Printed~Circuit Bbard (PCB). A
PCB consists of the following functional components:
1. "fe Slave Processor (SP).
2. One nod%~of the pipe-line (NODE). . i
3. A hardware interface connecting the node to the SP on

one hand, and - to the preceding node of the chain on the

other hand.
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Moreover, the PCBs are sequentially numbered 1,2,3,...
Thus, PCE{ represents the PCB at position j in the linear
chain, where j=LAST for the last PCB of that chaiﬁ. Each L
component of the PCB is labelled with the number of the PCB.

Thus, each SP "knows"™ its position number j in the chain.

V.4. The skeletonization process of SKELNET

In what follows, we assume that all the processor units
have been reset through a common switch,. ané that the
power—-up procedure has already taken place. Again, we
emphasize that SPq receives the data from the MP, and that

SPLAST sends it to the MP, after processing.

Initially, the MP reads into its RAM the pattern tp be
skeletonized and triggers the control-~line, thus infprmlng
all the SPs to perform an initialization operation‘ of the
componeﬁts—of their PCB, namely: set SFLAG to FALSE, set the
pass number i of .the skeletonization process to the value of
3, initialize some local variables in the RAM, and prepare
to process the data to be received. The MP also sengs to
all sPs the following information, as a command-line: the
number of rows of the pattern (ROWCOUNT), and the number of
slaves in the chain (LAST). Then, the MP starts sending -one
row of tﬁe pattern at a time to the first node of the
pipe-line. This row 1is cascaded éhrough all the nodes of

the pipe-line, abiding by the following sequence of
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operations in every PCB;:
1- The Slave Processor SPj receives the rows from NODE;_4
and stores them in RAM;;

2- Upon Yeception of 3 rows (r-1, r and r+l), SPj performs

pass i of the skeletonization process over row r;

3- SP; sends row r-1 to NODE; ;
4- SP; shifts up rows r and r+l. This operation can be done
by relabelling row r as row r-l1 and row r+l as row r;

5- SP; decrements ROWCOUNT by 1; Y
6- SPj awaits for the next row to be received from = DEj__1 .

When recetﬁed, SPi

performs pass i of the skeletonization process over the

stores the row 'in RAM; as row r+l, and

newly labelled row r;

7- SP; repeats the steps 3 through 6 until ROWCOUNT = 0;

i.e., until one pass of the skeletonization process over the

pattern ig terminated.

During any one pass, if a Slave Processor SP; flags any
dark poin?'p of the rows it processes, then SFLAG; is set to
TRUE. The MP sends all the rows of the pattern as a
continuouédstream of data. When SP asT finishes processing
one row r, the PCBjjagy requests an interrupt from MP. An
interrupt service routine is then enabled, and MP stores
back the processed row r inEo its "-RAM. Thus, the whole
pattern which had been sent by the MP is received back as
processed by the SPs. Since each SP has performed one pass

over the pattern and since there are 'LAST' number of SPs,

the MP receives back the pattern as thinned after 'LAST’

’
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passes.

We now examine the termination criterion of the
skeletonization process. When all the rows are received
back from PCBj pg7r the Slave Processor SP)AsT 8ends to the
MP the value of SFLAG agy- If the Scan-Flag is FALSE, then
it means that no points have been flagged by SP, pgp; thus,
the skeletonization procesé’over the pattern stops., If the
Scan-Flag is TRUE, then it means that more passes over the
pattern " are still required; thus, the whole set of
operations is repeated agaiqéyith, this time, each Slave
Prbcessér SP performing the pass i = i+LAST.

We can see from the above that ghe two ru{gs .
established earlier’are met:

(1) The area Br is locked by eac¢h PCB, and this by the — _
hardware structure of SKELNET (Rule 1);

(2) All SPs being set up in a linear chain, each SP is
automatically assigned a fixed priority over the next SP of

the chain (Rule(Z).

The network. described above can be applied on most
skeletonization algorithms. For instance,»_ for the
Safe-Point Thinning Algorithm (SPTA) discussed in Chapter
III, each Slave Processor would perform one s8can over the
pattern instead of one pass. If SPj performs Scan 1 of pass

i, then sP , would *perform Scan 2 of the same pass.

’
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Therefore, Scan 2 will always be 2 rows behind Scan 1.
(Rule 2). Thus, in SPTA the termination criterion is t§sted
as follows: instead of receiving the value of SFLAG from
PCBLAST only, the MP receives SFLAG from both PCBLAST and
PCB| pg7-1+ The value of SFLAG| pgy thus indicates if Scan 2
has to be initiated, and SFLAG| pgr_4, indicates if Scan 1 has
to be initiated. As mentioned in Chapter III, it may happen
that Scan 1 is not initiated while Scan 2 is still
initiated. In this case, it becomes necessary to by-pass
the Slave Processors which are dedicated to.zperforming
Scan 1. Thus, before sending again the stream of data, the’
MP informs through a command-line all the SPs dedicated to
Scan 1, to tempqrarily disconnect‘from the pipe-line. This
command-line is sent throdgh the pipe-line. Upon reception
;f such a command, the SP; will disconnect itself from the
pipg—line. As a result, the flow of data will be directly
transferred from NODE;_, to NODEj, without being interfaced

to SE; .

Now that we have explained the functional structure of
SKELNET, we give below its pin-description shown in Figure
V.2. This figure shows the compoﬁents_of one PCFE. It 1is
generalized to all PCBs.

-

V.5. The pin-description of SKELNET

Below we give the pin-description of the Master

Q
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Processor unit, followed by the pin—description of the Slave
Pr;cessor units. For detailed déscriptions of the chips
used in SKELNET, we refer the reader to the pertinent data
books (Fietcher, 1980; Motorola Data Manual, 1981; TTL Data
Book, 1981). 1In Section V.6, we explain how the diftereﬁt
units interact. The network SKELNET has been designed to
accept 64x64 binary patterns, and the descriptlon is givgn

[3
with respect to this constraint. However, SKELNET can be

generalized to accept larger patéerns.

Master Processor unit ) -

The MP is part of the main working-station of the
system. We describe below only the components that play a
key—role in SKELNET.

The micropgocessor unit of the MP is an 8-bit 6809 ch;p
(numbered MC68B09), whose frequency is 2 MHz. An 8 K%ytes
Random Access Memory (RAM) unit is required: 4 KBytes are
required to store the pattern, the other 4 KBytes being used
as working storage. A 4 KBytes Programmable Read-Only
Memory (PROM) unit 1is also requiréﬁ: it contains the
executable program to drive the skeletonization process.
The MP also contains a retriggerable monostable
multivibrator (74L8122). This multivibrator triggers the
special control-line SCL of SKELNET. It genherates a pulse,

programmed by the selection of external resistance and
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capacitance ‘values. The output pulse can be triggered

L)

v thher on a rising edge (pin Q of the multivibrator in

Figure 1IV.2) or on a falling edge (pin Q). For a reason
~

explained in the description of the Slave Processor unit,

the width of the pulse must be adjusted to approximately .

: 430ns.

Slave Processor unit . ..

~ The pin-description of the SP isfﬁﬁown in Figure 1IV.2.
It also shows the co;ﬁ;ction of thé SPj to the MP, and a
segment of the pipe-line with 1its interface to the SP,
namély: NODE of SP; and NODE;j_4 .

¢
Al

The microprocessor unit of the SP is an 8-bit_6809 chip
(MCGBBO%), whose frequency is 2 MHz, A two 2-to-4 1line
decoder (74LS139) 1is used for chip selection, according to
the following mapping (the addresses are given in

hexadecimal):

1. Address 0000 to OOFF for interfaces.

2. Address 0100 to 7FFF for Random Access Memory.

3. Address 8000 to FFFF for Read-Only Memory.

Thus, there Qre 32K addresses possible for interfaces and
RAM altogether, and 32K addresses for PROM. The selection
of the memory chips is done through a tree of 4-to-16 line
decoders (74LS154). Fapsall the decoders, the inputs are

aqserted" high and the ouputs are asserted low. The inputs
\\ L

v Coa T

- e .- - . - coada e

e NV 4

Ty




o AT

G

/

of the root of the tree are the 4 high order bits of A7-Al4.
The output 1lines are used to select one child of the root.
The inputs of each child are the 4 low order bits of %7-Al4.
The output lineg of the children are used to select any

memory chip. Thus, up to 256 chips can be selected using

this tree structure.

In SKELNET, there are two ‘'128x8-bit RAMS (MCMGBB}O),
whose maximum access time is 250ns. Thus, the 256 bytes of
RAM can store three rows of the input pattern (192 bytes),
and the local variables (64bytes). The addresses of - these
two RAMs range from 0100 to OlFF. ' N~

There are four 1Kx4-bit PROMs (HM-7643), whose maximum
access time is 70 ns. The PROM contains the object code of
the skeletonization process, as well as the interrupt
service routines, The addresses of these two pairs of PROM

range from F800 to FFFF.

One node of the pipe-line consists of two 64x4-bit
First-In First-out (FIFO) yméﬁory .chips  (C67401A) in
parallel, whose internal fréquency is 15 MH;. Each FIFO
has:

1- four lines for data input (Dx) and four 1lines ' for data
output (Ox), with x = 0,1,2,3,.

2~ an Input Ready (IR) line: when asserted high, it informs

‘the MPU that it is ready for data input;
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3- a Shift In (SI) line: when asserted high, it requests
from FIFO to receive data;

4- an Output Ready (OR) line: when a;serted high,‘zl informs
the MPU that it is ready for data output;

5- a Shift Out (SO) line: when asserted high, it requests
from the FIFO to send data;

The NANDed IR 1lines of NODE;, with an oﬁbn-collector
(represented by a '*') and a pull-up resistor, are connécted
to the maskable interrupt 1line ﬁfﬁb of the 6809 (vector
interrupt at memory location FFF6 and FFF7). The 7401 chip
is a set of such NAND gates with open-collector but withgput

gpull-up. Similarly, the OR lines of NODE; _, are connected
gg the maskable interrupt line fﬁa of the 6809 (vector
interrupt at memory location FFF8 and FFF9). 1In Figure V.2,
the accesses to SI and S0 are memory mapped to addresses

0000 and 0001, respectively. The interface between the

pipe-line and the Slave Processor has also a D-Flip-Flop

(SN54LS74) ,- memory mapped at address 0002, and a Tri-State.

Buffer Logic @TSBL). The purpose of the TSBL is to allow

tpe pipe~line to be "disconnected” from the Slave Processor -

when requeéted- (e.g., as in SPTA when Scan 2 has to be
initiated while Scan 1 has not). The TSBL consists of (a)
two tri-state buffers TS1l, where output is disabled’?ﬂigh
impedance) when the enable En is low (SN74LS126A) ; (b} two
tri-state buffers TS2, where output is disabled when En is

‘high. (SN74LS125A); and (c) two pull-down resistors.
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V.6. Interaction between the processor units

After a master reset of the network by a common swigch,
the Slave Processors are ready fgr starting the
skeletonization process. The Q pin of the multivibrator of
the MP is connected to the non-maskable interrupt line NMI
of each Slave Processor (vector interrupt at memory location
FFFC and FFFD). The pulse width of the Q signal of the 6809
is 430ns. Since NMI request is sampled on the falling edge
of the signal Q of the 6809, and sipce NMI is 1&tched, one
needs the width of the multivibrator pulse ge long enough to
be captured during the MPU's Q cycle; i.e., its width must
be approximately 430ns. The same Q pin of the multivibrator
is also connected to the Preset pin of the D-Flip-Flop,
asserted on the falling ‘edge of the signal.gr Thus, the
output Q of the D-Flip~-Flop is set to 0, the output Q being
set to 1. In such a case, the enable line En of the two TSl

is high, and their outputs are not disabled.

Simultaneously, the enable line En of the two TS2 is low,

and their outputs are disabled. Thus, the pipe-line is
<

connected to the SP.

1

During the skeletonizatiéq process of the SP over a row

. / —
r of the input pattern, the two interrupt line IRQ and FIRQ
are masked. When the 8P 1is ready to receive data from
NODE’_1, the 1line IRQ is unmasked. Upon an OR signal from

NODE; ,, the Slave Processor services the routine to receive

\
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data from the node: the SP masks fﬁa, sends a SO signél to
the node, reads in one byte of data (i.e., one point of the
pattern) and stores it into RAQ}. Then SP unmasks TEE,
ready to receive another byte. Similarly, when the SP is
ready to send data to NODEj, the line FIRQ is unmasked.
Upon an IR signal from NODE;, tﬂé Slave Processor services
the routine to send data to the node: the SP masks ffﬁa,
sends a SI signal to the node and writes out one byte of

~
data (i.e., one point of the pattern) from RAMJ. Then SP

unmasks FIRQ, ready to send another byte.

Now, say a command-line sent by the MP requests the<$SP
to be disconnected. Then, the. MPU addresses line 0002,
connected to the CLKkPin (clock) of the D-Flip-Flop. Since
the D-Flip-Flop is triggered on a falling edge of CLK, ané~
sincé the ouput from the decoder is asserted low, then the
D—Flip—glop sets Q to 1. Thus, Q becomes set to 0. In such
a case, the enable line En of the two TS1 is low, and their
outputs are disabled. Simultaneously, the enable line En of
the two TS2 1is low, and their oqtputs are no longer

disabled. Thus, the pipe-line becomes disconne from the

SP. The data can thus flow directly from NODEj.y to
The use of the pull-down resistors becomes transparent here:
their purpose is to avoid the creation of an "unknown" state

on the pipe-line segment, when disconnecting from the SP or

re~cannecting to it,
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Later, when a multivibrator pulse is gent by /the MpP,

calling the §SP for the processing of a new irfput pattern, <

the D-Flip-Flop is again preset, and the pipe-line 1is

re-connected to the Slave Processor. The whole

skeletonization process can thus be repeated.

/
\, ( -
V1 | Software simulation of SKELNET
\/ .
£

In order to measure the speed-up that SKI.E:LNE_‘I" would
produce, and sinc we were unable to obtain the required
equipment, we have { simulated all the operations of the
system by software. The simulation was  based on the
concepts used in PSIM, a discrete-event simulation package
for Operating Systems, and available on the Cyber 835 at
Concordia University, Moutre.al (vaucher and Bratley, 1980).
We are now going to show, in an algorithmic form, the
various steps of the simulation. We are assuming that ‘the

MP has an input pattern ready to be skeletonized, and that

all PCBs are reset.

The procedure MAIN simply calls for the two concurrent

processes MASTER OPS and SLAVES_OES:

Lad
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procedure MAIN;
begin

MASTER RESET; |
{ Master Reset through the control-line }

repeat N—

COMMAND‘gyéE;

{ the"Command-Ijine is sent by MP to all SPs:
the first time with values ROWCOUNT and LAST,
the subsequent:\times to inform the SPs whether they
have to be discompeted from the pipe-line or not }

cobegin & <
MASTER OPS; [ MP's operations; shown below i
SLAVES_OPS; { SP's operations; shown below
coend- .

until NO_MORE;
{ NO MORE returns TRUE when the Scan-Flag of LAST
is FALSE

end; { MAIN } ‘

A

5ne



process MASTER OPS; ) ) - o
var ROW, COLUMN : integer;

begin \ “ . .

{ send all rows of the pattern to the chdin }
for all ROWs and COLUMNs of the pattern do
begin . :

repeat
WAIT (IR, FIFOmp);
SIGNAL (SI, FIFOmp);
SEND (ROW, COLUMN);
until one row is sent;
QUEUE (ROW, ROWQ):; .
{ add ROW to the queue ROWQ of the rows sent
to the chain } 4

{ on Interrupt Request from PCB aAgT *
call Service Routine

ON_FIRQ do
SERVICE _RECEPTION; { shown below }

end;

{‘All rows have been sent; now wait for all the

processed rows to be received back }

repeat ) R
SERVICE_ RECEPTION

until ROWQ gueue is empty;

end; {MASTER OPS} .

procedure SERVICE_ RECEPTION;
var COLUMN : integer;
" begin

repeat A
SIGNAL (SO, FIFOast)?
RECEIVE (ROWQ, Cbﬁ%ﬂN);

receive COLUMN of the first element ROWQ
of the queue }

WAIT (OR, FIF )i . .
until all COLUMS%Agze'Bent; ' o,
DELETE (ROWQ, ROW); -

remove ROW from the queue ROWQ }

end; { SERVICE_RECEPTION }
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* end; { sLavE OPS } .. . /

ot 4 e b om wa % pasEmEN

— ’ L4

process SLAVES_OPS;

var ROWSP, COLUMNSP : integer;
begin

for all active Slave Processors SP~ of the chain do o
cobegin /
i := j; { initialize the pa88~number } ‘
repeat '
set ROWCOUNT to the numbe; of rows to process; °
. set SFLAG to FALSE;
&
repeat

{ receive one row from preceding PCB of the chain }
repeat

WAIT {OR, FIFO;

SIGNAL (SO, Fxfo _1),

RECEIVE (ROWSP, COLUMNSP)

if a full ROWSP is received then

ROWCOUNT := ROWCOUNT - 1; ¢

until RAM .is full;

SKELETONIZE (r, i);
{ apply pame-i of the skeletonization algorithm to
row r of RAMj } .

’T\\ { send one row r~1 to PCBJ+1 } »

repeat
WAIT (IR, FIFOj); : :
SIGNAL (SI, FIFOj); o
SEND (r-1, COLUMNSP); _—

until row r-1 is sent;

RELABPL (rows of RAM) ° ‘ -
i := i + LAST;

until- ROWCOUNT = 0;
. until SPLAG = FALSE; i N §

‘coend;

e-""

-

A

An lﬁxeoupive controls all the processes. It measures the
time by calculating the number of units of time it took for
SKELNET to 'gcconplish the skeletonization of one pattern.

One unit of éimefig defined to be: one step of each process.
' . . YA .
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For instance, each procedure WAIT »in SLAVES OPS corresponds
to one step. However, the procedure SKELETONIZE is ‘itself
divided into a sequence of steps: test the value of a point
p, test the value of each of its 8-neighbours, modify the
value of p 1if required. Thus, for every unit of time one

step of the entire process 1is achieved. For ease of

-

programming, hardware and software steps were given the same

measure of time.

The simulation of SKELNET was experimentally tested
using the Safe-Point Thinning Algorithm described in Chapter
III, with its Single Integef‘Labelling Technigue. The: data
base was thé same as the one described in Chapter IV. The
results obtained are shown in Table V.l. We can® see from
this table -that with one pair of PCBs, the average time
required to process one pattern is slightly higher than with
no PCBs (i.e., when SPTA is run sequentially). The reason
for that is the overhead due to the transmission of .data
through the chain. We notice qhat.the speed up is optimal
when 4 pairs of PCBs are used)(speed up of 47%). Indeed, we
saw in Chapter IV that the avéragg number of passes required
to pfocess one patten in SPTA is 3.31l. Thug, we can say
that optimal number\(OPT) of SPs used should be:

OPT = [ PASS | * SCANS
wherée [ PASS | stands for the ceiling value of the average
number of passes required to skeletonize the patterns, and

SCANS for the number of scans the algorithm requires per
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' pass, including the gcan for deleting the flagged points

ftom the pattern. For example, for SPTA, r“§AS§'1,- 4 and
SCANS = 2{ that is, OPT = 8. Thus, one needs to know the
average thickness of the input pattern prior to deciding on

the number of PCBs to be used. However, we concede that the

‘time measurement is not accurate. 1Indeed, having no other

choice, we assumed in the simulation of SKELNET that a
hardware step takes the same aqgunt 9£ time as a software
step. In a real implementation of the network, the time for
a hardware step would be muéh less. Thusy the speed up

~

should be greater.

-
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Average number of units of time
required to process one pattern '’

Number of pairs
of PCBs used
NONE
1l
2
3
>~ 4
6

5520
5756
4141
3416
2916
3113

units
units
units
units
units
units

This table shows the average number of time-units required
to process pne pattern, in functigg~:§ the number of pairs

TABLE V' .1l.

of PCBs used. The algorithm teste
Single Integer Labelling Technjque (SILT).

-~
-

S SPTA with its

. 648 pattern@ processed by ‘each simulation.

There were
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V.7. Expandability of SKELNET

Whether a skeletonization algorithm needs larger
fuﬁdamental windows for testing dark points for deletion
(Stefanelli and Rosenfeld, 1971; Stentifqrd and Mortimer,
1983), SKELNET would need to lock la;ger areas than the ones
defined by Rule 1. This can be easily achieved by expanding
the RAM of each SP, Indeed, there are’almost 32K RaM

adgresdes possible.

+
(224

*

Moreover, should we need SKELNET to perform other tasks
than skeletonization e.g., smoothing (Unyer, 1959), or
feature extractions and classification of. the patterns
(Gudesen, 1976; Ikeda, Yamamura, Mitamura, Fujiwara,
Tominaga and Kiyono, 1981), then the programs of each SP's
PROM can be expanded. Indeed, there are 32K PROM addresses
possible, thus capable oé storing relatively large

machine-codes.

Furthermore, should we need ad%}ng—up new interfaces to
each SP, enough address lines Are left free for that

purpose.

The network SKELNET can also be examined to program to

handle gray-scale patterns (Salari and Siy, 1982).

5

Thus, our network SKBRLNE i¢ 1inexpensive (at today's
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rate -hpril 1984-, one PCB would cost approgimatQIY'
Cané 120), gives reasonably good speed-ups, &nﬂ‘ can be

exparided to perform other tasks than skeletonization of

binary patterns. .
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Chapter VI

Concluding Remarks N

VI.l. General Conclusion

F

In this thesis, we gave a historical review of
published literature on skeletonization algorithms for
binary patterns (Chapter II). We have investigated 16 such

algorithms Snd overviewed 10 other algorithms. We have also

proposed, in Chapter III, another skeletonization algorithm,

called the Safe-Point Thinning Algorithm (or SPTA). 1In this
algorithm, we héve demonstrated that a single test, called
the safe-point test, can replace the end-point, break-point
and excessive erosion tests. We have experimentally shown
in Chapter/1IV ¢t performance of the SPTA a; compared to the
16 algorit eviewed in Chapter II. The SPTA does not
break the connectedness of the pattern, doeéphqg cause
excessive erosiéh\fnd;does not alter the shape property , of
the originaL,pattern. The proposed algorithm is also faster
than all other 16 a{gorithms. Moreover, the SPTA has two
labellin§ techniques: the Single Integer Labelling Technique
(or SILT), and the Four Integers Labelling Technique (or
FILT). The labelling techniques provide the algorithm with
the reconstruction ability; that ia,( a pattern can be
reconstructed, similar to the original pattern from which
the skeleton was derived. The quality of reconstruction
depends on the labelling technique used. 1In Chapter 1V, we

have also reviewed one smoothing technique and we have
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proposed a modified version of it. Finally, in Chapter Vv,
we have proposed a multiprocessing network for
skeletonization algorithms, called SKELNET. -‘We have
described both the functions and the hardware of the
network. We have also given the algogithmic description of
a discrete—-event simulator which was implemented to evaluate
the perfgrmance of SKELNET. The simulation of SKELNET was
tested using the proposed SPTA with its Single 1Integer
Labelling Technique. We have also outlined the
expandability of SKELNET.

3 -

VI.2. Future Work

>

The Safe-Point Thinning Algorithm can be generalized to
multi-gray level patterns, by applying, for example, a
distance function similar to the one used by Salari and Siy

(1982) ., .

Moreover, Hilditch (1983) has shown that it is possible
to convert sequential‘ aigorithms into parallel ones,
provided an appropriate set of fundamental windows be
defined. We be;ieve that such a set could be de{ined for
SPTA, w@thout however losing the safe-point concept. More
work can be done in this direction, thus converting SPTA

from a sequential to a parallel algorithm.

Concerning the proposed multiprocesaor network SKBLﬁET,
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further simulations of algorithms other than SPTA can.'Be
performed, in order to evaluate the fgasibility’and definite
advantages of such a system. Ideally, with adequate
equipment, SKELNET can be implemented in hardware. We have
already discussed in Chapter V the expandability of SKELNET.
We believe that the negyork can be further refined such that
as soon as any one Slave Pfocessor finds out that no more’

passes are required over a pattern, this pattern is no

longer cascaded through the entire chain.

k/ke hope that the work described above will not remain
ideas on paper. It will require time and appropriate
equipment to further the work that has been described in
this thesis. ’ ’ . .
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