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Binoculgr Integration of
Two-Flash Information o .

. . Y
André P. Masson
‘ X

The extent to which temporal resolution is improved by
viewing a stimulus display binocularly rather than monocularly
increases with the gimilarity of the displays presented to the two
eyes. This was confirmed with respect to stimulus intensity.
Two-flash thresholds were assessed a) in one filtered eye, b) in
the other unfiltered eye, and ¢) binocularly with one filtered and
one unfiltered eye. Thresholds were measured using 16 randomized
staircases. A binocular advantage of 12% occurred under

=

conditions of equal luminance, As the discrepancy in 1um1nanj,/r
1ncreased,'this advantage weakened and finally a binocular
disadvantage was found at the highest filter level, The
probability summation model was found to over-predict the
binocular advantage at the lower filter levels, and the amount of
over-prediction was quantified in a manner comparable to other
studies involving probability summation, A combinatorial rule was
produced which fits the data at the lower filter levels. The
‘binocular &isadvantage was explained in terms of a
luminance-dependent weighting effect, whereby the filtered eye can

adversely affect the binocular two-flash threshold.
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BINOCULAR IN?EGﬁifION OF TWO-FLASH INFORMATION

Introduction
In Aormdl vision the two eyes interact to produce a single,
binocular, image. The nature of this interaction varies depending
on the viewing conditions, and has been the subject of
considerable study. There have been cases in which binocular
ifnsitivity is far superior to monocular sensitivit? (Peckham and

's
Hart, 1960; Thomas, 1951), cases where binocular sensitivity is

inferior to the better of the two monocular s;nsicivities (Levelt,
1965; Engle, 1969), and many in between (Sherrington, 1906; Fry
and Bartley, 1933), ‘There\is even a case in ch binocular
sensitivity is inferior to either monocular sensitivity (Tyler,
1971). Much research has been devoted to determining the effect
of different viewing conditions on the type of interaction |
produced. The reséarch reported here deals with deterﬁining the -
type of interaction produced by interocular differences 1in .
luminance ;1th two~flash stimulation, and addresses the broader
issue of how the vigual system binocularly integratés temporal
information,

The two-flash threshold, the necessary off period between two
flashes in order for both flashes to be detected, has not been the

Y

topic of as much research as other varieties of temporal N

resolution tasks., Flicker fusion, for example, is the frequency gﬁw
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‘bear in mind that the two procedures are not identical. For

" of flicker necessary for the flickering lightlto be perceived. as

stea&y.” A train of flicker can be of any length, and -as the
leng;h gets shorter the flicker becomes more and more like a
two-flash stimulus, a flicker train of two is a two-flash !
g timulus. Two~flash thresholds, then, are a limiting case of -
flicker fusion thresholds. .

Binocular interactions have not been heavily 1nvestigated
with respect‘to two—flash thresholds, whereas bindcular ﬁlicker
has been somewhat more extensively studied. Fortunatelynthe
relationship between two-flash afd flicker tﬁresho[ds.has been
elucidated, so the results oé binocular fligcker experiments.gan,
with only moderate caution, be applied to binoculat two—-flash
investigations.

Tpe relationship between flicker and.twg-flash tﬂresholds was

looked ‘at by Roufs (1972); who found a constant relationship

between the two. The two conditions in his experiment were

'identical in all respects except for the two-flash versus flicker

-

aspect, The relationship between S, Roufs’ measure of sensitivity
to flicker, and F, sensitivity‘to two—-flash écimuli, was gshown to
be: |

log §/F = 0.4

This relationship was found to hold over a broad range of

baékground 1um1nance\conditionez The finding of a constant

Arelationship should ﬁot be surprising, given that the two-flash

paradigm is a limiting case of the flicker paradigm, bug one must

e
v ¢

example, one could miss an occasional off period in flitker and

S
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still detect flicker; there is only one off period. detect in

T . the two-flash paradigm. Since there are wmany opportunities to

¢

detect an off p;¥1od in ff;cker, the probability of detecting at
least one is fairly high. There will be a more detailed
discussion on the summation of detection probabilities later, For
now it is sufficient to say that one must exercise caution in

comparing flicker to two-flash experiments,‘bu?*ﬁuch comparisons
. - o "

[}
i

can be made.

‘

Even so, the amount of information %&ncerﬂing the binocular
integration of flicker information is limited, so we must searcP
further afield, to binocular brightness with steady state
gtimulaticn, in order to glace binocular two-flash thresholds.in

an adequate context.

oz ]

Binocular Brightness

The general nature of binocular interaction was first

1nvestig€%ed by comparing the brightness of an object seen

| binocularly with the brightness of the same object seen

Y
monocularly, This type'of experiment can be performed by merely

\ closing one eye,-noting the brightness of the visual field, and

t hen re-dpehing the eye and again noting the brightness. The two
brightnesses are the same. If the binocular view had been made up
! ’

of two unequally luminous monocular views, for example had a

filter been placed in front of one eye, the binocular brightness
' !
would have been intermediate between the two monocular

brightnesses. This phenomonon, that two eyes can yleld a dimmer

[y
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percept than one of the eyes cqgtt‘ft’n’xting to that binocular
percept, is known as "~Fech‘ner’s Paraélox", because it contradicts
the shmplissié view that information from the two eyes is added
together, ./Binocular brightness interaction was vestigated by

£
. Sherrington (1904, 1906), who found that ‘the Sinocu r brightness

1s ewhat, but not much, above the average of the two monocular

brightnesses, In this study comp‘arisons betwejn monocular and
inocular brightnesses were made by comparing the bright’.nes; of a
.‘current binocular st:l.mu‘lus with that of a remembered monocular
stimulus. ;
De Si}va and Bﬁrthy&??&f‘r{ Fry and Bartley (1933) used
procedures itivolv:lng the simultaneous comparison of binocular and
VT monocular steady state brightnesses, Rather E:han having their
subjects rely on memory, these investigators had both the
:)inocular and the monocular st}(muli visible at the same time. De
Silva and Bartley allowed subjecté‘to vary the intensity of the
monocular stimulus until its brighcuéss equalled that of the
binocular stimulus. Fry and Bartley allowed the intensity of the
“ lamp illuminating the binocularly viewed stimulus to be adjusted,
In both cases the monocular luminance had to be higher, by<sfip to
50%, than the binocular luminance in order for the two to have the
same brightness. B -
:t this binocular advantage was not .found in Sherrington’s

teady state brightness experiment discussed above was explained
by De Silva and Bartiey. They said this was due to inaccuracies
in measurement inherent in the successive presentation method used

- a3

/,\ by Sherrington, relying as it does on human memory to make the

b s TN NV £y gt W s e s s ae aeen . . -
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brightness comparison. Another factor accounting for the
difference in results, discussed by Levelt é1965). was the
unreliability of measures of btigh&ness matching; such matching is \
sub ject ;Q high between-session ‘variability. -

Levelt performed a similar experiment in which he had his
‘gub jects make successive, rather than simultaneous, brightness
matches, This method has the advantage of allowing the two
stimuli being compared to fall én the 535@ retinal location, but
it relies on memory for the comparison. The ;uminance of the
binocular comparison stimulus was controlled by the experimenter,
as was one of the luminances of the binocular test stimulus. The
subject adjusted the other binocular test luminance until the two
stimuli were equal in brightness, The results indicated that the
binocular brightness is a function of the ;ve¥age of the two
monocular luminances, a finding in agreement with Sherrington
(1906) and at odds with De Silva and Bartley (1930) and with Fry
and Bartley (1933). After discussing some methodological
ctit}cigns in the latter’s experiments, Levelt pointed out ;hat
the simultaneous procedure always ylelds a binocular advantage and
the sukceagive procedure does not., This fact is explained by
Levelt’s interpretation of another pQrt of his study. )
Levelt repeatéd his experiment adding one more variable:
contrast. The amount of contour and contrast in the visual field
of one eye was inc;eased, and the same brighcuesg matching
procegyre was performed. In this case the binocular brightness
was not a function of the average of the two monocular luminances, -

but of a weighted average, the weight being determined by the
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amount of contrast in each eye’s visual field, Expressed
mathematically:

WaEr + WE = C A
where W, and W, are the weights, dependent on the amount of
contour and contrast in each eye;s visual field, E represents the
monocular brightness, and C is the binocular brightness. The sum
of the two weights must equal unity, Contrast was measured by the
presence or absence of a number of disks that constituted the
stimuli,

In normal vision the two eyes see more or less the same
scene, therefore they‘havg similar amounts of contpur and contrast
in the Qisual fields and thus have equal weigh;ings in the
binocular percept. This was the case for Sherrington’s subjects,
In Fechner’s Paradox there is also equal weightiﬁg. Although one
eye is filtered, both #£Ves see the same scene, and noipere does
the filter reduce lumin?nce to an undetectab;;,low level, Thus
the pamelamount of contrast is in each visual field, although

luminance is unequal, The binocular brightness is thus an average

-of the two monocular luminance levels.

Tﬁ;‘bin9cular advantage found in studies employing the-
simultaneousﬁéomparison metﬁ&d is'efylained, not by a
contrast-dependent weighting effecﬁtpn the binocular brightness,
but by such an effect on the monoculaf‘brightness. The
simul taneocus comparison method involv%s each eye béing exposed to—
the binocular stimulus and one eye, fér example the right eye, |
also being exposed to the monocular stimulus. Even when judging

the luminance of the right eye monocular stimulus, the left eye




has the contour and contrast oé the binoqulér stimulus in its
visual.field; this is not a truly right eye monocular task. ' In
the weighted average that determines the brightness the left.eye
will étill play a part. Thus the right eye’s monocular brightness
is really a binocular brightness, and is a function of the
welighted average of the monocular stimulus luminance and the
luminance of the corresponding part of the;left eye, which is the
background luminance. This "monocular" brightness, then, is lowgr
than the previously measured binocular brightness, due to a
contrast-dependent weighting effect and not due to a binocular

- advantage. In the successive comparison method, used by
Sherrington and Levelt, the contour and contrast in the left eye’s
visual field tends towards zero while the brightness of the right
eye monocular stimulus is being judged, so the left eye’s
weighting also tends towards zero.,

Tﬁis model fitted most of Levelt’s data, the exception being
the binocular brightnesses formed by extremely disparaté monocular
illuminations; the mo&el broke down where there was a luminance
ratio of eight to one or greater. In these cases the model does
not account for the binocular advantage that ténded to occur.

Engle (1970) replicated Levelt’s study finding similar
results, but he proposed a different model to describe the data,
and defined contrast in a more rigorous manner, Engle defined
contour and contrast using an‘autocorrelation function. For each
point in the visual figld the absolute deviation of the luminance
of that point from the average luminance was taken. The sum of

each deviation multiplied élngly by every other deviation is the




8
definition of the contour and contrast. This allowed the weights
to be made proportional to the amount of contour and contrast,
such that the right eye’s weight divided by the left eye’s weight
equals the right eye’s contrast divided by the left eye’s
contrast. '

This model of binocular integration is:

Cz - t (wuB“)2 + (WLBL)Z

3

where C 18 the binocular brightneas, Wy and W, are the weights,
and By and B, are the monocular luminances. When each weight is
squared the sum of the two must equal unity.

The validity of this model was tested by prediﬁting Fry and
Bartley’s and Levelt’s data using their luminance configurations
(Engle, 1969). The concordance with respect to Levelt’s data was

-almosc perfect, and with respect to Fry and Bartley’s was very
good, .Of particular interest is the fact that the modei correctly
predicted Levelt’s disparate monocular ilIlumination data, that
which Levelt said was unpredictable,

The Engle model also fits well data of the same kind
generated specifically to test the model, The binocular
integration of brightness information, then, seems to be mediated

°

by a weighted averagigﬁ mechanism based on the contour and

contrast in the visual fields.

" Binocular ?licker

[

Sherrington (1906) first studied temporal binocular

1n§éraccions with his experiments on critical fusion frequeuncy

o e ne s et e
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(CFF). CFF is the frequency of inter;itcence at which a’
flickering light is first perceived as steady, and i{s usually
expressed in flashes per second. Interested in studying binocular
summation, Sherr}ngton measured CFF in three conditions:
monocular, binScular in phase and binocular alternating flicker,
The alternating condition consisted of a right eye on period
corresponding to a left eye off period, and vice versa.
Sherrington reaaoﬁed that with ﬁerfe&t summation the alternating
condition would appear at all frequencies as a steady light. He
found, however, that flicke? could be seen in the alternating
condition and CFwaas lower than in the other two conditions. For
the aléernating condition the CFF occufed at 57.8 flashes per
second, for the monocular condiéion, 63.6 flashes per second, and
‘three percent higher, at approximately 65.5, for the binocular fn
phase condition. The existence of an alternating CFF led
Sherrington to conclude that there was not perfect summation in
the visual system; that the light energy input to the two eyes was
| nat simply added together. He also cqpclu&ed that the sensitivicy
of the two eyes was not summated either, despite the consistent 3%
binocular in phase advantage over :h; monocular CFF. Sherrington
QPncluded that there was no physiological interaction between the
two eye’s sensitivity to flicker; that the two eyes worked
independently, and that the 3% diffeFence found was too small to
be relevant, However, Blake and Fox (1973) analysed Sherrington’s
data using a gign test and found significance at the .01 level.

As well, many later researchers have found larger, significant

binocular advantages in flicker perception,

- g ke va e erame -
Ta W T2 § e—— s WC e
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Ireland (1950) reported a significant 52 binocular
superiority using 24 subjects. Baker (1952a, 1952b, 1952c &
1952d), in a series of experiments, found an 11X binocular
advantage. Similar results were found by Vernon (1934), Crozier
and Wolf (1941), Perrin (1954) and, using sinusoidal flicker,
Cavonius (1979). A similar sinocular advantage was found for
two—flash thresholds by Pearson and Tong (1968),

Thomas (1954) extended this investigation to conditions of
unequal as well as equal luminance. Thomas used flickering
stimuli of 2.2 and 6 degrees of visual angle, and dark adapted
sub jects. Under equal luminance an examination of the data
revealed an approximate 15X binocular advantage, with an
attenuation of this advantage as the luminance disparity
increased. As the luminance disparity reached roughly 0.25 log
units the binocular advanfage disappeared and thereafter a
binoéﬁlar disadva;tage was found. As Thomas put 1t " ... a steady
dim light in one eye decreases the sensitivity of the other eye
for the detection of flicker". The lower luminance eye is
presumably percefving a dim, non-flickering light; the luminance
is too low to allow flicker resolution. This conclusion 1is
supported by Lipkin’s (1962) findings that a steady light to one
eyé lowers the CFF of the other eye,

Thomas, as well as the other researchers discussed above, did
not use an important statistical control procedure first proposed
by Pirenne (1943). Before Pirenne it was reasoned that, in the
absence of any binoculaf interaction, the binocular sensitivity

would be equal to the greatest of the two monocular sensitivities,

o

VRt Sm 8wy
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Pirenne showed that this is not the case. The CFB;/ab used by all
the researchers thus far mentioned, is the freque of flicker
where the probability of flickeg/&ggection 18 50X, This is the
cladpic definition of a threshold. If it is assumed that the two

eyes act independently, and that binocﬁlar detection will occur if

' either or both of the eyes independently detects flicker, then the

binocular detection probability will be predicted by the
probability summation of the Itwo ngohécular detection
probabilities.

To illustrate probability summation, consider a situation in
which, at frequency "x", each eye has a detection probability of
29%, and therefore a 71% chance of missing the flicker. The
binocular probability of missing the flicker is the intersection
of the two monocular probabilities of missisg the flicker;. .71
multiplied by .71, or .50.. Thus frequency "x" is the binocular
CFF, for at frequency "x" the binocular detection probability is
50%. Since the monocular 29% detection probabilities were at
frequency "x", their 502 detection probabilities, or CFFs, must
have been at a frequency that is easier to detect, indicative of
poorer temporal resolution. (The higher detection probabilities
occur at the easler to see, that iQ lower, frequencies,) In ;he
absence of binocular interaction, that is given monocular
independence, the bi;ocular CFF would be lower than the monocular
ones, according to the equation:

Pb= 1 - (1= pR)* (1~ 9pl)
vhere Pb is the binocular detection probability, Pl is tge left:

eye’s detection probability and Pr is the right eye’s detection

P . oy " ¥ i
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probability.

Pirenne tested this equation in a flash detection experiment
and found the equation to be a good predictor of binocular
performance. Unfortunately information concerning the procedures .
used, for example the number of subjects involved, were nqt:
included in His report, so the confidence one can put in his
findings is unknown. The important contribution, however, was the
recognition that probability summation plays a role in detection
thresholds.,

The question is raised as to the role played by probability
summation in the binocular advantages found by the host of
researchers referred to above. Unfortunately all of these
researchetg either collected or reported their data in such a way
that only t% various CFFs are available, rather than a complete
set of detection probabilities. While each CFF corresponds to a
50% detection probability, this i{s not enough to allow a test of

the hypothesis that some factor other than probability summation

-1s at play in binocular flicker detection. Ideally both the CFF

and a table of detection probabilities would be presented.

Matin (1962) performed an experiment designed to allow the
testing of the probability summation hypothesis. Matin presented
one flash to each eye and varied the time interval between the two
flashes, and found that, with an interval of less than 100 mws, the
chances of seeing either or both flashes was greater than the

probability summation of the monocular flash detection

. probabilifies, A similar counclusion, as well as the use of a

refinement of the probability summation model to deal with forced
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choice paradigms with more than two choices, came from Thorn "and
Boynton (1974). The argument, which was first made by Blackwell
(1963) concerns the role of catch trials. Catch trials are trials
where no stimulus is presented, and are used to d‘et:etmine the
influence of factors other than a;nsitivity on the threshold. For
the non—catch trials, the obtained probability of seeing is due to
the frequency of detecting the flash plus the frequency of a
correct guess. Using the frequency of "defection"” of the catch
trials, the frequency of a correct guess can be removed from the
probability of detection of the non-catch trials, This can only

R
be done where catch trials are used, and only need be done where

guessing might be a factor,

Binocular integration in excess of probability summation has
been the conclusion of many studies dealing with the probability
summation of thresholds, for reviews see Blake and Fox (1973) and
Blake, Sloane and Fox (1981)..

One study dealing directly with probability summation in
binocular flicker perception is that of Peckham and Hart (1960).
The probability of seeing for each eye and both eyes was measuredr
for a stimulus alternating between five-percent above and
five-lpercent below the brightness of the ubackground. The rate of
alternation, or flicker frequency, was varied, and measurements
were taken at each frequency. At each frequency the two monocular
probabilities were summated probabili;tically to ~produ(:e a set of
predictions of binocular performénce, given the assumption of
independence. A grﬂap;x of binocular versus ’pr‘obabilistically

\ F
H

predicteq detection probabilities at each frequency indicated that

N
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only at the highest detection probabilities, éOZ and higher, were
the binocular data inferior to the predicted data. Binocular
superiority was established and increased as the detection
probability decreased, leading Peckham and Hart to conclude that
the binocular superiority occurred mostly at the subliminal level.

?

This binocular superiority occured at most detection

-

probabilities, including the 507 detection probability. Since
this is the definition of the threshold we can say that a
binocular advantage was fou;a at the threshold, and that therefore
these findings agree with those from the studies in other areas
discussed above., One minor failing here is that the data were not
expressed in terms of thresholds or CFFs, but in terms of
detection probabilities at each frequency. This makes it
difficult to compare this data to that from gther experiments,
where results were expressed in CFFs. What is needed is a method
of accurately obtaining the threshold from a table of

probabilities, such a method would facilatate comparisons between

studies where results were expressed in different ways.
Statement of the Problem

It is unfortunate that none of these studies extended the
probability summation paradigm to flicker thresholds under
conditions of unequal luninaﬁce, as in Thomas’s experiment, The
binocular disadvantage he found under high luminance disparity
conditions clearly cannot be explained by probability summation,

but it would be interesting to trace the size of the deviation
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from probability summation actrosg, luminance disparities. The
works of Matin (1962) and of Thorn and Boynton (1973) both
indicate that the role of factors other than probability summation
occur only wﬁen the lag between the right and left eye stimulus is
shorter than 100 ms. A general finding concerning bin&éular
advantages 1s that they are greatest when the two monocular
stimuli are very similar (see Brown, 1965).

As a preliminary look at the 1ssues raised above, especiélly
the binocular integration of temporal information, the fglléwing
research was performed. Something like a two~flash replication of
Thomas’s experiment was conducted.‘ Different luminance levels
were presented to the two eyes, and measurements were taken in
such a way as to allow the prediction of p;obability summation to
be tested. To make the results of this study comparable'to other
studies in the two-flash and even flicker literatures, the g
probability sﬁmnation prediction was formed in such‘§ way as to be
expressed as a threshold. The intent of this research was to
determine: a) whether a. two-flash version of Thomas’s binocular
disadvantage,eiists, b) the effect of luminance disparity on Eyév
binocular advantage, and c) the foréation of a mathematical

description of the monocular contributions to the binocular

two-flagh threshold.
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Stimulil and Apparatus

The stimuli';ere flaah;d points generated by'a PDP-il/%O
computer‘interfacéd through D/A converters with a Hewlett-Packard
‘13104 CRT equipped with a fast decaying, burn resistant P15
ph;sphor. The points were viewed through Wratte& gelatin neutral
density (N;D.) filters. As can be seen 1& gigure 1, which =
presents the tempﬁra distribution ofﬁluminance for one trial, the”
test'point was extinguished fornpne,second, feappeggéd for 10\ms,
disappegred'during the ISI, -and finally reappeared, to reﬁain’on
until .a response was produced. The subject’s‘task was to indicéie
whether two - 'flashes were detected. The,trials were‘separated by :
an 1ntert£ial interval of ;t legst one gecond, determined B& the
subjgct. . {.\

. ' 4Su§3ects 4

The three subjects had either 20/20 or corrected to 20/20

visual acuity, and they consisted gf the experimenter and two paid”

~
]

participants. Two subjects 25;9 male, one was female,'and all

were between 20 and 25 years of age. .o "
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Procedure

A

To assess the monocular contributions to binocular temporal

resolution, two~flash thresholds were assessed in three

~conditions: a) monocular viewing through a variety of neutral

density filters, b) monocular viewing with. the other eye, through )
a fixed neqtral densicy filter, and c) binocular viewing with one
eye under the various filter conditions and witg the other eye
always under the same, fixed, filter condition. The ‘entire
procedure.waa performed‘twice, each eye being variaﬂiy filtered
once and steadily fiﬁ:ered once. Eleven filter levels, from 1.0
to 2.0 log units N.D., and a 2.2 N.D. filter level were used. A
further 2.4 N.D. level was used for subjects who still felt
comfortable with the task at a 2.2 N.D, filter. It was found that
very high standard errors, and therefore unreliable daéa, occurred
when the subject no longer felt comfsrtable with the task. This
discomfort occured very near the point where the stimuius could
qot even be distinguished from the background, so the
unreliability of the data was assumed to be due to subje;ts
responding more or less randomly.

The eye fgr which the luminance level did not change was

filtered wilth a 1.0 filter, the least dense filter level ever

used. Thusg the disparity in filter levels between the eyes varied

from zero to 1.2 or 1,4 N.D. The variably filtered eye and the

binocular conditions were onh run under each filter level, and

@

the unchanging eye was run only under a 1.0 filter level. Each -

!
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filtered condition was performed twice, and the unchanging
condikion was performed at least 18 times throughout the
experiment, Thus thg total number of conditions for each subject
was two times the ﬁumber of filter levels plus one.

The entire exéeriment took several weeks for a subject to
comp}ete. Each day the procedure was as follows: two sesgions,
each conslsting of a combination of one filter level and one
ocular condition, were run in immediate succession, followed by a
break of at least one hour. Each session lasted approximately 25
winutes. Anothe; two sessions we}e run, followed by the break,
and so on, Two, three or four such pairs of sessions were run
each day. This was done in random order, subject to two
constraintg. First, g#ch session had to occur as many times in
the first position of the pair as in thé last, and second, every
day the qnchanging ;opdition had to appear at least once.

Each session was run in the same way. The two-flash
tﬂreshold was assegsed at 16 retinal locations, eight forming a

circlé, centered at the fovea, whose radius was 2.5 degrees and

Y

. eight forming a five degree radius circle (see Figure 2). A

foveal point was alﬁays visible and was fixated. A practice
session preceded each actual session.

Practice trials began with a double flash from the top 2.5
degree point. On each trial, both for the practic; trial; and for
those in the expfriment proper, only the point to be tested and

the foveal fixation point were presented. The off period between

the two flashes of the test point, or interstimulus interval

-(ISI), was set by the experimenter to be well below the

i
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threshold, that is, too brief to be detected. On the next trial
the 1.5.1 was increased by b‘ma, and the trials were continued
until the subject reported the presence of the two flashes., This
procedure was then repeated using the next point, going clockwise
around the 2.5 degree circle. This went on until {t was decided
that a reliable threshold could be estimated, and the subject felt
comfortable with the task. The avgfage of all detected 1SIs was
taken as an estimated threshold, to be used in determining the
gtarting point in the exp;riment proper,

During the actual experiment the ghreshold wvas agssessed using
16 randomized staircases (Cornéweett 1962), one for each retinal
location. For each staircase the method was as follows: the first
ISI was either eight ms above or below the threshold estimated
during practice. If the subject produced a “YES" or "SAW IT"
response, by .pressing one of two response keys, the next ISI was
four ms shorter, therefore harder to see. H;d the response been
"'NO" the next ISI was four ms longer. The third ISI was shorter
if the second response was "YES" and longer if the second response
was "NO". Thus each ISI waslpither four ms longer or shorter than
the previous one based on the ‘response to that previous ISI. Data
from this method tends to home in on the subject’s threshold.

(See Figure 3 for a single staircase example.)

The subject may have made several "YES" responses in
succession, followed by a "NO" response. Upon the "NO" respo;;e
the direction of change of the ISI reversed, it went from getting
shorter to growing longer. Uéon the next "YES" response there was

another reversal. The staircase procedure continued until five
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such reversals occured.

A single staircase example is diagrammed in Figure 3. With
an estimated threshold of 56 ms the first flash appeared with a 48
ms ISI. Suppose this flash was not detected, nor were flashes at
52 or 56 ms. At 60 ms the flash was seen, and the direction of
change reversed. The next flash, at 56 ws, was missed so the
direction was reversed again. Further reversals occured at 64, 60
and 64 ms. The average of all five reversals, 60.8 ms, would be
taken as the subject’s "two-flash threshold". |

In the above example five reversals occured within nine
flashes. 1If it is assumed that this is an average number of
flashes, for all 16 points there were 144 flashes. All 144
flashes occured ;n random order, with the obvious exception that
the absolute order of each set of nine flashes was’preserved.

This means that it was virtually impossible for the subject to
predict the ISI of any given flash.

In order for the gtated location of the flash to correspond
to its retinal location it was necessary to ensure that fixation
was maintained on the fixation point., The importance of
maintaining fixation was stressed to each subject, and before true
data collection could begin all reported that fixation was easy to
maintain. To test fixation subjects were exposed to an array of
30 points, each flashed in random order. 'One point was located
such that, with the lefspeye occluded and if fixation was

maintained, that point fell in the blind spot. The subjects

congistently failed to see that point flash while seeing all the
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‘others, It was concluded that subjects were capable of

maintaining fixation throughout the experiment and, that, since the .
1upor;nnce of it was understood, subjects did so.

The subjects spent, in total, between 80 and 120 hours seated
57 cm from a CRT with their heads supporﬁed by a chin rest. Ligﬂt
adaptation was maintained throughout each testing éession with the
presentagion of ambient light to the peripheral visual field. The
luminance of this adapting light ranged from 7.95 to 5.58 cd/n?
across the central 50 by 50 degree visual field. Since the

filters were sufficiently distant from the eye that ambient v

illumination could scatter across the entire visual field, it is

argued that different filter levels did not result in any state
other than light adaptation. Even under the highest filter levil,

the filtered eye was not dark adapted..
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e . «. Results

' Data Analysis Procedures

. ‘ Lo 4
The average of §11 the reversals is the conventiofal measure .

v
1

-of threshold when using the staircase procedure., This yields a
point corresponding to approximately a 50% detection probability;.
Such averages Qere obtained for eacQ session, such that the
;iltered eye and the binocular "eye" both had one averaged
.threshold for each filter level. The unchanging eye had one
overall average, for the 1.0 N.D, filter level.

However, to test the prediction of the probability summatiog
model, the prediction being that the binocular tﬁreshold is )
described by the probability summation of the two independent
monoculaf‘thresholds, a different form of analysis was required.

The probability summation of C and D, expressed B
mathematically, is unity minus thé product of qC times qD, where
qc&ind qD indicate unity minus the‘probabiciy of C and D,
respectively. In our terms, the probability summation of two eyes
is unity minus the producﬁ of the probabilit; of the right eye not
seeing the flash times the probability of the ieft eye not seeing
the flash. This is expressed‘mathematically as:

pB = 1 - (gC x qD)
where PB is the probablisticaily determined binocular detection
pfobabilic}, thgt is, the probability summatioh of C and‘D.

To use this equation detection probabilities, and not

-

1Y
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thresholds, are required. The threshold‘is defined as the 50%
detection probability, so the object is to find the 50% point
predicted by probability summation and compare it with the
obtained binocular threghéld. To do this one m;st first‘exnggé
the two ?onOCular thresholds in terms of detection probabilities.

Rather than taking éhe average of the five reversals, a table
of how often eaéﬁ ISI was detected and missed was produced (see
Table 1). To illustrate how this table was pro&;ced, consider the
single staircase example illustrated in Figufe 2., The reversals
occured at 60, 56, 64, 60, and 64 ms. Since the second reversal
was lower than the first, it can be concluded.that the first flash
was below 60 ms. (At 60 ms. the direction of ISI change reversed.
Since it was going down after the reversal it must have been
coming up before the reversal.) Therefore at 60 ms the subject
saw the flash, and at 56 ms the flash was missed. It was also
missed at 60 and seen at 64 ms. Finally the flash was missed at

60 and seen at 64 ms. \

In summary, at 56 ms the flash was presented once and missed
once. At 60 ms there were three presentations, only one of which
was seen, at 64 ms both were seen. This was done for all 16
stalrcases to produce one table. Such tables were combined within
each monocular session., Finally the table was converted to show
the detection probability and number of presentations at each ISI
(see Table 1).

The next step was to summate probabilistically the right and
left eye detection probabilities for each ISI and obtain, by

regresalon, the ISI at which tﬁE summated detection probability
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was 50X, There are two problems with this approach, however.
First, one cannot be equally confident in the accuracy of the
detection probabilities for all 1SIs; some were based on one

presentation, some on hundreds. The solution adopted was to

conduct a weighted regression analysis, with each ISI's weight

being determined by the number of presentations at that duration.
(See Appendix A for a discussipn of weighted regression.)

The second pfoblem deals with curve fitting. One would
expect a graph of ISI against detection probability to be
described by an ogive, as are most similar psychophysic;l
functions. A near ogive was found in most of’the acqyal (as
opposed to probabilistically predicted) data, but with a fair
amount of scatter, One would not expect the predicted data to be
ogive shaped (see‘Appendix C), but rather a more complex shape. A
stfaiéht line function would best be handled by linear regression,
an ogive by a linear or quadrafic‘funqtion. It is a problem,
then, to decide between linear, quadratic or even higher order

regression. The solution 18 to do a trend analysis to determine

gbe télaiive strengths of the linear, quadratic and higher order
components, as discussed in appendix B, The highest order
comﬁonent to be stafistically significant, at an alpha level of
»05, determined the order of the function assumed to best fit the
data, gnd was therefore used in the regression analysis. In the
event that none of the components were statistically significant;\

the one that obtained the highest F ratio determined the order of

the regression wnalysis.

N
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To test the validity of this approach the regression

' predicted 50% point was determined for all of the actual data,

that is, the data on which the conventional method had already
been applied. These regression determined points were shown to be
close to the conventionally determined thresholds found for the
same data (see Appendix A). Since one can be fairly sure of the
validity of the conventional, staircase determined thresholds, and
the regression method yielded similar results for the actual data,
one would expect the regression predicted 50% points to be equallﬁ
valid when derived from probabilistically predicted data.

There was one case in which the regression approach was
abandoned. At the higher filter levels it sometimes occured that
for each ISI présented during the steadily filtered condition the
corresponding detection probability at that ISI for the variably’
filtered condition was zero (see Figures C3 and C6). That is, the
ISI that was the easiest to detect with a steady (1.0) filtér
level was never detected with a denser filter. Thus, for every
ISI for which this occurred, the calculation involved summating
éhe steady filter detection frobability with a zero probability
for th; variably filtered condition. Since the probability
summation of probability nan and zero equals prébability "a", in
these cases the probability summation predicted probabilities were
identical to the steadily filtered monocular probabilities. The
best estimate of the probability summation threshold in this case,
then, 1is not determined by the regression method but by the mean
of the réiersgls from which the ;teadily filtered probabilities

were derived. In these cases performance should be détermined by

»
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the most sensitive e;e alone, an%’thus the conventional“me;hod of
meags was used 'on this monocular data to determine the probabi;ity
summation predictéd thresholds. :

A further potential proﬁlem concerns thé‘p;ssibility of
sgifts in.éubject criteria influencing the data. Such criterion

shifts can Be divided into three categories: those occuring within

sessions, thosé\occuring within days (i.e., between sessions), and

thoge occuring between days. Within gession shifts should have no

- systematic effect. on the pattern of the data, due to the

rapdomized nature of the staircase procedure. For potential

between seésion shifts, it‘daé found in pilot work that the only
dhift of this kind i;volvded, thresholds ‘being higher in the second
of‘arpair of gessions than in the first,: To control for this
effect each:%ession occured oncé in‘the‘first and once 1in the
second position of a pair of sessions. Pilot work indicated that
the hour bqeak between each pair of sessions proved enough to
eliminate the effect of this shift, such th;t the first session

after each break was effectively the same condifion as the firast -

-
.

session of each day.

Bethen days shifts presented the next potentially serious

4

problem. Eack day at least one unchanging filter level eye was |/

run, so that at least one of a series of nearly idemtical

a

conditions was run each day. In the absence of between days

criterion shifts one would expect the only difference between
thtesﬁglds from these conditions to be due to between session

shifts; thresholds from the second half of a pair of sessions

would be higher than those from the first half. While between

e
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session shifts have been controlled for by collapsing first and
second session data, only after the effects of these shifts have
Seen e;iminated, that is, only when the mean of rthe first session
thresholds equals the mean of‘'the second session thresholds, can
this data be used to indicate the between days shifts, |
) The effects of betweed gsession ghifts were eliminated, not
only frof the unchanging filter data, but> from all of the data in
this experiment. The average of all unchanging filter level data
from the first sessions was subtracted f;-om, that from' the seeond |
sesslons, The result représentéd the averageoeffect of the .
between Qessions criterion shift. This effect was eliminateg ‘from
all the data by adging half of this result to all figst‘ session
data and subtractlng the same amoﬁnt from all second ;;es“sion data.
Not ;nly did ‘thi‘s correct,ail of the data for between sess;.ons
shifts, but it'L aalgg‘eliminated the o;xly non-between days effects
from the unchanging filtec’ data. &

The magnitud}f of a between days shift could now be detected

[%

in the unchanging filter data. Should the unchanging eye’s
threshold be.2.5 ms lower for “day three -than for thf average day,
this can be taken as the extent to which day three’s criterion is
different from the average criterion, This difference in
criterion should affect all thresholds measured that day by about
2.5 ms, Thus, to correct day three’s thresholds for day three’s
different criterion, 2.5 ms would be added to each threshold
gatheréd that day.

To correct for between days shifws, the average (or only)

unchanging filter threshold for each day was subtracted from the

“ '

‘ &
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overall unchanging filter average. The result of 'thf's, subtraction
¢

is a measure of how much that day’s criterion moved that day’s

threshold .below the a¥erage day‘s threshold. This difference was

added to all the filtered data for that day, eliminatink the

effect of between days criterion shifts. Therefore, of the three

types of criterion shifts, within session shifts were controlled,
between days shifts were corrected, and within days~between
‘session shifts were both controlled and correeted, Table 2

displays some uncorrected and corrected thresholds for subject MZ.

Note that the magnitude of the correction rarely exceeded 4 ms, so

the criterion shift problem discussed above was not serious, and
that the correction pfocedure has not greatly changed the

configuration of the data.
o *ﬁ
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! Table 2 ‘fﬂ// :
Corrected versus Uncogrecied Data

* Right Eye - . Binocular

Filter Uncorrected Corrected Filfer Uncorrected Cofrected,y
Level Threshold Threshold Level Threshold Threshold

1.0 79.85 83.91 1.0 71.18 73.71
l.1 81.58 82.74 1.1 79.13 74.417
1.2‘ 95008 93.46 1.2 73-90 73071
1.3 93.60 96.86 1.3 75.73 79.31
1.4 101.20 101.05 1.4 68.78 77.15
1.5 100.95 105.59 1.5 73.45 77.00
1.6 108.45 105,61 1.6 69,93 72,81
1.7 139.10 135.26 1.7 73.75 74,91
1.8 120.10 118.71 1.8 76.08 78,93
1.9 106.35 . 108.52 1.9 85.95 83.69
2.0 114.63, +119.92 2.0 86.00 88.02
2.2 156.45' 158.19 2.2 75.10 72.92
2.4 198.80 200.13 2.4 72.25 72.34
; s
N
- ’ \
‘ ‘ .
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Data Presentation
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Bach subject performed the experiment twice; once with the

ke

left eye under the unchanging filter condition, and-once with the

right eye under that condition. There are then six sets of data,

each set consisting of: a) a monocular thr;shold‘for the

uﬁchanging filter eye, b) a series of monocular thresholds for éhe

other, changing, filter eye, omne fo} each filter level, ¢) a

series of binocular thresholds, one for each filter level, and d)
3

a series of thresholds predicted by probability summation, one for

Q
<

each filter level, The probabality summation thresholds are
produced from the two wpnocular data sets, and are predictiong of
what the binocular data set would be, given that the visual system
operates as assumed by the probability summation model, )
Table 3 contains the averagea data for all six sets, and
Figure 4 displays the data graphically. The equivalent tables for
individual subjects are found in Appendix E. The standard errors
are the.standard errors of mean of the reversals from which the
thresholds were derived, in most cases this means 960 reversals.
Multiple T tests were performed to see where the monocular
steadily filtered threshold differed significantly from any other
threshold. The alpha level was set at .0l for each gset of 13 |
comparisoné. Any binocular threshold marked by aﬁ asterisk is
significantly lower than the steadily filter?d eye’s threshold,

and thus shows a binogular advantage, and any variably filtered

monocular threshold marked by an asterisk is significantly higher
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than the steadily filtered eye’s threshold. The binocular data
marked by daggers is significantly higher than the steadily
filtered mon@cular data, that %s, the dagger marks a binocular
disadvantage: There are no comparisons made with the predicted
data, as this data does not yield a comparable variance.

» As 18 seen most clearly in Figure 4, the effect of increasing
the filter level on the monocular ihreshold is to railse that
threshold. This 1s not surprising in view of the similar rise
found by Thomas (19545 in flicker fusion thresholds, and Ireland
('1950), and Boynton (1961) both referred to such a rise. The
effect of increasing one of two monocular filter levels on the
binocular threshold is to raise that threshold, but in a much less
pronounced manner, Up to a 1.5 N.D. filter level there is found a
significant binocular aqvantage. This is most easily seen in ‘
Table 4, and 1s confirmed by a linear regression of the binocular.

data in that table, which shows that at a filter level of 2.00 the

binocular threshold equals 65.35, the steadily filtered monocular

B

threshold. At filter levels dbove 1.8 a binocular disadvaﬁcdge

Abégins to be seen, and this disadvantage reaches significance‘at

the 2.4 Filter level.

| The probability summation prediction of thg bilanocular data 1s
clearly inaccurate; the predicted thresholds are far too low.

Only at the high filter levels, where both the binocular and the
“Predicted thresholds appfoach the steadily.filtered threshold, are
the two sets of thresholds similar (see Table S and Figure 4). If
the binocular thresholds are a function of the two non?cular
thresﬁglds, the function is not one of probability summation.

&
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Table 3

Thresholds Collapsed Over all Six Data Sets |

§§ead11y Filtered Eye Variably Filtered Eye
Filter l Filter ~ ¢
Level Threshold S.E. Level Threshold S.E.

64.95 0.568
67.49 0.569
66.58 0.571
75.37*  0.661
75.65%  0.666
78.32%  0.714
85.09* 0.866
89.02*  0.966
89.21* 0.971
89.75%  0.985
99,86%  1.267
133.42% 2,292
151.25%  1.599

B PO R bt bt ot ot ot Pt Pt pd et
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Binocular' Probability Summation

Filter ' Filter :
Level Threshold S.E. Level Threshold
1.0 57.18% 0,402 1.0 46.69

1.1 57.41* 0,402 1.1 49,02

1.2 59.01* 0,407 1.2 47,21
1.3., 62,10 0,433 1.3 53.55

l.4 58.57%  0.405 1.4 50,24

1.5 61.03* 0.421 1.5 52.09

1.6 62.98 0.444 1.6 52.11

1.7 63.07 0.445 1.7 55.26
‘1.8 64,21 0.463 1.8 51,65

1.9 66.98 0.513 1.9 54.82

2.0 65.37 0.482 2.0 57.21

2.2 63.71 0.455 2.2 65,09
2.4 2.4 64.41

69.45t  0.381

* For the variably filtered eye, this indicates significance
above the unchanging eye.

For the binocular condition this represents significance below
the unchanging eye.
t This represents significance above the unchanging eye.

The 2.4 filter level threshold averages were calculated using
only data from subjects A.M., and M.Z., subject D.L. was not
tested at a 2,4 filter level.
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Table 4

-

Binocular Versus Monocular Thresholds

Filter Highest Monocular Threshold
Level Minus Binocular Threshold (ms)
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Table 5

Predicted Versus Actual Binocular Data

Filter. Actual Threshold Minus
Level Predicted Threshold (ms)

10.49
8.39
-11.80
8.55
8.33
8.94
10.87
7.81
12.56
12.16
8.16
-1.38
5.04
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It should be remembered that the threshold is the point of

[

50% detection probability; that there are dany other points of
potential interest, A ;etection probability by ISI plot of the
binocular data and that predicted by probability summation is
found in Figure 5. This is data for the k.0, that is equal,
filter level. As well as the correction procedures discusseﬁ
above, the data was corrected such that intersubject varfance was
eliminated., For each subject the mean deviation from the overall
average was obtained, and this amount was subtracted from each
data point. After this was done each subject’s mean was the same
as the grand mean over all the subjects. Had this not been done
the‘ttue shape of the functions would have been obscured.by the
intersubject varfance. The bulk of the éraph shows binocular

!
performance inferior to that predicted by probability summation,

only at the high end of th; graph is this pattern reversed.

There have been three main aspects to the results presented
above. The first is that the monocular two-flash threshold is a
function of the luminance of the flashes, The second is that the
binocular thresholds are superior to the monocular thresholds at
the lower luminance disparity levels, and inferior at the higher

levels. Finally, the binocular ‘superiority at the lower disparity
=

levels 18 not as great as would be predicted by the probability

. summation model.
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Discussian

o

There is an obvious similarity between’the data presented

~ u

"above and that of Thomas{(l955) who studied, using dar? adapted

" subjects and relatively large stimuli, flicker resolution under
conditions of binocula; luminance disparity. Recall that Thomas
found a binocular advantage in flicker resolution when the
luminance disparity was less than 0.25 log unigs, and a binocglar
disadvantage thereafter., In the data presented here the binocular
advantage remained up to a 0,8 luyinance disparity, and started to
.become a disadvantage thereafter., Thomas was able to trace the
disadvantage up to a luminance disparity of four log units,
whereas here the standard error became prohibitively higﬂ after
tﬁe 1.4 log unit disparity level, thus lgwéring the ceiling.

This difference is probably not due to the fact that Thomas
dark adapté& his subjects; bilot work for the current research
indicated that dark adaptation increases the standard error. Nor
18 it suspected that the difference is exclusively due to the
difference between flicker and two-flash thresholds. It is true
that flicker is easier than a two;flash ?%iﬁulus to detect (Roufs,
1972), so flicker can be expected to be detectable under more
adverse conditions (e.g., greater binocular luminance disparity).
However, it 1s suggested that the difference is also due to the
larger size of Thomas’s stimuli; 6 and 2.2 dégrees of visual angle

<

as opposed to the 0.25 degree stimilus'used here, It 1s known

that the detectability of flicker increases with the size of the

N
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'ﬂfiickering target (Brown, 1965). fhomas was able to measure ’
temﬁorél resolution at higher luminance disparities, that {is,
J;ing more dimly illuminated stimuli, because his stimuli were
larger and, being flicker stimuli, easier to detect under these’

@

conditions.

) ‘Overall, there is general agreement between the two studles,
that at low luminance disparities a binocular advantage is found,
and at high luminance dispa;ities binocdla} temporal resolution is
poorer than the best of éhe two monocular resolutions. The
binocular advantage at the lower luminance levels Will be
discussed first, Consider the results of this st&dy compared
specifically to those of Peckham and Hart €1960). These
researchers conducted an equal luminance binocular flicker
detection experiment, and reported their findings in terms of a
detection probability at each flicker frequency. Thgy also tested
the predictive vali@icy of the probability summation model, The
only important similarity between Peckham and Hart’s findings and
those presented here is the size of the binocular advantage over
the monocular threshold; Peckham and Hart found an 8% advantage
while a 127 advantage was found here. While Peckham and Hart’s
advantage 18 slightly smaller, both are near the values found by
other researchers, as discussed in the’Introduction. However,
whereas Peckham and Hart found a binocular advantage in excess of
probability summation in flicker perception, here the reverse waé
found for two-flash thresholds.

K The cause of this difference is unknown. It could be a

difference inherent between two-flash and flicker paradigms, or it

[
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could be due to Peckham and Hart’s very low contrast stimulus
(52). For this reas;n it would be especially intérestipg to
invescigate more closely the nature of the current results

concerning probability summation, Tt is clear that the model does

t

not fit the data but the extent of the non-fit is difficult to
express in terms applicable to otﬁer areas where probability
sunmation is also used.

An equﬁtion, taken from the standard probability'summ#tion
equat;onlbut adjusted to allow the expression of binocular
performance diverging from.probability summation, 1s—derived in
Appendix D, The equation is:

B=1-(l-pR) *(1-pL)

where B is the predicted binocular detection prébability, pL and
pR are the obtained right and left detection‘prqbaﬁilities, and F
is the summation factor. ~When F equals one the equation is
eﬁuivalent to the standard probability summation equation:
4 . «+ B =1~ (1 -pR) * (1 - pL)
When F 1s greater than one t;is represents summation in exgess of
probability summation, and when F is legs than one this repreéents
summation less than probability. Thus F is an indication of gow ,
well the probability summaéion mo&él'fits the data and, more
importantly, the equation can also be used to decribe the data
mathematically, The right and left eye detection probabilities
were entered into the equation, and F was changed until the
regulting B wad reasonably cléae to the actual binocular data.

-

When F was set to 0,67, indicating summation well below that

predicted by probability summation, the data predicted using the F

3

e
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fitted the actual data, except for the higher filter levels,
fairly well (see Table 6 and Appendix F).

When the F in the above equatiqn‘is changed to 0,67,. the
equation becomes a comblnatorial rule for thg binocular

A

integration of two-flash informafion. That the combingtorial rule
is a good predictor of the data up to the high filter levels is
seen in fable 6. This equétion is not meant‘tb describe the
neural in;egration of the right and left eye signals, but to
describe this rélationship mathematically, This equacioh should
also be able to predict the binocular tyo-flash thresholds in
future éxperiments, given knowledge of the monocular performances.
Now that the lower luminance binocular advantage has been
described mathematica}ly, an attémpt will be made to .explain the
findin;;. That the binocular advantage is less than that
prgdicted by probabilit; symmation might ge explained by visuai
persistence and delay being induced in the more densely filtered
éye. Delay refers to the filter induced incrzase in latency
begween the onset, or offset, of the stimulus and its effeét on

the visual system., Persistence refers to the perception of the

stimu(us_outlasging the duration of the stimulué.

T;; argument is that due to filter-induced.differential delay
or persistence the binoccular i&ﬁge is comprised of two temporally
incongrggps monocular luminance distributions. The delay effect
is to shift the densely filtered_eye’s luminance distribution some
amount out of phage from the other eye’s distribution.

Persistence, in effect, lengthens the duration of the first flash

(see Figure'l),'and correspondingly shortens the ISI needed to

i
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Table 6

e

Predicted ginécular Data - Summation Factor of 0,67

¢

Collapsed oyer all Six Data Sets
! ‘Obtained

Filter Obtained

TR PO N e e s et et e et et g s

‘Predicted
Level, Binocular Thresholds' Thresholds Minus Predicted

.0 57.18 55.76 - 1,42
01 57041 58.54 - ' _1013
o2 59.01 57.2} 1.80
0,3 62.10 64.05 "1:95
01‘ 58.57 61.68 "3.11
5 61.03 64.96 -3.93
06 62098 ' 66.21 "3.23
07 63007 67-22 -4015
08 6“021 65045 "'102‘
9 66.98 65.42 1.56
00 . 65.37 66.40 "1003
.2 Cd 63 74.16. ~7.45
4 69.45 81.33 -11.88
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resolve the two flashes, If tﬂis occurs in the densely filtered
eye the binocular threshold would be ;ffected. In botL the
persistence and the delay caseg it could be argued that the
decrease in brightness per se is not the cause of the binocular
loss of sensitivity with increasiné filter level, but that the
stimulus Incongruity.is.

The differential delay or persistence that a 1.4 log unit
difference in luminance would produce can be ascertained from many

studies. ngen, Pola, and Matin (1974) tesFed luminance induced

delay in the onset and offset of flashes,caqd found thaty/iith a

e~

1.4 N.D. filter, an approximately 11 ms onset delay\qu an
approximately 43 ms offset delay would be expected. Bowen et al.
used dark adapted subjects; this fact may limit the applicégility
of these findings to the current study;. Using light adaptéd
subjects Dodwell (1968) studied the filter-induced delay
in&irectly in the Pulfrich effeck, and an examination of his data
revealed that a 1.4 log unit disparit; in lumipance would cause
the more densely filtered eye to finish processing approximately
9.5 ms later than the other eye. The cause of the difference in
fihd;ngs between Bowen et al, :hd Dodwell could be due to the |
different adaptation levels or to the tasks, used. There seem to
be no studies in the litegature that estimate persistemce or delay
in a way directly applicable to the present study. Instead, the
ability of the persistence and the delay hypotheses to account for
these findings and those of other researchers must be

»

1 nvestigagted. N
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The effect of delay under conditions of luminance disparity
would be to shift backward in time one of the two luminance
digtributions (see Figure 1). Thus the first flash would affect
the densely filtered eye while the off period of the ISI is
affecting the other eye. There would still be an interval d;ring
which both eyes would be exposed to the off period, but this
interval would become shorter as the‘dglay becomes greater., Thus
delay could be used to explain the binocular loss of sensitivity
as the binocular disparitz, and with it the differential delay,
becomes greater. For the monocular threshold, however, the delay
hypothegis per se predicts no effect as 1uminanée is deSEeased.
The entire’luminance distribution would be delayed, so one would
expect the same two-flash threshold, merely somewhat later. For
this hypothesis to work it must call upon a luminance effect to‘
explain the rise in the monocular threshold as the luminancé
decreases, ’

Visual persistence, however, cannot explain the binocular
depar£ure from probibility summation at all. Persistence would
affect the-monocular threshold by‘effectively decreasing the éize
of the off period, and as the luminance decreases the persistence
increases (Bowen et al. 1974), so this effect would be greatest at
the highest filter levels. However, the effect on the binmocular
threshold of monocular persistence, and therefore a poorer
monocular threshold, would be a’poorer binocular threshold. There
15 no reason for the loss in binocular sensitivity to be cher

than would be predicted by probability summation, and tihus

persistence cannot explain the departure of the binocular data .
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from probability summaﬁion.

Delay cannot explai; the monocular data at all, and
persistence cannot account for the binocular departure from
probaSility summa tion. This d;es not imply, however, that delay
or both delay-and persistence is not at play in the binocular
case. Indeed, since delay works to decrease sensitivity it may
partly explain the fact that the biggcular advantage at the lower
luminance levels is less than would be expected from probability
summation., Differential delay, however, is induced bf
diffefential luminances, 8o an ef&lanation based on delay would
bredict that the extent of the departure from probability
sumﬁgtion would decrease along with decreasing luminance
disparity, such that at equal luminance probability summation ,

v

would accurately describe the data. That this 15 not the case

0

indicates that some factor other than delay is in effect. We
lack, at the moment, the information necessary to determine‘whac
this factor {s, but we can still gain some general knowledge of
binocular two-flash thresholds by examining the posible

explanations for the binocular disadvantage at the high filter

levels. . >

Delay can also explain the binocular disadvantage. The
disadvantage could be seen as the continuation of the loss in

sensitivity as the filter level is increased, caused by delay.

This would not explain, however, why the combinatorial rule ?reaks

down at the higher filter levels. While delay may well be a
factor in the binocular disadvantage, there is another factor also

involved.
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Consider Thomas’s explanation for the binocular disadvantage
at.the high filter levels. It assumes that the lower luminance
eye was, in effecg, viewing-a steédy light, and it has been shown
that viewing a steady light with one eye lawers the temporal
resolution of the other eye (Vernon, 1934)., This explanation is
equally valid for the current rif%arch involving two=-flash
thresholds. An uﬁresolved two-fla%% stimulus appear8 to be a
steady light, ia the ;asi,of the present study, om the end of
the warning sign;l omward (see Figure 1). Therefore, at the
higher filter levels, while one eye was viewing a two-flash
stimulus, the other eye was effectiveiy viewing a steady light.
It can be concluded, then, that a binocular disadvantage occurs
when the eyes receive éroasly unequal luminances and it can be
further concluded that the cause of this disadvantage is the
e}fectively steady light seen by the densely filtered eye.

It is at these high filter levels that the equation presented
above breaks down. It is also at the high filter levels ghat th;
binocular advantage disappears and a binocular disadvantage is
found. This 1is most easily explained by the partial suppression
of the densely filtered eye. The equation does not work at this
level because it is assigning, in effect, equal weights to the two
eyes; when the densely filtered eye is being partially suppre7sed
its actual weight i; reduced. 1In order for the equation to ﬁ%rk
it would have to assign less weight to the densely filtered eye.
Notice too that the direction of the inaccuracy of the predicted

thresholds at the higher filter levels is to predict too high a
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threshold, that is, too clgﬁ% to the threshold of the densely
;iltered eye alone, This@%é what one would expect given that the
densely filtered eye was being somewhat suppressed. It can be
concluded that at the higher filter levels the weight of the
densely filtered eye is belng reduced, that is, that eye is being,
to some extent, suppressed. Why this is the case is also of
interest.

That this loss of weight is not total is demonstrated by the
binocular disadvantage at the highest filtsr level. The densely
filtered eye has enough weight to contribute to the binocular
percept, but the contribution has the effect of decreasipg
sensitivity, This 1s a temporal version of Fechner’s Paradox,
that two eyes can be less sensitive than one. This expl?nation is
compatible with Thomas’s (1954) explanation of the binocular
disadvantage, and is supported by Vernon’s (1934) finding -that the
brighter 1s the steady light in one eye’s visual field, the wo:se
will be the temporal resolution of the other eye. Levelt (1965),
who investigated Fechner’s Paradox in a steady-state binocular
brightness paradigm, has shown that the weight {s determined only
by the contour and ceontrast in each eye’s visual field. Thomas
(1956) showed that contours play a part in temporal resolution ‘
too. From the data.reported here, however, we have evidence that
at least one factor besides contour and ‘contrast is invloved in
determining each eye’s weight in a two-flash paradigm: luminance

per se. It is argued that this 18 not a disguised contrast

effect. Although different filter levels were used, the effect of

" a dénse filter was to darken both the flashing dot and its

/ —~_T
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surround\by about the same factor; the contrast remained more or
less constant, Since it was not the effect of a difference in

contrast, it was the large disparity in luminance that caused the

welights to change. Thus in binocular two-flash resolution

" luminance seems to be an important factor in determining the

weight of each eye’s contribition to the binocular temporal
resolution, and thus luminance performs a function\analogous to
that perfofmed by contour and contrast in binocular brightness

perception. f :

Thééé are some potential objecfions to the methodology used
in this research which, if not answered, couldscall into éuestion
the validity of the data and therefore the conclusions arrived at.
The firsg concerns the use of the probability summation equation
to predict the binocular data given the assumption of independence
between two monocular detectors. Variants of this Sbjection have
been raised by Guth (1971) and by Thorn and Boynton (1974). 1In
esgence, there are two conditions which must be met for. the
equation to be applicable,

First, the responses to all stimulus intensities in the
testing session must be mutually independent, i.e., the response
to one intensity must not systematically influence the response to
another intensity, and therefore studies using the staircase
technique should not also use the probability summation model, 1In
the single staircase method, for example, it often happens that
the probability of detecting a stimulus at intensity "x'" is partly

determined by the response\to the previously presented intensity.
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Subjects are more likely to report seeing stimulus number 's + 1"
if they reported seeing stimulus number "s". 1In a single
stalrcase paradigm a stimulus that elicited a "saw it" response is
always followed by a stimulus of a one step lower intensity. So
the obtained detectability at intensity "i" influences the
obtained detectability at intensity "i - 1", and therefore there
{8 no mutual independence.

This argument does not apply to the current study, however,
due to the use of the multiple staircase procedure. With L6
randomized staircases operating simultaneously the intensity, or
ISI, of a given stimulus i{s not determined by the response to its
immediaée predecessor, but by the response to a stimulus, on
average, 16 trials earlier, Thus stimull are presented in
virtually random order and the response to a given stimulus was
not a;stematically affected by any factor other than the intensity
of that stimulus. The obtained detectability of each ISI is not
influenced by the obtained detecFabiliéy at any other ISI, All
ISIs are mutually independent.

The 'second condition that must be met is that there be no, or

\very licttle, variance in sensitivity while the various thresholds
are being measured. As discu;sedlin the Results section the
effects of most unwanted variance was removed by the correction
factors, leaving only variance within individual sessions. Such
variance {s shown in the standard errors of the individual gubject
data tables in Appendix E. These standard errors are generally

fairly small, and this fact 18 more impressive when it i8 realized

" that the standard errors are artificially inflated. The
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explanation of this inflation is as follows: wi;h absolutely no
variance in sensitivity a single fiiibreversal staircase procedure
with a 4 ms unit of resolution would yield a standard error of
0.98, Revérsals could have occurred at 56, 60, 56, 6Q>and 56 ms,
"and the standard error of these numbegs is 0.98.‘ If {n both ;%
the 16 five reversal staircase procedures ;hat went into each
entry in Appendix E there were reversals only at 56 and 60 ms, the
standard error would be 0.16. Thus it can be concluded that there
was little variance within sessions, all other variance was

removed, so the condition of no or little variance was met. The

probability summation model is applicable in the present study.

Another potential problem, this one of a different nature,
deals with binocular fixation; that the way the data were
collected may have allowed a loss of fixation to be a Eonfounding
variable. At the lower luminance levels the fixation point was
easily detectable in both eyes, and can be assumed to have fallen
on the fovea of each eye. We can therefore be sure that
corresponding retinal locations were being stimulated by the flash
points. At the higher filter levels, ho&ever, the more densely
filtered eye ;ay have had troublé maintaining fixation. With this
wandering fixation in one eye the flash points, at times, might
have been effectively preéented to non-corresponding retinal
locations in the two eyes. Wandering fixation at the high filter
levels may be responsible for the rise in the binocular threshgld.

With wandering fixation the two flashes would have been presented

to two non-corresponding retinal locatioﬁs, and Thorn and Boynton
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(1974) have asserted that this lowers the binocular threshold.
This was tested in two ways. First, the third subject, MZ, was
run w;th holes in the centre of the filters. The holes allowed a

totally unfiltered view of the fixation point while not affectdng

any of the flashed points. With this method fixation should not

‘have been affected at all by diffeﬁ;&t filter levels. As can be

geen in the data tables in appendicies E and F, MZ’s results do
not differ from t£e other subject’s results in any way that could
indicate that the other subjects were having fixation trouble.

As a more direct test, all three subjects went through both
the hole and the no hole procedure for a low (1.0) and a'high
(1.9) filter level, all in the binocular condition., 1In tfe
abgsence of a wandering fixation effect one would expect higher
thresholds in the 1.9 filter condition and no difference Letween
the hole and no hole conditions, Wandering fixation would be
expected to raise the threshold in the 1.9 filter level no\kole
condition., The results (see Table 7) show virtually no différence
between the hole and no-hole conditions, but a large difference |
between the 1,0 and 1.9 filter level conditions., This was
confirmed by an analysis of variance, which showed a filter level

effect significant to the .00l level, and no hole effect or

interaction effect. The conclusion is that there was no wandering

‘fixation for any of the subjects, and the flash points always fell

on corresponding retinal locationms.

For these reasons we can be confident in the validity of the.

¢

data presented above, First, there 18 a decrease in monocular
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temporal resolution as the stimulus becomes less intense. Second,
the data show a binocular superiority over monoculqt two—flash
thresholds for all but the highest luminance disparifies, buc1this
superiority 18 not as large as is predicted by the probability
sunmation model. This may be due to a loss of sensitivity caused
by filter-induced delay and persistence, The third is t;;t a
model that does predict the data well, except under conditions of
high luminance disparity, is:

Ba=1-(l - prjr x (1 - pL)aor

where B represents the predicted binocular detection probability,
and pR and pL represent the right and left eye detection
probabilities. The reason. that this model does not fit the data
under conditions of high luminance disparity is best explained by
luminance-dependent changes in the weightings of e;ch eyé thqt the
model does not take into account. The fourth conclusion, then, 1is
that in two—-flash resolution, luminance is a determinant of
weighting, Finally, at the hiéh luminance disparities‘a binocular
disadvantage is found. The densely filtered eye has been partly
suppressed, but not enough to prevent the effectively steady light
it 18 perceiving from lowering the two-flash threshold of the
qther eye, (

In summary, a two-flash version of Thomas’s binocular
disadvantage was found and is interpreted to pe due to a )
luminance-disparity induced weighting effect. A mathematical model

describing the binocular integration of two-flash information,

a&counting for this disadvantage, was produced.

]




Hole Versus No-Hole Two-Flash Thresholds
and Analysis of Variance

Filter Hole

Thresholds (ﬁs)

.fable 7

No-Hole

59.96

67.78

63.87

60.48

68.39

. Analysis of Variance

. Level
" 1.0 61.00
1.9 69.00 .
- 65.00
Source " 7ss
Hole 7.593
Level ‘ .375.250
Hole x Level 050
.Error’ 460,041
* p < .001

2

" df

1
1
1
0

NS

7.593
. 375.250

.050

23.002

.
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APPENDIX A  °
Weighted Polynomial Regression

Recall that each ISI’s.detection probability is derived by
dividing the number of "Yes" responses collected at that ISI by
the total number of responses. Since each ISI‘s detection
probabllity is based on a different total number of responses,
confidence in the'accurac§ of a detection probability varies with
the number of responsesgit is based on., Weighted regression was
developed to handle such analyses (see Allen and Cady, 1982). The
sums of squares are calculated using the detection probabilities
multiplied by their respective weights, and the weights are
determined by the number of responses that the detection
probability is based on. ‘The relevant terms are as follows:

WEIGHTED SUM OF SQUARES: LW P,
UMVEIGHTED SUM OF SQUARES: XP

Where W is the weight, P is the detection probability, and
is the ISI index,

The more common unweighted, or more accurately evenly
weighted, regression merely dispenses with the mltiplication by
the weights. Apart from this, the two procedures are idenéical.

The weights used have to reflect the number of responses that
each detection probabflity was based upon, and the method chosen l

I
was as follows: the number of responses for each detection

-

probability was divided by the average number of responses to
» J
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yield that detection probability’s weight. The result was a s
of weights proportional to the number of responses in each
detection probability, yet which add up to the number of detection
‘probabilities in the analysis, For a more detailed discussion %f
the choosing of weights, see Appendix B. }

The order of the regression, linear, quadratic or higher, Jas
determined using trend analysis as discussed in Appendix B. Thé
highfst order component found to be statistically significant a%
th;(.OS level determined the order. If none of the components |
were significant, the component with the highest F ratio
determined the order of the regre;sion. This method regulted in
58 linear regressions, 162 quadratié regressions and 14 cubic
regressions.

Since the above procedure should provide a most accurate
description of the data, the regression predicted 501 detection
probability point should be an accurate estigate of the subject’s
two—flash threshold, as confirmed by a coﬁparison of the
thresholds calculated in this and the conventional manner.

The binocular data and data from the monocular unchanging
filter condition from subject AM, in the condition where the left
eye was variably filte;ed, is shown using both the mean and
regression analysis ﬁe@hods in Table Al. 1t is clear that, given
.a unit of resolution of four ms, the two‘uéthods yield similar

’ t
o
\A

results. ]
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/ _ .
'/ /' Table Al
/ " - |
Thresholds Obtained by the Conventional
and Regression Methods.

i 1

f ‘Binocular Condition

METHOD
" Filter )
Level Conventional Regression
1.0 57.2 58.6
l.1 61.5 . 60.8
1.2 60.8 59.0
1.3 58.1 57.8
1.4 60.2 st.s .
1.5 63.4 ' 61l.4
1.6 62.4 " 63.3
1.7 59.9 ' 61,2
1.8 H5.0 63.7
1.9 59.2 61,2
2.0 67.8 66.2
2.2 64.5 67.9
2.4 67.4 ° . 71.3
Monocular Steady Filter Condition
Method
Filter
Level Conventional, Regression

1.0 64.8 67.4
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APPENDIX B

t

Weighted Trend Analysis

The data on which the regression was performed consisted of
one data point (i.e.,, a detection probability) for each ISI. Were
a trend snalysis of IST against détection probability to be
performed 1t ;ould have zero degrees of freedom in the within
groups sum of squares, where one degree of freedom is a minimun
requirement, JTo deal with this problem a new set of probabilities
was extracted froa the raw data. For each binocular and variably
filtered monocular seggion a second set of detection probabilitiés
was derived. Recall that every filter level condition was run two
times for each ocular condition, once in the first and once in the
second position of a pair of sessions. For the regression a
single set of propabilities was derived from these two sessions;

t he dafa was callapsed across the two sessions, For trend
analysis both the first and second session in each pair of
segsions has its own set of detection probabilities, For the
unchanging filter condition two sets of detection probabilities
were derived, each based on half of the sessions, rather than a
single set for all sessions combined, as was done for the
regression. Thus trend analysis could now be performed on
probabiliiies stemming from the same raw data as the regression,
but with at least two data points, or one degree of freedom, fof

every within groups sum of squares,
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-
The trend analysis could then be performed in the usual
manner, as soon as a weighting factor was added. Since the trend
analysis determined the order of the reéression analysis, and the

regression analysis was performed on weighted data, the trend

analysis had to be performed on data weighted in the same way. As

discussed below, each probability’s weight was proportional to the

_number of responses that produced that probability. The various

sums o0f squares were calculated by multiplying each squared
probability by its respeétive weight, This is equivalent to
entering each data point into the analysis a number of times
equivalent to that hata point’s weight., To double the weight of
data point X, for example, enter it into the analysis twice. The
N 1in the analysis, from which the between groups degrees of

freedom was calculatéd, was determined by taking the sum of the

weights., Since in most trend analyses all data points have equal

'weight, by adding up the weights one obtains the number of

measures, or the N of the analysis. ’The N here was calculated the
same way, by taking the sum of the weights, !

The straightforward method for}deterw}ping a particular
detection probability’s weight would be to use the number of
responses that went into tﬁat detection probability. Since the
overall N is determined by the sum of the weights, as it is in
unwe ighted trend analysis where each data point has the same
weight, the overall N would be determined by the total number of
responses. An F statlstic obtained using such an N would be much
more liberal than one calculated using an unweighted trend

analysis, where the N would be the number of detection

"




o o
probabilities. A more conservative approach to weighting was used
‘here, and the same approach was used for the weighted regression
discussed in appendix A.

The welight for each detection probability was determined by
dividing the number of responses involved in that detectigﬁ -
probability by the average number of responses. This way the
average weight is unity and the N is the number of detection
pFobabilities in the equation., For example, if the number of
responses for ISIs 56, 60 and 64 were three, four and six,
respectively, the average number of responses would be 4,33. The
respective weights woﬁld be 0.69, 0.92 and 1.38, for an average
welight of one and:an N of three,

In this manner the different amounts of confidence placed in
each detection probability can be»expressed‘by asgigning each a
different weight, while at the same time preventing the analysis
from becoming overly liberal.

The orthogonal polynomials found in tables for trend analysis
assume equal N’s and therefore, {{n our terms, equal weights. The
method for generating orthogonal polynomials for unequal N’s (See
Kirk, 1968, Appendix C), was used for welghted trend analysis by
simply substituting weight for N, No other changes were
necessary.

The relative stren&&hs df'the linear, quadratic, cubic and
departure-from-cubic components were thus determined for each pair
of sets of detection probabilities, corresponding to the single

set used for regression. This information was used to determine

the order of the regression analysis, as discussed in Appendix A.

1
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APPENDIX C
Probability Summation

When cQo éercentages are summated probabilistically the
result is higher than either or;ginal value. The amount by which
the result exceeds the original values varies depending on the
original values. Consider a set of ordered palrs representing
s timulus intensity and detection probabilfty, and assume, for

;éimgiicity, that the two are related linearly (see Figure Cla).
Whgn this s;t of percentages is summated probabilistically with an
identical set (Figure Clb), the result is curvilinear (see Figure
Cle). Thus the shape of the original curves is not preserved in
probability summation. The effect of ogive and linear functions,
and of different amounts of overlappinq of distribuiions, on the
shape of the summated curve is shown 1in figures C2 to C6.

It is clear that the summated curves can assume a great
variety of shapes depending on the shapes and degree of overlap of

the original curves. Thus one can not expect an ogive function to
describe probabilistically summated data even though the original
data were og;ve shaped. Furthermore, since the degree of overlap
of right and left eye probability distributions decreases with
increasing disparity of filter levels, one should expect to find
different shaped distributions for different filter levels of

probabilistically summated data.

Any method of obtaining the 502 threshold from the
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probabilistically summated data that assum;s the same distribution
for all filter levels will yield inaccurate results. The accurate
method will have to be either distribution free or test for and

gécomodate the shape of each distribution of“prnobabilities. The

latter method was chosen and is disc:nssed in appendicies A and B,
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APPENDIX D
Derivation of Adjustable Probability Summation .
B = Predicted binocular detectlon probability. N
plL = Optained left monocular detection probability’
PR = Optained right momocular detection probability
., = Summation factor. See below .
- ¢t . ) . ' lo
. .
B=pR UPL - pR n pL (Logical Equation)

/

B = pR + plL - (pR * pL)

w

(Arithmetic Equation)

' t
B=1-1«tpR+ pL - (pR * pL)

B =1 - (1 - pR - pL + (pR * pL)) _ - | .
B=1=((L -pR)* (1l -pL)) )

6 ’P P )
B=1-

(1 = prR) * (1 - pL) (Standard Equation) .

-

B=1-(1-pR) * (1=~ pL)

=
"

—
]

(1 = pR)f * (1 - pL)F Where F = | P
. , (Ad justable Equation)

L

\ .

¢ .

l

An F greater than 1 indicates summation greater than ,
probability summation, an F less than 1 indicates summation less

" than probability.

» .
A SN ’
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APPENDIX E

\

o b
v

Individudl Sub ject Threshglds for each Filter Level 7

In the six tables that follow the "S.E." refers to the

standard errors of mean of the reversals from which the thresholds
were derived, in most cases this ianvolves 160 ‘means./Any
Dbinv&lar t,hreshold ma‘rkeci with an asterisk is significantly lower

- ‘ than the steadily filtered eye’s threshold,‘ and thus represents af
binocular advantage, and any variably filtered mondcular threshoid
markéd by :n asterisk is significantly highel:' thani the steadily
filtefed eye’s threshold., The binpcular data ma::ked by daggers
are significantly higher than the steadily £ ‘tered monocular
d;t:a, that is, the dagger marks adbinocular disadvantage. ,N;)
‘ comparisons were made with the predicted dat:?)as this data does

» * not involve comparible variances. The overall error rate for any

set of*12 or 13 comparisons was .05.
?

Y
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Table El

Ea)

Thresholda for Subject AH Right Eye Filter Unchanging

\ \’\ Unchanging Right Eye : ' Left Eye
Filter . , Fil@er .
Level Threshold S.E. "Level Threshold: S.E.
1.0 64.85 0.214 1.0 66.68 0.679 \
1.1 67.39%* 0.719
, 1.2 70.30%  0.783
' 5 “1.3 71.90%  0.665
1.4 71.50% 0.739
. 1.5 75.59%- 0.761
. 1.6 ™~ 79.35%  0.883
. . 1.7 76.54¢  0.662
‘ 1.8 79.57*  0.859
1.9 86.72% 0.730
2.0 , 83.22* 0.811
2.2 . 111.05% 0.721
2.4 111.42% 1.098
Binocular Probability Summation : / 4
-~ Filter : Filter , ,,
Level Threshold S.E. Level Threshold ;
. 1.0 57.17%  0.558 1.0 Nes ™ |
1.1 61.55%  0.626 1.1 51.53 ‘ |
. 1.2 60.78%*  0.574 1.2 50.64 ° . ,
1.3 . 58,10 0,881 1.3 51.73
1.4 60.20%  0.586 1.4 47.18 )
1.5 63.77 0.656 1.5 - 50.10 .
1.6 62,40«  0.559 1.6 48.81
1.7 59.92* 0,568 1.7 . 53.94
1.8 64.95 - 0.612 - 1.8 52.42
1.9 59,17%* 0,558 1.9 57.92 o~
] 2.0 67.81' 0,595 2.0 52.87
2.2 64.55 0,538 2,2 = 64.85
d 2.4, - 6142 0.52 2.4 64.85 {
~ ‘ |

ST [ RRMESEAL § il

* For the left eye, this indicates signifidance above the
unchanging right eye. ‘ .

For the binocular .condition this represeats significance below
the unchanging right eye.
t This represents significance above the unchauging right eye.

-
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" Table E2

Thresholds for Subject AM Left eye filter unchaﬁging .

Unchanging Left Eye

Filter
Level Threshold _ S.E.
1.0 70.74 0.282

Y

‘.

.Binocular .
t

Filter

" Level Threshold S.E.

.0 52.79* 0.578
.1 58.75%  0.591
.2 60.09* 0,682
.3 65.92%  0.553
4 59.42%  0.775
.5 60.64%  0.821
.6 75.04'  0.547
.7 66.10%*  0.659
.8 67.81%  0.518
.9 76.79'  0.635
.0 70.07 , 0.718
.2 68.42 0,943
4 67.32% 0.727

- '

~o

. Right Eye I

Filter
Level Threshold S.E.

1.0 76.32% 0.602
1.1 72.79 { 0.814
1.2 66,60 | 0.762
1.3 78.46%  0.759
lo4 76.38* 0,947
1.5 78.05%  1.363
1.6 93.46% , 0.820
1.7 . 88.80* 0,990
1.8 91,61* 1,059
1.9 - 93,43*  0.849
2.0 » 115.03* 1.663 -
2.2 106.02% 1,264 /
2.4 118,29*%  1.280 '
& p
Prgbability Summation
Filter Py .
Level Threshold . é?
L]
1.0 36,21 .
1.1 48,73 e
1.2 46,45
1.3 54,61 .
1.4 43,19 s
1.5 47.23
1.6 36.02
1.7 53.77
1.8 43.82
1.9 43,40
2.0 53.00 ;
2.2 68.36 .
2.4 68.43

. .
> ?

* For the right eye, this indicates significance above the

unchanging left eye.

For the binocular condition this represents significance below

the unchanging left eye.

t Thi presents siggificance above the unchanging left eye.‘
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K ‘ TabIR EI . ' \
° L\
Thresholds for Subject MZ Right eye filter unchanging
Unchanging Right Eye Left Eye
Filter ° . . Filter '
Level Threshold S.\E. Level Threshold S.E.
¥ 1.0 75.24  0.266 1.0 71.92  0.603
: ' ) 1.1 74,57 0.774
~ 1.2 61.53 0.761
1.3 94,28* 0.793
. ‘ 1.4 87.97%  0.737 ’
1.5 86,34% 0.923
| 1.6 101.67% " 0,952
’ 1.7 108.59% 1.405
. 108 107018* 1.550
' 1.9 98.24* 1,516
2.0  106.44% 1,708
2.2 157.22% 2.674
] ~ 2. 175.17%  1.139
1{ .
{ B { . ,
Brnocular Probabilitx Summation
Filter _ | ‘ Filter ¢
_ Level Threshold S.E. Level Threshold ’
1.0 66.14% 0,530 1.0 61.83
- 1.1 57.47% 0.583 1.1 50.43
1.2, 60.76% IS 1.2 46.55
1.3 72.12 0.488 "1.3 65.13
l.4 6l.11* 0.988 1.4 60.06
1.5 66,07% 0,605 1.5 58.48 .
1.6 68.03 0.673 1.6 69.42
1.7 69.84* 0,477 1.7 65.69 '
. 1.8 70.89*% 0.770 1.8 65.55
. 1.9 78.22 0,921 1.9 60.98 .
- 2.0 64.48% 0.606 2.0 62.84
2,2 72.39 0.612 2,2 75.24 ! ‘ 4
. 2.4 70.71% 0.642 , 2.4 75.24

¢ < . { 4

& For the left eye, this indicates significance 'above the

unchanging right eye. . ' v R
For the binocular dition this represents significance below o s

the unchanging right eyeg )

_tThis represents éignif’Eance above the unchanging right eye.

,
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Table E&

3

) 'S
Thresholds for Subject MZ Left eye filter unchanging

e £

Unchanging Left Eye . Right Eye
Filter ‘ " Filter ,
Level Threshold S.E. Level Threshold S.E.
1.0 © 80,35 0.277 1.0 83.91 1.290
1.1 82.74 0.717
1.2 93,46%  1.567
" 1.3, 96.86* 1.162
“y 1.4 101.05%  1.884
1.5 105.59*  0.858
1.6 105.61%  1.047
. 1.7 135.26%  1.959
. 1.8 118,71% 1,242
1.9 108.52%  0.831
2.0 119.92%  0.935
2.2 158.19*  2.608
2.4 200,13*  1.242
3 2
/ .

V Binocular Probability Summation
Filter © - T+ Filtér '
Level Threshold S.E. - Level Threshold
1.0 ", 73.71*  0.564 © 1.0 47.84
1.1 74.47% 0,726 1.1 62.37
1.2 - 73.71%* 0,949 1.2 55.31
1.3 79.31 0.778 1.3 66.07
1.4 77.15%  0.680 1.4 " 63.49

7 1.5 y 77,00 0.822 1.5 69.70 )
1.6 72.81% 0.784 1.6 71.77 ‘
1.7 74.91%*  0.733 1.7 84.35
1.8 78.93  0.685 1.8 77.29 3
1.9 83.69 0.749 1.9 72.39
2.0 88.,02! 0.810 © 2,0 - _80.35
2.2 . 72,92%  0.672. 2.2 80.35
2.4 72.34* 1,001 2.4 80.35

~

N

* For the right eye, this indicates significance above the
unchanging heft eye.
“For the “nocular condition this represents significance below
the unchanging left eye. . '
t This represents significance above the unchanging left eye.
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4
Table ES

“Thresholds for Sub ject DL Right eye filter unchanging

Unchanging Right Eye Left Eye

Filter . Filter )
Level Threshold S.E. Level Threshold S.E.
1.0 46,78 0.185 1.0 42.66 0.497
1.1 46.59 0.776

1.2 53.64% 0.451

. 1.3 52.92%* 0.658

1.4 55.53* 0.788

‘ 1.5 58.88* 0,643

1.6 57.51* 0.790

. 1.7 65.16* 0.870

R i ‘ 1.8 65.7%%  0.964

. 1.9 74,59*% 1.134

2.0 . 79.33* 0.926

2,2 98,.11* 1.420

PO B b 1t b b b s s e et

Binocular , Probability Summation
<
Filter Filter
Level Threshold S.E. Level Threshold
.0 43.13*  0.594 1.0 40,13
.Hr 45.29 0.422 l.1 36.86 .
o2 45.56. 0.528 1.2 42.76
«3 44,43*% 0.446 1.3 40,45
ob « 45.07 0.673 l.4 39.00
o5 45.48 0.561 1.5 40.29
.6 45.17 0.527 1.6 43,05
o7 46.45  0.531 1.7 30.69
.8 47.31 0.538 1.8 37.44
.9 44,26 0.624 1.9 39.55
.0 49,11t 0.478 2.0 45.78
.2 50,381 ‘.072_ 2.2 46,77

]

* For the left eye, this indicates significance above the
unchanging:right eye.

For the binocular conditiqn this regresents significance below
the: unchanging right eye.
t This represents significance above the unchanging right eye.

4
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Table E6

Thresholds for Subject DL Left eye filter unchanging

- Unchanging Left Eye . Right Eye’
© Filter . Filter
Level Threshold S.E. ' Level Threshold S.E.
1.0 50.84 0.186 1.0 48,20 0.461
‘ 1.1 50.90 0.461
1.2 53.92* 0.627
! 1.3 57.79% 0.470
1.4 61.48*% 0.574
1.5 65.18* 0.781
1.6 72.96* 0,731
1.7 59.79* 1.380
1.8 72.41% 0.869
] 1.9 77.02% 0,744
2.0 95,23 1.167
2.2 169.94*% 5,547
t
Binocular Probability Summation
. - Filter . Filter
” Level - Threshold S.E. Level Threshold
1.0 50.14¢ 0.562 1.0 42,46
1.1 47.86*%  0.495 l.1 44,21 4
1.2 53.31 0.444 1.2 43.56
1.3 52.70 0.498 1.3 43.33
1.4 48.49% 0,467 l.4 48,49
1.5 53.24%  0.465 1.5 ~ 46471
1.6 54,39t 0.538 1.6 43,59
1.7 61.19t 0,831 1.7 43,10
1.8 55.38t 0,573 1.8 33.37
1.9 59.77t 0,550 ‘1.9 54,67
N 2.0 52.74 0.499 2.0 55.95
2,2 53.58t 0.640 2.2 50.84
. * For the right eye, this indicates significance above the

uuchanging left eye.

For the binocular condition this represents significance below
the unchanging left eye.
t This represents significance above the unchanging left eye.
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APPENDIX F .

Predicted Binocular Data - Summation Factor of 0.67

Table Fl

Predicted and Obtained Thresholds:
Subject AM Right Eye Filter Unchanging

Obt ained Predicted Obtained
Binocular Thresholds Thresholds Minus Predicted

57.17 . 57.75 -0.58
61.55 58.38 ‘ 3.17
60,78 60.36, 0.42
58.10 62.60 -4.50
60.20 60.41 ) -0.21
63.77 61.94 1.83
62.40 63.66 - -1.26

, 99.92 64.20 -4,28
64.95 63.41. l1.15
59.17 66,48 -7.31
67.81 64.20 3.61
64.55 71.73 ¢ =7,18
67.42 78.15 -10.73

' . ‘
" Table F2

.

‘Predicted and Obtained Thresholds:
Subject AM teft Eye Filter Unchanging

Filter Obtained Predicted " Obtained
Level Binocular Thresholds Thresholds Minus Predicted
1.0 52.79 . 55.04 . =2.25

1.1 58.75 57.87 0.88 ' -
1.2 60.09 61.59 . =1.50

1.3 65.95 66.61 -0.66

1.4 59.42 60.71 © -1.29

1.5 60.64 - 62.74 -2.10

1.6 75.04 58.97 16.07

1.7 66.10 ., 65.43 0.67

1.8 67.81 61.51 6.30

1.9 76,79 " 64439 12.40

2.0 70.07 67.13 2.90

242 68.42 82,00 -13.58

2.4 67.32, 82.56 -15.24

L
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Table F3 .

Predicted and Obtained Thresholds:
Subject MZ Right Eye Filter Unchanging:

Filter - Obtained Predicted Obtained ' -

B N N et bt bt bt et bt b et s pe

Level Binocular Thresholds Thresholds . Minus gredipcedl

0 - 66.14 ©69.15 -3.01

.l 57.47 " 59,89 ‘=2.42

o2 60.76 58,76." . 2.00

.3 72.12 C . 81,72 -9.60

oh Hlell 73.74° " ~-12.63

o5 66.Q7 72.30 - - -6.23

+6 68.03 - -7 82,21 ~14.18

o7 - 69.84 : 81.93 - =12.09

.8 70.89. 81.76 -10.87

.9 78.22 ' 69.91 8.31

.0 64.48 © 63,05 ~1.43

o2 « 72.39 80.91 . ~-8.52"

b 70.71 80.57J . -9.86

Table F4
Predicted and Obtained Thresholds:
Sub ject MZ Left Eye Filter Unchanging
Filter . Obtained Predicted Obtained
" Level Binotular Thresholds Thresholds Minus Predicted

1.0 73.71- 60.99 12.72
1.1 74,47 . . 75.96 -1.49
1.2 73.71 69.83 _ 3.838
1.3 79.31 78.58 0.73
1.4 77.15 75.61 - 1,54
1.5 77.00 - 83.75 -6.75
1.6 72.81 ' 85.10 -12.29
1.7 - 76,91 94.19 -19.28
1.8 78.93 ) 91,93 =13.00
1.9 - 83.69 81.52 2.17
2.0 88.02 91,29 -3.27
2.2 72,920, 79.05 - -6.13 '
2.4 72.34 84.05 -11.71

’h
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Table F5

® {
" ‘Predicted and Obtained Thresholds:
Subject DL Right Eye Filter Unchanging

Table F6

P

Predicted and Obtajined Thresholds:
Subject-DL Left Eye Filter Uachanging

Obtained

Obtained

4.48

" 0475
5.514
3.50
L=4,34

“2.89

" =5,31

13.91

5.87

~2.94

-7.27

0

v

Obtained Predicted - Obtained
Binocular Thresholds Thresholds Minus Predicted
43,13 45,97 ‘=2,.84
45,29 52.02 . =6.73...
45.56 N 44,91 0.65
44.43 §5.58 -1.15
45,07 . 46475 -1.68
45,48 47,70 "~ =2,22
45,17 47.61 ° ~2.44
46.45 5Q.27 ° -3.82
47.31,; 44,55 .- 2,76
44,26 . 47.48 ~3.22
49,11 49.91 + =0.80
50.38 © 52,40 ~2.02
¢ s

Filter Predicted
Level . Binocular Thresholds- Thresholds Minus Preé}gted
150~ 50.14 ° 45.66
1.1 47.86 47.11
\.2 53.31 47.80
1.3 52,70 49,20
1.4 48,49 52.83
1.5 53,24 50.35
1.6 54.39 59.70
1.7\ 61.19 47.28
1.8" 55.38 49.51
1.9 . > . 59,77 62.71
2.0 ‘ 52.74 . 62.79
2.2 53.58 60.85 » .
S
——
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